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Abstract — Recently, we reported a novel absorbing boundary condition (ABC), surface impedance absorbing boundary (SIABC). SIABC has a comparable absorbing performance compared to CPML, but requires a sufficient long distance between the boundary and the scatter. In this paper, we focus on this issue and introduce the non-uniform SIABC. Non-uniform SIABC archives a similar absorbing performance as the uniform SIABC at a same distance, while the number of the air buffer cells is much smaller. Therefore, it is possible for us to make it more efficient relative to uniform SIABC or CPML. An example of a patch antenna is discussed to explore the accuracy and efficiency of non-uniform SIABC. We also compare the memory usage for uniform SIABC, non-uniform SIABC, and 10-layers CPML. All the results indicate that non-uniform SIABC requires much less memory, needs much less time for simulations, which makes it a potential of being one of the most popular ABCs in FDTD method.

Index Terms — CPML, FDTD, Non-uniform, SIABC.

I. INTRODUCTION

Surface impedance absorbing boundary condition is first introduced by us in [1]. SIABC comes from the concept of surface impedance boundary condition (SIBC) proposed by Leontovich in 1940s [2]. It is implemented by setting the impedance the same as free space. Compared to CPML [3], SIABC is extremely easy for understanding and for programming, meanwhile, it has a comparable absorbing performance relative to 10 layers CPML. Despite of these advantages, the disadvantage of SIABC is also obvious. In order to absorb the incident waves efficiently, a sufficient long distance between SIABC and the scatter is always required. Therefore, the memory requirement enlarges with the increase of number of air buffer cells. In some situations, this increase may be significant.

On the purpose of reducing the memory usage, we propose the non-uniform SIABC. Non-uniform gridding is a good way to reduce the simulation time with an acceptable accuracy. Non-uniform gridding is proposed originally to deal with complex geometrically details by changing large grids into smaller grids. However, for non-uniform SIABC, the general purpose of non-uniform gridding is inverted. We build larger grids for the air buffer between the boundaries and the scattering objects, in order to reduce the number of air buffer cells. There are a few non-uniform methods proposed [4-6], and in this paper, we will apply the gradually changing grid method as described in [7].

In the first section of this paper, we briefly described non-uniform sub-gridding and how it is combined with SIABC method. Later, we test the accuracy and efficiency of non-uniform SIABC with a microstrip antenna example. The results are compared with 8-layers CPML and show a good agreement. The memory requirements are also compared to 10-layers CPML for general simulations. It can be concluded that non-uniform SIABC is an excellent ABC, and has the potential of being one of the most popular ABCs in FDTD method.

II. NON-UNIFORM FORMATTING

The geometrical illustration of grid discretization of non-uniform grid SIABC is displayed in Fig. 1 [7].

Fig. 1. Geometrical illustration of non-uniform SIABC.
In Fig. 1, the air buffer between the SIABC boundary and the objects inside the simulation domain is divided into 3 sub-regions: coarse uniform sub-region, non-uniform transition sub-region, and fine uniform sub-region. The objects in the simulation domain are located in the fine uniform sub-region. In the coarse uniform sub-region, the cell size is $ds$; in the non-uniform transition sub-region, the cell size changes from $ds$ to $de$ gradually with the same decreasing ratio, and in the fine uniform sub-region, the cell size is $de$. The length of the first cell in the transition sub-region is set as:

$$d1 = Rds,$$

where $R$ is the ratio of change between subsequent half cells.

In the transition sub-region, the length of each cell is changing gradually, hence, the length of each cell in the transition sub-region can be represented as:

$$dM = R^{M}ds,$$

where $M$ is the index of the $M$th cell in the transition sub-region.

At the beginning of the fine uniform sub-region, the length of the fine cells should be:

$$de = R^{N+1}ds,$$

where $N$ is the number of the cells in the transition sub-region. If the transition is desired to happen on a given length $\Delta T$, the total length of the transition sub-region, in addition to one cell at both ends from the uniform regions is:

$$\Delta T + ds + de = \sum_{k=0}^{N+1}dsR^k = \frac{ds{de}R^{N+1}}{1-R}.$$

Therefore, ratio $R$ can be calculated as:

$$R = \frac{\Delta T + de}{\Delta T + ds}.$$

Then, the number of cells, $N$, can be determined using:

$$N = \log(de/ds) - 1.$$ 

One should notice that $N$ must be an integer number. It can be rounded to its closest appropriate integer. A smoother transition can be archived if the transition sub-region is selected to be appropriately long.

Another important thing is that the size of the coarse grid should be chosen properly. As is known to all, the larger the coarse grid is, the smaller number of air buffer cells there will be. However, larger grid will cause instability during the simulation [8-10]. Therefore, a proper selection of coarse grids will reduce the cells needed meanwhile keep the stability of the simulation. As time duration is determined by the fine grids, there is no need to consider it separately.

The format of updating equations for non-uniform SIABC are totally the same as those of uniform SIABC method, while the cell size, $dx$, $dy$ and $dz$, should be replaced with coarse grids.

### III. VERIFICATION EXAMPLES

#### A. Microstrip patch antenna

In this example, a patch antenna as described in [7] is used to examine the performance of non-uniform SIABC. A microstrip rectangular patch antenna is constructed, as shown in Fig. 2. The problem domain is identified with grid size $\Delta x=2\text{ mm}$, $\Delta y=2\text{ mm}$, $\Delta z=0.95\text{ mm}$, which are regarded as fine grids in this example. A rectangular brick represents the substrate of the antenna with $60\text{ mm} \times 40\text{ mm} \times 1.9\text{ mm}$ dimension and 2.2 dielectric constant. A PEC plate for the ground of the antenna is placed at the bottom side of the substrate covering its entire surface area. A PEC patch is centered on the top surface of the substrate with 56 mm width and 20 mm length in the x and y directions, respectively. The feeding point to the top patch is at the center of the long edge of the patch. A voltage source with 50 internal resistance between the ground plane and the feeding point is defined. This patch antenna operates at 3.45 GHz. The simulation with 8-layers CPML, uniform SIABC and non-uniform SIABC are employed in turn. In each simulation, the number of time steps is 8000. These simulations are executed on a personal computer operating with Inter(R) Core(TM) i7-4700MQ, running at 2.4 GHz.

![Fig. 2. A microstrip patch antenna configuration.](image-url)
From Table 1 and Fig. 3, one can figure out that compared to uniform SIABC or 8-layers CPML, non-uniform SIABC requires much less memory storage, and needs much less time for the simulation with the same reflection coefficient performance. For this example, the domain size for non-uniform SIABC is almost half of that for 8-layers CPML, while the time needed for the simulation is just around 1 fourth. That is because from the complexity aspect, SIABC is much easier than CPML.

### B. Memory comparison

In this section, we compare the memory storage requirement for 10-layers CPML, uniform SIABC with its number of air buffer cells ranging from 20 to 50, and non-uniform SIABC with the same air buffer length as uniform SIABC has. Due to the fact that for non-uniform SIABC, the coarse grids will vary with different problems, we made an assumption that for all situations, the coarse grid is three times of the fine grid, and the transition length between coarse sub-region and fine sub-region is 3 times of a coarse grid. Also, there are 2 fine grids in front of the scattering object. Therefore, ratio $R$ can be calculated as:

$$R = \frac{\Delta T + de}{\Delta T + ds} = \frac{9ds + ds}{9ds + 3ds} = \frac{5}{6},$$  \hspace{1cm} (7)

and the number of cells in the transition sub-region, $N$, should be:

$$N = \frac{\log(de/ds)}{\log(R)} - 1 = 5.0.$$  \hspace{1cm} (8)

The air buffer gridding is illustrated in Fig. 4. There are 20 fine grids for uniform SIABC case and correspondingly, there are 10 cells for non-uniform SIABC case. There are 3 coarse grids and 2 fine grids. The other 5 cells comes from the transition sub-region, with their cell size decreasing from $ds$ to $de$.

In order to reduce the number of cells for a certain length, the number of coarse grids should be as many as possible. In our discussion, as the number for fine grids is settled down, we should adjust the length of transition sub-region to ensure that we can have as many coarse grids as possible. Table 2 shows the number of air buffer cells comparison for uniform SIABC and non-uniform SIABC. In the first column, we list the number of air buffer cells for uniform SIABC, which is changing from 20 to 50. The rest of the columns list the corresponding number of cells for non-uniform SIABC: the number of coarse cells, the length for transition length in terms of $de$, the number of cells for the transition sub-region, $N$, the number of cells in the fine region, and the total number of cells used.

![Fig. 4. Air buffer cells configurations for uniform SIABC and non-uniform SIABC with fixed air buffer length.](image)

<table>
<thead>
<tr>
<th>Uniform (cells)</th>
<th>Coarse</th>
<th>Transition Length (de)</th>
<th>N</th>
<th>Fine</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>40</td>
<td>9</td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>13</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>21</td>
</tr>
</tbody>
</table>

The memory comparison result is shown in Fig. 5. Generally speaking, by using non-uniform SIABC, the memory requirement is significantly smaller than 10-
IV. CONCLUSION

In this paper, an advanced absorbing boundary condition, non-uniform SIABC is proposed which is a combination of non-uniform grid and SIABC. By applying non-uniform grid, we significantly reduced the number of air buffer cells between the SIABC boundaries and the scattering objects leading to much smaller memory requirements relative to uniform SIABC or CPML with acceptable accuracy. Hence, non-uniform SIABC has the potential of being one of the most easy to implement with good performance and less memory requirements ABC for electromagnetic simulations.
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Abstract — A time-dependent discrete adjoint algorithm for electromagnetic problems is presented. The governing equations are discretized with a semi-discrete Petrov-Galerkin method. Time advancement is accomplished using an implicit, second-order backward differentiation formula (BDF2). An all-dielectric metamaterial is proposed and gradient-based shape design optimization is conducted. Hicks-Henne functions are utilized for shape parameterization to ensure smooth surfaces, and linear elasticity employed to adapt interior mesh points to boundary modifications. The cost function used in the design optimization attempts to widen the bandwidth of the metamaterial over a desired frequency range. Optimization results demonstrate an increase of the full width at half maximum (FWHM) of reflection from 111 THz to 303 THz.

Index Terms — Adjoint-based sensitivity analysis, design optimization, finite element method, metamaterial, Petrov-Galerkin.

I. INTRODUCTION

In recent years, the Petrov-Galerkin (PG) method has become a popular approach in solving a wide range of convection-dominated problems, such as computational fluid dynamics and electromagnetics [1, 2]. The primary benefits of using PG methods arise from their suitability for efficient parallel computing and their high performance of efficiency over DG methods [1]. Since sensitivity analysis is required for gradient-based optimization, the PG method has been extended to provide sensitivity derivatives for both steady-state and time-dependent problems. To this end, a discrete adjoint approach for time-dependent acoustic problems is described in [3, 4] for a Petrov-Galerkin method.

Metamaterials [5] are artificially structured materials with sub-wavelength scale building blocks. The optical properties of metamaterials depend on the constituent materials and geometries of the building blocks. The ability to design such metamaterials opens the pathway for creating materials with designer optical properties. Over the past decade, metamaterials have shown the ability of controlling light propagation [6], absorption and emission [7, 8]. The rapid development of metamaterial research has lead to many scientific breakthroughs such as negative refraction, invisible cloaking, and ultra-compact optical elements [5-9].

In this paper, the research described in [3, 10] is extended for optimization of metamaterials at optical frequencies. A time-dependent discrete adjoint method is employed to obtain sensitivity derivatives. An all-dielectric metamaterial is proposed and optimization is conducted. To follow, the governing equations and discretization method, the adjoint-based sensitivity analysis and shape optimization algorithm, and numerical results are presented.

II. GOVERNING EQUATIONS AND DISCRETIZATION METHOD

The governing equations considered are the two-dimensional source-free Maxwell’s equations, which can be written in the conservative form:

$$\frac{\partial q}{\partial t} + \nabla \cdot F = 0,$$

where $q$, $F$, and $G$ are given by:

$$q = \{D_x, D_y, B_z\}^T,$nabla \cdot F = \{0, B_z/\mu, D_y/\varepsilon\}^T, \quad G = \{-B_z/\mu, 0, -D_x/\varepsilon\}^T,$

or

$$q = \{B_x, B_y, D_z\}^T,\quad F = \{0, -D_z/\varepsilon, -B_y/\mu\}^T, \quad G = \{D_z/\varepsilon, 0, B_x/\mu\}^T,$$

for a transverse-electric (TE) mode or a transverse-magnetic (TM) mode, respectively. In the equations above, $\mu$ and $\varepsilon$ represent the relative permeability and permittivity, respectively. These parameters are assumed to be constants in the current work.

The Petrov-Galerkin discretization begins by formulating a weighted-integral statement of the governing equations by multiplying Eq. (1) by a set of weighting functions, and integrating within each element, as:
\[ \int_{\Omega_k} [\phi] \left( \frac{\partial \eta}{\partial \tau} + \frac{\partial F}{\partial x} + \frac{\partial g}{\partial y} \right) d\Omega_k = 0, \]  
(4)

where \( \phi \) is a weighting function defined by the Streamline Upwind/Petrov-Galerkin (SUPG) method given by:

\[ [\phi] = N[I] + \frac{\partial N}{\partial x} [A] + \frac{\partial N}{\partial y} [B] \]  
(5)

where \([\tau]\) represents the stabilization matrix and can be obtained using the following definitions:

\[ [\tau]^{-1} = \sum_{k=1}^{N} \left[ \frac{\partial N}{\partial x} [A] + \frac{\partial N}{\partial y} [B] \right], \]  
(6)

\[ \left[ \frac{\partial N}{\partial x} [A] + \frac{\partial N}{\partial y} [B] \right] = [T][[\Lambda]][T]^{-1}, \]  
(7)

where \([T]\) and \([\Lambda]\) are the right eigenvectors and eigenvalues of the matrix on the left hand side of Eq. (7) respectively, and \([T]^{-1}\) represents the inverse of \([T]\).

Integrating Eq. (4) by parts, the weak formulation of the problem for each element can be written as:

\[ \int_{\Omega_k} N_i \frac{\partial q}{\partial \tau} d\Omega_k - \int_{\Omega_k} \frac{\partial N}{\partial x} f(q_p) + \frac{\partial N}{\partial y} f(q_p) d\Omega_k + \int_{\Gamma_k} [P] q_p^\tau \frac{\partial \eta}{\partial \tau} + \frac{\partial g}{\partial x} q_p d\Omega_k + \int_{\Gamma_k} N_i H(q_p^+, q_p, n) dS = 0, \]  
(8)

where the solution is approximated as \( q_p = \sum_{i=1}^{n_c} q_{p_i} N_i(x) \).

In Eq. (8), \( H(q_p^+, q_p, n) \) represents the flux on the element boundaries, which is determined from the data on either side of the interface using a Riemann solver described in [1]. Equation (8) can be written as an ordinary differential equation in time, which is integrated using an implicit, second-order backward difference formula (BDF2).

### III. ADJOINT-BASED UNSTEADY SHAPE OPTIMIZATION

In gradient-based optimization, sensitivity derivatives of the objective function are utilized to construct an appropriate search direction for improving the design. For the direct approach a linear system is formed and solved for each design variable. Numerical evaluation, such as central finite-difference, requires two high converged solutions for each design variable. When the number of design variables is greater than the number of objective functions, adjoint-based sensitivity analysis is the most efficient option for obtaining these derivatives. The number of linear systems requiring solution is equal to the number of objective functions.

#### A. Design variables and shape parametrization

During a design cycle, the geometry is modified through surface node displacements according to a defined parameterization. The specific method will dictate the set of geometric design variables. A number of surface parameterization methods have been utilized for this purpose in the literature, such as Bezier, B-spline, Hicks-Henne functions, basis vectors, free-form deformation, etc. In this paper, the Hicks-Henne sine bump function is utilized to ensure smooth surface shape, given by:

\[ b_i(x_{si}, \beta_m) = \beta_m \sin^i(\pi x_{si} \ln(0.5) / \ln(x_{sm})), \]  
(9)

where the design variables are set to be the magnitudes of the bump functions \( \beta = \{\beta_m, m = 1, \cdots, N_{d}\} \), where \( N_d \) represents the total number of design variables. In Eq. (9), \( b_i \) represents the surface node displacement at \( x_{si} \) due to the displacement of the surface node at \( x_{sm} \), and \( \beta_m \) denotes the \( m \)th component of the design variables associated with the surface node at \( x_{sm} \). The modified surface coordinates are computed by:

\[ x_{si}^{new} = x_{si}^{old} + \sum_{m=1}^{N_d} b_i(x_{si}, \beta_m). \]  
(10)

As the surface mesh deformation is obtained, the interior mesh points are deformed using linear elasticity to prevent the generation of overlapping elements. This system of equations may be expressed as \([K']\Delta x = \Delta x_s\), where \([K]\) represents the stiffness matrix as found in solid mechanics applications.

For gradient-based optimization the function \( l \) refers to a scalar-valued objective function used for minimization. A general formulation for the objective function is expressed in terms of the design variables as

\[ l = l \left( X(\beta), \overline{q}(X(\beta)) \right), \]

where \( \overline{q} \) represents the computed unsteady solution, \( X \) represents the computational mesh and \( \beta \) represents the set of design variables, which control the modification of the surface geometry.

#### B. Adjoint-base sensitivity calculation

The unsteady residual for time step \( n \) can be expressed as:

\[ R^n(\beta, X, \bar{q}^n, \bar{q}^{n-1}, \bar{q}^{n-2}) = 0. \]  
(11)

The sensitivity derivative can be computed using a forward mode direct differentiation by examining the function dependencies of the objective function. The total differential of \( l \) with respect to \( \beta \) can be expressed as:

\[ \frac{dl}{d\beta} = \frac{d\bar{q}^n}{d\bar{\eta}} \left( \frac{d\bar{\eta}}{d\beta} \right)^{-1} \sum_{n=1}^{N_{cy}} \frac{d\bar{q}^n}{d\bar{\eta}} \left( \frac{d\bar{R}^n}{d\bar{\eta}} \right) + \frac{d\bar{R}^n}{d\bar{\eta}} \left( \frac{d\bar{\eta}}{d\beta} \right)^{-1} \frac{d\bar{\eta}}{d\beta} + \frac{d\bar{\eta}}{d\beta} \left( \frac{d\bar{\eta}}{d\beta} \right)^{-1} \right). \]  
(12)

The adjoint method eliminates the computational overhead caused by repetitive calculations of the solution sensitivities by transposing the inverse of the Jacobian matrix. While a detailed derivation of the procedure is given in [3], the total differential of the objective function may be expressed in terms of the adjoint vector as:

\[ \frac{dl}{d\beta} = \frac{d\bar{q}^n}{d\bar{\eta}} \left( \frac{d\bar{\eta}}{d\beta} \right)^{-1} + \frac{d\bar{R}^n}{d\bar{\eta}} \left( \frac{d\bar{\eta}}{d\beta} \right)^{-1} \]  
(13)

where

\[ \bar{\lambda}_q = - \left[ \frac{d\bar{R}^n}{d\bar{\eta}} \right]^T \left( \frac{d\bar{\eta}}{d\beta} \right)^T + \left[ \psi_1^{n+1} \right]^T + \left[ \psi_2^{n+2} \right]^T, \]  
(14)
\[
\psi_1^n = \left[ \frac{\partial R^n}{\partial q_{n+1}} \right]^T \lambda_q^n, \quad \psi_2^n = \left[ \frac{\partial R^n}{\partial q_{n-2}} \right]^T \lambda_q^n,
\]
are the adjoint variables.

C. Shape optimization algorithm

Once the sensitivity derivatives of the objective function are evaluated, they are utilized to predict an appropriate search direction. The basic algorithm can be written as:

**Algorithm.** A discrete adjoint formulation for time-dependent sensitivity derivatives:

1. Set \( \psi_1^{n+1}, \psi_2^{n+1}, \psi_2^{n+2} \) to be zero. Set \( n \) to be \( n_{\text{yc}} \).
2. Solve Eq. (14) for the adjoint variable.
3. Set the sensitivity derivatives by:
   \[
   \frac{dt}{db} = \frac{dt}{db} + \frac{\partial I}{\partial x} \frac{\partial x}{\partial b} + [\lambda_q]^T \left( \frac{\partial R^n}{\partial x} \frac{\partial x}{\partial b} \right).
   \]
4. Set \( n = n - 1 \).
5. Set \( \psi_2^{n+2} = \psi_2^{n+1} \), solve Eq. (15) for \( \psi_1^{n+1} \) and \( \psi_2^{n+1} \).
6. If \( n = 1 \), stop; otherwise go to step 2.

IV. NUMERICAL RESULTS

A. All-dielectric metamaterial and objective function

All-dielectric metamaterials offer a potential low-loss alternative to plasmonic metamaterials at optical frequencies [11]. In the current work, an all-dielectric metamaterial made of silicon on SiO\(_2\) substrate is proposed as the initial design model. Figures 1 (a-b) illustrate the schematic of metamaterial unit cell and array. The silicon resonators with dimension of \( W = 200 \) nm and \( H = 100 \) nm are placed on top of a SiO\(_2\) substrate (regarded infinite) with periodicity of \( P = 300 \) nm. As shown the Fig. 1 (a), the metamaterial is illuminated with polarized light. The electric field is polarized along the x-direction and the magnetic field along the y-direction with wave vector \( k \) in z-direction. In this case, the light transmits from the air to the SiO\(_2\) through the silicon resonators.

The metamaterial proposed above is modeled and simulated by an in-house code developed at the Simcenter. The results of reflection over frequency range of 350-650 THz are shown in Fig. 1 (c), with full width at half maximum (FWHM) of 111 THz (479-590 THz) in reflection. For comparative purposes, the current results are shown with those from the commercial software ANSYS\textsuperscript{®} HFSS [12]. The reflection indicates that the metamaterial has the maximum reflection at 516 THz. The electric field distribution at 516 THz, depicted in Fig. 1 (d), clearly illustrates this reflection.

The objective of the current design optimization is to widen the bandwidth of the metamaterial. Accordingly, an objective function is proposed as:

\[
I = \int_{f_1}^{f_2} (1 - \text{Reflection})^2 df,
\]
where \( f_1 \) and \( f_2 \) represent the lower and upper bound of the desired frequency range.

B. Optimization results

In the current research the DAKOTA toolkit [13] was utilized. DAKOTA’s optimization capabilities include a wide variety of optimization methods, and an interface to link with third-party routines. The optimization is performed using a quasi-Newton method (DAKOTA’s OPT++ library [14]) based on the Broyden-Fletcher-Goldfard-Shanno (BFGS) variable-metric algorithm, and the line searching approach of More and Thuente [15].

Utilizing the objective function given in Eq. (17), with \( f_1 = 300 \) THz and \( f_2 = 700 \) THz, the optimization was performed using different numbers of design variables. Increasing the number of design variables allows for greater geometric flexibility. Figure 2 illustrates the optimization results with 1, 3, and 9 design variables. As seen in Fig. 2 (a), at 426 THz no reflection can be observed from the electric field distribution for the initial model, while high reflection can be observed for the optimized geometries in Figs. 2 (b)-(d) using different number of design variables.

As shown in Fig. 3, the FWHM of reflection for the all-dielectric metamaterial increases from 111 THz to 277 THz, 285 THz, and 303 THz with 1, 3, and 9 design variables, respectively. For the optimized result with 9 design variables, the FWHM of reflection ranges from 376 to 679 THz. As shown in Fig. 4, the electric field distributions at 404 THz, 516 THz and 620 THz are simulated to demonstrate the high reflection property of the optimized metamaterial over the wide frequency range.

![Fig. 1. Proposed initial metamaterial model.](image-url)
Electromagnetic shape optimization is conducted on an all-dielectric metamaterial working at optical frequencies, and considers multiple numbers of design variables. Furthermore, utilizing the current shape optimization procedure the FWHM of reflection was increased from 111 THz to 303 THz.

V. CONCLUSION

This paper presents an unsteady discrete adjoint approach for performing sensitivity analysis as required by gradient-based optimization algorithms. The simulations are performed by discretizing the source-free Maxwell equations using a Petrov-Galerkin finite-element method. Temporal accuracy is achieved with an implicit, second-order backward differentiation formula (BDF2). Electromagnetic shape optimization is conducted on an all-dielectric metamaterial working at optical frequencies, and considers multiple numbers of design variables. Furthermore, utilizing the current shape optimization procedure the FWHM of reflection was increased from 111 THz to 303 THz.
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Abstract — Rotman lenses offer broad bandwidth, and render to planar structures making them ideal for a variety of applications. However, a limitation of the Rotman lens is that it is based on the assumption of supporting linear arrays. In this paper, we develop a new design technique to enable the lens to feed a conformal array antenna.

Index Terms — Beam Forming Networks (BFNs), conformal array antennas, Particle Swarm Optimization (PSO), Rotman lens.

I. INTRODUCTION

Rotman lens, which was invented by Rotman and Turner in 1962, is an analog beam former that creates a specific phase taper at its output ports to feed an array antenna. Based on the input parameters (such as the scanning angle (φ), the focal angle (α), number of input and output ports; the lens equations can be solved to determine its receive contour, delay lines (wi) and the focal arc to generate a desired phase taper [1]. In the past few decades, numerous Rotman lens designs have been developed [2-5]. However, a limitation of these designs is the assumption of a uniform linear array at the output ports. This prohibits their applications to conformal array antennas.

The ability to feed conformal array antennas with a Rotman lens would be of interest as these systems can be applied to a variety of applications such as antennas residing on the surface of an airplane’s wing, the body of a missile or a high-speed train, which are used for communications or navigation purposes. In this paper, we develop a new design inspired by Rotman lens to feed a cylindrically conformal array. We solve for the lens equations to satisfy the constraints of the design by employing the Particle Swarm Optimization (PSO) [4]. Our approach applies to other conformal geometries as well. For the purposes of this paper, we will use our method to design a lens with 3 input ports feeding an 8-element conformal array operating at a center frequency of 10 GHz.

The remainder of the paper is organized as follows. Section II introduces the overview of our system design. Section III gives a brief overview of the PSO algorithm. Section IV discusses the optimization of phase values for the conformal array, and Section V reviews the proposed design procedure of the non-focal lens. The performance of the optimization process is discussed in Section VI. Simulation results are presented in Section VII, followed by the conclusions in Section VIII.

II. OVERVIEW OF THE SYSTEM DESIGN

In this paper, we demonstrate the design of a Rotman lens inspired, non-focal microwave lens to support an array conforming to a cylindrical surface as shown in Fig. 1.

![Fig. 1. Overall system design.](image)

Two tasks are considered in order to design the lens. The first task is to optimize the required phase information to scan the conformal array in the desired directions. The second task is to use the phase information obtained in the first task as an objective function to design the non-focal lens that generates the desired phase values identified in the first task. Both tasks require an optimization method for which we choose PSO for its
ease of use and reliable performance. The optimization in the first task is straightforward while the second task can be challenging as it involves numerous variables to be optimized under a set of constraints.

III. OVERVIEW OF PSO

Particle Swarm Optimization (PSO) is a random search algorithm, which simulates the behavior of bees in their search for the best location in the field [6]. As with all random search algorithms, the objective is to minimize a cost function defined for the specific problem. In the optimization process, the bees sample the optimization space and decide where to go next as they search for the best location based on the collective intelligence of the swarm and their personal experiences. The velocity that determines the next position of an agent is based on these two factors and the user defined constants \( w, c_1, c_2 \), which correspond to the weights of velocity along the original direction of the bee and towards the personal and global best values, respectively. The user also specifies the total number of agents, maximum number of iterations for termination and the boundary conditions for the search space.

IV. OPTIMIZATION OF PHASE EXCITATION FOR CONFORMAL ARRAY

Our design of the cylindrically conforming array antenna is based on the parameters shown in Fig. 1, where \( a \) is the radius of the cylinder, \( b \) represents the width of the array, and \( \theta \) is the angle measured with respect to the \( z \)-axis in radians, and determines the total length \( l \) of the array by the relation: \( l = 2a\theta \). The phase distribution for each element of the array to acquire the desired scan direction depends on the curvature characteristics of the surface it resides on.

Our paper investigates two different array geometries as depicted in Table 1. Both arrays will be designed at a center frequency of 10 GHz; the center-to-center spacing between the radiating elements is \( \lambda_0/2 \) (where \( \lambda_0 \) is the wavelength at 10 GHz).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta ) (°)</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>( a ) (cm)</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>( b ) (cm)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( l ) (cm)</td>
<td>16.8</td>
<td>16.8</td>
</tr>
</tbody>
</table>

In this paper, we first employ PSO to optimize the phase distribution for the 8-element conformal array for a desired scanning angle. The desired scan positions are \([-30°, 0, 30°]\), where the angle is calculated with respect to the \( z \)-axis. This results in 8 variables in the interval of \([0, 2\pi]\) to be optimized for each scan position. We employ 100 agents, and terminate the search after 500 iterations.

The user defined parameters \( c_1 = c_2 = 2 \) and \( w \) are chosen to be 2 and 0.9, respectively. We minimize the cost function as given in (1) to achieve the desired solution:

\[
F(\vec{\alpha}) = w |SLL|_{dB} - |SLL_{max}|_{dB} - Gain(\theta, \phi, \vec{\alpha}),
\]

where \( Gain \) is the power gain in the \((\theta, \phi)\) direction, \( \vec{\alpha} \) is a 24 element vector corresponding to the phase distribution for each input port, \( SLL_{db} \) refers to the maximum level allowed. The PSO stops the search when \( F \leq -15 \text{dB} \) (when \( Gain \geq 15 \text{dB} \) and \( SLL_{db} \) achieved is approximately equal \( SLL_{maxdB} \) required) or the maximum number of iterations is reached. The radiation patterns of arrays for both cases are shown in Figs. 2 (a) and 2 (b), respectively. The maximum gain we obtain is 15 dB for each scanning angle while the SLL is about 10 dB down from the peak.

Fig. 2. Radiation pattern of conformal array in: (a) case 1 and (b) case 2.

V. OPTIMIZATION OF THE NON-FOCAL LENS

Figure 3 shows a general concept of the optimized lens. Due to the curvature dependence of the phase values feeding the conformal array, it is not possible to directly apply the Rotman lens formulation in [1] to solve for the receiving contour, delay lines and beam contour since the Rotman lens formulation assumes a linear array at its output. We modify the general equations in finding the path length from an input port on the beam contour to an output port on the receiving contour. By optimizing the locations of input and output ports as well as the delay lines, we obtain the expected phase value at the input of conformal array as described in (2):

\[
\phi_{ij} = k_r \sqrt{(x_i - x_f)^2 + (y_i - y_f)^2} + k_{eff} w_j,
\]

where \((x_f, y_f)\) is the coordinate of the input port, \((x_i, y_i)\) is the coordinate of the output port, \(w_j\) is the length of the delay line corresponding to each output port, \(k_r = \frac{2\pi}{\lambda} \sqrt{\varepsilon_r} \) and \(k_{eff} = \frac{2\pi}{\lambda} \sqrt{\varepsilon_{eff}} \) where \(\lambda\) is the free space wavelength at the center frequency and \(\varepsilon_{eff}\) is the effective dielectric constant of the microstrip line feeding the array.

In our formulation, we assume that the receiving contour lies on an ellipse. This constraint ensures a
smooth curvature at the output. There are a variety of options in choosing the shape of the receiving contour. We choose an elliptical arc because it resembles the shape in a conventional Rotman lens. As shown in Fig. 3, we have 24 variables to optimize, which include the coordinates of input ports \((x_{f1}, y_{f1}), (x_{f2}, y_{f2}), (x_{f3}, y_{f3})\), \(y\)-coordinates of output ports \((y_1, \ldots, y_8)\), radii of elliptical receiving contour \((l_1, l_2)\) and corresponding delay line lengths \((w_1, \ldots, w_8)\). For cases with higher number of input or output ports, the number of optimization variables increase, which would inevitably slow down the convergence of the PSO to good solutions.

The fundamental challenges of this problem are how to design a lens so that it not only supports a conformal shape in a conventional Rotman lens. As shown in Fig. 3, we have 24 variables to optimize, which include the coordinates of input ports \((x_{f1}, y_{f1}), (x_{f2}, y_{f2}), (x_{f3}, y_{f3})\), \(y\)-coordinates of output ports \((y_1, \ldots, y_8)\), radii of elliptical receiving contour \((l_1, l_2)\) and corresponding delay line lengths \((w_1, \ldots, w_8)\). For cases with higher number of input or output ports, the number of optimization variables increase, which would inevitably slow down the convergence of the PSO to good solutions.

**VI. PERFORMANCE OF PSO**

After all the constraints are satisfied, the phases at the output ports are calculated and compared with the set of desired phase values to assess the cost function for this optimization problem. We use 600 agents and a maximum of 10000 iterations, where the user defined variables are chosen as \(c_1 = c_2 = 2\) and \(w = 0.9\). The optimization aims to minimize the cost function (3):

\[
F = \sum_{i=1}^{N \text{input}} \sum_{j=1}^{N \text{output}} \left( \phi_{ij} - \phi_{ij, \text{ref}} \right)^2,
\]

where \(\phi_{ij}\) is calculated in (2) and \(\phi_{ij, \text{ref}}\) is the desired phase values. To limit the overall dimensions of the lens, we set the search space for input ports, output ports and length of a delay line in appropriate intervals. For example, for a 3-input, 8-output Rotman lens, we would want \(x_{fi} \in [-10\lambda_r, 0]\), \(y_{fi}, y_j \in [-10\lambda_r, 10\lambda_r]\), \(a, b \in [4\lambda_r, 10\lambda_r]\), \(w_j \in [\lambda_r, 10\lambda_r]\). Figure 4 shows the convergence rate of the optimized lens in case 1 and 2 over 10000 iterations.

**VII. RESULTS FOR NON-FOCAL LENS**

To verify the robustness of our lens design, we design a 3-input, 8-output used to feed a slightly bent conformal array with parameters specified in case 1 and case 2, Table 1. The substrate we are using is Duroid 5880 with \(\varepsilon_r = 2.2\). Figures 5, 6 show the simulation model of the lens using commercial software package FEKO and its performance over a bandwidth from 9 GHz to 11.5 GHz. Figures 7, 8 show the radiation pattern of the array fed by the output of the lens at 10 GHz.

The overall dimensions of the non-focal lens design in each case are greater compared with the conventional Rotman lens working at 10 GHz and using the same substrate.
VI. CONCLUSIONS

In this work, we investigated a new design technique to extend the design equations of Rotman lens to feed conformal array antennas. The applicability was shown using a cylindrical curvature, but the method applies to other curvatures as well. The results show that with similar total dimensions compared with conventional Rotman lens working at the same frequency and substrate, this lens design is able to support a cylindrical array. The proposed design works with any array antenna on different singly curved surfaces. While the concept has been shown for a 3-input port lens, the optimization can be run for higher number of input and output ports. However, for such cases, the number of optimization variables increase, which would inevitably slow down the convergence of the PSO algorithm to good solutions.
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Abstract — A fast and accurate method is derived and simulated to compute the mutual coherence function (MCF) of an electromagnetic beam wave propagating through atmospheric turbulence over a large interval of structure constant. This method is based on expanding the integral equation solution for one value of structure constant into its Pade’ approximation to cover large fluctuation interval. The expansion is compared with numerical results, and a very good agreement was obtained. Such computations are important in practical fields as remote sensing, imaging systems, and optical communications.

Index Terms — Atmospheric scattering, atmospheric turbulence, coherence, mutual coherence function, Pade’ approximation.

I. INTRODUCTION

Electromagnetic wave scattering problem by a turbulent atmosphere was solved several decades ago [1], and does not represent a challenging problem anymore. Solutions were over and done with the Rytov method or by perturbation theory for several moments such as the second order statistical moment known as mutual coherence function (MCF) [1, 2]. MCF within Rytov approximations were compared to that which resulted from the parabolic equation for the case of weak and strong fluctuations, including cases of plane, spherical and beam waves [3]. In recent years, the advent of advanced processors and modern applications in astronomy, remote sensing, free space optical communications, and imaging [4] renewed the interest in atmospheric scattering of beam electromagnetic waves. Consequently, finite element methods [5] and finite difference methods [6] were applied extensively to solve the scattering problem [7].

In all mentioned methods, field solutions were obtained for a single value of structure constant or at a single or double excitation frequencies, and none were obtained over an interval of structure constant. Several authors succeeded in obtaining the solution over wide range of frequency [8], and over a range of complex permittivity [9]. Nevertheless, those methods dealt with deterministic media. In this work, solution for MCF is found over a continuous interval of structure constant in a turbulent atmosphere. The solution method is based on computing the MCF integral at a single value of structure constant, expanding integral solution into its truncated power series, finding power series coefficients from which Pade’ approximants [10] are calculated, then approximations are established.

Generally, solving Maxwell’s equations or the wave equations for non-symmetric geometries or obstacles usually requires resorting to numerical techniques. Domain discretization in such techniques, in either finite difference methods or finite element methods, is a necessity. Such procedures consume computer time and memory, especially for large scale problems, which put limits on the electrical size of problems under study. Specifically when the solution is required for several values of some parameter of interest. Pade’ approximation offers a method of reducing computer CPU time and memory, while maintaining the high accuracy of the solution.

II. FORMULATION

Consider a beam electromagnetic wave propagating along the z direction in a randomly turbulent atmosphere. The wave length is assumed to be much smaller than eddies forming fluctuating permittivity field. Such wave satisfies the stochastic Helmholtz equation [1-3]:

\[
\mathcal{V}_\ell^2 U(\rho) + 2jk \frac{\partial U(\rho)}{\partial z} + k^2 \tilde{\varepsilon}(\rho) U(\rho) = 0,
\]

where \(\tilde{\varepsilon}\) is the stochastic permittivity field, \(\mathcal{V}_\ell^2\) is the transverse scalar Laplacian, \(\rho\) is the transverse radial vector, \(j\) is the imaginary unit, \(U(\rho)\) is the transverse electric field component, \(k = 2\pi/\lambda\) is the free space wave number, and \(\lambda\) is the free space wave length. The important parameter of interest characterizing such waves, is the mutual coherence function MCF, defined [1, 2]:

\[
\Gamma z(\rho_1, \rho_2, z) = \langle U(\rho_1, z) U^*(\rho_2, z) \rangle,
\]

where \(\langle \rangle\) represent ensemble average, \(\rho_1 = x_1 \hat{x} + y_1 \hat{y}\), \(\rho_2 = x_2 \hat{x} + y_2 \hat{y}\), and \(U^*\) indicates conjugation. Assuming
a beam with Gaussian amplitude distribution at the transmitting aperture \(z = 0\), with a waist radius \(w_0\) and a phase front with radius of curvature \(R_o\), an expression for MCF within the second order Ryton approximation was derived and evaluated for a beam wave propagating through a turbulent atmosphere [1-3]:

\[
\gamma(z) = \gamma(0) e^{\frac{w_0^2}{2w^2}} e^{j2\rho_d(z)}.
\]

\[
g_1 = -\frac{k}{2} \left(\frac{w_0^2}{w^2}\right) (g_3 - j2g_4),
\]

\[
g_2 = -4.352k C_n^2 \frac{L_z}{1} \frac{(1-z)^{\frac{5}{6}}}{k} \text{e} F_1 \left(\frac{-5}{6}, 1; g_S \right) dz,
\]

\[
g_5 = -\frac{k\lambda \rho_d - j 2\gamma \rho_d}{4\gamma(z)(\ell - x)}.
\]

\[
g_4 = \left[ a_2 - (a_2^2 + a_2^2) L_z \right] (\rho_c \cdot \rho_d),
\]

\[
w^2 = w_0^2 \left[ (1 - a_2 L_z)^2 + a_1^2 L_z^2 \right].
\]

\[
\rho_c = \rho_c^2 + \rho_d^2 + \frac{L_z}{2},
\]

\[
\rho_d = \rho_d^2 - \rho_1,
\]

\[
\alpha = \alpha_1 + j \alpha_2 = \frac{k}{w_0} + j \frac{1}{R_o},
\]

\[
\gamma(z, L_z) = \frac{1 + jax}{1 + jax L_z} = \gamma_k - j \gamma_1,
\]

where \( F_1 \) is the confluent hypergeometric function, \( C_n^2 \) is the refractive index structure constant, \( L_z \) is the distance from the output aperture. Expanding the unknown MCF in Eq. (3) into its power series about an arbitrary structure constant \( C_{n0}^2 \), as:

\[
\Gamma_2 = \sum_{i=0}^{\infty} a_i (C_n^2 - C_{n0}^2)^i,
\]

where

\[
a_i = \frac{1}{i!} \frac{\partial \Gamma_2}{\partial C_{n0}^2} \bigg|_{C_{n0}^2 = C_n^2} = \frac{1}{i! \omega^4} \left( \frac{1}{C_n^2} g_2 \right)^i \exp(g_1) \exp(g_2) \bigg|_{C_{n0}^2 = C_n^2}. \tag{5}
\]

\([L/M]\) Pade’ approximants are obtained by truncating the power series at \( N \), then matching to a rational:

\[
\sum_{i=0}^{N} a_i (C_n^2 - C_{n0}^2)^i \approx \sum_{i=0}^{N} \frac{1}{i! \omega^4} \left( \frac{1}{C_n^2} g_2 \right)^i \exp(g_1) \exp(g_2) \bigg|_{C_{n0}^2 = C_n^2}. \tag{6}
\]

\(N + 1\) equations reached from expansion of Eq. (6). The \( q'\)s are attained from the last \( M \) of these equations:

\[
\begin{bmatrix}
q_1 \\
q_2 \\
q_M
\end{bmatrix} = 
\begin{bmatrix}
a_L & a_{L-1} & \ldots & a_{L-M+1} & -a_{L+1} \\
a_{L+1} & a_L & \ldots & a_{L-M} & -a_{L+2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_{L+M-1} & a_{L+M-2} & \ldots & a_L & -a_{L+M}
\end{bmatrix}^{-1} 
\begin{bmatrix}
p_0 \\
p_1 \\
p_2 \\
\vdots \\
p_M
\end{bmatrix}, \tag{7}
\]

whereas the \( p'\)s are found from the rest of equations:

\[
\begin{bmatrix}
a_o & 0 & \ldots & 0 & 1 \\
a_1 & a_o & \ldots & 0 & q_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_L & a_{L-1} & \ldots & a_o & q_L
\end{bmatrix} = 
\begin{bmatrix}
p_0 \\
p_1 \\
p_2 \\
\vdots \\
p_M
\end{bmatrix}. \tag{8}
\]

### III. NUMERICAL APPLICATIONS AND VALIDATION

With the derivation of asymptotic expansion coefficients accomplished, an investigation must now be made with regard to their applicability and validity. To demonstrate the efficiency of the technique, three simulations will be carried out on a 1.6 GHz personal computer. In all simulations, 41 structure constant values and 9 transverse space points are implemented for direct numerical solution. As a first check, power series expansion around \( C_{n0}^2 = 10^{-16} \) with \([2/5]\) Pade’ approximants used, and both expansions with direct numerical solution as shown in Fig. 1.

The propagation parameters given by \( w_0 = 0.05 m, L_z = 2.5 km, \lambda = 630 nm \). It requires 145.9531s to obtain the solution with direct solution, though, it only takes 4.3281s for single point expansion. It may be inferred that the power series approximates well for small values of \( C_n^2 \), but drops sharply for larger values, while Pade’ expansions shows very good approximation even deep in larger \( C_n^2 \) values region.

![Fig. 1. Normalized mutual coherence function \( \gamma(0, 0, L_z) \)](image-url)}
Fig. 2. Normalized mutual coherence function $\Gamma_2(\rho_c = 0.1,0,L_z)/\Gamma_2(0,0,L_z)$ versus structure constant $C_n^2$ for different Padé orders.

Turning into another case, and shifting the expansion point toward larger fluctuations, namely, $C_{n0}^2 = 10^{-14}$, as shown in Fig. 3. An obvious observation is that power series does not approximate in larger fluctuations region, and has an almost constant error in smaller fluctuations region, which is expected, since the solution has almost constant slopes for smaller fluctuations. Amazingly enough, Padé expansions agrees very well with direct solution for both small and large fluctuations. Simulation parameters given by $w_0 = 0.05 \text{ m}$, $L_z = 2.5 \text{ km}$, $\lambda = 630 \text{ nm}$, $[L/M] = [2/5]$.

Fig. 3. Mutual coherence function $\Gamma_2(0,0,L_z)$ versus structure constant $C_n^2$ for a different expansion point $C_{n0}^2 = 10^{-14}$.

**IV. CONCLUSION**

Numerical methods offer a strong technique to compute the mutual coherence function of electromagnetic beam waves scattered by atmosphere. The efficiency is extremely increased when combined with Padé approximation. It is shown that direct solution takes about 32 times the required time for Padé expansion in presented simulations. In this research, it is also shown that a rational expansion with denominator degree larger than numerator gives much more accurate solution. Finally, rational asymptotes work very fine for small fluctuations region as well as for larger fluctuations.
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Abstract – In this paper, a multi frequency microstrip antenna (MSA) for wireless applications is designed. The proposed MSA comprised of elliptical patch antenna with T-slot. This antenna is fed by coaxial probe. The design parameters are major and minor axis of elliptical patch, length and width of T-slot and feeding point of probe. The proposed antenna can provide optimized multi frequency by varying the above design parameters. FR-4 substrate with dielectric constant 4.4 is chosen. The multi frequencies are 1.57 GHz, 1.96 GHz and 3.4 GHz, which covers the applications such as GPS and 4G LTE. The simulation of the antenna is performed using the ANSOFT HFSS and it is analyzed for $S_{11}$ (dB) and radiation pattern. The prototype antenna is fabricated for optimized dimensions and tested using vector network analyzer. Simulation and experimental results are compared with each other.

Index Terms – Coaxial feed, elliptical patch antenna, multi-frequency, T-slot.

I. INTRODUCTION

The microstrip antenna (MSA) is one of the most preferred antenna structures for wireless applications and handheld devices. They are small in size, light weight and low volume. Generally, the multi-frequency MSA are divided into two categories: i) multi-resonator antennas and reactively loaded antenna. In the first category, the multi-frequency operation is achieved by means of multiple radiating elements, each supporting strong currents and radiation at its resonance. It includes the multilayer stacked-patch antennas using circular, annular, rectangular and triangular patches [1], [2]. A multi-resonator antenna in coplanar structures can also be fabricated by using aperture-coupled parallel microstrip dipoles [3]. As these antenna structures usually involve multiple substrate layers, they are of high cost. Large size is another drawback of the multi-resonator antenna, which makes it difficult for the antenna to be installed in hand-held terminals. The second category is reactively load MSA, to obtain multi frequency operation of the antenna such as multi-slotted patch, rectangular patch with two T-slots, truncated circular patch with double U-slot, square spiral patch antenna and pi-shaped slot on rectangular patch [4-9]. These structures involve complex calculation, design, higher frequency ratio and lower bandwidth as compared to proposed antenna. Therefore, the proposed antenna consists of a simple T-slot which is loaded on the elliptical patch antenna and it is fed by coaxial probe. The dimensions of the proposed antenna are optimized using HFSS in such a way that it provides multi-frequency. The paper is organized as, proposed antenna design is discussed in Section 2, followed by simulation and experimental results in Section 3, and Section 4 concludes the paper.

II. ANTENNA DESIGN

The proposed antenna is shown in Fig. 1 (top view) and Fig. 2 (side view). The elliptical patch of semi major axis ‘a’ and semi minor axis ‘b’ is printed on the FR-4 substrate ($\varepsilon_r=4.4$). A T-slot of length ‘l’ and width ‘w’ is slotted in the elliptical patch.

The resonant frequency of elliptical patch is given as [10]:

$$f_r = \frac{c\sqrt{\varepsilon_r}}{\pi ab\sqrt{\varepsilon_r}},$$

(1)
where $c$ is velocity of light, $(3 \times 10^8 \text{ m/s})$, $e$ is eccentricity of elliptical patch as:

$$e = \sqrt{1 - \left(\frac{b}{a}\right)^2},$$  \hspace{1cm} (2)

where ‘$a$’ is the semi major axis of the elliptical patch, ‘$b$’ is semi minor axis of the elliptical patch, $\varepsilon_r$ is dielectric constant of the substrate, $q$ is the approximated Mathieu function of the given mode and eccentricity is calculated from [11]. The order of few modes of elliptical patch antenna is $\text{TM}_{11}$ and $\text{TM}_{21}$ and is based on the $q$ value function. In this paper, $\text{TM}_{11}$ mode is chosen. Then the $q$ value for $\text{TM}_{11}$ mode is given.

For the $e$ values between 0 and 0.4:

$$q_{11} = 0.847e^2 - 0.0013e^3 + 0.0379e^4,$$  \hspace{1cm} (3)

For the $e$ value between 0.4 and 1.0:

$$q_{11} = -0.0064e + 0.8838e^2 - 0.0696e^3 + 0.082e^4.$$  \hspace{1cm} (4)

Here, the eccentricity of 0.5 is chosen and the center frequency is taken as 2 GHz. By substituting the center frequency and eccentricity values in the above equations, the dimensions of the elliptical patch can be calculated. The T-slot length and width can be determined by parametric study.

For $\text{TM}_{11}$ mode, the theoretical value of resonant frequency for elliptical patch of semi major axis 21 mm is found to be 2 GHz. This is the theoretical resonant frequency value for elliptical patch without T-slot. The multi frequency resonance can be obtained by properly designing the length and width of the T-slot and also the feed point of the probe. This plays a major role in optimizing the frequency.

### III. SIMULATION AND EXPERIMENTAL RESULTS

The simulation of the above designed antenna was performed using ANSOFT HFSS software. The FR-4 substrate size of 10 mm*100 mm*1.6 mm is chosen as a dielectric material. Coaxial probe is used for exciting the patch. Return loss (dB) is defined as that the difference in dB between power sent towards antenna under test (AUT) and power reflected [12]. The requirement for reflection co-efficient of wireless devices specifies 10 dB return loss bandwidth.

The parametric study of the antenna is performed using Ansoft HFSS. Table 2 shows the $S_{11}$ (dB) values for different lengths of T slot, keeping the width constant. As the length of the T-slot is increased, the resonant frequency is decreased. The length and width of the T-slot is chosen as 17.8 mm and 4 mm to obtain the optimized desired multi-frequency. A prototype is fabricated for the dimensions given in Table 1. The photograph of the antenna is shown in Fig. 3. The fabricated antenna is tested using vector network analyzer. Figure 4 shows the comparison of both simulated and measured $S_{11}$ (dB) vs. frequency (GHz).

Table 3 shows the comparison of simulated and measured output.

<table>
<thead>
<tr>
<th>Design Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi major axis ‘a’</td>
<td>21 mm</td>
</tr>
<tr>
<td>Semi minor axis ‘b’</td>
<td>18.18 mm</td>
</tr>
<tr>
<td>Eccentricity ‘e’</td>
<td>0.5</td>
</tr>
<tr>
<td>Substrate thickness $h$</td>
<td>1.6 mm</td>
</tr>
<tr>
<td>Dielectric constant $\varepsilon_r$</td>
<td>4.4</td>
</tr>
<tr>
<td>Length of the T-slot ‘l’</td>
<td>18.4 mm</td>
</tr>
<tr>
<td>Width of the T-slot ‘w’</td>
<td>4 mm</td>
</tr>
<tr>
<td>Feed point</td>
<td>(6,3)</td>
</tr>
</tbody>
</table>

**Table 2: Parametric study ($w = 4$ mm)**

<table>
<thead>
<tr>
<th>Length (mm)</th>
<th>Resonant Frequencies (GHz)</th>
<th>Corresponding $S_{11}$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.8</td>
<td>1.57</td>
<td>-31.06</td>
</tr>
<tr>
<td></td>
<td>1.96</td>
<td>-19.83</td>
</tr>
<tr>
<td></td>
<td>3.43</td>
<td>-21.76</td>
</tr>
<tr>
<td>17</td>
<td>1.58</td>
<td>-18.73</td>
</tr>
<tr>
<td></td>
<td>1.94</td>
<td>-24.6</td>
</tr>
<tr>
<td></td>
<td>3.25</td>
<td>-15.73</td>
</tr>
<tr>
<td>16.5</td>
<td>1.63</td>
<td>-16.61</td>
</tr>
<tr>
<td></td>
<td>1.99</td>
<td>-21.06</td>
</tr>
<tr>
<td></td>
<td>3.41</td>
<td>-15.34</td>
</tr>
<tr>
<td>16</td>
<td>1.67</td>
<td>-14.26</td>
</tr>
<tr>
<td></td>
<td>1.99</td>
<td>-20.79</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>-12.28</td>
</tr>
</tbody>
</table>

Fig. 3. Photograph of fabricated antenna.

Fig. 4. $S_{11}$ (dB) vs. frequency (GHz).
Table 3: Simulated and measured $S_{11}$ (dB)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Simulation Output</th>
<th>Measured Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (GHz)</td>
<td>1.57</td>
<td>1.58,</td>
</tr>
<tr>
<td></td>
<td>1.96</td>
<td>1.946</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>$S_{11}$ (dB)</td>
<td>-31.06,</td>
<td>-11.26,</td>
</tr>
<tr>
<td></td>
<td>-19.83 and</td>
<td>-16.36 and</td>
</tr>
<tr>
<td></td>
<td>-21.76 respectively</td>
<td>-19.09 respectively</td>
</tr>
</tbody>
</table>

Figure 5 shows the radiation pattern at 1.57 GHz. It is simulated using HFSS for $\varphi=0^\circ$ E plane (XZ plane) and $\varphi=90^\circ$ (YZ plane). The coordinate system is XYZ and the antenna is placed in XY plane. It has very low gain of -4.53 dB and HPBW of 84 degrees. Figure 6 shows the radiation pattern at 1.96 GHz has a very low gain of -0.3357 dB and HPBW of 84 degrees. Figure 7 shows radiation pattern at 3.43 GHz, which has butterfly pattern. FR4 is lossy substrate. The loss tangent of the substrate is high, which affects the performance of the antenna. It may be the reason for low gain. Moreover, size of the patch is very small. The gain of the antenna is directly proportional to cross sectional area of the patch. The T shaped slot is etched from this patch, which also reduces the area of the patch; hence, further reduces the gain. In [13], a truncated elliptical patch is discussed, which also has a low value of gain.

Fig. 5. Radiation pattern at 1.57 GHz.

Fig. 6. Radiation pattern at 1.96 GHz.

Fig. 7. Radiation pattern at 3.4 GHz.

The proposed antenna may be compared with some of antennas given in references. It is described below. In [4], multi-slotted antenna of size 39.6 mm*47.9 mm is patched on the FR-4 substrate. The antenna is very large size and of very complicated structure than proposed antenna. The square patch of size 30 mm*30 mm with T-slot and defective ground structure is discussed in [5]. The antenna resonates at multi-frequency. The structure is simple but it does not provide better return loss than proposed antenna. In [6], the truncated circular patch of radius 40 mm is patched on the FR-4 substrate with double U slot. Air gap is introduced between the substrate and ground plane. Use of air gap may increases the size of the antenna. This air gap is avoided in the proposed antenna. In [7], the antenna of rectangular patch with size 23.4 mm*18.2 mm is patched on the substrate and two T-slots are made on this patch. The antenna is fed by microstrip feed. But this antenna uses two T-slots to produce multi frequency. In [8], the square spiral patch antenna with size 33.7 mm*33.7 mm is patched on the FR-4 substrate. The antenna is of very large size and complicated design as compared to proposed antenna.

The proposed antenna is an elliptical shape of semi major axis 21 mm and semi minor axis 18.18 mm with T-slot on the elliptical patch. The antenna is fed by coaxial feed. There is no air gap. FR-4 substrate of thickness 2 mm with dielectric constant 4.4 is chosen. The antenna structure is simple and provides better return loss.

IV. CONCLUSION

From the analysis, it is concluded that the proposed antenna resonates at three different frequencies. The frequencies are 1.57 GHz, 1.96 GHz and 3.4 GHz, which has $S_{11}$ (dB) of -31.06, -19.83 and -21.76 respectively. The frequencies can cover applications such as GPS and LTE. Simulation and measurement results are presented for validation of the design and slight deviation is observed, which is below the tolerable limit of 5%.
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is due to substrate, connector losses and fabrication
tolerances.
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