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(Invited Paper)

Abstract — This is the first of a planned series of papers in which we demonstrate the application of computational electromagnetics, especially the volume-integral method, to problems in eddy-current nondestructive evaluation (NDE). In particular, we will apply the volume-integral code, VIC-3D, to solve forward and inverse problems in NDE. The range of problems that will be considered spans industries from nuclear power to aerospace to materials characterization. In this paper we will introduce the notion of model-based inversion, emphasizing the role of 'estimation-theoretic metrics' to the practical application of inverse theory.

Index Terms — volume-integral equations, electromagnetic nondestructive evaluation, model-based inversion, model-based standards, estimation-theoretic metrics.

I. INTRODUCTION

Nondestructive evaluation (NDE) is to materials and structures what CAT scanning is to the human body—an attempt to look inside without opening up the body. As in CAT scanning, modern NDE requires sophisticated mathematical software to perform its function. This is especially true with regard to quantitative NDE, wherein we attempt to quantify defects, that is, determine their size, location, even shape, rather than just to detect their presence. Low-frequency electromagnetic methods using eddy-currents are a traditional mode of doing NDE (approximately 35% of NDE uses eddy-currents, depending upon the specific application), but the technology still suffers from a lack of algorithms and software to allow its full potential to be realized.

In its essence, electromagnetic (eddy-current) nondestructive evaluation (NDE) is a scattering problem in which the anomaly (the flaw) in Figure 1 produces a current whose associated magnetic field is coupled into the probe coil. The change in driving-point impedance seen at the terminals of the coil is the measurable that indicates the presence of the anomaly. The ‘anomalous current’ associated with the flaw, then, is the principle electromagnetic quantity that is to be computed in order to determine the change in impedance, and to this end we have introduced VIC-3D© [1], a volume-integral code [2] [3].

The anomalous current is defined to be

$$J_a(r) = (\sigma_f(r) - \sigma_h) E(r) = \sigma_a(r) E(r)$$  \hspace{1cm} (1)

where $\sigma$ is the conductivity of the flaw region, $\sigma_h$ is the (uniform) conductivity of the host, and $E(r)$ is the total electric field, which is the sum of the incident field due to the probe coil and the
secondary field due to $J_a(r)$. Clearly, because the anomalous current is identically zero away from the flaw (or anomalous region), only this region needs to be gridded in order to transform the volume-integral equation into its discrete form via the Galerkin variant of the method of moments. Furthermore, if the grid is uniform in all three directions, the resulting discretized equations have matrix elements that are either Töplitz or Hankel. The $ij$th element of a Töplitz matrix is a function of $(i - j)$ and is a function of $(i + j)$ for a Hankel matrix. This allows one to compute matrix-vector products very quickly using the FFT when solving large problems with an iterative scheme, such as the conjugate-gradient method. Indeed, we solve problems with 100,000 unknowns quite routinely in a matter of minutes on personal computers using the volume-integral method. See [2] and [3] for the technical details.

Figure 2 illustrates a system representation for three important problems: (a) a direct problem, in which the input and system are known, and the output is to be determined; (b) a signal-detection (communication) problem, in which the system (a communication channel) and output are known, and the problem is to determine the input signal; and (c) the inverse problem, in which the input and outputs are known, and we must determine the system.

For the most part, the problems solved in [2]-[6] are direct problems; we assume knowledge of the probe and flaw, and determine the response of the probe, namely the driving-point or transfer impedances. The second problem of Figure 2 is dealt with in communication and information theory texts, and has a close relation to inverse problems.

II. MODEL-BASED INVERSION

In solving problems in eddy-current NDE, one often models the anomaly as a region that can be defined in terms of a few parameters. For example, we can model corrosion pitting in aerospace structures or heat-exchanger tubes in nuclear power plants by truncated right-circular cylinders–‘pillboxes’–for which the parameters would be height and diameter (and perhaps the coordinates of the center of the pillbox). The inverse-scattering problem in which these parameters are to be determined from measurements of the driving-point impedance of the probe coil is what we call ‘model-based inversion.’

Nonlinear Least-Squares Parameter Estimation

Let

$$Z = g(p_1, \ldots, p_N, f),$$  \hspace{1cm} (2)$$

where $p_1, \ldots, p_N$ are the $N$ parameters of interest, and $f$ is a control parameter at which the impedance, $Z$ is measured. The parameter $f$ can be frequency, scan-position, lift-off, etc. It is, of course, known; it is not one of the parameters to be determined. To be explicit during our initial discussion of the theory, we will call $f$ ‘frequency.’

In order to determine $p_1, \ldots, p_N$, we measure $Z$ at $M$ frequencies, $f_1, \ldots, f_M$, where $M > N$:
\[ Z_i = g(p_1, \ldots, p_N, f_i) \]
\[ \vdots \]
\[ Z_M = g(p_1, \ldots, p_N, f_M). \]  

The right-hand side of (3) is computed by applying the volume-integral code to a model of the problem, usually at a discrete number of values of the vector, \( \mathbf{p} \), forming a multidimensional interpolation grid.

Because the problem is nonlinear, we use a Gauss-Newton iteration scheme to perform the inversion. First, we decompose (3) into its real and imaginary parts, thereby doubling the number of unknowns, and then continuing by replacing the initial vector with the updated vector \( (x_1, \ldots, x_N) \) that is obtained from (4), until convergence occurs [7].

### III. ESTIMATION-THEORETIC METRICS

We are interested in determining a bound for the sensitivity of the residual norm to changes in some linear combination of the parameters. Given an \( \varepsilon > 0 \) and a unit vector, \( \mathbf{v} \), the problem is to determine a sensitivity (upper) bound, \( \sigma \), such that

\[ \| r(x^* + \sigma \mathbf{v}) \| \leq (1 + \varepsilon) \| r(x^*) \| \]  

A first-order estimate of \( \sigma \) is given by

\[ \sigma = \left( \frac{\| r(x^*) \|}{\| J(x^*) \cdot \mathbf{v} \|} \right) \]  

Note that if \( \| J(x^*) \cdot \mathbf{v} \| \) is small compared to \( \| r(x^*) \| \), then \( \sigma \) is large and the residual norm is insensitive to changes in the linear combination of the parameters specified by \( \mathbf{v} \). If \( \mathbf{v} = \mathbf{e}_i \), the \( i \)th column of the \( N \times N \) identity matrix, then (7) produces \( \sigma_i \), the sensitivity bound for the \( i \)th parameter. Since \( \sigma_i \) will vary in size with the magnitude of \( x_i^* \), it is better to compare the ratios \( \sigma_i / x_i^* \), for \( i = 1, \ldots, N \) before drawing conclusions about the fitness of a solution.

The importance of these results is that we now have metrics for the inversion process: \( \Phi = \| r(x^*) \| \), the norm of the residual vector at the solution, tells us how good the fit is between the model data and measured data. The smaller this number the better, of course, but the ‘smallness’ depends upon the experimental setup and the accuracy of the model to fit the experiment. Heuristic judgment based on experience will help in determining the quality of the solution for a given \( \Phi \).

The sensitivity coefficient, \( \sigma \), is more subtle, but just as important. It, too, should be small, but, again, the quality of the ‘smallness’ will be determined by heuristics based upon the problem. If \( \sigma \) is large in some sense, it suggests that the solution is relatively independent of that parameter, so that we cannot reasonably accept the
value assigned to that parameter as being meaningful, as suggested in Figure 3, which shows a system, $S$, for which the system is sensitive to variable, $x_i$, at the solution point, $x_i^*$, and another system, $I$, for which the system is insensitive to $x_i$.

An example occurs when one uses a high-frequency excitation, with its attendant small skin depth, to interrogate a deep-seated flaw. The flaw will be relatively invisible to the probe at this frequency, and whatever value is given for its parameters will be highly suspect. When this occurs we will either choose a new parameter to characterize the flaw, or acquire data at a lower frequency.

These metrics are not available to us in the current inspection method, in which analog instruments acquire data that are then interpreted by humans using hardware standards. The opportunity to use these metrics is a significant advantage to the model-based inversion paradigm that we propose in this paper.

![Fig. 3. Showing sensitivity parameters for two system responses to $x_i$. Response $S$ is sensitive to $x_i$ at $x_i^*$, whereas response $I$ is not.](image)

**IV. INVERSE METHOD QUALITY METRICS**

Given the potential of inverse methods, it is important to develop a rigorous method for quantifying the performance and reliability of inversion schemes [8]. Although empirical studies provide the means for evaluating the quality of NDE techniques incorporating inverse methods, opportunities also exist with inverse methods to use the model calculations with quantitative measures to evaluate key estimation performance metrics without considerable experimental burden.

In estimation theory, the Cramer-Rao Lower Bound (CRLB) provides the minimum variance that can be expected for an unbiased estimator of a set of unknown parameters. In other words, the CRLB provides a way of quantifying the inversion algorithm performance. For Gaussian noise, there is a simple inverse relationship between the CRLB and the Fisher information [9]:

$$\text{var}(\theta) = [C_{\theta}]_{ij} \geq \left[I^{-1}(\theta)\right]_{ij},$$  \hspace{1cm} (8)

where $C$ is the covariance matrix, the Fisher information is defined as

$$I(\theta)_{ij} = -E \left[ \frac{\partial^2 \ln f(Z; \theta)}{\partial \theta_i \partial \theta_j} \right].$$  \hspace{1cm} (9)

$\theta$ is the parameter being estimated, and $Z$ is the measurement vector. Fisher information represents the amount of information contained in a measurement and depends on the derivatives of the likelihood function which is based on the forward model and the noise parameters. The variance in a measurement is inversely related to the amount of information contained in the measurement, so it is not a surprise that (8) shows that the variance in the measurement is greater than or equal to the inverse of the Fisher information matrix. In eddy current NDE, the measurement is often the real and imaginary component of the impedance, $Z=[R,X]$, and the Fisher information becomes a square matrix with dimensions equal to the number of parameters being estimated.

The covariance matrix can be evaluated as a performance metric for inverse methods. First, the diagonal terms of the covariance matrix (the CRLB variances) provide a metric of sensitivity of a parameter estimated using inverse methods to measurement variation. Second, the off-diagonal terms represent the interdependence between select parameters being estimated to measurement variation. The corresponding metric is the correlation coefficient given by

$$\rho_{i,j} = \frac{C_{i,j}}{\sqrt{C_{i,i}C_{j,j}}}. \hspace{1cm} (10)$$
These metrics can be used with parametric studies involving frequency or other probe parameters to optimize the NDE system design. As a general design rule for inverse methods, it is desirable to minimize the sensitivity to variation (the CRLB variances) and to have the correlation coefficient between the parameters being estimated approach zero.

Another tool used in numerical linear algebra for sensitivity analysis is singular value decomposition (SVD). SVD essentially provides a measure of sensitivity of measurements to perturbations in the unknown parameters [10]. To evaluate the sensitivity of an inverse problem for a set of measurements to changes in fit parameters, SVD can be applied to the Jacobian matrix such that

\[ J = U \Sigma V', \]  \hspace{1cm} (11)

where \( U \) is an orthogonal matrix that contains the left singular vectors of \( J \), \( V \) is an orthogonal matrix that contains the right singular vectors, and \( \Sigma \) is a diagonal matrix that contains the singular values of \( J \).

The condition number (CN) of the matrix is defined as the ratio of the largest and smallest singular values resulting from SVD. For inversion, CN has been used to quantify the well-posedness of the inverse problem for select parameters [11]. The ability to estimate parameters independently increases as the condition number approaches 1. It should be noted that SVD does not incorporate noise; it depends only on the noiseless relationship between the measurement output and the parameter changes.

V. OPTIMIZING LAYER ESTIMATION USING METRICS

An inversion experiment is revisited [12] for the purpose of demonstrating estimation theory metrics. In this experiment, the thickness of an AISI-304 stainless steel plate and probe liftoff were estimated. The estimation procedure is represented in (12), which is a specialization of (4) to this problem with two unknown parameters. The left side is the measured impedance, the Jacobian is simply the derivative information from the forward model, and the thickness and liftoff parameters are updated until this equation converges.

\[
\begin{bmatrix}
    R(f, t, l) \\
    X(f, t, l)
\end{bmatrix} 
\approx 
\begin{bmatrix}
    R(f, t_0, l_0) \\
    X(f, t_0, l_0)
\end{bmatrix} 
+ 
\begin{bmatrix}
    \frac{\partial R}{\partial t} & \frac{\partial R}{\partial l} \\
    \frac{\partial X}{\partial t} & \frac{\partial X}{\partial l}
\end{bmatrix}
\begin{bmatrix}
    t - t_0 \\
    l - l_0
\end{bmatrix}, \hspace{1cm} (12)
\]

Four scenarios in particular are investigated. Impedance values were generated for combinations of lift-off values of 0.75 and 1.5 mm and a plate thickness values of 1.0 mm and 2.0 mm with Gaussian noise of 1% of the impedance value added as shown in Figure 4(a). For each of these “measurements”, the NLSE algorithm is applied to estimate the thickness and liftoff simultaneously. Figure 4(b) shows the inversion results in the parameter space. Note that for high liftoff, visual inspection indicates the variance in the estimation is much greater for liftoff and likewise for the thicker plate, the variance of the estimation of thickness is greater.

The calculations required for the CRLB involve taking numerical derivatives of the impedance changes with respect to the parameter changes from the forward model. These calculations thus require far less computational expense with respect to Monte-Carlo simulation. Following (9), the Fisher information for this particular case is given by:

\[
I = \begin{bmatrix}
    J_{11}^2 + J_{21}^2 & J_{11}J_{12} + J_{21}J_{22} & J_{12}J_{11} + J_{22}J_{21} \\
    J_{11}J_{12} + J_{21}J_{22} & J_{12}^2 + J_{22}^2 & J_{21}J_{12} + J_{11}J_{22}
\end{bmatrix}, \hspace{1cm} (13)
\]

The covariance matrix is then calculated from the Fisher information by (8):

\[
C = \sigma^2 I^{-1}. \hspace{1cm} (14)
\]

The Jacobian is also decomposed into its singular values and singular vectors in the form of the right hand side of (11). The ratio of the smallest to largest singular values provides the condition number.
Figure 5 shows the CRLB of the estimation of the thickness and liftoff of a 1 mm thick plate and 1 mm lift-off for multiple frequencies. The agreement between the CRLB and the Monte-Carlo approach is quite good. This analysis demonstrates that there is an optimal frequency to achieve highest accuracy in the estimation of thickness. Estimating conductivity and thickness simultaneously is typically more ill-conditioned than estimating thickness and liftoff simultaneously. The CRLB for conductivity and thickness estimation along with the condition number and correlation number as a function of frequency are all displayed in Figure 6. The behavior of the CRLB as a function of frequency for estimating conductivity and thickness simultaneously follows a similar trend and this is expected since the impedance changes due to conductivity and thickness are similar. The condition number reaches a maximum around 95 kHz which implies that selectivity is good and the correlation is zero at this frequency which further confirms that point.

VI. CONCLUSION

The electromagnetics volume-integral code, VIC-3D(c), was developed to address the forward problem in eddy current NDE and provide the foundation for flaw characterization using inverse methods. The numerical method addresses a range of problems spanning industries from nuclear power to aerospace to materials characterization. The notion of model-based inversion was introduced, emphasizing the role of estimation-theoretic metrics to the practical application of
inversion theory. Several metrics from estimation theory were proposed to evaluate the quality of inversion schemes. These metrics can be used in the design and validation of NDE inspection systems. Here, the CRLB has been evaluated for two parameter estimation problems. The CRLB was found to converge to the variance from Monte-Carlo simulations for Gaussian noise. The condition number derived from SVD and the correlation terms were also presented for two parameter estimation often with similar trends corresponding to parameter selectivity. It is interesting to note that if the CRLB and the condition number are used to determine the optimal frequency for inversion, they may not be in agreement. Further work will be conducted to understand the proper way to compromise between these estimation metrics. Furthermore, studies addressing more challenging estimation problems including more than two parameters and multiple frequencies will be pursued. Lastly, estimation metrics will be extended to non-Gaussian noise cases.
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Abstract—This paper presents some types of adaptive antennas and the historical development of adaptive antennas. It explains some of the common algorithms associated with digital beamforming then presents techniques for adaptation using conventional arrays with corporate feeds, including the use of reconfigurable antenna elements.

Index terms—adaptive antenna, adaptive nulling, genetic algorithms reconfigurable antenna.

I. TYPES OF ADAPTIVE ANTENNAS

An adaptive antenna is an antenna that modifies its receive or transmit characteristics in order to enhance the antenna’s performance. The antenna alters its performance in order to respond to environmental or operational changes. Adaptive antennas rely upon signal processing and/or artificial intelligence algorithms to make changes or adapt. "Smart" and "Adaptive" are often used interchangeably.

Some types of adaptive antennas and how they work include:
1. Beam switching selects the beam that best receives the desired signal. Fig. 1 shows an array with a Rotman lens [1] feed. Only beams pointing in the directions of sources receive a signal. The beams can be switched as the signal environment changes.

![Fig. 1. Rotman lens with multiple beams.](image1)

2. Direction finding automatically detects signals and places nulls in the directions of those signals. An algorithm determines where those nulls are and hence the location of the signals. An Adcock array [2] was developed about 100 years ago. It finds the signal direction by calculating the ratio of the difference to sum patterns. Fig. 2 shows the sum and difference patterns associated with a four element Adcock array.

![Fig. 2. Diagram of an Adcock array.](image2)

3. Retrodirective arrays retransmit a received signal in a desired direction, usually the direction of the incident signal. The retrodirective array in Fig. 3 receives a signal, takes the complex conjugate (and possibly amplifies it), then retransmits it.

4. MIMO (multiple input multiple output) has arrays at the transmit and receive ends of a communications system (Fig. 4). The signals at each element are weighted such that the desired signal is received in a high multipath environment. The channel path is characterized between each element \((h_{mn})\) and placed in a channel matrix. The transmitted data is found by inverting the channel matrix.
and multiplying the received data. The arrays must be continuously calibrated in order to have accurate values of $h_{me}$.

5. Reconfigurable antennas alter their physical properties (usually through some type of switch) in order to change their resonant frequency or polarization. The main patch in Fig. 5 is resonant at $f_0$. Closing the switches increases the size of the patch and makes it resonant at a new frequency that is lower than $f_0$.

6. Adaptive nulling places a null in the direction of interfering signals while maintaining sufficient gain in the direction of the desired signal to receive it. If an interference signal enters a sidelobe (dashed line in Fig. 6), then the adaptive algorithm finds array weights that place a null in the direction of the interference (solid line in Fig. 6).

II. HISTORICAL DEVELOPMENT

Antenna arrays are necessary for implementation of almost all adaptive antenna ideas. Direction finding had a giant leap forward when Adcock used four monopole antennas placed on the edges of a square, and Watson-Watt [3] developed the simple trigonometric formula for finding the elevation and azimuth of a source incident on an Adcock array.

Scanning an array by changing the phase of the signals to the elements in the array was first tried by Braun [4]. Other antenna array developments centered upon developing low sidelobe amplitude tapers for linear arrays. Starting with the impractical binomial taper [5] then progressing to the more practical Dolph-
Chebychev [6] and further to the useful Taylor amplitude taper [7]. Along the way, Schelkunoff [8] outlined the use of the z-transform for general synthesis of antenna patterns.

Ideas for actual "adaptive" antennas did not originate until the 1950’s. The Van Atta array reflects an incident wave in a predetermined direction with respect to the incident angle [9]. Usually, this type of retrodirective array amplifies and phase shifts the receive signal such that it retransmits in the direction of the incident field.

Beam switching is based upon the idea that multiple beams are formed by the array and the beam that best receives the desired signal is selected. Multiple beams are possible through feed networks like the Butler matrix and the Rotman lens. Both approaches have orthogonal beams that can cover a wide area. Beam switching steers a high gain beam in the direction of the desired signal but does nothing to mitigate interference entering the sidelobes.

An antenna array has many signals incident on it as shown in Fig. 7. The goal of a direction finding array is to place nulls in the directions of all signals by adjusting the weighting at each element then calculate the location of the nulls from the resultant weights. Adaptive nulling is similar, except it does not want to place a null in the direction of the desired received signal. The signal processing algorithms used for direction finding and adaptive nulling are similar and based upon knowing the amplitude and phase of the signals received at each element in the array.

The first adaptive nulling array was a sidelobe canceller developed in the late 1950’s by Howells and Applebaum [11]. A sidelobe canceller has a high gain antenna for receiving the desired signal accompanied by one or more small low gain, broad beam antennas for sidelobe cancellation (Fig. 8). The low gain antenna amplifies the jamming and desired signals the same, since it is omnidirectional. Appropriately weighting and subtracting the low gain antenna signal from the high gain antenna signal cancels the interference. Applying this concept to every element in an array resulted in a fully adaptive array [12].

Almost all adaptive nulling algorithms are based upon the Wiener-Hopf solution [13] which gives the optimum weights at the elements in the array.

\[
 w_{opt}(\kappa) = R^{-1}(\kappa) E[d(\kappa)s(\kappa)] 
\]  

(1)

where

- \( R \) = signal covariance matrix
- \( d \) = desired signal
- \( s \) = signal vector
- \( \kappa \) = time step
- \( E[\cdot] \) = expected value operator

In the 1960's the least mean square (LMS) algorithm was developed [14] and became the standard. Most adaptive algorithms started with
hardware implementations, because computer resources were limited. A variety of algorithms have been developed over the past 40 years, many based upon the LMS algorithm given by
\[ w(\kappa + 1) = w(\kappa) + \mu s(\kappa) \left[ d(\kappa) - w'(\kappa) s(\kappa) \right] \tag{2} \]
where \( \mu \) is the step size. Other well-known algorithms, such as recursive least squares and constant modulus, use various techniques for approximating the inverse signal covariance matrix in (1).

### III. DIGITAL BEAMFORMING

The signal covariance matrix is easily formed when every element in the array has a receiver. Ideally, placing an analog-to-digital (AD) converter at each element in the array feeds a digital signal to the computer where all the beamforming and beam steering is done. Adaptively switching beams as well as placing nulls in sidelobe becomes relatively easy with a digital beamformer. Unfortunately, calibrating the hardware and developing the hardware necessary to do the processing is difficult and expensive. AD converters are limited to frequencies in the low GHz range. The next two sections describe some DF and adaptive nulling algorithms that use a digital beamformer.

Fig. 9. Digital beamforming array.

### IV. DIRECTION FINDING

Direction finding is accomplished by either pointing the main beam or pointing nulls at \( N_s \) sources. The relative array output power as a function of angle can be found by
\[ P(\theta) = A'(\theta) R^{-1} A(\theta) \tag{3} \]
where the uniform array steering vector is given by
\[ A(\theta) = e^{j\lambda x \cos \theta}, \quad \theta_{\min} \leq \theta \leq \theta_{\max} . \tag{4} \]

A plot of the output power vs. angle is known as a periodogram. This spectrum is basically the output from steering the main beam between \( \theta_{\min} \) and \( \theta_{\max} \). Resolving closely spaced signals is limited by the array beamwidth.

The signal-to-interference ratio at the array output is maximized by the following array weights:
\[ w = \frac{R^{-1} A}{A'^{-1} R^{-1} A} \tag{5} \]
The resulting Capon spectrum \[15\] is given by
\[ P(\theta) = \frac{1}{A'^{-1} (\theta) R^{-1} A(\theta)} . \tag{6} \]

The (MUSIC) \[16\] Multiple Signal Classification spectrum is given by
\[ P(\theta) = \frac{A'^{-1} (\theta) V A(\theta)}{A'^{-1} (\theta) V' V A(\theta)} \tag{7} \]
where \( V \) is a matrix whose columns contain the eigenvectors of the noise subspace. The eigenvectors of the noise subspace correspond to the \( N - N_s \) smallest eigenvalues of the correlation matrix. The denominator of (7) can be written as
\[ A'^{-1} (\theta) V' V A(\theta) = \sum_{n=1}^{M-1} c_n z^n \tag{8} \]
where
\[ z = e^{j\lambda d \sin \theta} \]
\[ c_n = \sum_{r-c=n} V_{\lambda r} V'_{\lambda c} \] = sum of nth diagonal of \( V_{\lambda} V'_{\lambda} \)
Solving for the angle of the phase of the roots of the polynomial in (8) produces
\[ \theta_n = \sin^{-1} \left( \frac{\arg(z_n)}{\lambda d} \right) . \tag{9} \]

The maximum entropy method (MEM) spectrum is given by \[18\]
\[ P(\theta) = \frac{1}{A'^{-1} (\theta) R^{-1} [\cdot,n] R'^{-1} [\cdot,n] A(\theta)} \tag{10} \]
where \( n \) is the \( n \)th column of the inverse correlation matrix.

To demonstrate the capabilities of these algorithms, consider an 8 element array of isotropic point sources spaced \( \lambda/2 \) apart and lying along the x-axis. Sources are incident on the array at \(-60^\circ, 0^\circ, \) and \(10^\circ\) with relative powers
of 0, 4, and 12 dB, respectively. The periodogram has broad peaks and cannot distinguish the sources at $0^\circ$ and $10^\circ$. Capon, MUSIC, and MEM spectra have very sharp spikes in the directions of the sources and can distinguish closely spaced sources.

Fig. 10. Plot of the direction finding spectra for an 8 element array.

V. ADAPTIVE NULLING

In practice, the correlation matrix is estimated by a sample matrix, $\hat{R}_r$. This estimate can be formed using $K$ samples of the received element signals

$$R_r = \frac{1}{K} \sum_{\kappa=1}^{K} x(\kappa)x^\dagger(\kappa)$$\hspace{1cm}(11)$$

and the correlation vector is

$$q(\kappa) = \frac{1}{K} \sum_{\kappa=1}^{K} d^\dagger(\kappa)s(\kappa).$$\hspace{1cm}(12)$$

This approach is known as sample matrix inversion (SMI) [18]. At the $k$th time sample, the SMI weights are given by

$$w(\kappa) = R_r^{-1}(\kappa)q(\kappa).$$\hspace{1cm}(13)$$

The recursive least squares (RLS) algorithm [19] recursively updates the correlation matrix such that more recent time samples receive a higher weighting than past samples. A straightforward implementation of the algorithm is written as

$$R_r(\kappa) = x(\kappa)x^\dagger(\kappa) + \alpha R_r(\kappa-1)$$\hspace{1cm}(14)$$

and the correlation vector is

$$q(\kappa) = d^\dagger(\kappa)s(\kappa) + \alpha q(\kappa-1)$$\hspace{1cm}(15)$$

where the forgetting factor, $\alpha$, is limited by $0 \leq \alpha \leq 1$.

To demonstrate the capabilities of these algorithms, consider an 8 element array of isotropic point sources spaced $\lambda/2$ apart and lying along the x-axis. The desired source is incident on the main beam at $0^\circ$, and the undesired sources are at $-60^\circ$ and $10^\circ$. Both algorithms nicely place nulls in the desired directions while costing only a small amount of main beam gain.

Fig. 11. Adapted patterns using RLS and SMI.

VI. ADAPTIVE NULLING VIA POWER MINIMIZATION

Adaptive nulling described in the previous section has a receiver or AD converter at every element in the array. This approach is a very expensive proposition and requires a method that maintains calibration of all the channels. A much simpler approach makes use of conventional phased array architecture and varies the phase shifters and/or attenuators to minimize the total output power.

Fig. 12. Diagram of an adaptive array that minimized total output power.
output power of the array (Fig. 12). Phase only adaptive nulling has the least amount of hardware requirements of any adaptive nulling approach [20]. A genetic algorithm (GA) [21] has been useful in these types of applications. [22].

If only a few of the elements in the array are adaptive, then nulls can be placed in the sidelobes with little perturbation to the main beam [23]. The weight settings are placed in a vector called a chromosome, and each chromosome has an associated power measurement. A population is a matrix with several chromosomes as rows (Figure 13). The population matrix undergoes natural selection where chromosomes with high output power are discarded. The remaining chromosomes mate and mutate to form new members for the population that replace the members discarded during the natural selection process. The GA iterates until a satisfactory weight setting is found (Fig. 14). This adaptive nulling approach has been experimentally validated using digital phase shifters and attenuators as the weights [24].

\[
\begin{bmatrix}
0.12 & 0.54 & 0.62 & 0.98 \\
0.44 & 0.23 & 0.71 & 0.38 \\
\vdots & \vdots & \vdots & \vdots \\
0.85 & 0.15 & 0.22 & 0.59
\end{bmatrix}
\Rightarrow
\begin{bmatrix}
-50 \\
-59 \\
\vdots \\
-63
\end{bmatrix}
\]

Figure 13. The weights are placed in a population matrix and the cost is the power received.

Fig. 14. Flow chart of GA for adaptive nulling.

The 8 element array of \(\lambda/2\) dipoles spaced \(\lambda/2\) apart in Fig. 15 is modeled using the method of moments [25]. A 0 dB desired source is incident at \(\phi = 90^\circ\), and a 15 dB interference signal is incident at \(\phi = 68^\circ\). After 20 generations, the GA having a population of 8 and 15% mutation rate finds the adapted pattern in Fig. 16. The algorithm placed a 20 dB null in the sidelobe while only losing 1 dB from the main beam.

\[x \rightarrow \phi \rightarrow y\]

Fig. 15. Adaptive dipole array.

\[\begin{array}{c}
\text{Gain (dB)} \\
\hline
\text{0 dB} & \text{15 dB} \\
\hline
\text{quiescent} & \text{adapted}
\end{array}\]

Fig. 16. Adapted and quiescent patterns.

VII. ADAPTIVE ARRAYS WITH RECONFIGURABLE ELEMENTS

Reconfigurable elements come in many forms. One type changes the conductivity of silicon on part of an antenna in order to control its radiation properties [26][27]. An array can be made adaptive using reconfigurable elements (rather than attenuators and phase shifters) and the power minimization approach [28]. Fig. 17 is a model of a patch antenna with a thin strip of silicon between the main patch and a thin metal extension. The conductivity of the silicon is dependent upon the infrared illumination provided from an infrared source at the bottom. Changing the conductivity of that small strip of silicon alters the radiation and impedance of the patch. A graph of the amplitude of the return loss is shown in Fig. 18 for conductivities between 0 and 1000 S/m. The patch is resonant at 2 GHz when the illumination is off.
Increasing conductivity to 1000 S/m causes the patch to resonate at 1.78 GHz. Changing the conductivity from 0 to 1000 S/m, causes the $s_{11}$ at 2 GHz to increase from 0 to 0.9. As a result, the photoconductive silicon acts as an amplitude control for that element. Placing these elements together in an array, as shown in Fig. 19 permits control of the array pattern by changing the illumination of the silicon. The spacing between elements is 75 mm or $0.5\lambda$.

Fig. 17. Reconfigurable patch.

Fig. 18. Reflection coefficient as a function of frequency for several different silicon conductivities.

Fig. 19. Linear array of reconfigurable elements.

Fig. 20. Quiescent and adapted patterns for reconfigurable array.

If the silicon insets all have a conductivity of zero (illumination off), then the array is uniform with a far field pattern shown in Fig. 20. The calculations for this example used CST Microwave Studio [29]. This quiescent pattern has a gain of 12.8 dB and a relative peak sidelobe level of 13.8 dB. Illuminating the silicon at each element with a different optical intensity produces a conductivity, hence amplitude, taper across the array. An equal sidelobes array pattern results when the conductivity has values of $[16 \ 5 \ 0 \ 5 \ 16]$ S/m. The corresponding antenna pattern is shown in Fig. 20. It has a gain of 10.4 dB and a peak
relative sidelobe level 23.6 dB below the main beam. Thus, the array can switch from a higher gain, high sidelobe pattern to a lower gain, low sidelobe pattern whenever there is interference entering the sidelobes.

VIII. CONCLUSIONS

Adaptive arrays come in many forms. Many signal processing algorithms exist to automatically place nulls in the sidelobes while keeping the main beam intact. They all rely upon the use of an array with a receiver or AD converter at each element. The costs and calibration requirements limit the use of these arrays. Another approach that minimizes the total output power using a GA limits the main beam reduction by limiting the number of adaptive elements in the array. This type of algorithm works on commonly existing array architectures. Using reconfigurable elements rather than phase shifters and attenuators is a novel approach that needs further testing in an adaptive nulling situation.

ACKNOWLEDGMENT

Part of this work was sponsored by Army CECOM under contract N00024-02-D-6604 DO-295.

REFERENCES


**Randy L. Haupt** is an IEEE and an ACES Fellow and is Dept. Head of Computational Electromagnetics and Senior Scientist at the Penn State Applied Research Lab. He has a Ph.D. in Electrical Engineering from the University of Michigan, MS in Electrical Engineering from Northeastern University, MS in Engineering Management from Western New England College, and BS in Electrical Engineering from the USAF Academy. He was Professor and Department Head of Electrical and Computer Engineering at Utah State University from 1999-2003. He was a Professor of Electrical Engineering at the USAF Academy and Professor and Chair of Electrical Engineering at the University of Nevada Reno. In 1997, he retired as a Lt. Col. in the USAF. Dr. Haupt was a project engineer for the OTH-B radar and a research antenna engineer for Rome Air Development Center.
Study of Exact and High-Frequency Code Solvers for Applications to a Conformal Dipole Array

S. D. Walker and D. Chatterjee

Department of Computer Science and Electrical Engineering
University of Missouri-Kansas City (UMKC), Kansas City, MO 64110, USA
chatd@umkc.edu

(Invited Paper)

Abstract – The embedded element pattern of a conformal dipole array of seven elements is calculated using integral equation algorithms in exact solvers such as FEKO and WIPL-D, with the central element excited and other elements matched-terminated in a 50Ω load. A technique is developed that uses the FEKO subdomain basis function current weights to derive the equivalent current weight for a single entire domain basis function for use in the high-frequency code NECBSC. This process includes effects of mutual coupling in the NECBSC calculations. The results for the embedded element pattern for cylinders with \( k\alpha = 10, 20, 30, 40, 60 \) and 80, computed via FEKO, WIPL-D, and NECBSC, reveal discrepancies in the deep shadow (or creeping wave) regions. Parametric simulation studies for dipole currents, by varying the cylinder radius or radial distance of the array arc from the cylinder curved surface, are also included.

I. Introduction

Conformal arrays, flush-mounted on electrically large convex bodies, often cannot be analyzed by exact numerical techniques due to increased demands for computational resources [1]. The integral equation (EFIE) methods [2], [3] require a discretization size of \( \lambda/10 \) for such electrically large structures, where \( \lambda \) is the wavelength. This presents a practical difficulty in using exact solvers such as WIPL-D [4] and FEKO [5] that solve the radiation/scattering problem by discretization of the EFIE. In contrast, the Uniform Theory of Diffraction (UTD) [3], [6] is particularly suitable for electrically large problems because it does not require structural discretization at any frequency. The subject of this investigation is the calculation of element patterns of a single ring, sectoral dipole array in presence of an electrically large PEC cylinder shown in Fig. 1.

The UTD formulations in the NECBSC code require antennas to be 0.25\( \lambda \) off the cylinder curved surface [7]. With reference to Fig. 1, a cylindrical dipole array was studied in [8] which serves as a motivation for the work reported here. The high-frequency radiation from such an array in the shadow (\( \phi \rightarrow 180^\circ \) in Fig. 1) regions can be described in terms of “creeping waves”. Past investigations on creeping wave radiation have shown discrepancies between exact and UTD results [9]-[11] for isolated single sources located off the cylinder curved surface. However, these studies did not consider conformal array [8] radiation, and hence are distinct from the present investigation. A methodology to accomplish this comparative analysis for conformal arrays, by combining appropriate solutions from both exact [5] and high-frequency code [7] solvers, is the purpose of this investigation.

The results in this paper are restricted to a 7-element dipole array because such a model retains all the canonical features without unnecessarily complicating the problem. Validation studies of the exact code solvers available in [12]-[14] lent confidence in their application to conformal array problems. Finally, this paper is an extension of but is mostly distinct from [15].

The conformal array problem and its NECBSC solution is described in the next section. This is followed by extensive results and their discussion. The conclusions are summarized with a list of relevant references.

II. Problem Description and Solution

Methodology

For an array with large number of elements the
total array element pattern in the radiation zone is generically written as:

\[
F(r, \theta, \phi) = \frac{e^{-jkr}}{r} g_{elm}(\theta, \phi) \sum_{n=1}^{N} C_n e^{j\psi_n} \tag{1}
\]

The summation in (1) indicates the (complex) array factor of N elements with complex (current or voltage) excitations \(C_n\); \(\psi_n\) is the phase at \(n^{th}\) element. The \(g_{elm}(\theta, \phi)\) is the embedded element pattern of a single element while all other elements are terminated in a matched load. The \(g_{elm}(\theta, \phi)\) varies across a finite array because the elements close to the array edges “see” a different environment than the ones at the center. It is implicit that \(g_{elm}(\theta, \phi)\) contains the effects of the mutual coupling from nearby elements. The exact solvers in [4], [5] can directly calculate the array mutual coupling unlike [7]. Thus, a method by which array mutual coupling can be included in NECBSC output is the main contribution of this paper.

Fig. 1. Geometry of a conformal cylindrical dipole array of \(\lambda/2\) dipole; the cylinder radius is \(ka\) and the dipoles have an inter-arc spacing of \(b/\lambda\), and are off the PEC curved surface of the cylinder by a distance \(s/\lambda\). In the present problem, only a single arc-ring, 7-element, azimuthally located dipole array is considered. Here \(b = \alpha \rho_0\) with \(\rho_0 = \alpha + s\). The numbering scheme for the 7-element array is also shown.

To that end, the analysis developed gainfully utilizes FEKO output currents which include mutual coupling effects \textit{in-situ}. The FEKO uses overlapping triangular basis function on the individual dipole elements. If the current on the dipole element is \(i(z)\), it can be expressed in the two forms as,

\[
i(z) = \begin{cases} 
\sum_{p=1}^{P} \Psi_{\Delta}(z) I_{\Delta}^p, & \text{for FEKO} \\
I_o \cos \left( \frac{\pi Z}{L} \right), & \text{for NECBSC} 
\end{cases} \tag{2}
\]

The dipole of length \(L\) is discretized into \(P\) segments in FEKO and over each segment the overlapping triangular basis functions with weights \(I_{\Delta}^p\) are used. In the NECBSC a purely entire domain basis function can be used [7]. For the NECBSC, \(-L/2 \leq z \leq L/2\); in the FEKO code, the triangular basis function in (2) is given as:

\[
\Psi_{\Delta}(z) = \begin{cases} 
z - z_{p-1}, & \text{for } z_{p-1} \leq z \leq z_p \\
\frac{z - z_{p-1}}{z_{p+1} - z_p}, & \text{for } z_p \leq z \leq z_{p+1}
\end{cases} \tag{3}
\]

The \(I_{\Delta}^p\) are the \textit{complex} current weights associated with the triangular basis functions in FEKO. These can be directly obtained in the output file of FEKO through use of appropriate input commands to store these segment currents, when developing the input geometry file. Our objective is to express \(I_o\) in terms of the FEKO segment currents \(I_{\Delta}^p\). From (2) and (3) it readily follows that

\[
I_o = \frac{4}{\pi} \int_{-L/2}^{L/2} \cos^2 \left( \frac{\pi Z}{L} \right) dz = \sum_{p=1}^{P} I_{\Delta}^p \int_{-L/2}^{L/2} \Psi_{\Delta}(z) \cos \left( \frac{\pi Z}{L} \right) dz \tag{4}
\]

Further reduction of (4) then produces the desired result,

\[
I_o = 4 \left[ \frac{\sin^2 \left( \frac{\pi \Delta L}{4L} \right)}{\pi \Delta L} \right] \sum_{p=1}^{P} I_{\Delta}^p \sin \left( \frac{\pi Z_p}{L} \right) \tag{5}
\]

To express \(I_o\) in terms of the NECBSC segment currents \(I_{\Delta}^p\), the triangular basis function in (2) is given as:

\[
\Psi_{\Delta}(z) = \begin{cases} 
z - z_{p-1}, & \text{for } z_{p-1} \leq z \leq z_p \\
\frac{z - z_{p-1}}{z_{p+1} - z_p}, & \text{for } z_p \leq z \leq z_{p+1}
\end{cases} \tag{3}
\]
In (5) $\Delta L = z_{p+1} - z_{p-1}$. The node at $z_p$ falls midway between the $(p + 1)^{th}$ and $(p - 1)^{th}$ nodes. The complex current weight $I^p_A$ is associated with the location of the $p^{th}$ node. It is reiterated that $I_o$ in (5) is a complex current weight. To summarize, (5) allows a very convenient way of incorporating the mutual coupling information in the NECBSC code from a-priori information of the same from the FEKO code.

### III. Results and Discussion

The results are shown in Figs. 2 to 15. The numerical data are shown in the figure captions therein. For the FEKO calculations, dipoles of length $L = \lambda/2$ were discretized into $P = 51$ to 101 segments, which yields the node location $z_p = p(L/P)$, with $p = 1, 2, 3, \ldots, P$. For either 51 or 101 segments on the dipole, the corresponding equivalent complex current weight $I_o$ from (5) was found not to be significantly different. The results are discussed briefly below. In Figs. 2 and 3 magnitude and phase comparisons between $I_o$ obtained via (5), and the $I^p_A$ on the central segment of the excited (#0) dipole is shown for increasing $s/\lambda$. The comparison reveals the two features:

(a) $I^p_A$ on the central segment of the dipole, as available from the FEKO output file, is a very good approximation to $I_o$ obtained via (5). This is expected because $I_o$ is the maxima at the center of the support region of the cosinusoidal entire domain basis function.

(b) The decaying oscillatory nature of the magnitude and phase with $s/\lambda$. This is due to the standing wave interactions between the dipole and the cylinder curved surface. As the dipole array moves away from the cylinder curved surface, the degree of this interaction decreases and is evidenced by the decrease in the peaks and nulls in the variations.

Figures 4 and 5 show the effects of the scattering structure, which is the electrical radius $ka$ of the cylinder, on the current $I_o$ using (5). The $I_o$ data in these figures were computed for each of the individual seven elements in the dipole array from the corresponding FEKO output file.

The dominant effect of the cylinder radius $ka$ on the current magnitudes is noticeable on the central (excited) element as in Fig. 4. The current magnitude $I_o$ on the farthest elements (#2, −2, 3 & −3) in Fig. 4 is apparently insensitive to increase in $ka$. However the same figure shows that the noticeable influence of the cylinder curvature on the excited (or central #0) element for $ka = 10 \rightarrow 50$. Beyond $ka \geq 50$, the curvature effects are imperceptible.

---

**Fig. 2.** Current amplitude variation on the excited dipole (#0) element located at the array center; $ka = 30$, $b/\lambda = 0.5$, $L/\lambda = 0.5$ and the cylinder height is $H/\lambda = 10$. All other dipoles are terminated in a 50Ω load. The entire domain result refers to (5).

**Fig. 3.** Current phase variation on the excited dipole (#0) element located at the array center; $ka = 30$, $b/\lambda = 0.5$, $L/\lambda = 0.5$ and the cylinder height is $H/\lambda = 10$. All other dipoles are terminated in a 50Ω load. The entire domain result refers to (5).
The results in Figs. 4 and 5 present some interesting and useful insights into computation involving electrically large conformal arrays. The information gleaned suggests that because the current $I_0$ is relatively insensitive to increase in cylinder radius $ka$, it may be reasonable to obtain these currents for an electrically small cylinder using exact code solvers (FEKO or WIPL-D) and then subsequently use them to calculate scattering by an electrically large cylinder using high-frequency solvers like the NECBSC code. This process would result in substantial savings in computational resources. Based on the results presented here, it appears that the embedded element pattern, $g_{elm}(\theta, \phi)$, would not be substantially different obtained by this proposed approach.

Figures 6 to 15 show the azimuth ($\theta = 90^\circ$) plane embedded element pattern for the central dipole (#0) with others terminated in a matched load, and, for a wide range of cylinder radius ($ka = 10$ to $80$). All other data is included in the figures and is omitted here. For the NECBSC results, the excitation currents for every individual element in the dipole array were computed via equation (5). This implies that the NECBSC results include mutual coupling effects when the center dipole is excited.

The results in Figs. 6 to 9 generally exhibit similar nature. For $ka = 10$ and $20$ the differences between FEKO, WIPL-D and NECBSC in the shadow (creeping wave) region is not significant. However the same is not generally true for the results in Figs. 10 to 12.

The results in Figs. 8 and 9 are explained in some detail here. The NECBSC result in Fig. 9 was obtained by using the FEKO current weight on the central segment of each dipole element in the array. In contrast in Fig. 8, the currents for NECBSC data was obtained via (5). The comparison of the NECBSC embedded element pattern, $g_{elm}(\theta, \phi)$, suggests that there is only minimal variation in the embedded element pattern and it is noticeable in the deep shadow regions only.

The comparative analysis of the embedded element patterns for electrically large cylinders is shown in Figs. 10 to 12. The results indicate good agreement in the ‘lit’ region – where the geometric optics ray fields exist – for cylinders of electrical radius $ka = 40$ (Fig. 10). All the three cases show marked disagreements in the creeping wave or deep
shadow regions. Interestingly, in Figs. 11 \((ka = 60)\) and 12 \((ka = 80)\), the differences in the results from the exact and high-frequency code solvers are also noticeable in the lit regions.

The effects of varying \(s/\lambda\) on the embedded element pattern is shown in Figs. 13 to 15. Including the result in Fig. 8, imparts a broader overview. The results indicate that the increase of \(s/\lambda\) is somewhat unpredictable. For example, the result in Fig. 13 shows the worst agreement between the three codes. However, this trend is not predictive as the distance \(s/\lambda\) is increased to 0.75 (Fig. 14) and 1.0 (Fig. 15). In the latter two figures, the level of disagreement is less pronounced in the deep-shadow or creeping wave regions as compared to the corresponding one in Fig. 13. Note that in Fig. 8 the disagreement is less compared to Fig. 13.

The results indicate that NECBSC scattering formulations in the creeping wave region of PEC convex surfaces need more theoretical investigations. This was also observed in earlier investigations [9] and [10]. In both these cases the high-frequency fields in the creeping wave region of a PEC elliptic and circular cylinders were found to disagree with the exact analysis for the same problem. The numerical results for the embedded element pattern for investigation presented here appear to confirm the earlier conclusions in [9] and [10] for a similar (but not identical) problem.

Finally, our results are at variance with the earlier investigations in [11]. The analysis in [11] was specifically for a line source. In particular, this present study did not investigate in detail the effects of decreasing \(s/\lambda\) height as was done in [11]. The minimum height chosen was \(s/\lambda = 0.25\) for the results in this paper, while in [11] the UTD curved surface scattering formulations were studied for very small heights \(s/\lambda = 0.05\). The choice of the minimum height in this paper specifically focused on examining the limits of applicability of the NECBSC code, and not necessarily the general UTD formulations.

To that end, it appears instructive following the results and conclusions in [11] to examine the effects of the height factor in view of the more recent work in [6]. The various high-frequency formulations and their regions of validity has been studied there, and its application to conformal dipole arrays such as in [8] needs to be more carefully investigated.
Fig. 8. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a 7-element $\lambda/2$ dipole array with central element excited and all others terminated in a 50$\Omega$ load $ka = 30$, $s/\lambda = 0.25$, $b/\lambda = 0.5$, $L/\lambda = 0.5$, $\alpha = 6.005^\circ$, and cylinder height is $H/\lambda = 10$.

Fig. 9. All of the data is the same as in Fig. 8 above. For NECBSC results, the currents on the dipoles were approximated as that on the central segment of each dipole. The data here is taken from [15].

Fig. 10. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a 7-element $\lambda/2$ dipole array with central element excited and all others terminated in a 50$\Omega$ load $ka = 40$, $s/\lambda = 0.25$, $b/\lambda = 0.5$, $L/\lambda = 0.5$, $\alpha = 4.497^\circ$, and cylinder height is $H/\lambda = 10$.

Fig. 11. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a 7-element $\lambda/2$ dipole array with central element excited and all others terminated in a 50$\Omega$ load $ka = 60$, $s/\lambda = 0.25$, $b/\lambda = 0.5$, $L/\lambda = 0.5$, $\alpha = 2.923^\circ$, and cylinder height is $H/\lambda = 10$. 
Fig. 12. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a $7$-element $\lambda/2$ dipole array with central element excited and all others terminated in a $50\Omega$ load $k\alpha = 80$, $s/\lambda = 0.25$, $b/\lambda = 0.5$, $L/\lambda = 0.5$, $\alpha = 2.207^\circ$, and cylinder height is $H/\lambda = 10$.

Fig. 13. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a $7$-element $\lambda/2$ dipole array with central element excited and all others terminated in a $50\Omega$ load $k\alpha = 30$, $s/\lambda = 0.5$, $b/\lambda = 0.5$, $L/\lambda = 0.5$, and cylinder height is $H/\lambda = 10$.

Fig. 14. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a $7$-element $\lambda/2$ dipole array with central element excited and all others terminated in a $50\Omega$ load $k\alpha = 30$, $s/\lambda = 0.75$, $b/\lambda = 0.5$, $L/\lambda = 0.5$ and cylinder height is $H/\lambda = 10$.

Fig. 15. Comparison of radiation patterns vs. azimuth angle $\phi$, in the $\theta = 90^\circ$ plane for a $7$-element $\lambda/2$ dipole array with central element excited and all others terminated in a $50\Omega$ load $k\alpha = 30$, $s/\lambda = 1.0$, $b/\lambda = 0.5$, $L/\lambda = 0.5$ and cylinder height is $H/\lambda = 10$. 
IV. Summary and Conclusion

In this investigation a technique by which mutual coupling effects can be included while modeling a conformal dipole array via the high-frequency NECBSC code, has been developed by utilizing the output from the exact integral equation solver as contained in the commercially available FEKO code. The embedded element patterns for a seven element array were compared via FEKO, WIPL-D and NECBSC codes. The results showed that in the deep shadow region the disagreements were more pronounced for cylinders with electrically large radius of curvature. This is an interesting observation because NECBSC is expected to be more accurate as the cylinder size increased. Furthermore, it was found that the effect of the curvature on the element currents in the dipole array was insignificant beyond $ka \geq 50$. Thus, it was concluded that for electrically large conformal dipole arrays the solution to the dipole currents can be obtained to a reasonable degree of accuracy by solving an electrically smaller problem via the exact solvers such as FEKO or WIPL-D. The results of this investigation thus provide a computationally efficient strategy for determining radiation behavior of electrically large conformal arrays.
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Abstract – Given generalized requirements for a medium gain circularly polarized (CP) antenna we design and fabricate an axial mode helical antenna. This well known antenna has a relatively wide (1.7:1) bandwidth with gain proportional to the overall length. The antenna and ground plane diameters are determined by the chosen center frequency of operation. We evaluate the antenna design using FEKO electromagnetic simulation software for a center frequency of 700 MHz. We then fabricate one prototype with center metal rod support and foam core as in the conventional construction. We also desire a hollow core variant and use fiberglass to support the helical antenna. We present the measured results for these two types of construction compared to model results. Although the helical antenna embedded in fiberglass is a very rugged design it also involves sufficient dielectric loading to shift the antenna bandwidth to lower frequencies.

Index Terms – Helical antenna, circular polarization, fiberglass, Method of Moments, FEKO

I. INTRODUCTION

When circular polarization (CP) is required, the antenna designer has many choices, but for broadband applications a spiral or helical antenna structure often provides the best performance. A spiral antenna can be ultra-wideband whereas a helical antenna is typically limited to less than an octave bandwidth (1.7:1) [1]. We quantify the antenna impedance bandwidth (BW) in terms of the input reflection coefficient where the return loss is better than 10 dB while the realized gain BW depends on the application. Our objectives were for a 500 – 900 MHz right-handed CP (RHCP) antenna with 9 dBi average gain realized in the most compact size. To approach the gain requirement with a single antenna element we select a helix with axial length, \( L = 2 \text{ ft} \). We use the well known helix design procedure with a shaped metal ground plane although this does not address the effects of dielectric loading [1]. We model the helix using the FEKO electromagnetic simulation software[8]. We have modeled the dielectric structures using both the Method of Moments (MoM) surface equivalence principle (SEP), the thin dielectric sheet (TDS) and coated wire approximations in FEKO. We find only minor differences in results with these methods and use the hybrid finite element method (FEM) for uniform dielectrics without conductors. We summarize our findings using the coated wire approximation to represent the helix embedded in fiberglass and show results compared to measurements. The antenna is fed using a linear tapered 50 to 100 \( \Omega \) microstrip transition 3-inch in length which is included in our refined model.

Once the basic design is complete we considered different fabrication options including foam, PVC pipe and a fiberglass tube on which to wind the helix. The conventional approach uses a foam core or dielectric rods to support the helical wire element. An axial mode helix is not very sensitive to metallic structures along the helical axis so that a metal support rod can be used. But this feature of the helical antenna may also allow other metal structures to be coaxially incorporated into the helical antenna. So we desire a hollow core helix that is still very rugged and use fiberglass sheets with polyester resin to encase the helical conductor. We describe the classical helix design and fabrication of the foam core and two fiberglass variants. The fiberglass thickness is non-uniform owing to the overlapping glass mat but is estimated at 1/16 – 1/6-inch when using 2 or
5 woven fiberglass mats to encase the ¼-inch diameter hollow copper tubing. We present measured results for these three prototype antennas compared to FEKO model predictions. By making assumptions about dielectric parameters we arrive at a model that can be validated with measurements to sufficient accuracy for engineering purposes.

II. ANTENNA DESIGN AND SIMULATION

The helical antenna design begins with the circumference, \( C \), of the helical coils being chosen near the wavelength, \( \lambda_c \), at the desired center frequency of operation. The coil diameter would be \( D = \lambda_c / \pi = 5.37 \)-inch for a center frequency of operation, \( f_c = 700 \) MHz. We chose a slightly larger diameter \( D = 5.56 \)-inch, based on the outer diameter of a standard 5-inch PVC pipe as a convenient way to support the ¼-inch outside diameter copper tubing. The helix then has an impedance BW for wavelengths in the range \( 4/3C \) to \( 3/4C \) or 507 – 902 MHz. The classical helical antenna and design equations are well summarized in [1] where the example presented is very close to our desired frequency range. One important aspect for roughly uniform performance over the BW is the pitch angle \( \alpha = \tan^{-1}(L/N\pi D) \) for \( N \) turns in the helical coil. Although the optimum \( \alpha \) may be controversial [2], and tapered windings can be used, the typical choice is a constant pitch angle in the range, 12° – 15° [3]. Maintaining a constant or tapered pitch angle over the antenna length is one of the most difficult aspects of prototype fabrication.

Krauss provides an estimate for the helical antenna directivity \( G \approx K_g (\frac{C}{\lambda})^2 \frac{L}{\lambda} \), which includes a scale factor, \( K_g \approx 15 \), determined from empirical studies [3]. The half-power beamwidth (HPBW) of the radiation pattern is estimated according to \( G(\text{HPBW})^2 < 41250 \) or HPBW \( \approx 43^\circ \). At the center frequency this provides an upper bound on the directivity \( G \approx 13.6 \) dBi but the data used were for \( \alpha < 15^\circ \). Based on the FEKO model results we chose a 5-turn helix with \( \alpha = 15.4^\circ \) having an axial length of 2 feet. We use a shaped ground plane where the minimum diameter is often chosen as \( d_g = 0.8\lambda_c = 13.5 \)-inch [1]. With FEKO we find only a small gain reduction using \( d_g = 0.76\lambda_c = 12.75 \)-inch which corresponds to the outer diameter of a 12-inch PVC pipe. Even though we choose to use thin fiberglass for this outer protective radome, we consider this a minimum diameter ground plane. The optimum height of the edge has been reported as \( \lambda_c/4 = 4.22 \)-inch [1] and our FEKO model results support this choice. The ground plane size is chosen to be as small as possible without reducing the gain or pattern purity over the desired BW, although the front-to-back (F/B) ratio decreases with a smaller ground plane size. The model with the helix wound on 5-inch PVC pipe and an outer 12-inch PVC pipe to protect the antenna along with the thin fiberglass variant are shown in Fig. 1. We use hollow copper tubing with outer diameter ¼-inch to wind the helix since very thin wire can limit the antenna BW. The shaped (or cupped) ground plane improves the gain \( \sim 1 \) dB over the BW, which is about the same improvement that can be obtained by significantly increasing the ground plane diameter.

![Fig. 1. The FEKO model for a helical antenna with shaped ground plane wound on (a) PVC pipe and (b) thin fiberglass forms.](image)
construction the helical conductor is larger than the fiberglass thickness which would be difficult to model exactly. Comparing measurements for the helix wound on a foam core and embedded in fiberglass we observe a shift in the return loss and boresight gain to lower frequencies associated with the dielectric loading effects on the antenna, in addition to a high frequency gain reduction. We perform a parameter study of the fiberglass thickness and loss tangent because these parameters are not known exactly. They depend on the dielectric properties of the resin and the resin content in the cured structure. Based on this study we use a large dielectric loss tangent, tanδ = 0.1 and a thickness of 1/8-inch or 1/6-inch for which the results provide an upper and lower bound to the measurements. The actual loss tangent and thickness could be variable over the various cured fiberglass structures so that some approximations and assumptions are required to develop a practical model.

The coated wire approximation provides similar results as the TDS but is much more efficient taking about half the time for these simulations. So we use a coated wire to model the helix embedded in thin fiberglass having \( \varepsilon_r = 4.5 \) with loss tangent, \( \tan\delta = 0.1 \). The construction includes a nylon base as part of the cured fiberglass structure which is then bolted to the ground plane. The effect of the nylon base is less than that for the fiberglass since the dielectric loading effect of the nylon is only in the antenna feed region. We use the coated wire approximation to represent the helix embedded in thin fiberglass providing the most efficient simulation with the expected frequency dependence. This model includes the nylon base as a uniform dielectric volume having \( \varepsilon_r = 3.2 \) and \( \tan\delta = 0.1 \) solved by the hybrid finite element method (FEM) in FEKO. It includes the impedance transformer which is located in the approximate position of the prototype antennas and its substrate is also solved with the FEM. Model results are compared to measurements in terms of return loss, realized gain and axial ratio (AR) versus frequency. In all cases the helical element is wound for RHCP.

### III. Prototype Fabrication

We use a 50 to 100Ω microstrip transition to match the antenna to a 50Ω input. The design was developed using FEKO and artwork for fabrication was produced with LPKF CircuitCAM[9]. The 3-inch long linear tapered transition with a 1.25-inch wide bottom ground plane was fabricated with two layers of Rogers RT/Duroid 5870 using an LPKF 93s circuit board milling machine. The material for each layer is 125 mil thickness with single sided half ounce copper and has a relative dielectric constant, \( \varepsilon_r = 2.33 \) and loss tangent, \( \tan\delta = 0.0012 \). The two unclad sides were bonded together with 3M adhesive film [10]. The transmission line width tapers linearly from 669 mil (17 mm) to 158 mil (4 mm) with wire connection at one end and the helical element directly soldered to the opposite end. The FEKO model, with current at 700 MHz, and installed part are shown in Fig. 2.

![Fig. 2. Linear tapered microstrip impedance transformer (a) model and (b) as installed part.](image)

We fabricated both the foam core and hollow core fiberglass structures in order to make measurements on both approaches for model validation. The ground plane is fabricated from cold-rolled Al with a welded lip. The foam core was supported by a 1.2-inch diameter metal rod on the centerline bolted to the cupped ground plane as shown in Fig. 3(a) during the antenna measurements. The helical element is simply glued to the foam support and soldered to the microstrip impedance transformer. This approach is low-cost and lightweight but the helical
conductor is exposed and possibly prone to damage or changes in position which would reduce performance. The 2nd prototype used the same cupped ground plane but now the helical element is embedded in fiberglass as shown in Fig. 3(b). The cured structure includes a notched cylindrical nylon base 3-inch in height which is then bolted to the ground plane. The antenna element extends from the fiberglass to allow attachment to the microstrip transformer. Using 5-layers of fiberglass was very rugged but thicker than desired for minimal performance impact so we used only 2-layers for the thinnest structure that would still be reasonably rigid. The 2-layers of fiberglass have thickness about half the conductor diameter. The basic helical antenna design is straightforward and normally becomes an exercise in impedance matching to obtain wide band performance. In our case the dielectric loading complicates the design and the development of accurate models because the dielectric losses are difficult to estimate as a function of frequency.

![Image](a) ![Image](b)

Fig. 3. Helical antenna element (a) on foam core and (b) embedded in fiberglass.

IV. ANTENNA MEASUREMENTS

The various prototype antennas were measured in the ARL tapered anechoic chamber [4, 5]. We used two Satimo SH400 [11] wide band dual-ridged horns as reference antennas. These horns have an impedance BW of 0.4 – 6 GHz with highly accurate performance data to provide a reference antenna with known gain as specified by the manufacture. With careful installation and laser alignment we obtain an accurate calibration over the entire frequency band of interest, 0.4 – 1 GHz. With the correct alignment of transmit and receive antenna boresight directions we can obtain a typical measurement error of ±0.25 dB for gain measurements. This assumes that the reference antennas are aligned and the reference gain is known accurately such that this source of error is negligible. We carefully calibrate every day and since the Satimo antenna gain has been well validated this is not a bad assumption. Positioning error of the antenna under test is the largest source of uncertainty and the large diameter of the helix antenna make this alignment more difficult. Based on repeat measurements we estimate a worst-case error of ±0.5 dB or 11% error. We measure the gain on the helix axis (or boresight) versus frequency so that relative to the reference measurement we can normalize our radiation pattern data to the measured gain at each frequency. Using a linearly polarized transmit antenna requires rotating the CP antenna under test about the helix axis to obtain a maximum in order to align the antenna polarization ellipse to the transmit antenna polarization. Then, we can rotate the test antenna 90° ± 0.1° to obtain the orthogonal component. We collect azimuthal pattern data every 100 MHz in 1° angular steps for both the major and minor axis of the circularly polarized antenna. The data can then be combined to obtain the RHCP gain and AR as a function of frequency and the RHCP radiation patterns. Since we combine two gain measurements which can have error in the boresight alignment we must accept a larger error of 15% in the RHCP gain and AR measurements. Thus we consider comparisons to model results to within this error of ±0.7 dB to be excellent agreement.

V. RESULTS

We compare model results and measurements for three different prototype antennas. The first is the foam core with metal rod support (H0). The others are fiberglass encasing the helical conductor with minimum thickness of approximately 1/8-inch (H1) or 1/16-inch (H2). The measured $S_{11}$ for
these three prototypes are compared in Fig. 4(a) with the FEKO model results shown in Fig. 4(b). Notice that the shift to lower frequencies with increasing fiberglass thickness is evident in the model results. But for input impedance the model is only approximate because the feed region connections are not modeled exactly. The input impedance is quite sensitive to the physical configuration of the 1st half turn of the helix and how the connector is attached. We attempt to transition the helical conductor smoothly from where it is attached directly to the microstrip transformer to following the desired pitch angle. The model results are better than 10 dB return loss over the entire 500 – 900 MHz BW whereas the prototype antennas have somewhat larger reflection coefficient at some frequencies. The prototypes also have resonant peaks near 900 MHz that exceed the objective. The majority of these differences are due to the wire connection for the coaxial connector (see Fig. 2(b)). Although not shown, the results for the connector pin soldered directly to the microstrip transformer are much closer to predicted.

The RHCP gain on boresight versus frequency is shown in Fig. 5 for the thinnest fiberglass antenna compared to coated wire models with different thickness. The FEKO results are for the helix having 1/16 or 1/8-inch thick fiberglass coating where the maximum thickness for this electrically thin layer approximation is 1/6-inch. The model result for a 1/8-inch thickness is most similar to the measurement so the actual fiberglass construction is probably thicker than assumed but could also vary over the antenna length. None of our models predict the extended performance below about 450 MHz because the input impedance is not well predicted at these frequencies. However, the predicted frequency shift in the impedance bandwidth with increasing fiberglass thickness is consistent with measurements as can be seen in Fig. 4(a) but is less obvious in the realized gain versus frequency.

Fig. 4. (a) Measured $S_{11}$ for three prototype helical antennas and (b) model results.

Fig. 5. The calculated versus measured RHCP realized gain on boresight for H2.
The boresight AR comparison (in linear space) is shown in Fig. 6 where in FEKO negative values represent left-handed CP (LHCP) whereas in our measurements LHCP is indicated by values larger than unity. As can be seen the antennas have excellent AR ~ 1 which would correspond to 0 dB. Our fiberglass model is either 1/16 or 1/6-inch thickness using the coated wire approximation which is valid at the frequencies of interest. The relative permittivity of fiberglass is typically \( \varepsilon_r = 4.5 \) but that for the resin or the cured combination (20 – 30% resin by volume) is uncertain. The loss tangent is more difficult to obtain for the polyester resin, but other researchers have found resin systems to have an imaginary part of the permittivity to be roughly flat with frequency at \( \varepsilon_r \sim 0.5 \) [6], so we use \( \tan \delta = 0.1 \).

![Fig. 6. The calculated versus measured AR on boresight for two prototype antennas.](image1)

![Fig. 7. Measured RHCP radiation patterns compared to model results at (a) 500 MHz and (b) 600 MHz.](image2)

Selected pattern measurements are compared to the model results for the helix with 1/8-inch thick fiberglass coating. The comparisons at 500 and 600 MHz are shown in Fig. 7 (a) and (b), respectively. The model agreement over the pattern beamwidth is excellent but the back lobes are not well predicted as is often the case in pattern comparisons [7]. Obviously there are more asymmetries in the as-fabricated prototypes than in the model which is typical since there is always some physical modeling error.

The comparisons at 700 and 800 MHz are shown in Fig. 8 (a) and (b), respectively. The patterns at the band edges have off-boresight peak gain. At higher frequencies the helix radiation mode changes with a conical pattern [1]. In all cases the pattern comparison near boresight is excellent with differences on the order of the experimental error. At other angles the agreement is reasonable except in the back lobes. The FEKO model indicates that this choice of ground plane
size is sufficient to obtain a good F/B ratio > 20 dB but this is not supported by the measurements.

VI. CONCLUSIONS

The fiberglass prototype measurements have approximately the predicted shift in impedance bandwidth to lower frequencies with increasing fiberglass thickness. However, the data indicates a larger shift in the gain BW to lower frequencies than predicted although we did not make measurements below 400 MHz. The thicker fiberglass produces a larger shift in the gain and impedance BW with reduced gain at higher frequency. Our fiberglass model with $\varepsilon_r = 4.5$ and $\tan\delta = 0.1$ has this same trend but not to the same extent as measured. By increasing the thickness we obtain better agreement which implies that the fiberglass thickness can be used as a design parameter. That is, the basic helix can be designed to operate at a higher frequency than desired expecting the dielectric loading to shift the antenna frequency response. In the range where the gain remains roughly constant versus frequency, the radiation patterns are stable and have excellent AR. The measured forward patterns for the fiberglass prototypes compared to the model results are in good agreement in this frequency range. Although a larger error is possible when measuring the antenna backlobes, the discrepancies in this part of the pattern comparisons are larger than expected so that the model results can be misleading if the F/B ratio is a concern. For the fiberglass construction the patterns become corrupt around 800 MHz with reduced gain and AR. The as-fabricated helical antennas cannot be modeled exactly but the numerical model provides the correct frequency trends. In order to meet our BW objectives the helix would have to be redesigned accounting for the dielectric loading effects. Thus a smaller diameter helix would be used to shift the antenna performance to higher frequencies and the relatively larger ground plane size may improve the F/B ratio. Although the modeling uncertainties reduce the model accuracy, the model is sufficient for engineering analysis and provides a baseline for model refinement and optimization.
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Abstract — Microwave lens’ performance is depicted by several parameters such as phase error, amplitude taper, and array scan pattern etc. For decades, these parameters have been estimated by the geometry optics method that does not capture the mutual couplings within the lens geometry. Full wave simulation toolkits to conduct EM prediction are now available. However, using them to synthesize and optimize the electrical performance of Rotman lens is still relatively new. Several microwave lens full wave simulations have been attempted using different methods, such as FDTD, FEM, and FIT. They were reported from the perspectives of either phase or amplitude predictions at a single port or single frequency. However, the lens properties at multiple frequencies and for multiple beam ports using MoM have not been investigated. In this paper, we address such simulations using the planar Green’s function in FEKO. The phase, amplitude and array factor across the frequency band for multiple beam ports are compared with the measured results, and their errors are evaluated. Prominent agreement between FEKO and measurement is demonstrated. The performance of a prototype lens is presented, followed by discussing few future aspects of lens optimization using full wave simulations.

Index Terms — Microstrip Lens, Rotman Lens, MoM, FEKO, Mutual Coupling.

I. INTRODUCTION
In radar and communications array systems, the Beam Forming Network (BFN) is a critical device that produces feeding phases and amplitudes for the antenna elements to perform electrical scanning. Two popular passive BFNs are the Butler Matrix and Bootlace/Rotman lens [1]. The Rotman Lens has superior performance to the Butler Matrix because of its intrinsic True Time Delay (TTD), wide band and wide scan angle characteristics. To design a microwave lens, one follows geometrical optics models [1, 2, 3] to formulate initial phase centers of the input and output ports. Then physical implementations are applied by using waveguide, stripline or microstrip mechanisms. The mutual couplings between the adjacent ports as well as the multiple reflections are not predicted using the initial direct ray formulation. Consequently, to draw reasonable predictions of the phase and amplitude information, accurate analysis tools such as full wave solvers are desired. In recent years, researchers have analyzed Rotman Lens using different numerical techniques, including with finite different time domain (FDTD) in XFDTD [4], with finite element method (FEM) in HFSS [5], and with finite integration technique (FIT) in CST Microwave Studio [6]. However, to conduct lens optimization, more efficient and accurate methods are still in demand. In this paper, we analyze one printed microstrip lens. Given the nature of the printed structure of this lens, method...
of moments (MoM) with planar Green’s Function is very suitable in terms of both accuracy and computation efficiency.

The Rotman Lens under consideration is 8x8 microstrip lens (8 scanning beams, 8 fed array elements). To capture its general performance, we evaluate the phase and amplitude coupling between each beam port and receiving port across the frequency band, as well as the single port to aperture phase and amplitude couplings. Pattern performance is achieved by calculating the array factor using the simulated and measured amplitude and phase information. The errors occurred in the phases, amplitudes and radiation pattern are emphasized through post processing by assuming a linear phase shift, uniform amplitude distribution and true time delay design. Simulation results are compared with the measurement across the frequency band of 4-5 GHz throughout the evaluation.

II. ROTMAN LENS MODEL

Electrically steerable array system uses Beam Forming Networks (BFN) to form different phase fronts across the aperture for different input excitations. In doing so, it achieves planar waves traveled to separate spatial directions by simply switching the inputs, as shown in Fig. 1(a). Microwave lens, connecting each input to a beam port, utilizes a lens cavity and transmission lines to guide the wave propagation. By properly controlling the beam port positions, receiving port positions and transmission line lengths, the lens is able to achieve the linear phase front across the array output, as indicated in Fig. 1(b). These parameters can be determined by theories of the traditional trifocal lens [1], the quadrufoocal lens [2], or the non-focal lens [3]. Upon achieving this information, the port and cavity can be implemented in waveguide, microstrip or stripline media, while the transmission lines can be realized by either the same medium or separate cables.

The Rotman lens presented in this paper is built on the microstrip laminate Rogers 5870. Lens layout is shown in Fig. 2, whose beam ports 1 through 8 are marked as 1, receiving ports 9 through 16 are marked as 2, and dummy ports are marked as 0. Note that the dummy ports in lens design are sometimes necessary in order to reduce the side wall reflections as well as to increase the adjacent beam port isolations. In the current lens, all ports are implemented by physical triangular tapered microstrip horns, and the transmission lines are built on the same layer using traditional 50-Ω microstrip lines. Port numbers are included in Figure 2 as well to facilitate the analysis in forthcoming sections.
Fig. 3 is the Rotman lens prototype that was fabricated by the Army Research Lab in Adelphi, MD. This lens was designed at center frequency 4.6 GHz, and extensive S-parameter measurements were taken [7]. This printed circuit lens is the product of a series of Rotman lens developments that have been going on at ARL for a number of years [8]. The results in [7] are used in this paper for validating the FEKO model as well as evaluating the lens performance. Some technical parameters used to construct the lens are listed in Table 1.

Table 1. Rotman lens Parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$</td>
<td>Center Frequency</td>
<td>4.6 GHz</td>
</tr>
<tr>
<td>$B$</td>
<td>Testing Band</td>
<td>4-5 GHz</td>
</tr>
<tr>
<td>$N_b$</td>
<td>Beam Port #</td>
<td>8</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Receive Port #</td>
<td>8</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>Relative Permittivity</td>
<td>2.3</td>
</tr>
<tr>
<td>tan$\delta$</td>
<td>Loss tangent</td>
<td>0.0012</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Conductivity</td>
<td>5.7 e+7</td>
</tr>
<tr>
<td>$d$</td>
<td>Array Spacing</td>
<td>31.9 mm</td>
</tr>
<tr>
<td>$h$</td>
<td>Substrate Thickness</td>
<td>0.508 mm</td>
</tr>
<tr>
<td>$t$</td>
<td>Copper thickness</td>
<td>0.07 mm</td>
</tr>
</tbody>
</table>

*Terminal impedance is 50Ω, so the width of the transmission line is designed approximately 1.526 mm.

**III. SIMULATION AND MEASUREMENT RESULTS**

In this section, we focus on the full wave simulation in FEKO and its validation versus measurement data. We shall keep in mind that Rotman lens is a multiple-port-network structure. While conducting comparisons, both beam-port to receiving-port coupling, or transmission factor, across frequency and coupling from a beam-port to all receiving aperture ports at single frequency, in both amplitude and phase, are important.

The simulation was based on the Planar Green’s Function solver in FEKO by assuming an infinite ground plane. Each input/output is modeled as microstrip port. Each port is assigned 50-Ohm load so that when any beam port is excited, all others are terminated. The S-parameters between the beam ports and the receiving ports are registered. Eleven discrete frequency steps from 4 to 5 GHz were simulated. The entire simulation took 8.965 hours in a 64-bit workstation, using 4-core Intel(R) Xeon(R) 3.0GHz CPUs. The peak memory consumption of all processes was 2.136 GByte.

For performance across the receiving aperture, the amplitude and phase couplings are studied when single ports are excited at a single frequency. For performance across the frequency band, we can study the beam-port to receiving-port couplings in amplitude and phase. Due to the symmetric structure of a Rotman lens, it is not necessary to compare the results for all ports. Typical ports and comparison strategies are listed in Table 2. In this section, we present a comprehensive comparison between FEKO and measurements. Next section focuses on the performance analysis based on the beam-port to receiving-port coupling discussed in this section.

Table 2. Comparison objects between FEKO simulations and measurements.

<table>
<thead>
<tr>
<th>Uppercase</th>
<th>1. Couplings across aperture at 4.6 GHz</th>
<th>2. Couplings Across 4-5 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed Port</td>
<td>1 2 3 4 5 6 7 8</td>
<td>9− 10− 11− 12− 13− 14− 15− 16−</td>
</tr>
<tr>
<td>Receiving Port</td>
<td>9− 10− 11− 12− 13− 14− 15− 16−</td>
<td>9− 10− 11− 12− 13− 14− 15− 16−</td>
</tr>
<tr>
<td>Amplitude</td>
<td>√ √ √ √ √ √ √ √</td>
<td>√ √ √ √ √ √ √ √ √ √</td>
</tr>
<tr>
<td>Phase</td>
<td>√ √ √ √ √ √ √ √</td>
<td>√ √ √ √ √ √ √ √ √ √</td>
</tr>
<tr>
<td>Figures</td>
<td>Fig. 5, Fig. 6</td>
<td>Fig. 7, Fig. 8</td>
</tr>
</tbody>
</table>

**1. Couplings Across Aperture at 4.6 GHz**

In both simulation and measurements, the data achieved is more or less the single port-to-port S-parameters with amplitude and phase information. For lens design, a primary objective is for the single port excitation to produce the right amplitude taper and linear phase information across the receiving array aperture at the desired frequency, as indicated in Fig. 4.

Fig. 4. Surface current for single port excitations.
In Fig. 5 and Fig. 6 we arrange the amplitude coupling and phase shift between beam ports (1-4) and all receiving ports (9-16) in 3-D plots. It is observed that the amplitude varies along -15dB for all four port excitations. However, as the beam port moves into the center (from 1 to 4), there is a trend that the amplitude fluctuations saturate. From the phase shift perspective, both simulation and measurements show good agreements and the lens achieves a linear phase shift across the aperture. The phase shift for the large angle beam port (e.g. port 1) has a higher slope than the center port (e.g. port 4). Ideally, the lens is desired to have uniform amplitude taper for highest gain or other amplitude tapers for low sidelobes, and perfect linear phase shift for beam scanning. The errors occurred over the ideal case are considered in the error analysis, which will be explained in the next section.

2. Couplings Across Aperture Across 4-5 GHz

The insertion loss across frequency for single beam-port to receiving-port is another important factor from the communications system design point of view. This reflects how much of gain variation tolerance over the frequency the device possesses. Besides, the phase variations across the frequencies may be significant if the medium is dispersive.

To illustrate the comparison results between FEKO and measurements across 4-5GHz, according to Table 2, we plot the amplitude and phase couplings between the chosen beam ports (5, 6, 7, 8) and chosen receiving ports (13, 14, 15, 16) in Fig. 7 and Fig. 8. It is observable that the simulation agrees well with the measurements. However, it is also noticed that the amplitudes encounter higher attenuation at certain frequencies for different port couplings. This is probably due to two factors: the reflection within the cavity and the different beam port frequency responses.
IV. PERFORMANCE ANALYSIS

So far we have been able to do accurate comparison between FEKO and measurement, but we have not interpreted the results in a way to assist the lens optimizations. To conduct lens optimization, it is necessary to know how much the results deviate from the objectives. Although the goal of this section is not to conduct lens optimization, it helps to focus on the error analysis for general lens designs from the perspectives of phase, amplitude and pattern, which are essential components of lens optimization. In the next section, we discuss some of the full wave lens optimization strategies.

The general objective of the lens design assumes to achieve uniform amplitude tapering so as to yield maximum gain, and perfect linear phase shift across the aperture so as to produce stable beams. Resulting from both factors, the true time delay is also a key objective of lens design, meaning, the scanning pointing direction should not change as the frequency varies. In this section, we analyze the amplitude, phase and the scanning direction errors.

1. Amplitude error analysis

In Fig. 5 we showed the amplitude taper across the aperture for different beam port excitations. For each beam port, there are corresponding amplitude errors. Fig. 9 shows the amplitude errors across the aperture for beam port 4 at 4.6 GHz. The standard deviation among all ports can also be used to assess the variation of the amplitude errors. Fig. 10 illustrates standard deviations across the receiving ports for all beam ports at 4.6GHz. It is noted that the deviation from uniform amplitudes is higher at edge beam ports relative to the center beam ports. This may be due to the more symmetric view of the receiving ports for the center beam ports.

Fig. 8. Port to port phase coupling comparison between FEKO and measurements for 4-5 GHz.

Fig. 9. Amplitude errors across the output ports for port 4 excitations at 4.6GHz.

Fig. 10. Amplitude error standard deviation for all beam ports across aperture at 4.6GHz.

Fig. 11 plots the amplitude deviations for all beam ports at various frequencies. It is found that the lens under test maintains average amplitude error of about 1.5dB for all beam ports across the entire frequency band of interest. As the frequency increases, both measurement and FEKO indicate that the amplitude variation increases.
2. Phase Error Analysis

The phase shift representation at single frequency was shown in Fig. 6. The phase error occurs when phase shift is not linear with the receive element location. Similar to amplitude errors, phase errors across aperture are different for different beam ports. Example for port 4 excitation at 4.6 GHz is shown in Fig. 12. The phase error standard deviations for all beam ports at 4.6 GHz are shown in Fig. 13. Note that the center beam ports 4 and 5 have exhibited high phase errors up to 15 degrees for the given lens. This may be due to the fact that the lens design and the transmission line length were optimized to produce two perfect focal points off axis in the trifocal lens design.

Fig. 14 plots the phase error deviations for all beam ports at 4-5 GHz. It is found that the lens under test has average phase error of about 12 degrees for all beam ports across the entire frequency band of interest. As the frequency increases, the variations in phases increase as well, indicating that more attention should be paid to the high frequency operation during the initial formulation.

3. Array Factor Analysis

Whether the amplitude variations in Fig 11 and the phase variations in Fig. 14 are acceptable or not depends on the resulting array performance. Typically, amplitudes and phases affect side lobe levels, and the scanning directions. These parameters can be estimated by calculating the array factors, in other words, solving the pattern for isotropic radiation elements.
15 and Fig. 16 for 4 GHz and 5 GHz, respectively. For single frequency operation, the lens scans up to ±45° in eight discrete steps, which result from the eight beam port excitations. In general, as the scanning angle increases, gain decreases and the beam width increases. Comparison between Fig. 15 and Fig. 16 indicates that the beam width decreases and highest gain increases as the frequency increases. Besides, as implied by the high variations in both phase and amplitude tapering at higher frequency, patterns at 5GHz reflect higher gain variations than that at 4GHz.

We also investigate the true time delay behavior for the given Rotman lens. As it shows in Fig. 17, the scanning angle variations between 4GHz and 5GHz change between 0.54° and 1.45°. The beam pointing directions have slightly higher errors at the high scan angles. Note that both measurement and FEKO have predicted asymmetric patterns between 1-4 port excitations and 5-8 port excitations due to possible implementation errors.

In the error analysis presented in this, we processed the phase errors in terms of linear phase shift, calculated amplitude errors based on uniform tapering objectives and estimated the pattern performance based on true time delay property. FEKO simulation and measurements have demonstrated consistent results. The fabricated lens can be characterized by average amplitude errors of 1.5 dB, phase errors of 12 degrees, true time delay with tolerance of less than 1.5 degrees across 4-5 GHz.

There are several strategies for improving the microwave lens design using the full wave analysis. The next section will address some of these strategies.

**IV. DISCUSSION ON PERFORMANCE IMPROVEMENTS**

In previous sections, we have shown that the amplitude and phase errors can be accurately estimated by measurements and full wave simulations. The former is considered a sure validation, while the latter is a fast way to conduct lens optimizations. The amplitude errors may be caused by the unbalanced propagation directions as well as the reflections within the cavity. The phase errors are caused by the phase center shift as well as the reflections within the cavity. We list several possibilities of improvement below.
1. Beam Port Pointing Direction

![Fig. 18. Beam Port Porting Direction Layout.](image)

The beam port pointing direction, shown in Fig. 18, affects the gain pattern of each port excitation. Typical lenses are designed with the beam ports pointing to the origin of the structure or the center of the receiving ports. However, different subtended angles caused by different pointing angles may yield the desired amplitude distributions along the aperture.

2. Sidewall Freedom of Designs

![Fig. 19. Lens layout with different sidewalls.](image)

As it shows in [9], the sidewall dummy port terminations play important rule in reducing the reflections in the cavities. To maximize the absorbing ratio or minimize the reflection in certain directions, the sidewall curvature (Fig. 19), as well as the port sizes are essential parameters. The parametric studies of sidewall optimization have not been reported by full wave analysis so far.

3. Tapered Horn Optimization

When a single beam port is excited, all dummy ports and other beam ports are loaded in matched terminations. The geometry of the tapered printed feed elements greatly affects their reflection coefficients. It also affects the operational bandwidth of the lens. So far, most printed Rotman lenses have adopted triangular shape taper horn due to its simplicity. However, it has been found that such tapered line is not optimized, hence has high return loss. Several alternative tapered horns as it indicates in Figure 20 are worth investigating for the optimal frequency response.

![Fig. 20. Tapered horn with different geometries.](image)

Using full wave simulation to optimize lens design has not been extensively addressed. There are more design freedoms than the ones listed above to improve its performance, such as phase center variations versus frequency and mismatch between the cavity and the tapered port junctions, etc. The evolving efficient full wave simulators will soon lead to designs of low amplitude errors, low phase errors, and wideband microwave lenses.

V. CONCLUSION

In this paper we investigated Rotman lens’ amplitude, phase and pattern performance by using measurements and full wave simulations. We demonstrated that FEKO is accurate to estimate such parameters based on measurement validations of a given prototype lens. Analysis results show that this lens has average amplitude error of 1.5dB, phase error of 12 degrees, and true time delay tolerance angle of 1.5 degrees across a frequency band 4-5GHz. The presented lens is not optimized, but a few improvement strategies by using full wave simulations are proposed.
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Abstract—A four element patch array with main beam locations approaching endfire has been developed. The initial design was accomplished using EMAG’s EMPicasso software. The array is intended to be used in a monopulse configuration on the sides of a wedge-like structure. As such, accurate estimations of the patterns need to be obtained when the antenna is mounted on the geometry of the wedge. These simulations were not possible with 2.5 dimensional software, such as EMPicasso (www.emagware.com). We present measured data as compared to simulations using FEKO (www.feko.info) software for the array on a wedge.

Index Terms: FEKO, EMPicasso, patch array, monopulse array, conformal antenna

I. OVERVIEW OF THE ANTENNA ARRAY

Designing antennas that conform to a particular structure has potential use for military applications, [1]-[3]. One such design under consideration is a 1x4 linear patch array that has been developed at 9.35 GHz. The application required the antenna to be mounted on a wedge shaped structure with its main beam locations approaching endfire. An aperture fed patch antenna as shown in Figure 1 was designed to meet these specifications. The spacing between the elements is 0.877 wavelengths, resulting in an overall size (including the patch length) of 10.4 cm. The substrate is Rogers RT/Duroid 5880 for which we use \( \varepsilon_r = 2.33 \) and \( \tan\delta = 0.0002 \) in these simulations. The initial development was accomplished using EMAG’s EMPicasso software. This Method of Moments (MoM) simulation uses the 2.5-D Mixed Potential Integral Equation (MPIE) formulation of planar structures [4, 5]. The FEKO MoM software also has this formulation for planar structures but in addition can simulate 3-D objects combined with planar geometries [6]. FEKO uses the Fast Multipole Method (FMM) to save memory for electrically large problems and has advanced features such as hybrid techniques with the Finite Element Method (FEM) and with approximate high frequency methods [7, 8]. For example, in FEKO the antenna substrate can be infinite in extent while the ground plane is a finite size, or vice versa. Thus EMPicasso provides approximate results for actual microstrip antennas where the largest differences are observed in the calculated pattern compared to measurements.

We note some unusual aspects of the array at the onset of this discussion:

(1) The resonant length is such that one wavelength (within the dielectric) is traversed along the length of the element as opposed to a half wavelength, which is the typical size for patch antennas. As a consequence, the electric fields at the radiating edges of the patch are 180 degrees out of phase, [8] causing a null on broadside and main beams approaching endfire as shown in Figure 2.

(2) In an effort to keep the sidelobe levels down, the array was excited with amplitude weights of: 1: 2: 2: 1 through the use of current dividers at the junction of the power splitters as shown in the right-hand side of Figure 3.
For a half wavelength patch, the aperture is typically placed at the center where the magnetic field peaks. The patch length in this example is one wavelength. Therefore, the magnetic field has two peaks located \( \frac{1}{4} \) wavelength from each radiating edge instead of the center of the patch, [10]. Consequently, there are two optimal placements of the aperture. For the first element in the array, the patch is fed \( \frac{1}{4} \) wavelength form its left edge. In order to have the radiation from the second patch contribute in phase, we have opted to feed the second patch \( \frac{1}{4} \) wavelength from its right edge with a feed in the opposite direction to the first feed. The opposite locations of the aperture and the opposite orientation of the feed directions both introduce a 180 degree phase shift and allow for in-phase excitation of the two elements. The same feeding structure is repeated in the next pair of patches, so all patches radiate in phase.

Figure 1. Outline of four element array developed using EMAG Picasso.

II. SIMULATIONS OF THE ANTENNA ARRAY

Some preliminary simulations have been run using FEKO to account for the finite ground plane of the array. First the single patch element was modeled using FEKO with a multilayer Green’s function model for the substrates but finite size ground plane. We note that special attention had to be given to the meshing about the perimeter of both the patch and the aperture and in FEKO this is user defined. Some of these refinements are evident in Figure 4 where the ground plane mesh size increases with distance from the slot aperture. More difficult to see is that the ground plane beneath the microstrip is meshed more finely also in the same manner as the strip conductors. This is a key step in obtaining a reasonable estimation of the impedance match.

Figure 2. Radiation pattern of the array using EMAG Picasso.

The microstrip line was excited via a probe. The simulated return loss for the patch antenna is presented in Figure 5, which shows a better than 25 dB return loss at 9.35 GHz using FEKO. The simulated E-plane antenna pattern for this single element is shown in Figure 6. Note the symmetric and idealized nature of the EMPiCASSO backplane pattern compared to the finite ground plane result where the back lobes are not symmetric since the slot is not symmetric with respect to the patch. This patch will be used in the array estimation of the problem and then applied to the wedge geometry.

Figure 3. Mesh refinements for simulation of a single patch on a ground plane.
III. OPERATIONAL DETAILS OF THE ANTENNA

This antenna was developed to operate on the sides of a wedge in a monopulse configuration and would require at least two arrays on either side of the conducting wedge as shown in Figure 7. This is the actual structure from which our measurements were taken. Notice that the metal ground plane extends around all sides of the antenna arrays. Figure 8 gives the monopulse pattern of the two
antenna arrays mounted on the wedge and fed in phase. It shows the characteristic forward null of the monopulse configuration. Measurements of the pattern are presented to demonstrate the potential of this technique to determine the direction of a target.

Figure 7. Actual array(s) placed on a slanted (wedge) ground plane.

Figure 8. Measured monopulse normalized radiation pattern.

IV. SIMULATIONS OF THE WEDGE CONFIGURATION

All simulations for this section used a dual core XEON 5150, 2.66 GHz machine with 16 GB DDR2 RAM and a 533 MHz bus. The operating system was Red Hat LINUX 64-bit and CAD FEKO Version 2.0.5 (FEKO Suite 5.2) was used. The multilevel fast multipole method (MLFMM) was used which save memory and run-time compared to standard MoM [6]. A convergence study confirmed that the mesh refinement was adequate and that the ground plane mesh size can increase away from the microstrip line. The coarser mesh provided a more efficient simulation without reducing accuracy and required about 5 hrs per frequency.

Actual simulations (FEKO) of the wedge proved time consuming because of the size of the problem. In Figure 9 we detail the geometry of a FEKO simulation using a planar geometry. Such a simulation lends itself to a 2.5 dimensional Green’s function solution so the dielectric lateral dimensions can be unbounded in the x-y plane (seen as the region about the finite ground plane of the patch.) This solution ran reasonably fast – on the order of 1 hr per frequency depending on the requested output. For this smaller problem the FMM does not provided a significant memory reduction. The patterns for this simulation are not shown.

Figure 9. FEKO simulation using a Green’s function model for the substrate.

Simulations of the wedge were more challenging because the Green’s function approach only lends itself to problems residing on planar geometries. In Figure 10, we show our configuration for two 4-element array antennas mounted on a wedge. For this simulation, the ground plane extends the length of either side, but the dielectric is terminated and does not extend to the actual tip of the wedge using the Surface Equivalence Principle (SEP) to represent the dielectric surfaces rather than a volume mesh. Now the problem size is significantly larger and the FMM provides substantial memory reduction from ~60 GB to less than 2 GB. Termination of the dielectric region was necessary to match the
demonstration wedge array configurations although the ground plane on the sides of the arrays was not simulated (see Figure 7). The actual tip of the wedge, Figure 11, was simulated as a flat surface, ensuring a symmetrical mesh on either side of the wedge.

This was consistent with the metal base plate of the anechoic chamber mast as used in the measurement.

In Figure 13, we present the simulated radiation patterns (FEKO) for both the wedge and the wedge with the back plate at a frequency of 9.45 GHz. The simulation results should be compared to the measured data of Figure 8.
The measured peak locations and the simulation without the backplane closely track at about 10 Degrees from the plane containing the wedge’s tip. However, the simulation predicts a broad side lobe only 3 dB below the main lobe whereas the data indicates a distinctive first side lobe with back lobes 10 dB below peak. The lack of a back plane predicts a major lobe at 180° in contrast to measured data. The inclusion of a back plane suppresses the back radiation in the computer simulation, but widens the two peak locations to about 25°. The pattern has large side lobes possibly owing to smaller and more asymmetric ground plane surfaces transverse to the arrays.

An even larger mesh would be required to adequately simulate the ground plane used in the measurements. The problem quickly requires more memory than available on most desktop workstations and parallel computing or approximate methods may be required [7]. To conserve computational resources a coarse mesh could be used on the back plate and ground plane sections removed from the antennas with a corresponding reduction in accuracy. Other approximate methods such as Physical Optics are not appropriate for this array [8]. The MoM is typically more efficient than finite difference methods for such large arrays over narrow bandwidths. The finite element method is an alternative that can be efficient since the matrix is sparse and can take advantage of fast solvers. Regardless of the chosen method, compromises are often required to obtain an adequate mesh resolution of the array within the available computational resources.

V. CONCLUSIONS

This paper discusses a unique patch array designed for use on a wedge in a monopulse configuration. The original design was accomplished with 2.5 dimensional MoM software (EMPicasso). FEKO was used to investigate the effect of a finite size ground plane showing that the 2.5 dimensional model was adequate for the forward radiation pattern but results in an idealized backplane pattern. The antenna arrays were placed on a wedge structure for measurements. FEKO was used to simulate the wedge ground plane; however, the inclusion of a conducting back plane needs further investigation. It is needed (and was present in the measurements) for suppression of back radiation, but in our limited size model it degrades the position of the forward beam. A larger ground plane is required in the simulation but results in a problem nearing the limits of our available RAM. Improved accuracy can often be obtained in FEKO by using the MoM/FEM hybrid technique which uses an FEM volume mesh in the dielectric substrate. A microstrip edge source in FEKO can also improve accuracy compared to a thin-wire probe feed. A refined model will be developed to investigate such alternatives and include the as-tested ground plane size. Based on the available computational resources, some tradeoffs in accuracy are often necessary in order to develop a practical yet realistic simulation.
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Abstract — Infinite periodic boundary conditions (PBC’s) implemented in FEKO are presented. To enable the analysis of a wide variety of problems, the PBC includes dielectric objects, metallic surfaces, metallic wires and connection points between wires and surfaces. In addition, the geometry is allowed to touch the periodic boundaries (i.e. continuous current flow onto the neighboring cell which requires special basis function treatment).

Index Terms — FEKO, Periodic Structures, Antenna Arrays, Frequency Selective Surfaces.

I. INTRODUCTION
FEKO [1] is a commercial and comprehensive 3-D electromagnetic field solver which can be applied to a variety of problems. This paper focuses on periodic structures, for example antenna arrays and frequency selective surfaces. In particular, infinite periodic structures will be analyzed by considering only the unit cell element. Although FEKO can model large finite arrays with the Multilevel Fast Multipole Method (MLFMM), the computational resources of the PBC are much cheaper since we only consider one single unit cell element.

The paper is outlined as follows: Implementation details are given in Section II, verification examples in Sections III-IV, and finally the conclusions in Section V.

II. PERIODIC BOUNDARY CONDITION
The PBC feature enables the analysis of infinite periodic structures by simulating only a single unit cell element. Both 1-D and 2-D (including skewed) lattices are allowed as shown in Figs. 1 and 2, respectively. The phase shift along the lattice vectors can be determined automatically if a plane wave is used as excitation, or it can be specified by the user (say antenna array). Large but finite sized arrays can be approximated as an infinite array. This allows the use of the PBC to minimize the total number of unknowns (and therefore memory) as well as the computation time.

Fig. 1. 1-D periodic boundary.

Fig. 2. 2-D periodic boundary with skewed lattice.

A. Geometry Across Boundary
FEKO allows the geometry to touch the periodic boundary (i.e. one part in one cell will then be connected to another geometry part in the neighboring cell). The two unit cells in Fig. 3 are equivalent (different split of a patch array) and will produce the same results.

Modified Rao-Wilton-Glisson (RWG) [2] basis functions on the boundary in Fig. 4 ensure
continuous current flow across the unit cell boundary into the neighboring periodic element.

Fig. 3. Current on equivalent unit cells.

Fig. 4. Special basis function on boundaries.

B. Ewald Transformation

The free space 2-D periodic Green’s function in the spectral domain has the form [3]

$$ G_p(r, r_s) = G_{p1}(r, r_s) + G_{p2}(r, r_s). $$

The modified spectral portion contains the complex error function, and is given by [3]

$$ G_{p1}(r, r_s) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{e^{-jk_{tmm} (\rho - \rho_s)}}{4jAk_{zmm}} \cdot \left[ \sum_{\pm} e^{\pm jk_{zmn} |z - z_s|} \text{erfc} \left( \frac{jk_{zmn}}{2E} \pm |z - z_s| \right) \right]. $$

Similarly, the modified spatial portion is [3]

$$ G_{p2}(r, r_s) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{e^{-jk_{t00} \rho_{mn}}}{8\pi R_{mn}} \cdot \left[ \sum_{\pm} e^{\pm jk R_{mn}} \text{erfc} \left( R_{mn} E \pm \frac{jk}{2E} \right) \right]. $$

The number of terms in the infinite sums is determined automatically by adding more terms until convergence (within 0.01%) is reached. It includes the required Floquet modes (both propagating and evanescent) to achieve high accuracy.

The Ewald transform is also used for the 1-D PBC implementation. The modified spatial portion is the same as for the 2-D case, but the modified spectral portion now contains the exponential integral [4]

$$ \frac{1}{4\pi d} \sum_{q=-\infty}^{\infty} e^{-jk_{q} z} \sum_{p=0}^{\infty} \frac{(-1)^p}{p!} \left( \rho E \right)^2 p_{q+1} \left( \frac{-k_{q}^2}{4E^2} \right) \left( \frac{-k_{q}^2}{4E^2} \right) $$

C. Dielectrics

In the Method of Moments (MoM), metallic and dielectric triangles allow the use of the surface equivalence principle (SEP) to model any dielectrics within the unit cell. Since we allow the geometry to extend across the unit cell (by using special basis functions), infinite dielectric regions can also be modeled. This makes FEKO a powerful tool to analyze printed antennas with inhomogeneous media. The SEP has a clear advantage over both the finite-element/boundary-integral (FE/BI) method [3], and the hybrid MoM/Green’s function method [5] where the volume equivalence principle (VEP) is used. The SEP only meshes the surface of the dielectric, whereas the FE/BI and VEP methods use volume elements to mesh the dielectric.
Another advantage of using the SEP is that we can ignore all dielectric surfaces which are located on the unit cell boundaries. This is valid since identical dielectrics are touching the boundary surface on both the inside and outside (from the neighboring unit cell). In contrast, for the FE/BI method the boundary conditions must also be imposed on the FE mesh located on these side walls.

Multiple dielectric regions are allowed to touch the same boundary to enable the analyses of, for example, a dielectric substrate with periodic holes. The advantages of the SEP will become clear in the microstrip example in the next section.

III. EXAMPLES

A. Pin-fed Microstrip Patch Array

Consider the pin fed microstrip patch antenna in Fig. 5, with side lengths $L = W = 30$ mm and vertical feed probe at $(x,y) = (-7.5,0)$ mm. The unit cell is square with dimensions $a = b = 50$ mm, substrate permittivity $\varepsilon_r = 2.55$ and substrate thickness $d = 2$ mm. A close-up of the pin-fed excitation is shown in Fig. 6, consisting of two wire segments connecting the ground plane and the patch.

The SEP is used to model the dielectric, with the vertical side walls excluded from the mesh below. The ground plane and patch are modeled with metallic triangles, and dielectric triangles are used to model the top dielectric interface. There are special basis functions on the periodic boundaries for both the metallic and dielectric triangles to ensure current continuity.

The active input impedance is defined as the input impedance in the active array environment when all elements are excited. We will compute the active input impedance when all elements are fed in phase to produce a main beam at broadside. The calculated broadside scanning input resistance and reactance are shown in Figs. 7 and 8, respectively. Good agreement to the published FE/BI results [6] can be seen.
B. Printed Dipole Array

Scan blindness will be demonstrated for the infinite array of printed dipoles [5] in Fig. 9. Parameters: Dipole length $L = 0.39\, \lambda$, width $W = 0.01\, \lambda$, square unit cell $a = b = 0.5\, \lambda$, substrate thickness $d = 0.19\, \lambda$ and permittivity $\varepsilon_r = 2.55$. The centre of the dipole is excited by an edge voltage source.

The active reflection coefficient is defined when all dipoles are excited with the correct phase to produce a main beam in the direction $\theta$ ($\theta = 0^\circ$ is broadside):

$$R(\theta) = \frac{Z_{\text{in}}(\theta) - Z_{\text{in}}(\theta = 0^\circ)}{Z_{\text{in}}(\theta) + Z_{\text{in}}^*(\theta = 0^\circ)}.$$ (7)

The feed network is matched for broadside scanning to the internal source impedance of $Z_{\text{in}}(\theta = 0^\circ)$.

The computed active reflection coefficient versus scan angle compares very well to the published results [5], for both magnitude and phase as shown in Figs. 10 and 11, respectively. Note the unity reflection coefficient at the scan blindness angle of 45°.

C. Frequency Selective Surfaces

The Jerusalem-cross frequency selective surface (FSS) in Fig. 12 was analyzed. Fig. 13 shows the unit cell and plane wave excitation.

To verify the PBC results the MLFMM was used to analyze a large finite 51x51 FSS. Excellent agreement in the current distribution at 7 GHz can be seen in Figs. 14 and 15.
Fig. 13. FSS unit cell and plane wave excitation.

Fig. 14. Finite 51x51 FSS solved with MLFMM.

Fig. 15. Single element solved with infinite PBC.

The magnitude and phase of the reflection coefficient (versus frequency) are plotted in Figs. 16 and 17, respectively. This is for a normal incident plane wave on the FSS. Excellent agreement to the published results [7] can be seen, for both magnitude and phase.

D. Infinite Cylinder

An infinite cylinder shown in Fig. 18 is modeled as a finite cylinder with 1-D PBC at both ends. FEKO can handle arbitrary incidence, but the published results for this example used a z-directed normal incident plane wave. The diameter of the cylinder is varied and the scattered electric field is computed versus the observation angle, in order to get the scattering width (SW) defined as

$$\sigma_{2-D} = \lim_{\rho \to \infty} \left( 2\pi \rho \frac{|E_z|^2}{|E_x|^2} \right).$$

In Fig. 19 the computed SW is in very good agreement to the published results [8].
E. Infinite Wire

To verify the implementation of the special basis functions for wires at 1-D periodic boundaries consider the infinite \( z \)-directed wire, with the unit cell shown in Fig. 20. A \( z \)-directed plane wave is incident along the \( x \)-axis. The near-field for the infinite wire is known analytically [8]. The computed near electric and magnetic fields are shown in Figs. 21 and 22, respectively. Excellent agreement to the analytical values can be seen. This verifies the special basis function implementation for wires at the boundaries, as well as the near-field computation for both electric and magnetic fields together with the PBC.

\[
E_z = -I_e \frac{\beta^2}{4 \omega \epsilon} H_0^{(2)}(\beta \rho)
\]

\[
H_\phi = -j I_e \frac{\beta}{4} H_1^{(2)}(\beta \rho)
\]
IV. FAR-FIELD

In this section the far-field of a finite \( M \times N \) array will be computed using the infinite array approximation to obtain the current distribution on the elements. Consider the example of a 2-D antenna array of strip dipoles, with the unit cell in Fig. 23. Parameters: Dipole length \( L = 0.45 \lambda \), width \( W = 0.02 \lambda \), unit cell length \( a = 0.50 \lambda \) and width \( b = 0.30 \lambda \). The elements are fed with the correct phase increment to obtain a main beam pointing in the direction \( \theta = 20^\circ \), requiring a phase increment of \((2\pi a/\lambda)\sin\theta = 61.564^\circ\).

Fig. 23. Unit cell of strip dipole array.

The PBC analysis will give the correct current distribution on the unit cell dipole in an infinite array environment (including all mutual coupling). With this current distribution, the single unit cell dipole on its own radiates a doughnut shaped far-field pattern as shown in Fig. 24.

Fig. 24. Far-field of single unit cell element.

To compute the far-field of a finite \( M \times N \) array as shown in Fig. 25, we sum the far-field pattern of the unit cell with the correct phase and position of each element in the array. Computing the far-field using the PBC ignores edge effects, since it assumes that the current distribution is identical on all array elements (except for the phase shift). The far-field computed with the PBC approximation was validated using the MLFMM, which analyzes the complete finite array. The MLFMM computes the correct currents on all elements and includes edge effects. Results for two array sizes are shown in Figs. 26 and 27. As expected, the main beam points in the direction \( \theta = 20^\circ \). Good agreement between the PBC approximation and the MLFMM can be seen.

Fig. 25. Finite \( M \times N \) array.

![Fig. 26. Far-field of 11 x 11 array.](image)

![Fig. 27. Far-field of 51 x 51 array.](image)
V. CONCLUSIONS

Infinite periodic boundary conditions were implemented in FEKO using the efficient Ewald transform to obtain fast convergence for the infinite sums. Both 1-D and 2-D (including skewed) lattices are supported. The geometry is allowed to extend into the neighboring cell with the use of special basis functions on the boundary. The phase shift along the periodic lattice can be determined automatically from plane wave excitations, or it can be specified by the user. The PBC includes metallic and dielectric triangles, wires, connection points. This makes FEKO a powerful tool to analyze printed antenna arrays with inhomogeneous media and also frequency selective surfaces. By ignoring edge effects, the PBC enables efficient far-field calculations of finite MxN arrays.
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Abstract — For the computation of eigenmodes in multimodal waveguide structures, the Jacobi-Davidson eigenvalue solver is extended by a vector-based weighting function. It allows to generate only modes with a desired field distribution. The performance of this solver is studied by means of an eigenmode computation in a photonic crystal fiber which is discretized by the finite integration technique. The new algorithm is able to separate the modes in the fiber core from a number of non-physical modes which originate from a transversal PML-type boundary condition.

Index Terms— Jacobi-Davidson, Eigenvalues, Mode Calculation, Photonic Crystal Fiber.

I. INTRODUCTION

The computation of eigenvalues in two- and three-dimensional electromagnetic structures is a challenging task in engineering. Since dielectric waveguides for optical applications (fibers) can be highly multi-modal, the corresponding 2D-eigenvalue problem may include a high number of guided modes, with only little differences in their propagation constants.

For such modes, the power is confined within the core of the fiber, and the field strength in the cross section decays exponentially with increasing radius. With this a-priori knowledge, one may wish to apply an adequate transversal boundary condition, which allows to truncate the mesh close to the core of the fiber. Such an 'open boundary' can be modeled by a perfectly matched layer (PML), which absorbs the evanescent wave parts by real-coordinate stretching [1]. However, the application of the PML changes the discrete eigenvalue problem, and the staggered material layers of the PML themselves can act as a waveguiding structure. This leads to a spoiled spectrum, which consists not only of the desired guided modes within the core, but we observe a lot of additional non-physical modes, which are guided inside the PML.

In order to get rid off of these spurious modes, we use an extended Jacobi-Davidson eigenvalue solver [2] [3] which allows to distinguish between the two classes of eigenvectors within the solution process and to produce only the desired core-modes in an efficient way.

Preliminary work has been done by [4], [5] and [6] for microstrip lines and lasing structures. They rely on smart chosen, limited areas of the spectrum in order not to calculate too many of the undesired eigenmodes. However it is unavoidable that some of them occur in their approach since not the eigenvector is analyzed during iteration but only the eigenvalue. Therefore, they identify the desired eigenmodes in an a-posteriori processing step.

II. FORMULATION

The eigenvalue problem for waveguide cross-section is formulated using the finite integration technique (FIT) [7], [7].

The FIT is based on a spatial segmentation of the computational domain by a computational grid pair, the normal grid $G$ and the dual grid $\tilde{G}$. The degrees of freedom of the method are the so-called integral state variables, defined as integrals of the electric and magnetic field vectors over edges $L_i, \tilde{L}_i$ and facets $A_j, \tilde{A}_j$ of the normal grid $G$ and the dual grid $\tilde{G}$, respectively:

$$\tilde{e}_i = \int_{L_i} \tilde{E} \cdot d\tilde{s} \quad \tilde{d}_i = \int_{\tilde{A}_i} \tilde{D} \cdot d\tilde{A}$$

$$\tilde{j}_i = \int_{A_i} \tilde{J} \cdot d\tilde{A}$$

$$\tilde{h}_j = \int_{\tilde{L}_j} \tilde{H} \cdot d\tilde{s} \quad \tilde{b}_j = \int_{\tilde{A}_j} \tilde{B} \cdot d\tilde{A}$$
Using this discrete formulation the fundamental physical properties of Maxwell's equations like energy and charge conservation and also the orthogonality of eigenmodes are maintained. The Maxwell grid equations can be written down as

\[
\begin{align*}
\frac{d}{dt} \mathbf{\hat{d}} + \mathbf{j} &= \mathbf{C}_e \mathbf{\hat{b}}, \\
\frac{d}{dt} \mathbf{\hat{d}} + \mathbf{j} &= \mathbf{j} \\
\end{align*}
\]

(4)

with the material relations \( \mathbf{\hat{d}} = \mathbf{M}_c \mathbf{\hat{e}} \), \( \mathbf{j} = \mathbf{M}_e \mathbf{\hat{e}} \) and \( \mathbf{\hat{b}} = \mathbf{M}_\mu \mathbf{\hat{h}} \). \( \mathbf{C} \) and \( \mathbf{\hat{C}} \) are the topological curl-operators containing entries with \{-1;0;1\}. All the FIT matrices of topological operators are sparse and have band structure which allows an efficient processing on computer systems.

![FIT discretization scheme of the 2D light grey shape.](image)

Fig. 1. FIT discretization scheme of the 2D light grey shape. \( n_x \) components in \( x \)-direction and \( n_y \) components in \( y \)-direction: Some components do not exist.

The FIT discretization of a waveguide cross-section is shown in Fig. 1 for the tangential electric grid voltages \( \mathbf{\hat{e}}_i \). It has been shown in former work [9] that the eigenvalue problem

\[
(A_1 - k_z^2 A_2 - \omega^2 I) \mathbf{\hat{e}}_i = 0
\]

(5)

can be formulated for unknown \( k_z \) or unknown \( \omega \). \( A_1 \) contains the 2D curl-curl-operator and the inverse permeability. \( A_2 \) contains again some material properties cf. [9]. The longitudinal components \( \mathbf{\hat{e}}_z \) can be obtained through continuous calculus considerations. The 2D eigenvalue problem for the tangential electric grid voltage \( \mathbf{\hat{e}}_t \) (5) leads in the case of a given frequency \( \omega \) and a PML for evanescent tangential waves to a system matrix \( A_{12} = A_2^{-1}(A_1 - \omega^2 I) \), which is in the specific case real and non-symmetric. A symmetrization is in some cases theoretically possible, as long as no complex modes occur. The number of degrees of freedom is \( 2n_x n_y - (n_x + n_y) \) for \( n_x, n_y \) being the number of discretization steps in the particular direction, when no special boundary treatment is applied (cf. Fig. 1).

III. JACOBI-DAVIDSON ALGORITHM

The Jacobi-Davidson algorithm [2], [3] is feasible for the computation of a few interior or exterior eigenvalues of the spectrum. Within the algorithm, the original eigenvalue problem is projected and solved on a low-dimensional subspace \( \mathcal{V} \), which is gradually refined by solving a correction equation. We use a Matlab implementation of the JD-algorithm from its original authors which is available from [3]. As so-called target value, an end of the spectrum or an arbitrary value within the spectrum can be specified. According to this target value, the approximate eigenvalues are sorted in different sophisticated ways during the solution process. Moreover, the JD algorithm computes the eigenpairs one after another and not a block of eigenvalues simultaneously.

The solution of the low-dimensional, projected eigenvalue problem, however, does not only yield approximations of the eigenvalues, but of course we also obtain approximations of the corresponding eigenvectors. If we expand them again to full dimension, we can interpret these vectors as approximations of field solutions of the discrete formulation.

To establish a new criterion for the choice of the desired modes, we test these field distributions against a weighting vector \( \mathbf{f} \), which describes a scalar spatial distribution for each field component with its maximum at the core and a decay towards the boundaries. The components of these vectors are depicted in Fig. 2. We choose a Gaussian profile, since it is easy to define and it fulfills the requirements of a strong decay toward the boundaries. Moreover, the Gaussian shape is not equal to a solution of the problem and therefore
we do not plug in a pre-known solution into the process.

Fig. 2. Weighting vector $f$ with Gaussian profile for $x$ - and $y$ - components.

Now, we can measure the quality of our approximate eigenvectors $u_i$ within the JD-algorithm very easily. The product

$$\psi = \langle f, |u_i| \rangle$$

(6)

with $\|u_i\|_2 = 1$ and $\|f\|_\infty = 1$ can be used to decide, whether the field strength is concentrated around the core ($\psi > 1$) or whether it is concentrated inside the boundary ($0 < \psi < 1$). Taking the absolute value of the eigenvector's components $|u_i|$ ensures that also core guided modes with a null in the center are found. The weighting function does not have to provide necessarily the profile shape of the modal field to be computed. The weighting function only provides information about the spatial distribution of the field to be computed.

Within the original Jacobi-Davidson algorithm the eigenvalue approximations are sorted according to their distance to the target value. In our modification of the algorithm we select only those of the sorted eigenvalue approximations, which fulfill the weighting criterion (6).

IV. NUMERICAL EXAMPLE

We choose a photonic crystal fiber (PCF) [10] as an example, which is operated at 2μm wavelength (Fig. 3). It consists of a glass core ($n_G = 1.45$) with a surrounding hexagonal lattice of air holes. Each hole has a radius of 2.9μm and the lattice constant is 9.4μm. The discrete model is truncated by a PML boundary condition and has the dimensions 74μm × 84μm.

Fig. 3. PCF consisting of glass and air holes (74μm × 84μm). Mesh settings (155 × 193 lines).

The cross section of the fiber is discretized by the finite integration technique, using CST MICROWAVE STUDIO [11] for all preprocessing steps. The resulting two-dimensional model has 155 × 193 grid points, and we add 4 grid lines in each transversal direction for the PML. The eigenvalue problem [9] for the squared propagation constants $\beta^2$ is linear, of the type

$$A_{xx}x = \lambda x,$$

(7)

and has 64438 degrees of freedom. We are interested in the first two guided modes of the PCF whose distribution of its electrical field strength is depicted in Fig. 4.
Fig. 4. Electrical field of the first desired mode.

Fig. 6 shows the part of the spectrum with the smallest real part, since the propagation constants $\beta_i$ are calculated from the eigenvalues $\lambda_i$ by $\beta_i = \sqrt{-\lambda_i}$. The first 36 modes (marked by diamonds) are guided within the PML according to Fig. 5. Modes 37 and 38 are the ones we are looking for and which fulfill our weighting criterion in equation (6).

Fig. 5. Magnitude of electrical field of one of the undesired modes: Wave guiding within the PML.

Fig. 6. Propagation constants $\beta$ of the PCF. The modes with indices 37 and 38 (o) are the desired ones, which are guided by the core.

V. COMPARISON OF JD SOLVERS

The unmodified Jacobi-Davidson solver as well as weighted JD solver are used to compute the first two guided modes of the PCF from the previous section. For all eigensolver computations, the system matrix is preconditioned through a shift of the spectrum before the solver starts, which significantly improves the condition of the eigenvalue problem. The target is chosen to be the smallest real part. The initial subspace is generated randomly and is fed in each of both solvers in order to have equal starting conditions. The correction equation within the JD algorithm is solved by a direct solver in both solvers. This is time-consumptive, but we can expect at least a second order convergence. For the ordinary JD solver the dimension of the search subspace is kept between 7 and 12, while for the weighted JD solver no reduction of the search subspace is done. The eigenvalues are accepted when the residual is below 1e-13.
Table 1: Results of the standard JD and the weighted JD.

<table>
<thead>
<tr>
<th>Version</th>
<th>Modes</th>
<th>Time</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>38</td>
<td>2678 s</td>
<td>108</td>
</tr>
<tr>
<td>weighted</td>
<td>2</td>
<td>165 s</td>
<td>46</td>
</tr>
</tbody>
</table>

The results are given in Table 1. We look for two core guided modes, which are found by both solvers. The weighted JD outperforms the standard JD by a factor of 15 in time. The number of iterations, which are needed to gradually refine the subspace, is reduced by a factor larger than two.

The reason for the disagreement of these two factors can be seen in the convergence history in Fig. 7 and Fig. 8. A lot of iterations are needed at the beginning of both algorithms, in order to improve the quality of the subspace. Once refined, the subspace allows the quick computation of the consecutive eigenvalues.

VI. SOLVER TUNING

In further investigations we consider the choice of the initial subspace, the correction equation and the maximum dimension of the search subspace. Details to the selection process of the prospective eigenvectors are given.

A. Initial Subspace

Since we are interested in modes, which have a similar spatial field distribution like the weighting function from (6) we use weighting function itself as the start vector for the Jacobi-Davidson process. Fig. 9 shows the convergence history. The number of iterations needed to find both of the desired modes is reduced to 15. This is less than one third of the 46 iterations the weighted JD algorithm without special initial vector treatment needed.

B. Correction Equation

The correction equation of the Jacobi-Davidson process is used to generate the subsequent extensions for the search subspace. For this, a linear system of equations has to be solved. In the
preceding sections the correction equation has been solved directly, which turns out to be computationally quite expensive. Alternatives are iterative solvers which all need preconditioners in order to perform well. The JD process is supposed to converge even with an inexact solved correction equation.

We choose exemplarily the bicgstab solver [12] which is included in the jdqr-package from [3]. As a preconditioner we take the LU factorization of \( \mathbf{A} - \lambda_{\text{approx}} \mathbf{I} \), where \( \lambda_{\text{approx}} \) is an approximation of the eigenvalue with the smallest real part. We choose arbitrarily \( \lambda_{\text{approx}} = 3.624 \times 10^{-13} \), which is not inside the spectrum as the comparison with Fig. 6 shows. As initial subspace we use again the random subspace from section V.

Table 2: Results of the weighted JD solver for different residuals in the solution of the correction equation.

<table>
<thead>
<tr>
<th>bicgstab Tol</th>
<th>5e-1</th>
<th>1e-1</th>
<th>1e-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>bicgstab MaxIt</td>
<td>200</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td>JD Iterations</td>
<td>100</td>
<td>48</td>
<td>42</td>
</tr>
<tr>
<td>Time / sec</td>
<td>679</td>
<td>773</td>
<td>1566</td>
</tr>
</tbody>
</table>

In Table 2 some results are given and it turns out that indeed the correction equation may be solved with a certain amount of error and the JD process finds the 2 guided modes anyway. Not always is the desired accuracy reached by the bicgstab and the maximum number of iterations aborts the iteration. The number of JD iterations needed is around the same as the result of Table 1. The reason for the increased time, although the number of JD iterations is comparable, is the well-parallel performing direct solver while the iterative bicgstab is more or less single-threaded. An interesting case occurs in the last column where the number of JD iterations is less than in the case where the correction equation is solved exactly. The only reason for that is the rather good preconditioner which is a complete LU factorization at an eigenvalue estimation.

C. Search Subspace Dimension

The reduction of the search subspace after it has reached a specific dimension, limits the maximal dimension of the low-dimensional eigenvalue problem to be solved. We make a study in which we vary the maximum search space dimension. The correction equation is solved exactly. The minimum dimension should not be too small, otherwise it may happen that none of the eigenvector approximations fulfills the weighting criterion.

Table 3: Results of the weighted JD solver for different residuals in the solution of the correction equation.

<table>
<thead>
<tr>
<th>dim_{\text{min}}</th>
<th>7</th>
<th>7</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim_{\text{max}}</td>
<td>12</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>JD Iterations</td>
<td>81</td>
<td>59</td>
<td>82</td>
</tr>
</tbody>
</table>

In Table 3 there are the results for different maximum dimensions of the search subspace. It turns out that there is a choice of the maximum dimension, which leads to accelerated convergence.

D. Selection Process

In our first implementation of this algorithm, the eigenvalues of the low-dimensional problem are simply sorted according to their distance to the target. In the second step, only those eigenvalues are retained, whose full-dimension eigenvectors fulfill the weighting criterion (6) with \( \psi > 1 \). It is important to note, that these approximate eigenpairs do not fulfill the eigenvalue problem very well. That means that the residual

\[
\| \mathbf{r} \|_2 = \| \mathbf{A} \mathbf{u}_i - \theta_i \mathbf{u}_i \|_2
\]

for a specific approximate eigenpair \((\theta_i, \mathbf{u}_i)\) is not negligible small in general. Especially in the case when the selection process leads to an oscillation between two eigenvalues during the iteration, one of them could be fixed for some iterations, in order to get a better residual and decide afterwards, whether it fulfills the weighting criterion or not. If high-accuracy eigenvectors occur within the process, which do not fulfill the weighting criterion, they can be added to the subspace to prevent the process to regenerate them again.
These circumstances could be considered in an improved implementation.

VI. CONCLUSION AND OUTLOOK

We have shown that a simple extension of the selection process of the approximate eigenpairs within a Jacobi-Davidson algorithm leads to a superior convergence behavior for waveguide models which are surrounded by a PML boundary condition. The number of eigenvalues which have to be computed until we arrive at the desired ones is drastically reduced. The occurrence of degenerated (or nearly degenerated) modes are not unusual in unbounded waveguides. They have also shown up in our examples, and the modified solver obviously has no problems with them. The weighting function should be chosen carefully enough that criterion (6) yields $\psi < 1$ for the external mode (guided within the PML) and $\psi > 1$ for the core guided mode. Then the undesired mode is eliminated by the selection process.

Of course, there are a couple of possible improvements concerning the performance, the computational efficiency, and the range of application of the modified eigensolver:

At first, other weighting functions may be used, e.g. it should be possible to find only modes with a specific polarization, modes with energy transport in specific regions of the cross section, etc. In the current implementation only the values of the electrical grid voltage are taken into account by the weighting function. However, it may also be applied to Poynting's vector or other secondary quantities. Furthermore, the fact that we identify an undesired eigenvector without doing anything against its reoccurrence is not yet satisfactory. Since we also know the corresponding eigenvalue, it should be possible to apply some kind of filter, which is able to suppress the undesired modes. Another idea would be to implement the weighting into other eigensolvers such as the implicitly restarted Arnoldi algorithm, where it should also be possible to eliminate the undesired eigenvectors from the approximate subspace.

Finally, this kind of solver can also be applied to other types of waveguides such as microstrip lines or even three dimensional structures.
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Abstract — A computationally efficient method for design optimization of CPU-intensive microwave structures is discussed. The presented technique exploits a response surface approximation surrogate model set up using data from the coarse-mesh EM-based model being a relaxed-accuracy representation of the microwave structure in question. The surrogate model is further subjected to the classical space mapping optimization. It is demonstrated that the new technique is able to provide a satisfactory design with a few electromagnetic simulations of the original structure. Because of using functional approximation, no circuit equivalent coarse model is necessary, which makes the presented approach particularly suitable for structures for which the development of the reliable coarse model is problematic (e.g., antennas).

Index Terms — Computer-aided design (CAD), multi-fidelity optimization, response surface approximation, space mapping, electromagnetic simulation, engineering design optimization.

I. INTRODUCTION

Due to the increasing complexity of contemporary microwave devices and structures as well as the demand for higher accuracy of electromagnetic simulation, the evaluation of microwave structures is becoming more and more time-consuming. Therefore, computer-aided design optimization—a critical part of modern microwave design process—faces fundamental difficulties. Direct optimization involving numerous evaluations of EM-simulation-based objective functions is typically impractical because of its high computational cost, and, in many cases, because of its infeasibility which is due to poor analytical properties of EM-based objective functions as well as the lack of sensitivity data or sensitivity being too expensive to evaluate. This means, in particular, that the traditional, gradient-based techniques become obsolete. On the other hand, certain modern techniques such as evolutionary algorithms [1] or particle swarm optimizers [2] permit to handle some issues that are problematic for the classical optimization (e.g., objective function discontinuity, lack of derivative information, multiple local optima). However, these methods are even more CPU-intensive because they typically require a huge number of objective function evaluations.

One of the possible approaches to alleviate this problem is decomposition, i.e., breaking down an EM model into smaller parts and combine them in a circuit simulator to reduce the CPU-intensity of the design process [3]-[7]. This is only a partial solution though, because the EM-embedded co-simulation model is still subjected to direct optimization.

Space mapping (SM) is a technique that has been successfully applied to microwave engineering design problems as well as in other engineering fields [8]-[13] and seems to be one of the most efficient approaches to date. SM allows efficient optimization of expensive or “fine” models—usually implemented with a CPU-intensive EM simulator—by means of the iterative optimization and updating of the so-called “coarse” models, less accurate but cheaper to evaluate. The coarse model is supposed to be a physically-based representation of the fine model. In order to take advantage of the space mapping principle, the coarse model should be computationally much cheaper than the fine
model. Therefore, equivalent-circuit models or models exploiting analytical formulas are preferred [8]. Reliable equivalent-circuit models, however, may be difficult to develop for certain types of microwave devices (e.g., antennas, waveguide structures). Moreover, an extra simulator must be involved in the optimization process.

In this paper, another method is proposed that is a combination of a response surface approximation (RSA) approach [14] and space mapping, and does not require a circuit-based coarse model. Therefore, it can be implemented using a single EM-simulator, here, FEKO. The presented method uses a space-mapped RSA-based surrogate established with the coarse-mesh EM-based model and a generic surrogate-based optimization principle [15]. Design optimization examples are provided to demonstrate the robustness of the proposed approach.

II. OPTIMIZATION APPROACH

A. Design Optimization Problem Formulation

The goal is to solve the following problem

$$\mathbf{x}^* \in \arg \min_{\mathbf{x}} U \left( R_f(\mathbf{x}) \right)$$

where $R_f \in \mathbb{R}^m$ denotes the response vector of a fine model of the device of interest, e.g., the modulus of the reflection coefficient $|S_{21}|$ evaluated at $m$ different frequencies. $U$ is a given scalar merit function, e.g., a minimax function with upper and lower specifications. Vector $\mathbf{x}^*$ is the optimal design to be determined. As mentioned in the introduction, $R_f$ is assumed to be computationally expensive so that the direct optimization is usually prohibitive. In this paper, $R_f$ is evaluated using FEKO.

B. Initial Surrogate Model

A basis of the proposed approach is a computationally cheap surrogate model. We assume that the surrogate model is a response surface approximation (RSA) model. Here, we exploit a radial basis function (RBF) interpolation [16]; the surrogate will be denoted as $R_{RBF}$. Normally, RSA model would be set up using a sampled fine model data. However, in order to reduce the computational overhead, the surrogate is constructed using a simplified representation $R_c$ of the fine model. $R_c$ is evaluated in the same EM simulator as the fine model, however, with much coarser mesh. This not only results in a much shorter evaluation time, but also introduces some inaccuracy, which will be dealt with in Section II.C.

Let $X_b = \{x^1, x^2, \ldots, x^N\}$ denote a base set, such that the responses $R_c(x^j)$ are known for $j = 1, 2, \ldots, N$. Here, the base set is selected using a modified Latin hypercube sampling algorithm [17] that gives a quite uniform distribution of samples in the design space. Figure 1 shows an example allocation of 50 base points in the unity interval $[0,1] \times [0,1]$.

We shall adopt the notation $R_c(x) = [R_{c,1}(x) \ldots R_{c,m}(x)]^T$, where $R_{c,k}(x)$ is the $k$th component of the response vector $R_c(x)$. The radial basis function model $R_{RBF}$ is defined as

$$R_{RBF}(x) = \sum_{j=1}^{N} \lambda_{kj} \phi(|| x - x^j || / \gamma)$$

where $\phi(|| \cdot ||)$ denotes the Euclidean norm. The parameters $\lambda_{kj}$ are calculated so that they satisfy

$$\Phi \lambda = \mathbf{F}_k, \quad k = 1, 2, \ldots, m$$

where $\lambda = [\lambda_{k,1} \lambda_{k,2} \ldots \lambda_{k,m}]^T$, $F_k = [R_{c,1}(x^1) \ldots R_{c,m}(x^N)]^T$ and $\Phi$ is an $N \times N$ matrix with elements

$$\Phi_{ij} = \phi(|| x^i - x^j || / \gamma)$$

where $\gamma = (2/(mN^d)) \sum_{k=1}^{m} \max_{j \neq k} \{1, || x^i - x^j ||\}$ is a normalization factor representing an average distance between base points ($n$ is the number of design variables).

In this paper, we use a Gaussian basis function defined as

$$\phi(r) = e^{-cr^2}, \quad r \geq 0, \quad c > 0$$

Parameter $c$ is adjusted to minimize the generalization error calculated using cross-validation [15]. Figure 2 shows the example of the scalar $R_{RBF}$ model surface. Note that the RBF model has an interpolation property (guaranteed by the condition (3)), i.e., the response surface fits exactly the $R_c$ model at all base designs.

C. Space Mapping Correction of the Response Surface Approximation Model

The surrogate model $R_{RBF}$ is computationally cheap but it is not as accurate representation of the microwave structure in question as the fine model $R_f$. This is not only because $R_{RBF}$ is set up using a limited number of base points, but, most importantly, because it is constructed using the data from the coarse-mesh model $R_c$ instead of the original fine model $R_f$. Therefore, before
optimization, the model $R_{RBF}$ has to be corrected to improve its (local) accuracy with respect to the fine model.

Fig. 1. Example of the base set for the RBF surrogate model $R_{RBF}$: 50 base points allocated in the unity interval $[0,1] \times [0,1]$ using the modified Latin hypercube sampling [17].

Fig. 2. Example of the (scalar) $R_{RBF}$ model. Base points denoted using black circles.

In this paper the surrogate model is corrected using a classical space mapping (SM) approach [13]. The corrected surrogate model $R_{SM}$ is defined as follows

$$R_{SM}(x) = P_j(R_{RBF}(P_R(x,p_R)),p_L)$$

where SM parameters are obtained using a parameter extraction (PE) process

$$(p_L,p_R) = \arg \min_{p_L,p_R} \sum_{x \in X_{PE}} \| R_{SM}(x) - P_L(R_{RBF}(P_R(x,y)),z) \| $$

Here, $P_L$ is an output-SM-like mapping (e.g., $P_L(R,p_L) = P_L(R,A,d) = A'R + d$) [13], $P_R$ is an input-SM-like mapping (e.g., $P_R(x,p_R) = P_R(x,B,c) = B'x + c$) [8], whereas $X_{PE}$ is the set of points (designs) used in PE.

D. Optimization Procedure [18]

The proposed optimization procedure establishes an RSA model $R_{RBF}$ using sampled data from the coarse-mesh model $R_c$. The space-mapping-corrected RSA model, $R_{SM}$, is then created using (7), (8) with the parameter extraction based on a current design at which the fine model response is known. Subsequently, a new design is found by means of optimizing the $R_{SM}$ model. The surrogate models are set up in a restricted domain, being the neighbourhood of a current design. More specifically, the neighbourhood is defined by a small deviation $\delta$ from the current design; the value of $\delta$ is updated after each iteration of the optimization algorithm.

The optimization procedure can be formalized as follows [18]:

**Step 0** Set $i = 0$; Initialize control parameters: $\delta \in (0,1)$ and $N$ (positive integer); optimize the model $R_c$ to find an initial design $x^{(0)} = \arg \min \{x : U(R_c(x))\}$;

**Step 1** Assign lower bounds $x_{\min}$ and upper bounds $x_{\max}$ for the design variables: $x_{\min} = (1-\delta)x^{(i)}$ and $x_{\max} = (1+\delta)x^{(i)}$;

**Step 2** Select the base set $X_B = \{x^1, ..., x^N\}$ so that $x_{\min} \leq x^j \leq x_{\max}$ (component-wise), $j = 1, ..., N$; evaluate $R_c$ at all designs from $X_B$;

**Step 3** Establish the surrogate model $R_{RBF}$ according to (2)-(6);

**Step 4** Establish the corrected surrogate model $R_{SM}$ according to (7) and (8) using $X_{PE} = \{x^{(i)}\}$;

**Step 5** Find a new design $x^{(i+1)}$ by optimizing $R_{SM}$:

$$x^{(i+1)} = \arg \min \{x_{\min} \leq x \leq x_{\max} : U(R_{SM}(x))\}$$

**Step 6** Update $\delta$: $\delta = \max \{\frac{1}{i}, ..., N : |x_j^{(i+1)} - x_j^{(i)}| / \max \{|x_j^{(i+1)}|\}\} \text{ Set } i = i + 1;$

**Step 7** If the termination condition is not satisfied, go to 1; else END;

The base set is selected using a modified Latin hypercube sampling [17].

Note that the updating rule for $\delta$ ensures that the new surrogate model domain is not larger than the previous one. The algorithm is terminated after user-defined maximum number of iterations or if the value of $\delta$ becomes sufficiently small. Computational cost of the optimization process is determined by the evaluation time $t_e$ of the coarse-mesh model $R_c$ and the evaluation time $t_f$ of the fine model $R_f$ (other factors such as the cost of setting up $R_{RBF}$ and $R_{SM}$ models can be neglected). The total optimization time can be calculated as
\[ t_{\text{opt}} = t \sum_{i=0}^{n_{\text{iter}}} N_i + (n_{\text{iter}} + 1)t_f \]  
(9)

where \( n_{\text{iter}} \) is the number of iterations of the optimization algorithm, \( N_0 \) is the number of evaluations of \( R_c \) necessary to find \( x^{(0)} \) (cf. Step 0), and \( N_i, i > 0 \), is the number of new base points at iteration \( i \) (may be smaller than \( N \) because some base points from previous iterations are reused).

To measure the computational efficiency of the proposed algorithm a relative time \( t_{\text{rel}} \) is used that is the number of fine model evaluations required to complete the optimization procedure:

\[ t_{\text{rel}} = n_{\text{iter}} + 1 + (t_i / t_f) \sum_{i=0}^{n_{\text{iter}}} N_i \]  
(10)

It should be noted that it is possible to use the coarse-mesh model \( R_c \) directly as a coarse model in the SM optimization algorithm. However, the computational cost of such a process is expected to be much higher than for the technique proposed here because of the larger total number of evaluations of \( R_c \) (both parameter extraction and surrogate model optimization would be performed directly on \( R_c \)). Also, analytical properties of the coarse-mesh EM model may be poor (the model may be non-differentiable or even discontinuous) in contrast to the RSA-based model which is always smooth.

### III. EXAMPLES

#### A. 2nd-Order Tapped-Line Microstrip Filter [19]

Consider a second-order tapped-line microstrip filter [19] shown in Fig. 3. The design parameters are \( x = [L_1, g]^T \). The fine model \( R_f \) is simulated in FEKO [20]. The number of meshes for the fine model is 360. Simulation time for the fine model is 204 s. The design specifications are \( |S_{21}| \geq -3 \text{ dB} \) for 4.75 GHz \( \leq \omega \leq 5.25 \text{ GHz} \), and \( |S_{21}| \leq -20 \text{ dB} \) for 3.0 GHz \( \leq \omega \leq 4.0 \text{ GHz} \), and 6.0 GHz \( \leq \omega \leq 7.0 \text{ GHz} \).

The coarse-mesh \( R_c \) is the structure in Fig. 3 also simulated in FEKO, however, the number of meshes is only 48. The number of meshes for \( R_f \) and \( R_c \) correspond to \( x_c = [6.0, 0.1]^T \) mm. The simulation time for \( R_{fc} \) is about 8 s. Initial design \( x^{(0)} = [3.83, 0.103]^T \) mm is found by optimizing \( R_c \) and requires 34 model evaluations using \( x_c \) as a starting point (small number of evaluations is due to using relaxed tolerance requirements). The number of base points to set up coarse model \( R_{RBF} \) is \( N = 25 \). Initial value of \( \delta \) is 0.3. The space-mapping-corrected model \( R_{SM} \) uses only output SM of the form: \( R_{SM}(x) = A \cdot R_{RBF}(x) \) with \( A = \text{diag}\{a_1, a_2, \ldots, a_m\} \) (i.e., \( P_c(R) = A \cdot R_f \) and \( P_f(x) = x \)). This choice comes from the fact that a relatively small surrogate model domain allows us to assume that the misalignment between the surrogate model and the fine model has similar character throughout the domain.

We performed three iterations of the optimization algorithm. Figure 4 shows the responses of models \( R_f \) and \( R_c \) at the initial design (fine model specification error +0.9 dB), the \( R_f \) response at \( x_c \) (specification error +1.0 dB), as well as response of \( R_c \) at the final design \( x^{(3)} = [3.92, 0.145]^T \) mm (specification error –0.7 dB). Figure 3 shows the surrogate model domains, base sets, and the evolution of the design for all three iterations. The total number of evaluations of model \( R_c \) is 59 and it is smaller than \( 3N = 75 \), which is because some of the base points were reused as indicated in Fig. 5. Table 1 indicates that the total optimization time corresponds to only 7.6 evaluations of the fine model.

For the sake of comparison, an SM optimization of the filter was also performed using directly \( R_c \) as a coarse model and the same output SM surrogate. The optimization time was 48 minutes, almost twice as much as for the proposed technique (with the total evaluation time of \( R_c \) being almost three times larger), even though the SM matrix \( A \) can be, in this case, obtained analytically without performing the parameter extraction process (8). In case of using any kind of input SM [8], the optimization cost would be much higher.

The first example is provided mostly to illustrate the operation of the proposed optimization algorithm (cf. Fig. 5). Other design problems are provided in the next sub-sections.

![Fig. 3. Geometry of the second-order tapped-line microstrip filter [19].](image-url)
Table 1: 2nd-order tapped line filter: optimization cost

<table>
<thead>
<tr>
<th>Algorithm Component</th>
<th>Model Involved</th>
<th>Number of Model Evaluations</th>
<th>CPU Cost t_{opt} [min]</th>
<th>t_{rel}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization of $R_e$</td>
<td>$R_e$</td>
<td>34</td>
<td>4.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Setting up base sets for $R_{RBF}$</td>
<td>$R_e$</td>
<td>59</td>
<td>7.9</td>
<td>2.3</td>
</tr>
<tr>
<td>Evaluation of $R_f$</td>
<td>$R_f$</td>
<td>4</td>
<td>13.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Total optimization time</td>
<td>N/A</td>
<td>N/A</td>
<td>26.0</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Fig. 4. Second-order tapped-line filter: (a) responses of $R_f$ (solid line) and $R_e$ (dashed line) at initial design $x^{(0)}$ and response of $R_f$ at $x_c$ (dotted line); (b) response of $R_f$ at the final design.

B. Patch Antenna [21]

Consider the patch antenna [21] shown in Fig. 6. This antenna is printed on a substrate with relative dielectric constant $\varepsilon_r = 2.32$ and height $h = 1.59$ mm. The design parameters are the patch length and width, i.e., $x = [L \ W]^T$. The objective is to obtain 50 $\Omega$ input impedance at 2 GHz. The fine model $R_f$ is simulated in FEKO [20]. The number of meshes for the fine model is 1024, which ensures mesh convergence for the structure. Simulation time for the fine model is 41s.

The coarse-mesh model $R_c$ is the structure in Fig. 6 also simulated in FEKO, however, the number of meshes is only 100. Simulation time for model $R_c$ is 0.6s. The number of meshes for $R_f$ and $R_c$ correspond to $x_c = [50 100]^T$ mm.

Initial design $x^{(0)} = [50.85 101.86]^T$ mm is found by optimizing $R_c$ and requires 39 model evaluations. The number of base points to set up model $R_{RBF}$ is $N = 30$. Initial value of $\delta$ is 0.01. As before, the space-mapping-corrected model $R_{SM}$ is of the form $R_{SM}(x) = A \cdot R_{RBF}(x)$.

The fine model response at the initial design is 38.15 $\Omega$. The response of $R_f$ at the design obtained after four iterations of the proposed optimization procedure, $x^{(4)} = [50.25 101.09]^T$ mm, is 49.94 $\Omega$. The total number of evaluations of model $R_c$ is 97.

For illustration purposes, Fig. 7 shows the response surface of the fine model, the $R_{RBF}$ model, and the space-mapping-corrected RBF model $R_{SM}$ at the first iteration of the optimization procedure. Table 2 summarizes the computational cost of the optimization: the total optimization time corresponds to only 6.8 evaluations of $R_f$.

Fig. 6. Geometry of the patch antenna [21].
Fig. 5. Surrogate model domains, base sets (circles) and updated designs (filled circles) after: (a) first iteration, (b) second iteration, and (c) third iteration of the optimization procedure. Initial design is marked as a square.

Fig. 7. Patch antenna: (a) fine model response surface (bottom) and the RBF model response surface (top) at the first iteration of the proposed optimization procedure. Initial fine model response is denoted as the filled circle; (b) fine model response and the SM-corrected RBF model $R_{SM}$ at the first iteration. Initial fine model response, optimal response of the $R_{SM}$ model and the corresponding fine model response denoted as the filled circle, empty circle and the filled rectangle, respectively.

The direct optimization of the fine model using Matlab’s fmincon routine was performed for comparison purposes using $x^{0}$ as a starting point. Direct optimization required 54 evaluations of $R_{f}$ to obtain a comparable design (almost 40 minutes of CPU time compared to less than 5 minutes required by the procedure discussed in this paper).

It should be noted that in case of the patch antenna no circuit equivalent model is available. This is a serious problem for the standard space mapping technique. In [21], the coarse-mesh FEKO model was used as a coarse model for space mapping algorithm to optimize the same patch antenna. Special meshing techniques had to be used to make the coarse model optimizable, and cost-
saving termination conditions were used. Nevertheless, the computational cost of SM optimization was about 50% to over 100% higher than that reported here (depending on the space mapping type used to build the surrogate model).

Table 2: Patch antenna: optimization cost.

<table>
<thead>
<tr>
<th>Algorithm Component</th>
<th>Model Involved</th>
<th>Number of Model Evaluations</th>
<th>CPU Cost $t_{opt}$ [min]</th>
<th>$t_{rel}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization of $R_c$</td>
<td>$R_c$</td>
<td>39</td>
<td>23</td>
<td>0.6</td>
</tr>
<tr>
<td>Setting up base sets for $R_{RBF}$</td>
<td>$R_c$</td>
<td>97</td>
<td>57</td>
<td>1.4</td>
</tr>
<tr>
<td>Evaluation of $R_f$</td>
<td>$R_f$</td>
<td>5</td>
<td>205</td>
<td>5</td>
</tr>
<tr>
<td>Total optimization time</td>
<td>N/A</td>
<td>N/A</td>
<td>285</td>
<td>7</td>
</tr>
</tbody>
</table>

C. 2nd-Order Capacitively-Coupled Dual-Behavior Resonator (CCDBR) Microstrip Filter [19]

Consider a second-order capacitively-coupled dual-behavior resonator (CCDBR) microstrip filter [19] shown in Fig. 8. The design variables are $x = [L_1 L_2 L_3]^T$. Parameter $S$ is set to 0.05 mm. The fine model is simulated in FEKO [20]. The number of meshes for the fine model is 1134. Simulation time for the fine model is 37.7 min. The design specifications are $|S_{21}| \geq -3$ dB for $3.8 \leq \omega \leq 4.2$ GHz, and $|S_{21}| \leq -20$ dB for $2.0 \leq \omega \leq 3.2$ GHz and $4.8 \leq \omega \leq 6.0$ GHz.

The coarse-mesh model $R_c$ is the structure in Fig. 8 also simulated in FEKO with the number of meshes equal to 130. The number of meshes for $R_f$ and $R_c$ correspond to $x_c = [2.89 6.24 0.92]^T$ mm (optimal solution of the circuit equivalent ADS model [22]). The simulation time for $R_c$ is 37 s.

Initial design $x^{(0)} = [2.97 4.69 1.54]^T$ mm is found by optimizing $R_c$ and requires 63 model evaluations (small number of evaluations is due to using relaxed tolerance requirements). The number of base points to set up model $R_{RBF}$ is $N = 50$. Initial value of $\delta$ is 0.1. As before, the space-mapping-corrected model $R_{SM}$ is of the form $R_{SM}(x) = A \cdot R_{RBF}(x)$.

Figure 9 shows the responses of models $R_f$ and $R_c$ at the initial design (fine model specification error +0.8 dB), the $R_f$ response at $x_c$ (specification error +6.7 dB), as well as the fine model response at the final design, $x^{(3)} = [3.21 4.63 1.27]^T$ mm, obtained after three iterations (specification error −1.5 dB). The total number of evaluations of model $R_c$ is 112. Table 3 summarizes the computational cost of the optimization: the total optimization time corresponds to only 6.8 evaluations of $R_f$.

For comparison purposes, the direct optimization of the fine model using Matlab’s $fminimax$ routine was performed using $x^{(0)}$ as a starting point. The design obtained after 100 evaluations of $R_f$ (over 63 hours of CPU time; the algorithm was terminated without convergence) corresponds to the specification error of +0.6 dB.

On the other hand, SM optimization of the filter using directly $R_c$ as a coarse model resulted in the design comparable with the one obtained using the proposed technique, however, the optimization time was 390 minutes, 50% more than for our method (with the total evaluation time of $R_c$ being 120% larger). For this example, the SM parameters can be determined analytically; otherwise (e.g., in case of using input SM [8]), the optimization cost would be substantially higher.

Table 3: CCDBR filter: optimization cost

<table>
<thead>
<tr>
<th>Algorithm Component</th>
<th>Model Involved</th>
<th>Number of Model Evaluations</th>
<th>CPU Cost $t_{opt}$ [min]</th>
<th>$t_{rel}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization of $R_c$</td>
<td>$R_c$</td>
<td>63</td>
<td>39</td>
<td>1.0</td>
</tr>
<tr>
<td>Setting up base sets for $R_{RBF}$</td>
<td>$R_c$</td>
<td>112</td>
<td>69</td>
<td>1.8</td>
</tr>
<tr>
<td>Evaluation of $R_f$</td>
<td>$R_f$</td>
<td>4</td>
<td>151</td>
<td>4.0</td>
</tr>
<tr>
<td>Total optimization time</td>
<td>N/A</td>
<td>N/A</td>
<td>259</td>
<td>6.8</td>
</tr>
</tbody>
</table>
IV. CONCLUSION

An efficient algorithm for microwave design optimization is discussed that combines response-surface-approximation-based surrogate modeling, space mapping and multi-fidelity electromagnetic simulations. Unlike classical space mapping, the proposed technique does not require a circuit-equivalent or analytical coarse model, which makes it particularly suitable for problems where finding such a coarse model may be problematic, e.g., antennas. Although our technique is illustrated using microwave structures evaluated with FEKO, it can be used with any other electromagnetic simulator. It is demonstrated that the presented method is able to yield satisfactory design with the optimization time corresponding to a few evaluations of the fine model.
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Abstract – In this paper the authors investigate the possibility of using the preexisting electrical-control grid onboard trains as a wideband communication channel. In particular the attention is focused on a particular class of cables (UIC) present in most trains. A model and a set of simulations are presented in the paper, showing that the PLC technology can be used in this new environment.

Index Terms: PLC, channel modeling, railway systems and onboard communications.

I. INTRODUCTION

Signal transmission over power lines (Power Line Communications, PLC) is not a new technology, but it is gaining a growing interest for applications such as Internet or data services. The main reason for this new interest is that the PLC technology’s infrastructure is based on the pre-existing electrical grid reaching each user in the locations where such applications are required; this is leading towards cost saving since there is no need for creating a new signal transmission network, and a LAN can be created (for instance in a group of offices, house, industry plant, etc.) by simply equipping the power grid with the proper couplers [1] – [6]. The use of new protocols allows a broadband transmission, hence the same technology is referred to as Broadband Power Line (BPL).

The accurate modeling of the PLC channel is of fundamental importance since the performance of the power grid as a communication channel depend on characteristics such as impulse response, frequency response, and noise.

The calculation of the system’s impulse response is fundamental in analyzing the robustness of modulation schemes (usually Orthogonal Frequency Division Modulation (OFDM)) with regard to the channel performance: from the impulse response duration we can obtain the actual “guard interval” to avoid Inter Symbol Interference (ISI), and from the frequency response we can derive the upper and lower bounds for the attenuation of each sub-channel, thus selecting the more stable and better performing sub-channels [7] – [9].

Modern railway systems are provided with an increasing number of electronic equipment to be placed on each hauled stock. We are moving towards more comfortable trains with modern travelers demanding for enhanced services; from this fact comes the need for increasing the trip’s quality (onboard entertainment, high speed internet connection, etc.) while travel security (additional information and video vigilance) is becoming relevant.

With the actual trend, this additional setup would require a new set of dedicated cables, which could have a high impact in the global cost of the train.

The use of PLC in vehicles is a new application that looks very promising. First studies regarding BPL in automotive vehicles and aircrafts show potential success of this technique ([10] – [16]) and are mainly dedicated to the analysis of the issues related to this new use of the power grid. Nevertheless PLC technology onboard trains is a new field of study, and the present paper is the first approach to this new application.

The paper is organized as follows: section II is dedicated to the PLC channel selection; section III to the modeling of the selected channel and section IV to the results obtained and to their evaluation.

II. CHANNEL SELECTION

The power grid of a train is a very complex systems, and is composed of several apparatuses and devices onboard the traction-stock and each hauling-stock. They include, besides the traction engines, a lighting system, heating, air conditioning, batteries,
converters, and transformers. These devices are present (in different configurations, complexity, and redundancy) in all kind of trains. An additional characteristic of the power grid of trains is that, besides its complexity, it is highly affected by several noise sources, i.e. the electric arcs of the pantograph-catenary system, or disturbances created by motor drives.

In addition, different train types are characterized by a completely different power grid topology and characteristics. This is a very important point, since our main goal is to approach the problem of implementing a PLC system onboard trains in a general way, which means that the system could be setup onboard different kind of trains with little variations, i.e. with little hardware/software changes making it more versatile and practically convenient from an economic point of view.

For this reason the attention of the authors has been focused on the remote control and communication line, described in [17]. The most important characteristic of this line is that it is present in most trains, and the characteristics of the cables are unified by the above mentioned regulation. It is the only set of cables which crosses the whole train (traction-stock and hauling-stocks) and for safety reasons particular care is taken in order to avoid any possible disconnection. At the same time all the connectors (plugs and sockets) are unified according to international regulations, making an exact analysis of the electrical parameters possible.

As described in [17] most modern trains are equipped with UIC cables, being the main core of the remote control and communication line. In particular an 18 conductors flexible shielded cable (terminated by a plug) connects the stocks to one another and it is connected (inside each stock) to a connection box (present at both ends of each vehicle). Inside the vehicle the 18 conductors are split in two different cables: a 16 conductors and a two conductor cables, both shielded. The outline of these connections is reported in Fig. 1 while Fig. 2 shows the section of the 16 conductors cable with the cable numbering as explained in [17].

The 16 conductors have different roles in the train control, and they are divided in functional groups: each single group has one conductor serving as a reference and one or more conductors as signal line. Amongst the available functional groups the authors have chosen the one in charge of the doors opening and closure: it is composed of conductors 9, 10, 11, 12, 14, 15 and 16, with conductor 12 as common return. The reason for this choice is the following: among the different functional groups the ones carrying ac signals (in different frequency bands) have been excluded in order not to interfere with the OFDM signal and vice versa. Among the remaining groups characterized by DC signals, the peculiarity of the above mentioned group is that the signals it is carrying are DC pulses of maximum 2 sec duration.

Conductor number 12 will be used as a return and conductors number 10 or number 11 (dedicated to the switching on and off of the light signals “stop” and “go”) will be the one dedicated to the data transmission. The reason for this choice comes from the fact that any possible interference (even if not desired) caused by this additional use seems not to damage the proper operation of the light signals.

Even though a safety assessment is not within the aim of this paper it is worth mentioning that further studies shall be devoted to the verification that OFDM signals will not corrupt the ones which normally flow through selected and nearby conductors.

In the next section we will show the developed channel model together with the results of a preliminary set of measurements on a cable.

It is fundamental to underline that these result show eventual theoretical feasibility of the PLC implementation, but a thorough experimental measurement campaign is needed to assess the simulation results.
Section 4 is dedicated to the development of the channel model and to the analysis of its behaviour with respect to the transmission rate.

III. CHANNEL MODEL

The first step to be performed when modeling a multiconductor transmission line is to obtain its per unit length parameters. In this case a FEM model of the cable section (Fig. 2) has been implemented, obtaining the R, L, C and G matrices. In this case the frequency range typical of the OFDM protocol is between 1 and 30 MHz, for this reason the p.u.l. parameters have been calculated for 3 frequencies in the above mentioned range, and the frequency behavior has been modeled as described in [18]. The values of resistance, capacitance and inductance at a frequency of 15 MHz is here reported.

<table>
<thead>
<tr>
<th>Resistance Matrix of the cable (Ω/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.7412E-7</td>
</tr>
<tr>
<td>1.5297E-7</td>
</tr>
<tr>
<td>2.1868E-7</td>
</tr>
<tr>
<td>1.977E-7</td>
</tr>
<tr>
<td>1.7432E-7</td>
</tr>
<tr>
<td>2.064E-7</td>
</tr>
</tbody>
</table>

Capacitance Matrix of the cable (F/m)

| 0.78955 | 0.34807 | 0.4452 | 0.40162 | 0.35895 | 0.42051 |
| 0.34807 | 0.7809 | 0.43699 | 0.3835 | 0.32168 | 0.3502 |
| 0.4452 | 0.43699 | 0.89924 | 0.41954 | 0.34653 | 0.39102 |
| 0.40162 | 0.3835 | 0.41954 | 0.98015 | 0.45056 | 0.53954 |
| 0.35895 | 0.32168 | 0.34653 | 0.45056 | 0.79845 | 0.4546 |
| 0.42051 | 0.3502 | 0.39102 | 0.53954 | 0.4546 | 0.86429 |

Inductance Matrix of the cable (H/m)

The simulated p.u.l. parameters have been compared to the values obtained by measurements operated on a 6m UIC cable provided by Trenitalia S.p.a. In particular the measurements have been performed on a couple of conductors whose distance was the least (i.e. 9-11 or 14-16). The experimental setup is shown in Figure 3, while the p.u.l. behavior in a range [0 30] MHz is shown in Figures 4 – 7, showing good agreement with the parameters obtained by the FEM simulation.

The relative error between measurements and simulations in the frequency range of interest is below 10%. Some small divergences are caused by the measurement system, but the global frequency behavior of the measured p.u.l. parameters is well reproduced by the FEM model. While the p.u.l. L, R and G have been both calculated and measured, the simple FEM model could not allow us to calculate the conductance (mainly because the dispersive properties of the insulating material composing the cable were not known); for this reason the value of G used in the channel simulations is taken directly from the measurements.

Fig.3. Experimental setup.
The MTL inside each single stock can be described as in Fig. 7: conductors 9, 10, 11, 14, 15, 16 are carrying the signals (in particular, we are interested in the performances of conductor 10 in carrying the OFDM signals for PLC) while conductor 12 is the reference conductor.

The impedance between conductor 16 and 12 is not specified a priori, thus it is assumed to be comparable with that of relays operating door locks: according to [17] this value must be not lower than 1200 \( \Omega \). Although Figure 8 shows such impedances for conductor 16, all the conductors have derivations with the same resistance values. There is not a general topology for these parallel connections, so we have decided to place them at the beginning, at the end, and in the centre of the lines. As a matter of fact, their high value does not practically affect the channel’s behavior, as it will be shown afterwards. Further work in this area will be to measure the input impedance of these relays, in order to have a more accurate modeling.

According to [17] conductors 9 to 15 carry pulses of amplitude between 18V and 33V (their nominal value is 24V) with a duration of \( t \leq 2 \text{ sec} \); for this reason the crosstalk between conductors 9 to 15 and conductor 16 is fundamental to verify its use as a PLC channel, since this is a noise which could limit the bandwidth of the OFDM signal, hence the channel’s performance.

The lines are modeled according to [18], while in case there is uncertainty in the p.u.l. parameters value the problem can be approached according to [18] and [19].

The electrical length of the cable inside each stock is of \( l = 20 \text{ m} \), plus 5m can be considered the length of the connection between the two coaches. A model of 6 hauled stocks has been considered (length = 150m) and the voltages have been calculated at the end of the first stock (length = 20 m, referred to as short path)
and at the end of the last stock (145m, referred to as long path), respectively being the best and worst case in terms of transmission quality.

The outline of the implemented system is shown in Figure 9.

![Fig. 9. Outline of the simulation](image)

At the moment, the cable is terminated with an open circuit, but in order to optimize the communication performances a termination of 50 Ω can be set up. In fact both the situations have been simulated. As input signal, an impulse generator has been connected to conductor number 10, while a step input with amplitude of 24 V has been connected to the other conductors.

IV. SIMULATIONS RESULTS

A. Frequency responses of the direct channels

Figures 10 and 11 show the frequency responses of the first channel (short path) when the line at the end of the long path is matched (Fig. 4) and open (Fig. 5). It is evident that in the matched case the frequency response exhibits a flatter behavior, although in both cases strong fading is not present, resulting in a high-quality channel for multicarrier broadband communication in the frequency band 2-30 MHz. It can be assessed, at this point of the analysis, that the termination at the end of the line does not significantly influence the frequency response at intermediate receivers. When we move towards the end of the line, the effect of the unmatched termination increases, reaching a maximum for the last vehicle.

![Fig. 10. Frequency response of the short path (matched)](image)

![Fig. 11. Frequency response of the short path (non matched)](image)

Figures 12 and 13 show the frequency response of the second simulated channel (long path) respectively in the matched and non matched cases.

![Fig. 12. Frequency response of the long path (matched)](image)

![Fig. 13. Frequency response of the long path (non matched)](image)
Fig. 13. Frequency response of the long path (non matched).

We observe that the two situations are now rather different: the matched case behaves as a smooth channel with amplitudes between -15 and -25 dB, whereas if the line is open, there is more destructive interference which produces strong fading.

Fig. 14. Time response to the step signal (matched).

Fig. 15. Time response to the step signal (non matched).

In particular the frequency response vanishes (values below -30dB) in two frequency ranges: from 7.5 MHz to 9MHz, and from 22MHz to 24.8 MHz. Transmitted data in the carriers inside these frequency intervals are likely to be lost. Hence, for the receiver to better exploit the channel, in the last car a matched line termination is recommended.

B. Crosstalk interference

The next figures are relative to the case of conductor number 11 excited by the 24V step signal, in order to evaluate its effect on the selected PLC channel: the crosstalk in this case is seen as a noise source. Figs. 14 and 15 show the computed crosstalk voltage present at the end of the long path in the cases of matched and open line termination respectively. In both cases there is a steady state produced by the constant voltage in conductor 1. The matched case reaches a steady state with a voltage offset of -0.6 V, while in the open case a steady state of -0.9V is
observable. For an OFDM multicarrier communication an instantaneous variation of the DC component does not affect communication, since it is removed from the high pass filter at the receiver. By taking the power spectral density (PSD) of the received crosstalk signals we obtain Figures 16 and 17. The absolute power is expressed in dBm/Hz. In order to understand if this interference PSD can affect the communication we need to estimate the PSD of the received useful signal. Considering a transmitted power $P_{TX}$ of the OFDM useful signal of -50 dBm/Hz equal for all frequencies, the received power $P_{RX}(\omega)$ can be obtained by the link budget equation:

$$P_{RX}(\omega) = P_{TX}(\omega) + W(\omega)$$

where $W(\omega)$ is the channel frequency attenuation expressed in dB, and absolute powers are expressed in dBm/Hz. Considering the frequency response of the matched channel in Figure 13, we take an average value of $W(\omega) \approx -20dB$, obtaining an average received useful power of $P_{RX}(\omega) \approx -70dBm/Hz$. A comparison of the power of the received useful signal with the power of the crosstalk interference signal in 16 and 17, we can conclude that this interference is 70 dB lower and there are not communication drawbacks.

Based on the link-budget equation and the previous result, the OFDM signal have a power of -50 dBm/Hz, that considering an occupied band of 30MHz gives a total transmitted power of 0.3Watt . We consider an OFDM signal with 256 carriers uniformly distributed in the frequency range from 117kHz to 30MHz. Figure 18 shows a 2$\mu$s window of the OFDM signal, which has been used as input voltage to conductor number 10.

Figures 19 and 20 show the crosstalk of the short and long path (only in the matched case), relative to the input shown in Figure 18.

The figures confirm that the effects of the data signal on the other conductors are negligible, practically being a low amplitude noise compared to the low frequency – high amplitude signals characteristics of their use.

Based on this preliminary analysis of the frequency response of the channel and the crosstalk effects the selected channel is found to be an appropriate medium for a digital transmission. To further characterize the transmission channel an analysis of the background noise and impulsive noise is necessary in order to establish the maximum theoretical bitrates attainable.

V. CONCLUSIONS

The present paper shows the feasibility of implementing a PLC communication system onboard trains using part of the pre-existing grid. A PLC channel has been chosen among the different ones (selection based on functional issues) and an accurate
model is here presented. The simulation results are encouraging, showing that the selected channel is characterized by good performances. In particular it seems to be appropriate for a high speed data communication system, where transmission rates of several MB/s could be reached.

Further work will be to perform a set of field tests to validate the presented results and to acquire some components characteristics which will lead to a more accurate channel model.
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Abstract – Finite-element based microwave tomographic system can successfully recover dielectric properties of the human breast, aiming to image malignant breast tissues. When compared with microwave radar imaging, microwave tomography requires simpler electronics and antenna design due to its narrowband operation. However, the narrowband feature limits the resolution of the finite-element mesh often used to recover the dielectric properties of the breast, as there is no a priori information for mesh refinement in the critical location within the breast. In this paper, we present a two-dimensional model of a microwave imaging system with monopole antennas and pressure sensors placed in an interleaving arrangement around the breast in its pendant position. The proposed system would synergistically function together with the microwave tomographic modality in a fashion that is envisioned as follows: (1) The system uses a monopole antenna to trigger microwave absorption and, consequently, heating and expansion of the tumor. (2) The array of pressure transducers placed around the breast detect the thermally-induced pressure signals. (3) These signals are used to construct a preliminary breast image. (4) The image is used to generate a non-uniform finite-element mesh, with increased refinement around the suspected tumor locations. (5) The refined mesh is fed to an algorithm utilized by the microwave tomographic system to solve the inverse problem, which will now have a priori information and will hence have improved resolution in its resulting image.

Keywords – Microwave tomography, thermoacoustic imaging, breast imaging, FDTD.

I. INTRODUCTION

Human breast imaging has attracted much attention due to the high fatality rate caused by breast cancer. Microwave tomography is one of the imaging techniques for detection of breast tumors. The objective of microwave tomography is to reconstruct the dielectric properties of a body section illuminated with microwaves from a measurement of the scattered field and it can be mathematically described in terms of a non-linear inverse scattering problem [1]. This technique has been applied to image human breasts, most noticeably by Meaney et al. [2–5]. The tomographic algorithm developed with these systems belongs to the class of iterative algebraic reconstruction algorithms [6]. The tomographic algorithm assumes that the cross section consists of an array of unknowns in terms of the measured data. The unknowns are initialized with some estimates and the forward problem is solved. Although numerous numerical methods can be used for getting the forward solution, in our work, we focus on the microwave tomographic systems that employ the finite-element formulation. The calculated data are compared with the measurement, yielding some error to assist in updating the unknowns. This iteration continues until the unknowns converge to values that meet a previously defined acceptable threshold. Since knowledge of the breast profile is rarely known a priori, the finite-element mesh for the forward problem is uniform. This seriously limits the image resolution and renders the technique not as a screening tool for discovering new lesions.

Thermoacoustic breast imaging is a technique that exploits the heating differential between cancerous tumor and healthy tissue. Depending on the frequency of the electromagnetic wave used to trigger the thermally induced acoustic effect, literature to date reports on optoacoustic (photoacoustic) methods, where the heating is caused by laser illumination [7] and on microwave-induced thermoacoustic methods. Among microwave-induced thermoacoustic imaging systems, Kruger et al. reported a design involving 8 waveguides and 128 transducers residing below a pendant breast, showing success in obtaining tomographic images of the breast [8]. Xu and Wang reported a system using unfocused transducers with enhancement in the imaging reconstruction algorithm [9–12]. Recently, Jin and Wang pro-
posed a multi-modality approach, using a pair of ultrasonic transducers to obtain a map of acoustic speed across a breast phantom [13]. Their image reconstruction algorithm, based on the obtained speed map, achieves a signal-to-noise ratio higher than the previous algorithms that assume homogeneity in the acoustic properties of the breast tissue. These studies suggest that microwave-induced thermoacoustic technique may have the capacity to detect early, millimeter-size tumors. Finally, Xu and Wang offered a comprehensive review of the current development in both photoacoustic and microwave-induced thermoacoustic imaging systems [14].

In this work, we present a preliminary study of a system that integrates microwave-induced thermoacoustic imaging with microwave tomography. The system is illustrated in Figure 1 (a). It consists of interleaving monopole antennas and pressure sensors. The system illuminates the pendant breast with a pulse-modulated microwave signal from one antenna. When the pulse encounters a tumor, two processes of interest to our proposed technique happen: (1) Thermoacoustic process is a consequence of microwave absorption as it propagates through the lossy tissues. As the tumor is characterized by a higher electrical conductivity at microwave frequencies, it absorbs more microwave energy and is heated to a higher temperature than the surrounding fatty tissue. The tumor expands thermally and this expansion generates an acoustic (pressure) signal. The pressure signal propagates through the breast and can be detected with the pressure sensors placed around the breast. (2) The scattering process is caused by the dielectric contrast (relative permittivity) between the tumor and healthy breast tissue. The scattered microwave signal can be sensed and collected by the antennas placed around the breast. The location of the microwave transmitter is changed by sequentially using each of the antennas as the source, while other antennas act as passive scatter-collectors, thereby providing several sets of signals. Here, we propose the usage of the signals resulting from the above-mentioned processes in the following manner: the pressure signals can be utilized to construct a preliminary thermoacoustic image and transform the image to a non-uniform, finite-element mesh, which...
will then resolve the anticipated tumor locations with more elements. This mesh and the scattered microwave signal are then subjected to the non-linear reconstruction algorithm commonly used in microwave tomographic systems to generate a breast image. The proposed method is illustrated by a flowchart in Figure 1 (b). Unlike a related work that used the ultrasound modality to obtain the preliminary image [15], the here proposed method eliminates the need to have a separate ultrasound source.

An important point on the dielectric data of breast tissue must be addressed here prior to further description of our methodology. A thorough and extremely valuable study on breast tissue parameters was recently reported by Lazebnik et al. [16,17]. Their measurements of samples from normal tissue demonstrate that different composition of the adipose, fibroconnective, and glandular tissue in the sample, inhomogeneous by nature, cause large variations in the dielectric properties, while the previously noted high-permittivity and high-conductivity cancer tissue values at microwave frequencies are consistent with this recent study. This implies that the contrast between the tumor and the glandular tissue surrounding it is not necessarily as pronounced as those assumed in simulation and phantom-based studies to date [18–22]. Nonetheless, these investigations provide valuable insight in the overall underlying principle of microwave breast cancer detection. Similarly, although our work assumes fat-like healthy breast tissue, well contrasted by the tumor in terms of their electrical properties, its main goal is to provide the multi-physics framework for a system that incorporates microwave tomography with microwave-induced thermoacoustic imaging. We also note that the thermoacoustic profile does not provide a detailed image, but rather informs the finite-element mesh generator about the suspect locations where the mesh should resolve the image intended for the microwave tomographic process more finely then elsewhere. For the future model modified according to the newly published data of [16,17], the higher-conductivity fibroconnective and glandular tissue would also yield finely-meshed suspect locations in the simulation geometry; however, we note again that these locations are simply used to locally refine the mesh but do not instruct the finite-element forward-model to treat them, parameter-wise, in the model as tumors.

This paper focuses on a preliminary computational study of the proposed imaging system. In the next section, we present the modeling of the microwave-induced thermoacoustic process. Section III includes the methodology on the electromagnetic simulation, the artifact removal algorithm, and the algorithm for constructing the preliminary thermoacoustic image. The Specific Absorption Rate (SAR), the computed pressure signals, the thermoacoustic image of the breast, and the non-uniform finite-element mesh are presented in Section IV. In section V, we summarize our findings and offer directions for future work.

II. MICROWAVE-INDUCED THERMOACOUSTIC PROCESS

The thermoacoustic process occurs when the tissue is exposed to electromagnetic radiation. Since there exists a significant contrast in conductivity between normal tissue and breast tumors at certain frequencies, the tumors absorb more electromagnetic energy. This elevates the tumor temperature and the tumor expands. The mechanical expansion generates pressure signals that propagate to the breast surface, which can be collected by pressure sensors and processed to construct a breast image.

The Pennes’ bioheat transfer equation is commonly used to model the heat transfer in perfused tissue, e.g. human breasts,

$$\rho c \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + \rho Q + \rho S - D(T - T_b) \quad , (1)$$

where $\rho$ is the tissue density in kgm$^{-3}$, $c$ is the specific heat capacity in Jkg$^{-1}$K$^{-1}$, $T$ is the local tissue temperature in K, $k$ is the thermal conductivity in Wm$^{-1}$K$^{-1}$, $Q$ is the metabolic heat generation rate in Wkg$^{-1}$, $S$ is the SAR in Wkg$^{-1}$, $T_b$ is the temperature of the arterial blood in K, and $D$ is the heat transfer rate that models the heat removal due to blood circulation in Jm$^{-3}$K$^{-1}$s$^{-1}$. If the duration of the microwave pulse is short, on the scale of a few micro seconds, the thermal diffusion can be neglected and the Pennes’ equation reduces to

$$\rho c \frac{\partial T}{\partial t} = H(\mathbf{r},t) \quad , (2)$$

where $H$ represents the heat deposited into the tissue in Js$^{-1}$m$^{-3}$. In the theory of acoustics, the equation of continuity of mass can be expressed as

$$\frac{1}{B} \frac{\partial p}{\partial t} - \beta \frac{\partial T}{\partial t} = -\nabla \cdot \mathbf{u} \quad , (3)$$

where $B$ is the bulk modulus in Pa, $p$ is the acoustic pressure in Pa, $\beta$ is the isobaric temperature coefficient of volume expansion in K$^{-1}$, and $\mathbf{u}$ is velocity of the differential volume within the mass matter in ms$^{-1}$. The simple force equation represents the acceleration and deceleration of fluid elements, and it is given by

$$\rho_o \frac{\partial \mathbf{u}}{\partial t} = -\nabla p \quad . (4)$$
Combining (2), (3) and (4) gives the thermoacoustic wave equation

$$\nabla^2 p - \frac{\rho_o \partial^2 p}{B \partial t^2} = -\frac{\beta}{c} \frac{\partial H}{\partial t}. \quad (5)$$

The analytical solution to (5) in 2D, is expressed in terms of the Green’s function, which is

$$p(\rho, t) = \int_S g_{2D}(\rho, \rho', t) \otimes f(\rho', t) dS$$

$$= \int_S \frac{1}{2\pi \sqrt{t^2 - (|\rho - \rho'|/c_a)^2}}$$

$$\otimes \left( -\frac{\beta}{c} \frac{\partial H(\rho', t)}{\partial t} \right) dS, \quad (6)$$

where $\otimes$ denotes convolution in time, $u(\cdot)$ is the unit step function, and $c_a$ is the acoustic propagation speed in m/s$^{-1}$.

The microwave excitation is a pulse-modulated sinusoidal wave. The heat function can be expressed as

$$H(\rho, t) = \rho S(\rho) I(t), \quad (7)$$

where the temporal illumination $I(t)$ denotes a normalized Gaussian pulse. The SAR, in W/kg$^{-1}$, is calculated from

$$S(\rho) = \frac{\sigma_e}{2\rho} |E|^2, \quad (8)$$

where $\sigma_e$ is the electric conductivity in Sm$^{-1}$ and $E$ denotes the electric field in Vm$^{-1}$.

### III. METHODOLOGY

#### A. Electromagnetic Modeling

We have developed at 2-D TM$_z$ finite-difference time-domain model to simulate the microwave-tissue interaction. The electromagnetic model, shown in Figure 1 (a)), consists of one 120-mm diameter cylinder to mimic the breast cross-section and one 6-mm diameter cylinder to mimic the tumor cross-section. We use deionized (DI) water as the matching medium. The monopole antennas are modeled as infinite-line sources. The computation domain is 200 mm, with a uniform grid size of 0.3 mm×0.3 mm and it is truncated with a Perfectly Matched Layer. The single-pole Debye dispersion model is commonly used to approximate the dispersive characteristics of tissue materials. Its expression is

$$\epsilon_r - \frac{j \sigma}{\omega \epsilon_o} = \epsilon_{\infty} + \frac{\epsilon_s - \epsilon_{\infty}}{1 + j \omega \tau} - \frac{j \sigma_s}{\omega \epsilon_o}, \quad (9)$$

where $\epsilon_{\infty}$ is the relative permittivity at infinite frequency, $\epsilon_s$ is the static relative permittivity, $\sigma_s$ is the static conductivity in Sm$^{-1}$, and $\tau$ is the relaxation time constant in s. We use the Debye parameters of tumor, breast tissue, and deionized water from [22] to calculate their dielectric constants, which are listed in Table 1. Figure 2 shows the dielectric constants over the microwave range. These constants are assigned to the electromagnetic model and we allow a 10% variation in the dielectric constants of the breast tissue over the region to mimic the heterogeneity. For comparison, we show the dielectric constant values both at 6 GHz, frequency used in our previous related work [23] and at 434 MHz, the operating frequency in this paper and in [8].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tumor</th>
<th>Tissue</th>
<th>DI Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\infty}$</td>
<td>3.99</td>
<td>6.57</td>
<td>4.55</td>
</tr>
<tr>
<td>$\epsilon_s$</td>
<td>54</td>
<td>16.29</td>
<td>77.11</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.7</td>
<td>0.23</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\tau$ (ps)</td>
<td>7</td>
<td>7</td>
<td>7.37</td>
</tr>
<tr>
<td>$\epsilon_r$ at 434 MHz</td>
<td>53.9818</td>
<td>16.2865</td>
<td>77.0807</td>
</tr>
<tr>
<td>$\sigma$ at 434 MHz</td>
<td>0.7230</td>
<td>0.2345</td>
<td>0.0354</td>
</tr>
<tr>
<td>$\epsilon_r$ at 6 GHz</td>
<td>50.74</td>
<td>9.8</td>
<td>71.91</td>
</tr>
<tr>
<td>$\sigma$ at 6 GHz</td>
<td>4.82</td>
<td>0.4</td>
<td>6.25</td>
</tr>
</tbody>
</table>

#### B. Thermoacoustic Modeling

We use the solution expressed in terms of Green’s function (6) to numerically compute the pressure signals at particular locations. Table 2 lists the physical properties of the materials recorded in [22, 24]. These parameters are included in (6) to calculate the pressure signals. The normalized Gaussian pulse has a standard deviation of 0.5 ps. Its bandwidth-to-center-frequency ratio is approximately 1/434. Therefore, the distortion in the recorded field magnitude and phase, which will be used in the tomographic system, is considered negligible.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tumor</th>
<th>Average</th>
<th>DI Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>3049</td>
<td>2279</td>
<td>4186</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1182</td>
<td>1069</td>
<td>1000</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$9.2 \times 10^{-4}$</td>
<td>$3.5 \times 10^{-4}$</td>
<td>$2.07 \times 10^{-4}$</td>
</tr>
<tr>
<td>$c_a$</td>
<td>1550</td>
<td>1550</td>
<td>1500</td>
</tr>
</tbody>
</table>

#### C. Artifact Removal Algorithm

Monopole antennas cause non-uniform heating of the tissue. The tissue close to the antennas is responsible for absorbing the initial, unattenuated microwave energy, and it consequently experiences more heating
than the rest of the tissue and tumors. The heating-induced artifact is much stronger than the pressure signal due to the heating of tumor and the artifact overshadows the tumor response. We need to eliminate this breast-heating artifact and recover the weak tumor response.

This non-uniform heating happens at all antenna sites and the breast-heating artifacts received on the opposite side of the breast are all similar, but not identical due to the tissue heterogeneity. To remove this artifact, we borrow the skin subtraction method from microwave radar imaging, which removes the reflection of the microwave pulse at the breast-skin interface [25]. This method is based on the assumption that the back-scattered microwave signals from the breast-skin interface contain similar but not identical unwanted artifacts at various antenna sites. The artifact in one signal can be eliminated by a filtered combination of other signals, where the filter weights minimize the mean-squared error between the signal at one antenna and the sum of the filtered signals at all other antenna sites over the portion of the signals dominated by the artifact.

In our scenario, the artifact in the received pressure signal is from the maximally heated tissue, near the transmitting antenna. Assume there are \( N \) pressure sensors. Let \( p_n(i) \) denote the discrete pressure signal received at the \( n^{th} \) pressure sensor at time \( i \). Let \( p_1(i) \) be the target signal to be filtered. \( \vec{p}_n \) denotes the \((2J+1) \times 1\) vector centered at time \( i \), i.e. \( \vec{p}_n(i) = [p_n(i-J) \ldots p_n(i+J)] \). \( \vec{w}_n \) denotes the time-independent filter weight applied to \( \vec{p}_n(i) \), i.e. \( \vec{w}_n = [w_n(-J) \ldots w_n(J)]^T \). Let \( \vec{p}(i) = [\vec{p}_2(i); \ldots ; \vec{p}_N(i)] \), the concatenated pressure signal from Sensor 2 to Sensor \( N \) and \( \vec{w} = [\vec{w}_2; \ldots ; \vec{w}_N] \), the concatenated filter weights. The optimal weights are calculated from

\[
\min_{\vec{w}} \sum_{i=i_o}^{i_o+M-1} |p_1(i) - \vec{w}^T \vec{p}(i)|^2 ,
\]

where the time interval \( i_o \) to \( i_o + M - 1 \) denotes the portion of the signal that contains the breast-heating artifact. The solution to this problem is [26]

\[
\vec{w} = R^{-1} \vec{P} ,
\]

where \( R \) is the correlation matrix

\[
R = \frac{1}{M} \sum_{i=i_o}^{i_o+M-1} \vec{p}(i)\vec{p}(i)^T ,
\]

and \( \vec{P} \) is the cross-correlation vector

\[
\vec{P} = \frac{1}{M} \sum_{i=i_o}^{i_o+M-1} p_1(i)\vec{p}(i) .
\]

The filtered signal from the first pressure sensor is \( \hat{p}_1(i) = p_1(i) - \vec{w}^T \vec{P} \) and this procedure is repeated for the second pressure sensor being the target signal.

D. Image Reconstruction and Mesh Generation

We use the simple delay-sum algorithm to process the collected pressure signals [18]. The intensity of each pixel \( Z \) at location \( \rho \) is the energy of the sum of \( N \) delayed signals, which is expressed as

\[
Z(\rho) = \sum_{i=0}^{M} \left[ \sum_{n=1}^{N} a_n p_n(i + \left\lfloor \frac{\rho - \rho_n}{c_a \Delta t} \right\rfloor) \right]^2 ,
\]

where \( M \) is the number of discrete time steps, \( a_n \) is the weight introduced to compensate for the radial spreading of each cylindrical wave as it propagates outward from the location \( \rho \), \( p_n \) is the \( n^{th} \) pressure signal, \( \Delta t \) is the acoustic time step size, and \( \lfloor \cdot \rfloor \) denotes the floor operator.
Given the breast image from the thermoacoustic data, we obtain the contour plot and assign uniform points along each contour to generate the point map. We feed the point map to the DistMesh [27] to acquire the non-uniform, adapted mesh, which can in the next stage of the process be used in the algorithm to solve the inverse problem and generate a more accurate dielectric properties.

IV. RESULTS

Figure 3 (a) shows the SAR over the computation domain under the radiation from the infinite-line source located in the far-right position (3 o’clock). The plot is on the log scale with the peak SAR normalized to 0.4 Wkg$^{-1}$ [28], which is the limit of the ANSI-IEEE Criterion for the average SAR in the whole body. We observe the expected non-uniform heating over the breast area, with pronounced heating in the immediate vicinity of the transmitting antenna. The tumor, due to its high conductivity, also absorbs more microwave energy than its ambient tissue. In two and three dimensions, a cylindrically (spherically) symmetrical source produces one wave that propagates outwardly to the pressure sensor, and at the same time, a second wave that propagates inwardly to the origin. The latter undergoes a reflection at the origin and reappears as an inverted, outwardly propagating wave that eventually reaches the field point. Therefore, the time profile of a photoacoustic wave assumes an N-shape. (In one dimension, the second wave propagates in the opposite direction and will not reach the pressure sensor.) Diebold and Sun presented the solution to the thermoacoustic wave equation (5) of a uniformly-excited homogeneous cylinder under a $\delta$-pulse heating function [29], which is confirmed later by Hoelen and de Mul [30]. This theoretical thermoacoustic signal is shown in Figure 3 (b). Figure 3 (c)-(h) graphs the computed pressure waves at the locations indicated in Figure 3 (a). Our heating-function is a Gaussian pulse with a standard deviation of 0.5 $\mu$s, whose spatial span is about 1.5 mm given the constant acoustic speed of 1500 ms$^{-1}$. This pulse resembles a $\delta$-pulse heating function in comparison to the diameter of the cylinder. Therefore, Figure 3 (c)-(h) all have N-shape traces. The deviation from the theoretical result at different sensor locations is due to the non-uniform heating of the cylinder and heating of the ambient matching background. If the cylinder and the background were uniformly heated, Figure 3 (c)-(h) would assume the theoretical shape regardless of the sensors’ locations. The thermoacoustic response of the tumor is also marked in this figure. This tumor response, though, resembles the shape of a differentiated Gaussian pulse since the diameter of the tumor, i.e. 6 mm, is comparable to the spatial span of the heating function.

Due to the high heating of the tissue close to the microwave source, this region generates acoustic waves of high amplitude. The first half of the pressure wave at 2:30 o’clock location in Figure 3 (c) is generated predominantly by the region that is close to the microwave source. As we move the pressure sensor further away from the microwave source, the response generated by the tumor becomes more pronounced with respect to the response of the surrounding tissue, being most noticeable at 10:30 o’clock location in Figure 3 (g), and at 09:30 o’clock location in Figure 3 (h). This suggests that a system based on microwave-induced thermoacoustic imaging may benefit from collecting signals from the pressure sensor placed on the opposite side of the microwave source. In addition, our goal is to apply an algorithm that will remove the artifact of the high-peak pressure signal generated in the immediate vicinity of the transmitting antenna.

In microwave radar imaging, the early breast-skin artifact is separated from the later tumor response in the backscattered microwave signal in time. The time interval parameters $\tau_1$ and $M$ are carefully chosen to only include the breast-skin artifact. In microwave-induced thermoacoustic imaging, since the pressure wave travels at a significantly lower speed than electromagnetic wave, the breast-heating artifact overlaps with the tumor acoustic response. Therefore, this artifact removal method is applied over the entire range of the pressure signal and the number of consecutive pressure samples weighted before being subtracted from the target signal is bigger than the value used in [25]. In Figure 4, we demonstrate the capability of the artifact removal algorithm when the antenna and the pressure sensor are placed on the opposite sides of the breast. The signals before and after the filtering process are presented. The artifact is clearly removed in all cases, allowing for the tumor response to emerge. We also observe that the filtered signals that contains strong tumor response as in Figure 4 (c) and (d), are less noisier than the signals that contain weak tumor response as in Figure 4 (a) and (b).

The delay-sum scheme for image reconstruction has the averaging effect when the noise is added incoherently and the tumor response is added coherently. Therefore, we are still able to recover the tumor in the thermoacoustic image. Finally, Figure 5 shows the thermoacoustic map and the finite-element mesh that contains locally refined elements in the regions that are suspected to contain the tumor. This mesh can now be used in conjunction with the scattered
V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a preliminary study of a breast imaging system that uses microwave-induced thermoacoustic imaging to enhance microwave tomography. Monopole antennas and pressure sensors are interleaved and surround a pendant breast. Monopole antennas are sequentially excited to induce the thermoacoustic process in the breast. The pressure sensors collect signals, which form a thermoacoustic image of the breast. The aim of our paper was to show how an image formed in this fashion can guide the construction of the finite-element mesh which is locally refined to resolve, with more elements, the suspect locations that are likely to contain a tumor. At the same time, the scattered microwave energy is recorded at other antennas in terms of magnitude and phase. Therefore, in a complete system, the obtained non-uniform finite-element mesh and the field quantities can be used to recover the microwave signals for an improved microwave tomographic image of the breast.
dielectric properties of the breast. Such a system would overcome the low resolution of microwave tomographic system by providing a finite-element mesh that contains \textit{a priori} information about the potential tumor location. In our preliminary study, we simulated the thermoacoustic process, constructed the thermoacoustic image, and have shown the locally refined finite-element mesh. In the on-going and immediate future work, the more anatomically realistic geometry and tissue parameters as in [16,17] will be incorporated in the breast model. Further, we are presently implementing an iterative tomographic algorithm to recover the dielectric properties over the non-uniform mesh.
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Abstract – This paper describes an algorithm to simulate transient behavior of a dipolar bead in an electrophoretic spherical cavity. The model includes consideration of form drag and viscous damping, both corrected for wall effects. In particular, the bead rotation as a function of monopole and dipole charge, and the impact of gravity on the bead dynamics is investigated. Several levels of approximation are implemented to expedite the overall computation. A consistent set of results is presented to describe the accuracy of the simulation.

I. INTRODUCTION

The transient dynamics of dipolar beads in an electrophoretic spherical cavity presents an interesting phenomenon, because it captures the interplay of electrophoretics, particle dynamics, and tribology. The problem geometry is described by a dipolar bead immersed in a polarized fluid within the cavity. Switching bias voltages are applied to induce both translational and rotational motion of the bead. This paper details a model of coupled phenomena which employs ODE’s to describe the bead dynamics, integral equations for the field solution, and particle simulation for the bipolar migrations. Special focus is given to the impact of confinement and gravitational force on the bead dynamics.

II. PROBLEM FORMULATION

We assume a dipolar bead with radius \( r_b \) and mass \( m \) in a spherical cavity of radius \( r_c \). The bead is divided into two distinct hemispheres with different net charges \( q_b \) and \( q_w \). For low counter ion concentrations, we can approximate the charge distribution on the bead by the first two terms of a multipole expansion, i.e. by the monopole charge \( q_m = q_b + q_w \) and the dipole moment \( \mathbf{p} = q_d \mathbf{d}_p \), where \( q_d = |q_b - q_w|/2 \) is the dipole charge and \( \mathbf{d}_p \) is the distance between the hemispherical charges \( q_u \) and \( q_b \). This dipole length \( \mathbf{d}_p \) depends on the actual distribution of charge on each hemisphere, and is given by \( 2r_b \), \( r_b \), and \( 3r_b/4 \) for uniform polar, surface, and volume distributions in each hemisphere, respectively.

External electrodes are placed above and below the cavity. Fig. 1 shows a schematic 2D cross section of the computational cell. The cavity is centered between the top and bottom electrode, and all linear dimensions (width \( W \), length \( L \), and height \( H \)) are identical for the uniform cube. The whole system is filled with a liquid that exhibits a low, but finite conductivity \( \sigma \) (e.g. we can think of the sheet material as a gel that has been swollen with an oil). Fig. 2 shows a snapshot of the animated dipolar bead dynamics within a spherical cavity.

A. Translational Motion

The translational motion is governed by Newton’s equation

\[
m \ddot{\mathbf{R}} = q_o \mathbf{E} + (\mathbf{p} \cdot \nabla) \mathbf{E} - \Gamma_1 f_i(\mathbf{R}) \dot{\mathbf{R}} - m_b \mathbf{g} \mathbf{e}_z, \tag{1}
\]

where \( \Gamma_1 \) is the translational drag coefficient, \( m_b \) is the buoyant mass of the bead, and \( g \) is the gravitational accel-
eration. For beads with a radius of $r_b \approx 50 \mu m$ the gravitational force becomes relevant for the bead dynamics, if the bead and solvent densities are not well matched (i.e. $m_b \neq 0$). The parameter $f_t(R)$ is a position-dependent drag correction due to the cavity walls, and has been chosen as [1]

$$f_t(R) = 1 + \frac{2\epsilon}{\epsilon^2 - \xi^2},$$ \hspace{1cm} (2)

where $\xi = |R - r_c|/r_b$ is the scaled actual distance of the bead center from the cavity center $r_c$, while $\epsilon = (r_c - r_b)/r_b$ is the maximal possible distance of the bead center from the cavity center.

The first term on the right-hand-side of Eqn. 1 is the Coulomb force due to the electrostatic field. The second term is a dipole force, which includes both the Clausius-Mossotti contribution and a “hard” dipole due to the assigned hemispherical charges. The third term is the form drag, which is dependent on the shape of the bead and its location relative to the cavity walls. For spherical particles at low speed this term reduces to the Stokes drag $\Gamma_t = 6\pi\eta r_b$ modified by the wall correction factor (Eqn. 2) ($\eta$ is the viscosity of the fluid inside the cavity). From Eqn. 2 we see that drag increases significantly when the bead is in close proximity to the wall.

**B. Rotational Motion**

Bead rotation is governed by the torque equation

$$\dot{\Omega} = p \times E - k\Gamma_t f_r(R)\Omega,$$ \hspace{1cm} (3)

where $\Omega$ is the angular velocity, $I$ is the moment of inertia of the bead, and $\Gamma_t$ is the rotational drag coefficient. The position dependent parameter $f_r$ describes the wall corrections to the rotational drag and has been chosen as [2]

$$f_r(R) = 1 + \frac{1}{\epsilon_1} \ln \left( \frac{2\epsilon_1}{\epsilon - \xi} \right),$$ \hspace{1cm} (4)

where $\epsilon_1 = \epsilon/(1 + \epsilon)$. The parameter $k$ depends on material and operational properties, and can be chosen to control the oscillation of the bead about its equilibrium position. An estimate for $k$ is given by the particular solution

$$k = \frac{2\sqrt{pEI}}{\Gamma_t}$$ \hspace{1cm} (5)

to Eqn. 3, which results in critically damped oscillations of the electrical dipole of the bead around the direction of the applied electric field.

**C. Field Solution**

Several levels of approximations are implemented to expedite computations. The most accurate version solves for the electrostatic field using a boundary integral equation method [3] that takes into account contributions from the diverse collection of free charge, interfacial bound charge, volume space charge, and assigned bead charge. Lower order versions may be invoked through combinations of image symmetries, analytic representations, particle-particle particle-mesh (PPPMM) scheme [4], and “super-ion” or particle clumbing [5] schemes.

![Fig. 3: Explicit electric field calculation along a straight line through the center of a bead in the model system. Since the dielectric constants of the different materials are very similar, the electric field changes only very slightly within the sheet.](image)

Fig. 3 shows the electric field due to an applied bias voltage calculated along a line through the center of the bead using a 1D and a cylindrical symmetric model. Both models give very similar results, with the axisymmetric model exhibiting departure from 1D fields near the polar regions of the bead and the cavity due to the finite curvature of the interface regions.

**D. Time Integration Algorithm**

Difference formulas are used for time integration of the second order differential equations. The central difference approximation

$$\frac{\text{d}^2}{\text{d}t^2} \left[ \frac{1}{\Delta t^2} \right]$$ \hspace{1cm} (6)

may be rearranged to result in

$$R(t+) = 2R(t) - R(t-) + \frac{F(t) - 2F_{drag}}{m\Delta t^2},$$ \hspace{1cm} (7a)

$$\Theta(t+) = 2\Theta(t) - \Theta(t-) + \frac{T\Theta(t) - 2T_{\Theta,drag}}{I\Delta t^2},$$ \hspace{1cm} (7b)

$$\Psi(t+) = 2\Psi(t) - \Psi(t-) + \frac{T\Psi(t) - 2T_{\Psi,drag}}{I\Delta t^2},$$ \hspace{1cm} (7c)
where Eqn. 7a represents the three cartesian coordinates of the bead position, Eqns. 7b and 7c represent the corresponding torque equations resolved in the two independent spherical angles, and \( t_\pm = t \pm \Delta t \).

**E. Boundary Conditions**

Since charge-charge interactions are long-range, we have to choose proper boundary conditions to avoid non-physical behavior in our finite-size computational cell. Fig. 4: Schematic drawing of image cells used to implement the different boundary conditions.

In order to satisfy the ground plane boundary condition at the bottom of the sheet \((z = 0)\), a mirror image with opposite charge for each ion has to be considered (Fig. 4, top).

For zero-flux boundary condition we have to satisfy the condition \( E_n = 0 \) on each of the vertical sidewalls, where \( E_n \) is the normal component of the electric field on the boundary. This can be approximated by placing mirror-symmetric nearest neighbor image cells in the xy plane (Fig. 4, bottom). More accurate approximations would include more terms (mirror image cells) in this series expansion.

If we want to allow ions to move in and out of the computational cell, one can impose periodic boundary conditions on the vertical sidewalls, where ions moving out of one side wall re-enter from the opposite sidewall. These can be achieved by placing nearest neighbor image cells with the identical ion distribution as in the computational cell in the xy plane.

**III. RESULTS AND DISCUSSION**

Both, Eqn. 1 and Eqn. 3, can be made dimensionless by introducing proper length and time scales. In the case of bead translation it is convenient to introduce as length scale the bead radius \( r_\text{b} \) and as time scale \( \tau_\text{f} = m/I_f \), which leads to the dimensionless equation of motion

\[
\ddot{\xi} = \tau b - f_t(\xi) \dot{\xi} 
\]

with

\[
b = \frac{q_m E - m_g}{I_f r_\text{b}}.
\]

Note that the time scale here measures the time over which inertial effects dominate over drag effects. At times \( t \gg \tau_\text{f} \) we can ignore the inertial term. In this case Eqn. 8 has the analytic solution

\[
b t = \xi + \xi_0 + 2[\text{arctgh}(\xi/\epsilon) + \text{arctgh}(\xi_0/\epsilon)],
\]

where \( t \) is the real system time (i.e. we now have the drag dominated time scale \( \tau = 1/|b| \)), and \( \xi_0 \) is the position of the bead at \( t = 0 \). Because the drag correction diverges as the distance of the bead from the cavity wall goes to zero, it also takes a very long time for the bead to touch the cavity wall. In computer simulations we therefore limit the bead translation such that each bead always keeps a minimum distance from the cavity wall to prevent numerical divergences. The additional rationale is that surface roughness would result in this order of magnitude spacing between the bead and cavity surfaces.

The sign of the parameter \( b \) determines whether the bead moves up \((b > 0)\) or down \((b < 0)\). The gravitational force breaks the symmetry between up and down translation times for a fixed applied voltage. In particular, the bead can travel upward only, if the electric field is strong enough to overcome gravity, i.e.

\[q_m E > m_g g.\]

Fig. 5 shows the minimal monopole charge \( q_m \) required for a given bead size and applied voltage. For a bead with \( r_\text{b} = 45 \mu m, q_m = 8fC, \) and \( m_0 = 0.29 \times m_\text{bead, a} \) field of at least \( E \geq 0.16V/\mu m \) is required before it moves against gravity.

The bead rotation is characterized by the time scale \( \tau_r = \sqrt{I/pE} \) and the dimensionless version of Eqn. 7b becomes

\[
\Theta = \sin \Theta - 2f_r(\xi) \dot{\Theta}.
\]

In the case where the inertial term can be neglected in the equation of motion for the bead rotation the dipole orientation angle is given by the closed form

\[
\Theta(t) = 2 \text{arctg} \left\{ \exp \left[ \frac{dt}{2f_r(\xi(t))} \right] \right\},
\]

where \( \dot{t} = t/\tau_\text{f} \) is the dimensionless time parameter.

Without the wall correction to the rotational drag \((f_r = 1)\) the bead rotation is completely specified by its size and shape (which determine the moment of inertia \( I \)), its dipole moment \( p \), and the applied electric
Fig. 5: Minimal monopole charge required to levitate a bead of radius $r_b$ for a given applied voltage assuming a sheet thickness $H = 450\mu m$.

field. Fig. 6 shows the bead orientation as a function of dimensionless time for this case. The inertial term of Eqn. 12 has the most effect when the bead dipole is closely aligned with the electric field, where it slows down the bead rotation visibly. Without the inertial term, the bead rotation is described by the function

$$\Theta(t) = 2\arctg\left\{\exp\left[\frac{t - t_0}{2}\right]\right\},$$

(14)

where $t_0$ is the time at which $\Theta = \pi/2$.

With the wall drag fully included the translational and rotational equation of motion become coupled and a numerical approach is needed to solve for the bead dynamics.

Fig. 7: Bead orientation angle and position as function of time for different applied voltages and zero buoyant mass ($m_b = 0$).

Fig. 7 shows typical orientation and position curves as function of time for a bead moving inside the cavity. In the case when the density of the bead material is matched by the density of the solvent, the buoyant mass $m_b$ is zero and the response of the bead becomes independent on the direction of the applied field. However, because of the coupling between the translational and rotational dynamics through the drag coefficients, we observe quite different rotation speeds as function of applied field: For free rotation, we would expect a rotation time scale that is inversely proportional to the square root of the applied field. With the impact of the walls on the drag, we observe instead a slowing down of the bead rotation times at increased applied voltage (50V and 100V in Fig. 7). This is due to the fact that at these voltages the bead moves through the cavity before it has a chance to rotate, so most of its orientation change happens near the cavity wall where the drag is highest.
When the buoyant mass of the bead is not zero, the bead is also influenced by gravity, and its response to an applied electric field depends on the orientation of this field to the gravitational field. Fig. 8 shows bead orientation and position as function of time for different applied voltages and buoyant mass $m_b = 0.29 m_{\text{bead}}$. (solid line): upward motion; (dashed line): downward motion.

Fig. 8: Bead orientation angle and position as function of time for different applied voltages and buoyant mass $m_b = 0.29 m_{\text{bead}}$. (solid line): upward motion; (dashed line): downward motion.

In order to discuss the rotation times for beads with different monopole and dipole charges and buoyant masses, we fitted the time-dependent orientation change to a standard step function. In particular, we fitted the expression

$$ F(t) = \sin^2 \left( \frac{\Theta(t)}{2} \right) $$

(15)

to the “Fermi-like” function

$$ R_{\text{fit}}(t) = \frac{1}{1 + \exp((t - t_0)/\tau_r)}, $$

(16)

with the two fit parameters $\tau_r$, which represents the time scale of rotation, and $t_0$, which denotes the time when the bead rotates through $\Theta = 90^\circ$. The expression $F(t)$ corresponds to the projection of the visible part of one hemisphere onto a plane perpendicular to the applied field. The fit function Eqn. 16 is motivated by the solution to the freely rotating sphere without wall drag correction (Eqn. 14). Though this function is expected to represent a good description of the bead rotation only, when the bead rotates without changing position within the cavity, we observe that it captures the main orientation change very well in all situations encountered by our simulations, as is demonstrated in Fig. 9. In all cases shown, the function fits the steepest part of the rotation curve very well, while it may deviate from the observed data at small and large orientation angles.

Fig. 9: Fits of time-dependence of bead orientation to Eqn. 8.

Figs. 10, 11, and 12 show fitted rotation times as function of applied voltage for beads with different buoyant mass, monopole charge, and dipole charge, respectively. At zero buoyant mass the bead translation and rotation times are independent of the applied field, but are shortest for the applied voltage where the rotation takes place while the bead moves through the center of the cavity (at about 20V for the situation shown in Fig. 10). For smaller or larger voltages, the bead rotates closer to the cavity wall and the rotation times are substantially longer. For high applied voltages the bead moves across the cavity before it has a chance to rotate, and the observed inverse rotation times again decrease with voltage as we expect for the case where the bead rotates...
at a fixed location within the cavity. For beads with a finite buoyant mass, gravity either speeds up or slows down the translational motion, and the rotation times become dependent on the direction of the applied field. In particular, for the case where the field moves the bead downward, translational motion becomes even for small buoyant mass much faster than rotational motion and the bead almost always rotates near the bottom of the cavity. A change in monopole charge of the bead has the biggest impact on the translational speed of the bead. However, with the coupling of the bead location into the rotational drag, we observe also an impact of varying $q_m$ on the rotational motion, especially at applied voltages where the bead rotation happens near the cavity center (Fig. 11). In particular, we see shorter rotation times for beads with smaller $q_m$ at lower applied voltages when moving downward, and at higher voltages when the bead moves upward.

A change in dipolar charge has a direct impact on the rotational speed. In the case where the bead moves downward and rotation happens mainly near the cavity bottom the change in rotation speed is directly related to the dipole moment and we see a linear increase in the inverse rotation time with dipole moment (Fig. 12). For the upward motion we see a shift (increase) in the voltage for which the rotation time is minimal with increasing dipole moment, reflecting the fact that at a higher dipole moment the faster bead rotation requires a slightly faster translational motion to make the bead rotate near the center of the cavity.

An application may be flexible displays, where these dipolar beads are dispersed in an elastomer sheet. Array addressable electrodes on either side of the sheet will allow for controlled switching of the beads to display images.

Fig. 13 shows a comparison of our model to experimental data. Dipolar beads of size $r_b \approx 50 \mu m$ have been densely packed into a thin gel matrix that has been swollen with a silicone oil (see e.g. Sheridan et al. [6])
The dipolar character of the bead is introduced by selecting different materials for each of the two hemispheres, e.g., a black-colored and a white-colored wax. The oil causes a homogeneous swelling of the gel, resulting in cavities around the beads that are about 25% larger in diameter, while maintaining a very low conductivity throughout the gel ($\sigma \approx 10^{-12} \text{S/m}$). By applying a slowly alternating voltage pulses on a horizontally aligned gel sheet the beads are switched from top to bottom and vice versa. The dynamics of this switching is captured by measuring the dynamic reflectivity of the sheet, which is directly proportional to the white area of the beads exposed to the observer, as a function of time. This experiment is repeated for different values of the applied voltage. We then use our mathematical model (Eqn. 1 and 3) to obtain monopole and dipole charges of the bead (or, correspondingly the charge on each of the hemispheres can be obtained from the relations $q_m = q_b + q_w$ and $q_d = 0.5 |q_b - q_w|$) that best fit the experimentally obtained reflectance data for each applied voltage. For the three highest field values shown in Fig. 13 the fit is clearly good and shows only a slight monotonic increase in charge magnitude. The remaining three curves for lower fields are for incomplete rotation. Since these fields are not able to levitate the bead, the switch from black-to-white happens near the cavity floor rather than originate from the roof of the cavity. This short period of time would be insufficient for the bead to complete rotation. When the bead settles or makes contact with the cavity floor, friction would stop the rotation leading to partial switching as shown by the asymptote to smaller changes in dipole angles.

If the model is a good representation of the experiment, the fitted charge values for the bottom-to-top switching cycle should be the same as that for the top-to-bottom switching cycle. Fig. 14 shows the monopole and dipole charge that best fits the experimental data at each applied voltage. At the higher voltage we extract consistent values for the bead charges for bottom-up and top-down bead dynamics, while at the lower voltages this is no longer the case. The major reason is that we assume the bead to be located at the top plate as initial condition for the top-to-down switching cycle, which is not physically possible at low fields that are insufficient to levitate the beads.

In addition to the choice of initial condition, other dynamic processes that are dependent on the applied field become relevant, e.g., field-dependent stripping of counterions from the bead’s surface/Debye layer, or counterion migration, may introduce additional time scales to the bead dynamics that are not covered by the model we discussed here. Additional mobile charges can have different impact on the bead dynamics, depending on their concentration and mobility. If the additional charges are substantially faster than the bead (what one typically would expect for small counter charges in a low-viscosity
medium such as the solvent), then their main contribution on the bead dynamics will consist of the shielding of the electric field that the bead sees. In particular, if the concentration of the these ions is large enough, the electric field at the bead position can become completely shielded (see Fig. 15).

However, if the concentration of the additional charges is small enough to not incur complete shielding of the applied field, the bead will still respond to the external field. Moreover, if the mobility of these charges is reduced, e.g. when moving through the elastomer layer outside of the cavity, the time for those charges to move a distance comparable to the bead size may become of the order of the bead translation and rotation times, leading to competing effects on the bead dynamics. A detailed study of such scenarios will be presented elsewhere.

IV. SUMMARY

This paper described an effective algorithm to simulate the dynamics of a dipolar bead inside a spherical cavity under the influence of an electrostatic field and gravity, subject to wall effects on drag and viscous damping. Using this model we have shown that the wall effects on the drag effectively couple the translational and rotational motion of the bead, leading to a rather rich response behavior of the bead as a function of applied field, bead monopole and bead dipole charge. In addition, if the bead density is not matched exactly by the solvent density, gravity breaks the symmetry between upward and downward motion, which can lead to substantially lower switching times for upward motion due to different locations at which the bead rotates. Several levels of approximation have been implemented to expedite computations, and the accuracy of the model has been verified by analytic solutions. Comparison of our model to dynamic reflectivity measurements on dipolar beads packed into a swollen, low-conductivity, gel matrix show very good agreement at higher applied fields, where the dynamic effects of other mobile charges (e.g. counterions) becomes negligible.
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