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Abstract — In this paper, the validity of four types of higher order basis functions for analyzing the 3D EM scattering from the target and dielectric rough surface is investigated. Although the higher order basis functions can reduce the number of unknowns significantly, the iterative solution time may increase with the order of the basis because the matrix condition numbers deteriorates with the basis order increase. This may be relative to: (a) The truncation of the dielectric rough surface and the interaction between the object and the rough surface; (b) the properties of the basis functions adopted. In this paper, a variety of models including a rough surface only, an object above or below the rough surface are investigated with different higher order basis functions. The program is based on the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHW) integral equations. The multilevel fast multipole algorithm (MLFMA) and flexible generalized minimal residual (FGMRES) techniques are used to further accelerate the iteration solution.

Index Terms — Electromagnetic scattering, higher order basis functions, MLFMA, rough surface.

I. INTRODUCTION

Electromagnetic scattering from dielectric rough surfaces has a large number of applications, such as remote sensing, radar surveillance, and ground-penetration radar probing [1-9, 29]. Specific examples include detection of landmines and remote sensing of soil moisture content to retrieve snow depth. Numerical simulation of the combined target and rough surface model is complicated by the interactions between the target and the rough surface background [1]. During the past few decades, both the approximate and rigorous methods have been developed to tackle this problem. Among the approximate methods, some are based on small perturbation method (SPM) [10], Kirchhoff approximation (KA) [3], small slope approximation (SSA) [11] and so on. However, the height value must be very small compared to the electromagnetic wave length in the SPM; the radius of the surface must be larger than a wavelength in the KA; the slope must be small and the height must be moderate for the first order in the SSA.

Numerical solution, on the other hand, is a rigorous approach which can deal with most of the cases without considering the profile of the rough surfaces. For the 2D problems, the generalized forward backward method with spectral acceleration algorithm (GFBM/SAA) [12], the finite element method (FEM) [13], the extended boundary condition method (EBCM) [33], and the steepest descent-fast multipole algorithm have been successfully used to the target and rough surface composite model. However, scattering from a 3D target and rough surface composite model is much more complicated than in a 2D case because of the large computational complexity [4]. Till now, only very few reports have been found for the 3D case, e.g. the UV
In order to reduce the computational complexity, some efficient algorithms have been developed. The sparse matrix flat surface iterative approach (SMFSIA) [15, 16] takes advantage of the fact that rough surfaces are “nearly” planar. In this approach, the Green’s function for the weak matrix elements has been expanded in a Taylor’s series about the flat surface, which maps the problem to a flat 2D surface. The FFT technique is then used to accelerate the matrix-vector product for the Toeplitz structure of the interaction matrix on the flat surface. The complexity of the SMFSIA is $O(N \log N)$. Another approach is SDFMM [31], which has expressed the free-space dyadic Green’s function in terms of a rapidly converging Sommerfeld steepest descent integral. The source and observation points are evaluated efficiently by using a multilevel FMM-like algorithm based on inhomogeneous plane wave expansion. The time and memory complexity are $O(N)$. There is still an efficient approach that is based on the consideration of basis functions [7, 17-18, 34-38]. For example, the characteristic basis function method (CBFM) [7] proposed for electromagnetic scattering over rough terrain profiles, is based on the constructing of high-level basis functions on macro-domains. The higher order hierarchical basis functions [17-18] have been used to analyze the electromagnetic scattering from breaking waves [19].

In this paper, four types of higher order basis functions, that is, the hierarchical tangential vector basis functions [20, 35-36] with curvilinear triangle patch mesh, the higher order hierarchical basis functions [17-18] with curvilinear quadrilateral patch mesh, and the maximally orthogonalized higher order basis functions [21] with curvilinear quadrilateral patch mesh are used to analyze the electromagnetic scattering from the target and dielectric rough surface. The validities of these functions are compared. To the knowledge of the author, the higher order basis functions have not been used to analyze scattering from rough surfaces.

The remainder of this paper is organized as follows. In Section II, theory and formulations are discussed. Numerical results are presented and discussed in Section III. Section IV concludes this paper. The time factor $e^{j\omega t}$ is assumed and suppressed throughout this paper.

II. THEORY AND FORMULATION

A. Rough surface modeling and PMCHW integral equation

In practical cases, in order to eliminate the edge effects caused by truncation of the finite surface length, the tapered wave [16] is usually employed. Figure 1 shows the geometry of the proposed problem. The width of the tapered wave should be large enough to illuminate upon the surface. The incident electric and magnetic fields are $E^{inc}$ and $H^{inc}$. Region 1 and Region 2 are characterized by medium parameters $(\varepsilon_1, \mu_1)$ and $(\varepsilon_2, \mu_2)$, respectively. The equivalent electric and magnetic surface currents $J(r)$ and $M(r)$ are impressed on the rough surface. For simplicity, the rough surface without object is considered here, the formulations for an object under a dielectric rough surface can be found in references [2, 23]. To obtain $J$ and $M$, the PMCHW [5, 22] formulation enforces the continuity of the tangential electric and magnetic field components across $S$:

$$ E^{inc}(r) = (L_1 + L_2)J(r) - (K_1 + K_2)M(r) \quad (1) $$

$$ H^{inc}(r) = (K_1 + K_2)J(r) + \left(\frac{1}{\eta_1^2} - \frac{1}{\eta_2^2}\right)M(r) \quad (2) $$

where $\eta_1$ and $\eta_2$ are the wave impedance of regions 1 and 2, respectively, and operators $L_p$ and $K_p$ ($p=1,2$) are defined by

$$ L_p X(r) = \int_{S} ds \left[j\omega \mu_p X'(r) + \frac{j}{\omega \epsilon_p} \nabla \cdot X(r)\right] \mathbf{g}_p(r,r') \quad (3) $$

$$ K_p X(r) = \int_{S} ds' X(r') \times \nabla g_p(r,r') \quad (4) $$

where $\mathbf{g}_p(r,r')$ is the scalar Green’s function

$$ \mathbf{g}_p(r,r') = e^{-j\mu_p |r-r'|} \quad (5) $$

The solution of the PMCHW (equations (1-4)) obtains the electric and magnetic surface current densities $J$ and $M$, which are required in the computation of the bistatic scattering coefficient (normalized RCS) [23].
Fig. 1. Geometric model of EM scattering from the rough surface.

**B. Higher order basis functions**

In this paper, four types of higher order basis functions are used to analyze the electromagnetic scattering from the target and dielectric rough surface. For simplicity, the higher order hierarchical Legendre basis functions defined on the curvilinear quadrilateral surface are provided here. The specific forms of the hierarchical tangential vector basis functions on the curvilinear triangle patch [20, 35-36] and the maximally orthogonalized higher order basis functions on the curvilinear quadrilateral patch [21] can be found in the references.

The higher order hierarchical Legendre basis functions defined on the curvilinear quadrilateral surface [8-10] are

$$J_{S} = J_{g}^{u} a_{u} + J_{g}^{v} a_{v},$$

(6)

where $a_{u}$ and $a_{v}$ are the co-variant unitary vectors as $a_{u} = \partial r / \partial u$ and $a_{v} = \partial r / \partial v$. Without loss of generality, we consider only u-directed currents

$$J_{S}^{u}(u,v) = \frac{1}{J_{S}(u,v)} \sum_{m=0}^{M} \sum_{n=0}^{N'} a_{mn}^{u} \tilde{C}_{m} \tilde{P}_{m}(u) C_{n} P_{n}(v),$$

(7)

where $J_{S}(u,v) = |a_{u} \times a_{v}|$ is the surface Jacobian, $a_{mn}^{u}$ are unknown coefficients, and $M^u$ and $N'$ are basis orders along the $u$-directed current flow direction and the transverse direction respectively. $P_{n}(v)$ are Legendre polynomials, and $\tilde{P}_{m}(u)$ are modified Legendre polynomials, which can be defined as

$$\tilde{P}_{m}(u) = \begin{cases} 1-u, & m = 0 \\ 1+u, & m = 1 \\ P_{m}(u) - P_{m-2}(u), & m \geq 2 \end{cases}$$

(8)

where $\tilde{C}_{m}$ and $C_{n}$ are the scaling factors

$$\tilde{C}_{m} = \begin{cases} \frac{\sqrt{3}}{4}, & m = 0,1 \\ \frac{1}{2} \sqrt{(2m-3)(2m+1)}, & m \geq 2 \end{cases}$$

(9)

$$C_{n} = \sqrt{n + \frac{1}{2}}.$$  

(10)

**C. Matrix vector product accelerated by the MLFMA**

In the process of MLFMA, interactions between the elements are classified as near zone and far zone. The near-zone elements are calculated directly using the MoM, and the far-zone elements are calculated by using the MLFMA [24,32]. The Green’s function in the FMM is

$$e^{-jk|\mathbf{r}+\mathbf{d}|} = -jk \sum_{l=-\infty}^{l} (-1)^{l}(2l+1) j_{l}(kd)_{l}^{(1)}(kr) P_{l}(d \hat{r}),$$

(11)

where $k$ is the wavenumber, $j_{l}$ is a spherical Bessel function of the first kind, and $P_{l}$ is a Legendre polynomial. $\mathbf{r}$ and $\mathbf{d}$ are two vectors with $r$ and $d$ being their amplitudes with $d < r$, and $\hat{r}$ and $\hat{d}$ their unit vectors respectively. The number of modes $L$ is usually chosen as $L = kd + \ln(\pi + kd).$ In the MLFMA, a matrix-vector product can be executed as follows: all basis functions in a group can be aggregated into an outgoing radiation pattern which is then translated to an incoming radiation pattern at the receiving group. The incoming radiation pattern is then disaggregated to the test functions. In order to accelerate the solving process, the FGMRES [25, 26] iterative solver is used.

**III. NUMERICAL RESULTS**

In this section several numerical results are presented for various models and basis functions, in which a Gaussian dielectric rough surface with the following Gaussian spectrum [27].

$$W(k_{x},k_{y}) = \frac{1}{4\pi} e^{-\frac{\ell_{x}^{2} + \ell_{y}^{2}}{4\pi}}.$$  

(12)
is used. Here, $l_x$ and $l_y$ are the correlation lengths in $x$– and $y$–directions respectively. $h$ is the $rms$ height of the rough surface.

The GMRES restart counts are set to 30 and the inner and outer restart counts of FGMRES are both 10. The stop precision for restarted GMRES is set to 1.E-3 and that for the inner and outer iteration in the FGMRES algorithm are 1.E-2 and 1.E-3 respectively. The method is implemented on a personal computer with Intel Dual-core CPU. The CPU and memory sizes are 2.99GHz and 3.24GB, respectively. In the numerical figures presented below, “0.5-t” denotes 0.5-order hierarchical tangential vector basis functions based on the curvilinear triangle mesh defined in [20]. “1.5-t” denotes 1.5-order hierarchical tangential vector basis functions based on the curvilinear triangle mesh defined in [20]. “1-q” denotes 1-order hierarchical Legendre basis functions based on curvilinear quadrilateral mesh. “2-q” denotes 2-order hierarchical Legendre basis functions based on the curvilinear quadrilateral mesh, and “2-m” denotes 2-order maximally orthogonalized higher order basis functions based on the curvilinear quadrilateral mesh. It should be noted that the expressions for 1-order maximally orthogonalized higher order basis functions are the same as those of 1-order hierarchical Legendre basis functions.

Firstly, the PMCHW computer code with different basis functions is compared with the shooting and bouncing rays method (SBR) [28]. The size of the rough surface is $16\lambda \times 16\lambda$, with $h = 0.04\lambda$ and $l_x = l_y = 0.5\lambda$, where $\lambda$ is the free-space wavelength. The dielectric constant is set to $\varepsilon_r = 1.0, \varepsilon_i = 5.4 - j0.04$. The tapered wave is incident at the elevation angle $\theta_i = 30^\circ$ and the azimuth angle $\varphi_i = 0^\circ$, with tapering parameter $g = 3.0\lambda$. Figure 2 is the bistatic RCS for HH polarization of these methods, which shows a reasonably good agreement.

In the second example the efficiency of the proposed method with different basis functions is evaluated. The size of the rough surface is $6\lambda \times 6\lambda$, with $h = 0.08\lambda$ and $l_x = l_y = 1.5\lambda$. The dielectric constant is set to be $\varepsilon_r = 1.0, \varepsilon_i = 2.25$. The tapered wave is incident at the elevation angle $\theta_i = -30^\circ$ and the azimuth angle $\varphi_i = 0^\circ$, with tapering parameter $g = 3.0\lambda$. The size of the finest level blocks is $0.5\lambda \times 0.5\lambda \times 0.5\lambda$. Figure 3 is the bistatic RCS of different basis functions for HH polarization, which shows a good agreement. Table 1 gives comparisons of memory and time consumption, where “1.5-t [35,36]” denotes 1.5-order hierarchical tangential vector basis functions based on the curvilinear triangle mesh defined in [35, 36]. It should be noted that the expressions for 0.5-order hierarchical vector basis functions defined in [35, 36] are the same as those for 0.5-order hierarchical basis functions defined in [20].

In the third example, we consider a perfectly electrical conducting (PEC) sphere buried under a rough surface published in [23]. The size of the rough surface is $8\lambda \times 8\lambda$, with $h = 0.02\lambda$ and
The tapering parameter is $g = 2.0\lambda$. The dielectric constant is set to $\varepsilon_1 = 1, \varepsilon_2 = 2 - j0.2$. A sphere of radius $a = 0.3\lambda$ is buried under the rough surface at a depth of $d = 0.6\lambda$.

Figure 4 is the normalized RCS of different basis functions for HH polarization. The difference between the method presented in this paper and the references for some observation angles can be interpreted as that the rough surface used in this example is different from that in the references, which is a Gaussian stationary stochastic process. Table 2 gives comparisons of memory and time consumption. The table shows that the fill time of near field for “1.5-t” is smaller than that for “0.5-t”. However, due to the truncation of the dielectric rough surface, the interaction between the object and the rough surface, and the individual characteristics of the higher order basis functions, the condition numbers of the system become higher with the basis order increase. Consequently, the iteration time of the “1.5-t” is longer than that of “0.5-t”, which also applies to the Legendre basis functions. However, the maximally orthogonalized higher order basis functions, have a smaller iteration steps compared to “1.5-t” and “2-q”, which results in a minimum requirement of total CPU time.

Finally, we consider a PEC sphere above a rough surface. The size of the rough surface is $8\lambda \times 8\lambda$, with $h = 0.02\lambda$ and $l_x = l_y = 0.5\lambda$. The tapering parameter is $g = 3.0\lambda$. The dielectric constant is set to $\varepsilon_1 = 1, \varepsilon_2 = 2 - j0.2$. A sphere of radius $a = 0.3\lambda$ is above the rough surface at a height of $d = 0.6\lambda$. Figure 5 is the bistatic RCS of different basis functions for HH polarization, and Table 3 gives comparisons on memory and time.
consumption. Different from the third example, the CPU time cost of the three types basis functions decreases with the basis order increase, and the maximally orthogonalized higher order basis functions have a minimum requirement in total CPU time.

Table 2: Cost comparison among different basis functions

<table>
<thead>
<tr>
<th>Basis functions</th>
<th>Mesh size ((\lambda))</th>
<th>Total unknowns</th>
<th>Near field filling time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5-t</td>
<td>0.1</td>
<td>38,404</td>
<td>276</td>
</tr>
<tr>
<td>1.5-t</td>
<td>0.2</td>
<td>32,000</td>
<td>110</td>
</tr>
<tr>
<td>1-q</td>
<td>0.1</td>
<td>25,592</td>
<td>298</td>
</tr>
<tr>
<td>2-q</td>
<td>0.2</td>
<td>25,472</td>
<td>64</td>
</tr>
<tr>
<td>2-m</td>
<td>0.2</td>
<td>25,472</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 3: Cost comparison among different basis functions

<table>
<thead>
<tr>
<th>Basis functions</th>
<th>Mesh size ((\lambda))</th>
<th>Total unknowns</th>
<th>Near field filling time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5-t</td>
<td>0.1</td>
<td>38,401</td>
<td>415</td>
</tr>
<tr>
<td>1.5-t</td>
<td>0.2</td>
<td>32,000</td>
<td>160</td>
</tr>
<tr>
<td>1-q</td>
<td>0.1</td>
<td>25,592</td>
<td>439</td>
</tr>
<tr>
<td>2-q</td>
<td>0.2</td>
<td>25,472</td>
<td>89</td>
</tr>
<tr>
<td>2-m</td>
<td>0.2</td>
<td>25,472</td>
<td>89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Basis functions</th>
<th>Iteration number</th>
<th>Iteration time (sec.)</th>
<th>Total time (sec.)</th>
<th>Memory cost (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5-t</td>
<td>16</td>
<td>191</td>
<td>606</td>
<td>559</td>
</tr>
<tr>
<td>1.5-t</td>
<td>47</td>
<td>437</td>
<td>597</td>
<td>415</td>
</tr>
<tr>
<td>1-q</td>
<td>11</td>
<td>74</td>
<td>513</td>
<td>292</td>
</tr>
<tr>
<td>2-q</td>
<td>28</td>
<td>178</td>
<td>267</td>
<td>289</td>
</tr>
<tr>
<td>2-m</td>
<td>15</td>
<td>98</td>
<td>187</td>
<td>289</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

Numerical simulation of the combined target and rough surface model is complicated by the truncation of the dielectric rough surface and the interaction between the object and rough surface. In this paper, four types of higher order basis functions are used to analyze the EM scattering from the target and dielectric rough surface. Numerical simulation shows a reasonably good agreement with the SBR and references. For the target above the rough surface or only the rough surface case, the hierarchical Legendre basis functions based on the curvilinear quadrilateral mesh are more efficient than the hierarchical tangential vector basis functions based on the curvilinear triangle mesh in CPU time with the increase of the basis order. The maximally orthogonalized higher order basis functions show an excellent efficiency in dealing with all of the three cases.
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Abstract — A method similar to the local boundary integral equation method that preserves its properties and is free from singular integrals is proposed. The approach is based on selection of the weighting functions from a homogeneous solution of the problem rather than the fundamental solution. Many examples of 2D Laplace and Helmholtz equations and 3D vector wave equation are presented for verification. The method shows optimistic performance over piecewise smooth boundaries. Radial basis functions of thin plate spline type are used for meshless discretization. The dependable performance of the proposed method provides a hopeful applicability to numerical solutions of partial differential equations.

Index Terms — Helmholtz, Laplace, meshless, vector wave equation.

I. INTRODUCTION

Recently, meshless methods have become an attractive research area for electrical engineers [1-19]. In its evolution, one can recognize three turning points. First, the development of the meshless local Petrov-Galerkin (MLPG) method that removes the entire-domain integration leading to computational efficiency [20]. Second, the development of the local boundary integral equation (LBIE) method that not only makes imposing the Dirichlet (essential) boundary condition (EBC) with a weak form of the problem possible, but also reduces the computational cost [21]. Third, the construction of the multidimensional interpolation functions (interpolants) with non-singular moment matrix that simplifies the imposition of essential boundary conditions (EBCs) [22].

Since the weighting function in the LBIE is constructed from the fundamental solution of the problem, singular integrands appear at the boundary nodes. Obviously, the order of the singularity of the aforementioned weighting function (companion solution) depends on the differential operator and the dimension of the problem. For example, the companion solution of a 2D Laplace equation is weak singular and is hyper-singular for a 3D vector wave equation. Consequently, numerical implementation of the LBIE is not as straightforward as other meshfree methods. Therefore, a method that has the same valuable properties of the LBIE but is free from singular integrands is desirable.

The main purpose of this paper is to suggest an approach that could circumvent the singular integrands. Our approach is based on selection of the weighting functions from a homogeneous solution of the problem, which is in general, a well-behaved function. Inspired by the well-known MLPG, we call this method meshless local boundary equation (MLBE). In MLPG, the local form of the Petrov-Galerkin statement of the problem is discretized by meshless shape functions. Similarly, in MLBE, the local form of the proposed boundary equation governing the problem is discretized by meshless shape functions.

We applied the method to a number of abstract examples including Laplace, Helmholtz and vector wave equations, all with piece-wise smooth boundaries. We have also verified the two important capabilities of the meshfree methods, i.e., their robustness in dealing with irregular node arrangements and their flexibility in hybridization.
II. THE BOUNDARY EQUATION

Consider the following two-dimensional second-order boundary value problem (BVP):

\[
\begin{array}{l}
\nabla^2 u (\mathbf{x}) + k_0^2 u (\mathbf{x}) = p (\mathbf{x}), \quad \mathbf{x} \in \Omega \\
u = \overline{u}, \quad \mathbf{x} \in \Gamma_g \\
u_n + \xi u = q, \quad \mathbf{x} \in \Gamma_q
\end{array}
\]

(1)

Where \( \Omega \) is the problem domain and \( \partial \Omega = \Gamma_g \cup \Gamma_q \) is the problem boundary. With the above definition, four different problems can be formulated, which are named P1 through P4 as follows:

\[
\begin{array}{l}
k_0 = 0, && (P1) \\
k_0 \neq 0, \quad p = 0 \\
k_0 = 0, \quad p \neq 0, \quad (u \cdot \overline{q}) \neq 0 \\
k_0 = 0, \quad p \neq 0, \quad (u \cdot \overline{q}) = 0
\end{array}
\]

(2)

Where P1, P2 and P3 are Laplace, Poisson and Helmholtz equations respectively. P4 is a Helmholtz eigenvalue problem. Since the first three of the above are different in nature from the last, we will split this part to two sections and discuss each case separately.

A. Boundary equation for P1-P3

Following the method of weighted residuals [23], one can seek the solution of these cases by considering the following weighted integral:

\[
\int_\Omega \left( \nabla^2 w + k_0^2 w - p \right) d\Omega = 0.
\]

(3)

Where \( w \) is the weighting function. Applying the scalar Green’s theorem to (3) results in an equivalent weak formulation of the original problem:

\[
\int_\Omega \left( \nabla^2 w + k_0^2 w \right) d\Omega + \int_\Gamma \left( w_n - w_n \right) \overline{u} d\Gamma - \int_\Omega w p d\Omega = 0.
\]

(4)

Imposing the boundary conditions leads to:

\[
\int_\Omega \left( \nabla^2 w + k_0^2 w \right) d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} w d\Gamma = \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
\]

(5)

By a proper choice of \( w \), the domain (surface for 2D and volume for 3D problems) integral of the left hand side could be eliminated. Obviously, there exist at least two possibilities. First, \( w \) is the fundamental solution of the main problem. Here, \( w \) is unique and will lead to the boundary integral equation (BIE) introduced in [21]:

\[
\begin{align*}
\overline{u}(\mathbf{y}) + & \int_{r_q} \overline{w} u d\Gamma - \int_{r_q} \left( w_n^2 + w_n \right) a d\Gamma \\
= & \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
\end{align*}
\]

(6)

Second, \( w \) is a homogeneous solution of the main problem. Such a weight function is not unique and leads to our developed boundary equation (BE):

\[
\begin{align*}
\overline{u}(\mathbf{y}) + & \int_{r_q} \overline{w} u d\Gamma - \int_{r_q} \left( w_n^2 + w_n \right) a d\Gamma \\
= & \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
\end{align*}
\]

(7)

Both methods have two important features. First, they make it possible to generate the coefficient (stiffness) matrix with \((m-1)\)-dimensional integrals for \(m\)-dimensional problems. Second, the EBCs can be imposed by the weak statement directly. On the other hand, both methods suffer from one difficulty. In the BIE, the integrands of the boundary integrals are singular since \( w \) is made from the Green’s function; and in the BE, it is not easy to find a proper homogeneous solution. The second and third integrals of the right hand side of (7) impose the boundary conditions. Being proper is assured only if:

\[
\begin{align*}
w \neq 0, \quad \mathbf{x} & \in \Gamma_q \\
w_n \neq 0, \quad \mathbf{x} & \in \Gamma_u
\end{align*}
\]

(8)

Together, they put a sever restriction on choosing a homogeneous solution of the problem. Finding a proper homogeneous solution is an open problem. Of course, we have found one such solution for Laplace, Helmholtz and 3D vector wave equations, admitting that they may not be the best. We anticipate that the convergence rate and accuracy of the method could be improved by other solutions.

B. Boundary equation for P4

This is the most interesting case and is discussed in more detail. The mathematical description of the problem is:

\[
\begin{array}{l}
\nabla^2 u (\mathbf{x}) = -k_0^2 u (\mathbf{x}), \quad \mathbf{x} \in \Omega \\
u = 0, \quad \mathbf{x} \in \Gamma_g \\
u_n + \xi u = 0, \quad \mathbf{x} \in \Gamma_q
\end{array}
\]

(9)

Where \( \Omega \) is the problem domain and \( \partial \Omega = \Gamma_g \cup \Gamma_q \) is the problem boundary. With the above definition, four different problems can be formulated, which are named P1 through P4 as follows:

\[
\begin{array}{l}
k_0 = 0, && (P1) \\
k_0 \neq 0, \quad p = 0 \\
k_0 = 0, \quad p \neq 0, \quad (u \cdot \overline{q}) \neq 0 \\
k_0 = 0, \quad p \neq 0, \quad (u \cdot \overline{q}) = 0
\end{array}
\]
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Where P1, P2 and P3 are Laplace, Poisson and Helmholtz equations respectively. P4 is a Helmholtz eigenvalue problem. Since the first three of the above are different in nature from the last, we will split this part to two sections and discuss each case separately.

A. Boundary equation for P1-P3

Following the method of weighted residuals [23], one can seek the solution of these cases by considering the following weighted integral:
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\int_\Omega \left( \nabla^2 w + k_0^2 w - p \right) d\Omega = 0.
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Where \( w \) is the weighting function. Applying the scalar Green’s theorem to (3) results in an equivalent weak formulation of the original problem:
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\]

(4)

Imposing the boundary conditions leads to:
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\int_\Omega \left( \nabla^2 w + k_0^2 w \right) d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} w d\Gamma = \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
\]

(5)

By a proper choice of \( w \), the domain (surface for 2D and volume for 3D problems) integral of the left hand side could be eliminated. Obviously, there exist at least two possibilities. First, \( w \) is the fundamental solution of the main problem. Here, \( w \) is unique and will lead to the boundary integral equation (BIE) introduced in [21]:

\[
\begin{align*}
\overline{u}(\mathbf{y}) + & \int_{r_q} \overline{w} u d\Gamma - \int_{r_q} \left( w_n^2 + w_n \right) a d\Gamma \\
= & \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
\end{align*}
\]

(6)

Second, \( w \) is a homogeneous solution of the main problem. Such a weight function is not unique and leads to our developed boundary equation (BE):

\[
\begin{align*}
\overline{u}(\mathbf{y}) + & \int_{r_q} \overline{w} u d\Gamma - \int_{r_q} \left( w_n^2 + w_n \right) a d\Gamma \\
= & \int_\Omega w p d\Omega + \int_{r_q} \int_{r_q} \overline{w} d\Gamma - \int_{r_q} \overline{w} d\Gamma.
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(7)

Both methods have two important features. First, they make it possible to generate the coefficient (stiffness) matrix with \((m-1)\)-dimensional integrals for \(m\)-dimensional problems. Second, the EBCs can be imposed by the weak statement directly. On the other hand, both methods suffer from one difficulty. In the BIE, the integrands of the boundary integrals are singular since \( w \) is made from the Green’s function; and in the BE, it is not easy to find a proper homogeneous solution. The second and third integrals of the right hand side of (7) impose the boundary conditions. Being proper is assured only if:

\[
\begin{align*}
w \neq 0, \quad \mathbf{x} & \in \Gamma_q \\
w_n \neq 0, \quad \mathbf{x} & \in \Gamma_u
\end{align*}
\]

(8)

Together, they put a sever restriction on choosing a homogeneous solution of the problem. Finding a proper homogeneous solution is an open problem. Of course, we have found one such solution for Laplace, Helmholtz and 3D vector wave equations, admitting that they may not be the best. We anticipate that the convergence rate and accuracy of the method could be improved by other solutions.
With \( k_0 \) and \( u \) as unknowns. Based on [23], the BE solution of the above follows: first, multiply both sides of the Eigen-equation by a weighting function \( w \) and integrate over \( \Omega \):

\[
\int_\Omega w \nabla^2 u d\Omega = -k_0^2 \int_\Omega w u d\Omega. \tag{10}
\]

Second, construct the weak form of the left hand side of (10) and impose the boundary conditions. In BE, it is carried out by applying the scalar Green’s theorem and leads to:

\[
\int_\Omega u \nabla^2 w d\Omega + \int_{\partial\Omega} w u_n d\Gamma - \int_{\partial\Omega} (w_x + w_y) u d\Gamma = -k_0^2 \int_\Omega w u d\Omega. \tag{11}
\]

Third, choose \( w \) to be a proper homogeneous solution of the Laplace equations. This simplifies (11) to:

\[
\int_{\partial\Omega} w u_n d\Gamma - \int_{\partial\Omega} (w_x + w_y) u d\Gamma = -k_0^2 \int_\Omega w u d\Omega. \tag{12}
\]

Fourth, discretize (12). This step maps the main continuous operator eigenvalue equation to a generalized matrix eigenvalue problem. Finally, solve the resulting generalized eigenvalue problem.

### III. PROPER HOMOGENEOUS SOLUTIONS

#### A. Laplace/Poisson equation

In this case, the proper homogeneous solution corresponding to the \( i \)th node should satisfy:

\[
\begin{align*}
\nabla^2 w_i(x) &= 0 \\
w_i(x) &\neq 0, x \in \Gamma_y \\
w_{i,n}(x) &\neq 0, x \in \Gamma_y
\end{align*} \tag{13}
\]

Therefore, one such solution is:

\[
w_i(x + x) = 1 + (\alpha x + \beta y) + xy \tag{14}
\]

which is a linear combination of three harmonic functions and \( \alpha \) and \( \beta \) are non-zero constant scalar.

The above solution is proper because:

\[
\begin{align*}
w_i(x) &= 1 \\
w_{i,x}(x) &= \alpha_i \\
w_{i,y}(x) &= \beta_i
\end{align*} \tag{15}
\]

Although for arbitrary shaped boundary, the first of (15) is sufficient for imposing the derivative boundary condition, imposition of Dirichlet type needs non-zero \( w_{i,n} \). Suppose \( n_i \) and \( n_y \) be the Cartesian components of unit normal to \( \Gamma \). Noting that \( w_{i,n} = \alpha_i n_i + \beta_i n_y \), for any curvature \( \alpha_i \) and \( \beta_i \) can be selected such that \( w_{i,n} \neq 0 \).

#### B. Helmholtz equation

Similarly, the proper homogeneous solution corresponding to the \( i \)th node should satisfy:

\[
\begin{align*}
\nabla^2 w_i(x) + k_0^2 w_i(x) &= 0 \\
w_i(x) &\neq 0, x \in \Gamma_y \\
w_{i,n}(x) &\neq 0, x \in \Gamma_y
\end{align*} \tag{16}
\]

Thus, one proper solution is:

\[
w_i(x + x) = \sin(\alpha_i x + \beta_i y + \pi / 4). \tag{17}
\]

Where \( \alpha_i^2 + \beta_i^2 = k_0^2 \). The above solution is proper because:

\[
\begin{align*}
w_i(x) &= \sin(\pi / 4) \\
w_{i,x}(x) &= \alpha_i \cos(\pi / 4) \\
w_{i,y}(x) &= \beta_i \cos(\pi / 4)
\end{align*} \tag{18}
\]

For Cartesian problems both of Laplace and Helmholtz equations can be solved using the aforementioned scalars such that the most symmetric form of the weights results; i.e., \( \alpha_i = \beta_i = 1 \) for Laplace and \( \alpha_i = \beta_i = k_0 / \sqrt{2} \) for Helmholtz equation. To explain that a nonzero weight function and its normal derivative at their local coordinate origin are sufficient, consider that satisfactory results are obtained by local domains with radii much smaller than the average nodal spacing [21]. Thus, the variations of the weight functions over the integration limits are tolerable. The validity of this argument is shown by examples in the paper.

### IV. THE LOCAL BOUNDARY EQUATION

In this section, we apply (7), which is a global form to local domains of \( \Omega \) and generate the local boundary equation (LBE) for P1 through P3. Generalization to P4 is straightforward. Based on the existence of an intersection between the boundaries of a local domain, \( \partial \Omega \), with the global boundary of the problem \( \Gamma \), two situations are distinguished (see Fig. 1):

#### A. Non-intersecting boundaries \( (\partial \Omega \cap \Gamma = \emptyset) \)

In this case, the local form becomes:

\[
\]
\[
\int_{\partial \Omega} \left( w u_a - w u \right) d\Gamma = \int_{\Omega} w pd \Omega.
\]

(19)

**B. Intersecting boundaries \((\partial \Omega, \Gamma = \Gamma_s)\)**

The boundary of the local domain is decomposed into two parts, \(L_i\) is located completely in \(\Omega\) without an intersection with \(\Gamma\), and the other, \(\Gamma_s\) intersects \(\Gamma\). Therefore, (7) becomes:

\[
\int_{L_i} \left( w u_{a,i} - w u \right) d\Gamma + \int_{\partial \Omega} \left( w u_{a,i} - w u \right) d\Gamma - \int_{\partial \Omega} \left( w \xi + w \right) d\Gamma = \int_{\Omega} w pd \Omega + \int_{\partial \Omega} \left( w \xi + w \right) d\Gamma - \int_{\partial \Omega} \left( w \xi + w \right) d\Gamma.
\]

(20)

This completes the formulation of the LBE method. The remainder is discretization of the local form that maps either (19) or (20) to a system of linear equations. For this purpose, meshless shape functions are used.

**V. SHAPE FUNCTION GENERATION**

There exist two types of shape functions in meshless literature: approximants and interpolants. Approximants have a longer history than interpolants. Each one has its advantages and disadvantages. There are a number of strategies in generating each also [24]. Here, we have employed radial basis function (RBF) interpolants.

Suppose the problem domain, \(\Omega\) is described by \(N\) nodes. RBF shape functions interpolate the function \(u\) by a linear combination of \(N\) radial functions \(\varphi_i, i=1,\ldots,N\), at any point of \(\Omega\). Thus:

\[
u^h(x) = \Phi^h(x) \times \hat{u} = \sum_{i=1}^{N} \varphi_i(x) \hat{u}_i.
\]

(21)

in which \(\hat{u} = [\hat{u}_1 \ldots \hat{u}_N]^T\) and \(u^h\) is the RBF interpolation of \(u\); therefore, \(u^h(x) = u_i = \hat{u}_i\). If the shape functions were approximants, then \(u^h(x) = u_i \neq \hat{u}_i\). The coefficient vector \(\hat{u}\) is found by collocating (21) at the nodes. In this paper, \(\varphi_i\) is taken to be 9th and 5th order thin plate spline (TPS) function for 2D and 3D problems.

**VI. MESHLESS DISCRETIZATION**

For meshless discretization, the unknown function \(u\) in the final local form, i.e. (19) and (20) should be replaced by its equivalent expression, i.e. (21). Therefore:

\[
K \hat{u} = f.
\]

(22)

with \(\hat{u}\) as unknowns, and entries of \(K\) and \(f\) are given by:

\[
f_i = \begin{cases} 
\int_{L_i} w_{p,i} d\Omega, \partial \Omega, \Gamma = \emptyset & \\
\int_{L_i} w_{p,i} d\Omega + \int_{\partial \Omega} w_{a,i} d\Gamma - \int_{\partial \Omega} \left( w \xi + w \right) d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) d\Gamma - \int_{\partial \Omega} \left( w \xi + w \right) d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) d\Gamma
\end{cases}
\]

and:

\[
K_{ij} = \begin{cases} 
\int_{L_i} (w \varphi_j - w \varphi_j) d\Gamma & \\
\int_{\partial \Omega} (w \varphi_j - w \varphi_j) d\Gamma + \int_{\partial \Omega} w \varphi_j d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) \varphi_j d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) \varphi_j d\Gamma - \int_{\partial \Omega} \left( w \xi + w \right) \varphi_j d\Gamma & \\
\int_{\partial \Omega} \left( w \xi + w \right) \varphi_j d\Gamma
\end{cases}
\]

(23)

(24)

Once \(\hat{u}\) is computed, the unknown function can be approximated/interpolated at any point of the problem domain.

Fig. 1. Nodal geometry description of the problem and necessary definitions for meshless discretization. \(N_i\): \(i^{th}\) node at \(x_i\), \(\Omega_i\): \(i^{th}\) local domain, \(\partial \Omega_i\): \(i^{th}\) local boundary, \(L_{ij}\): non-intersecting part of \(\partial \Omega_j\), \(\Gamma_{ij}\): intersecting part of , \(\partial \Omega_{ij} = L_{ij} \cup \Gamma_{ij}\).

**VII. VALIDATION PROCEDURE**

Following the principal work of James Rautio [25], i.e., the convergence analysis, we designed a number of abstract problems. The MLBE is applied to each and the convergence of the solutions is investigated by convergence curves.
For error estimation, we use the relative error of energy defined as:
\[
    r_e = \frac{\|u - u_{exact}\|}{\|u_{exact}\|}. \tag{25}
\]
with \[\|u\| = \frac{1}{2} \left( \int_{\Omega} |u|^2 \, d\Omega \right)^{1/2} \].

**VIII. 2D EXAMPLES**

In this section, 2D Laplace and Helmholtz equations with various boundary conditions are solved. We have divided these examples into two types; elementary and advanced. Elementary examples are rectangular with a well-behaved boundary conditions and smooth solutions. On the other hand, advanced examples are non-rectangular or with a singular boundary condition or have a more complex solution. Nodal spacing is expressed by \( h_i, v = x, y, \) in corresponding directions with \( h = (h_x^2 + h_y^2)^{1/2} \). Unless otherwise stated, the problem domains are described by regular node arrangements with equal spacing. In addition, for all problems \( \alpha \) and \( \beta \) are selected as mentioned in part III. Local domains are assumed rectangular for internal nodes. For boundary nodes, they are rectangular for straight and circular for curved parts of the main boundary. In all cases, the largest sides of the rectangles are denoted by \( L \) and the radii by \( R \). Finally, the number integration points for Gauss-Legendre quadrature is indicated by \( N_{ga} \).

**A. Elementary examples**

The domain of these examples is a \( 2 \times 2 \) squares centered at the origin. The bottom, right, top, and left boundaries are named \( \Gamma_1, \Gamma_2, \Gamma_3, \) and \( \Gamma_4 \), respectively. For all Laplace problems, the exact solution is selected to be [21]:
\[
    u_{exact}^{\text{Laplace}} = -x^3 - y^3 + 3x^2y + 3xy^2. \tag{26}
\]
Similarly, for all Helmholtz problems:
\[
    u_{exact}^{\text{Helmholtz}} = \sin(2x)\sin(\sqrt{5}y). \tag{27}
\]
The details of these problems and the figures containing the corresponding convergence curves are listed in Table 1. For all these examples \( L \leq 0.1h \) and \( N_{ga} = 10 \). To demonstrate that MLBE is an alternative to LBIE, all these examples are also solved by LBIE with the same discretization parameters.

![Fig. 2. Convergence of Laplace equation for (a) Dirichlet, (b) Dirichlet/Neumann and (c) Neumann boundary conditions.](image)
Fig. 3. Convergence of Helmholtz equation for (a) Dirichlet, (b) Dirichlet/Neumann and (c) Neumann boundary conditions.

Fig. 4. Convergence of the first advanced example for (a) Laplace and (b) Helmholtz equation.

Fig. 5. Convergence curves of the second advanced example.
Fig. 6. (a) Nodal arrangement and the shape of a sample test domain and (b) convergence curves of the third advanced example.

Fig. 7. Convergence of the sequence of the first nine eigenvalues for the last advanced example.

**B. Advanced examples**

The first of these examples has a domain similar to the elementary ones, but with singular Dirichlet boundary condition:

\[
\begin{align*}
\chi (x^2 - \chi)(y^2 - \chi)^{-1/2}, x \in \partial \Omega.
\end{align*}
\]

where \( \chi \in \{1.5, 1.1, 1.05, 1.025, 1.01, 1.005, 1.001\} \) and \( k_0 = 3 \) for Helmholtz equation. In this example, \( L \leq 0.001h \) and \( N_{\text{el}} = 3 \). Convergence curves corresponding to solutions of Laplace and Helmholtz equations by the MLBE method are depicted in Fig. 4.

The domain of our second advanced example is a circular disc with inner and outer radii equal to \( r_{\text{min}} = 0.1 \) and \( r_{\text{max}} = 1 \), respectively. The exact solution for Laplace and Helmholtz equations are selected to be:

\[
\begin{align*}
&u_{\text{Laplace}}(r, \theta) = r^3 \cos(3\theta), \\
&u_{\text{Helmholtz}}(r, \theta) = J_3(3r) \cos(3\theta).
\end{align*}
\]

Table 1: Mathematical statement of the elementary examples and address of the related convergence curves

<table>
<thead>
<tr>
<th>Boundary conditions</th>
<th>Laplace</th>
<th>Helmholtz</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u(\Gamma_i) = \bar{u}, i = 1, 2, 3, 4 )</td>
<td>Fig. 2(a)</td>
<td>Fig. 3(a)</td>
</tr>
<tr>
<td>( u(\Gamma_i) = \bar{u}, i = 1, 3 )</td>
<td>Fig. 2(b)</td>
<td>Fig. 3(b)</td>
</tr>
<tr>
<td>( u_n(\Gamma_i) = \bar{q}, i = 2, 4 )</td>
<td>Fig. 2(c)</td>
<td>Fig. 3(c)</td>
</tr>
</tbody>
</table>

In addition, the boundary condition is selected to be Dirichlet. This example has two important features. First, its geometry is not Cartesian. Second, since its boundary condition is all Dirichlet, it can validate the theoretical statements of the third section, i.e. the method is capable of imposing the essential boundary conditions on a curved boundary. Nodal arrangement for this example is polar with fixed 10 angular samples and radial samples increase from 3 to 20. For local domains, \( L = 0.001h \) and \( R = 0.001h \) are selected with \( N_{\text{el}} = 10 \). Note that, although the spacing of nodes increases with radial distance, the size of local domains is fixed. In general, one can choose these sizes with respect to distance of each node from its neighbors. Since at any boundary node, either \( \sin(\theta) = 0 \) or \( \cos(\theta) = 0 \), imposition of the Dirichlet boundary condition at each node \( i \) on the boundary is guaranteed by:
\[
\begin{align*}
\sin(\theta) = 0 & \Rightarrow \alpha_i = \cos(\theta)^{-1}, \beta_i = 0 \\
\cos(\theta) = 0 & \Rightarrow \alpha_i = 0, \beta_i = \sin(\theta)^{-1} \\
\sin(2\theta) \neq 0 & \Rightarrow \alpha_i = 2^{-1} \cos(\theta)^{-1}, \beta_i = 2^{-1} \sin(\theta)^{-1}
\end{align*}
\]

for Laplace, and:
\[
\begin{align*}
\sin(\theta) = 0 & \Rightarrow \alpha_i = 2^{1/2} \cos(\theta)^{-1} \\
\cos(\theta) = 0 & \Rightarrow \alpha_i = (k_0^2 - \beta_i^2)^{1/2} \\
\sin(2\theta) \neq 0 & \Rightarrow \alpha_i = 2^{1/2} \cos(\theta) + (k_0^2 - 2)^{1/2} \sin(\theta) \\
\beta_i & = 2^{1/2} \sin(\theta) - (k_0^2 - 2)^{1/2} \cos(\theta)
\end{align*}
\]

for the Helmholtz equation. It is straightforward to see that such selections correspond to \(w_{ai}(x) = 1 \neq 0\). One important point remains to be mentioned. In contrast to mesh/grid based methods that approximate curved boundaries with piecewise linear functions, in meshfree methods, it is possible to either move exactly on the boundary or to interpolate/approximate their curvature with proper shape functions [24]. In this example, the first choice was possible and is applied. Convergence curves are depicted in Fig. 5.

The third advanced example is devoted to a domain with irregular boundary. The nodal description of its geometry for a sample pass is shown in Fig. 6(a). Evidently, both the geometry and the nodal arrangement are irregular. The exact solution for Laplace and Helmholtz equations are selected the same as the elementary examples with the following mixed boundary conditions:

\[
\begin{align*}
\text{Neumann, } x & = 0 \\
\text{Dirichlet, otherwise}
\end{align*}
\]

Solution parameters are the same as the previous example except the number of quadrature points is reduced to 3. Convergence curves are depicted in Fig. 6(b). As a final 2D example, the Helmholtz eigenvalue problem is solved over a square domain of unit side length. The convergence analysis is based on the sequence of the first nine eigenvalues. The corresponding convergence curves for all-Neumann and all-Dirichlet homogeneous boundary conditions are depicted in Fig. 7. For this problem \(L \leq 0.4h\) and \(N_{eq} = 10\).

**IX. APPLICATION TO 3D VECTOR WAVE EQUATION**

In this section, we extend the use of the MLBE method to a highly complicated equation, e.g., the 3D vector wave equation:

\[
\begin{align*}
\nabla \times \nabla \times \mathbf{U}(\mathbf{r}) - k_0^2 \mathbf{U}(\mathbf{r}) &= 0, \mathbf{r} \in V \\
\mathbf{n} \times \mathbf{U}(\mathbf{r}) &= \mathbf{U}, \mathbf{r} \in S_U \\
\mathbf{n} \times \nabla \times \mathbf{U}(\mathbf{r}) &= \mathbf{Q}, \mathbf{r} \in S_Q
\end{align*}
\]

where \(V\) is the volume bounded by \(S = S_U \cup S_Q\) and \(\mathbf{n}\) the unit normal to \(S\) [23]. Suppose the vector function \(\mathbf{w}\) is a proper homogeneous solution of the vector wave equation. Following the vectorial equivalent steps of Section II,

\[
\int_{S_U} \mathbf{w} \times \mathbf{n} \times (\nabla \times \mathbf{U}) dS + \int_{S_Q} \mathbf{n} \times \mathbf{U} \times (\nabla \times \mathbf{w}) dS = -\int_{S_U} \mathbf{U} \cdot (\nabla \times \mathbf{w}) dS - \int_{S_Q} \mathbf{U} \cdot \mathbf{Q} \cdot dS + \int_V \mathbf{U} \cdot \mathbf{P} \cdot dV.
\]

The next step is finding a proper \(\mathbf{w}\), which for the \(i\)th node should satisfy:

\[
\begin{align*}
\nabla \times \nabla \times \mathbf{w}_i(\mathbf{r}) - k_0^2 \mathbf{w}_i(\mathbf{r}) &= 0 \\
\mathbf{w}_i(\mathbf{r}) &\neq 0, \mathbf{r} \in S_Q \\
\nabla \times \mathbf{w}_i(\mathbf{r}) &\neq 0, \mathbf{r} \in S_U
\end{align*}
\]

Since (34) is a vector equation, we need three linearly independent proper vector weights. Making use of electromagnetic potentials, it is straightforward to show that for the \(i\)th node, the following is a set of proper homogeneous solutions:

\[
\begin{align*}
\mathbf{w}_{i1}(\mathbf{x} + \mathbf{x}_i) &= \sin(\alpha_i x + \beta_i y + \gamma_i z + \pi/4) \\
&\times (\alpha_i^2 - k_0^2, \alpha_i \beta_i, \alpha_i \gamma_i) \\
\mathbf{w}_{i2}(\mathbf{x} + \mathbf{x}_i) &= \sin(\alpha_i x + \beta_i y + \gamma_i z + \pi/4) \\
&\times (\alpha_i \beta_i, \beta_i^2 - k_0^2, \beta_i \gamma_i) \\
\mathbf{w}_{i3}(\mathbf{x} + \mathbf{x}_i) &= \sin(\alpha_i x + \beta_i y + \gamma_i z + \pi/4) \\
&\times (\alpha_i \gamma_i, \beta_i \gamma_i, \gamma_i^2 - k_0^2)
\end{align*}
\]

where \(\alpha_i, \beta_i\) and \(\gamma_i\) are non-zero constant scalars, provided that they are selected such that linear independency is assured. The reason for introducing the aforementioned parameters is similar to statements of Section III. Now, consider three scenarios of Cartesian coordinate problems. The most symmetric selection is linear dependent and makes the coefficient matrix unsolvable. One choice that leads to satisfactory results is:
\[
\begin{align*}
\alpha_1 &= -k_0 / \sqrt{3}, \beta_1 = k_0 / \sqrt{3}, \gamma_1 = k_0 / \sqrt{3} \\
\alpha_2 &= k_0 / \sqrt{3}, \beta_2 = -k_0 / \sqrt{3}, \gamma_2 = k_0 / \sqrt{3} \\
\alpha_3 &= k_0 / \sqrt{3}, \beta_3 = k_0 / \sqrt{3}, \gamma_3 = -k_0 / \sqrt{3}
\end{align*}
\] (38)

There exists another choice that can be regarded as a trivial solution:
\[
\begin{align*}
\alpha_1 &= 0, \beta_1 = k_0 / \sqrt{2}, \gamma_1 = k_0 / \sqrt{2} \\
\alpha_2 &= k_0 / \sqrt{2}, \beta_2 = 0, \gamma_2 = k_0 / \sqrt{2} \\
\alpha_3 &= k_0 / \sqrt{2}, \beta_3 = k_0 / \sqrt{2}, \gamma_3 = 0
\end{align*}
\] (39)

Although this set of functions is linear independent, it is not reliable. A comparison between the weighting functions sets (38) and (39) will be made in what follows. To numerically verify the validity of the aforementioned analytical expressions, we first apply it to a rectangular block of \(1.0 \times 1.0 \times 1.0 \times 1.0\), \(-l \leq x, y, z \leq l, 0 \leq z \leq t\) and singular Dirichlet boundary condition. The exact solution is selected to be:
\[
\begin{align*}
U_i &= \hat{x} \sin \left[ k_o \left( y+z \right)/\sqrt{2} + \pi/4 \right] \\
&\quad + \hat{y} \sin \left[ k_o \left( x+z \right)/\sqrt{2} + \pi/4 \right] \\
&\quad + \hat{z} \sin \left[ k_o \left( x+y \right)/\sqrt{2} + \pi/4 \right], r \in \Omega
\end{align*}
\] (40)

subject to:
\[
\begin{align*}
U_x &= \hat{x} \sin \left[ k_o \left( y+z \right)/\sqrt{2} + \pi/4 \right] \\
&\quad + \hat{y} \sin \left[ k_o \left( x+z \right)/\sqrt{2} + \pi/4 \right] \\
&\quad + \hat{z} \sin \left[ k_o \left( x+y \right)/\sqrt{2} + \pi/4 \right] \\
&\quad + \sin \left[ k_o \left( x+y \right)/\sqrt{2} + \pi/4 \right] \\
&\quad \sqrt{x^2-(\chi t)^2} + \sqrt{y^2-(\chi t)^2} + \sqrt{z^2-(\chi t)^2}, r \in \partial \Omega
\end{align*}
\] (41)

where \(\chi \in \{1.5, 1.1, 1.05, 1.025, 1.01, 1.005, 1.001\}\). For this problem, we have hybridized the MLBE and the meshfree collocation methods [26]. The later is applied to all boundaries except the top one and the former to other nodes. This is simply done by switching to Dirac delta as weight function for the nodes to be solved by the collocation method. In harmony with the problem domain, the local domains for internal and top-boundary nodes are selected to be \(L_x \times L_y \times L_z\) rectangular blocks with \(L_x \leq 0.3h, L_y \leq 0.3h \) and \(L_z \leq 0.03h\) where \(h = \left( h_x^2 + h_y^2 + h_z^2 \right)^{1/2}\). For numerical integration over each surface, \(N_{\alpha} = 9\) is used. Since the rest of the nodes are solved by the collocation method, the concept of local domain is inapplicable. Equation set (38) is used as weight function. The convergence of the electric field is depicted in Fig. 8(a). For comparison, this example is also solved by equation set (39) with \(\chi = 0.001\) as depicted in Fig. 8(b). Definitely, solution parameters are the same.

![Fig. 8. Convergence of the problem corresponding to 3D vector wave equation over a rectangular block by (a) equation set (35) and (b) equation set (35) and (36) as weighting.](image)

**X. CONCLUSION**

It is shown that the MLBE method is a good candidate for the numerical solution of PDEs. Comparison with the LBIE method also shows better convergence in the limit. The main advantage of the MLBE method over the LBIE method is the absence of singular integrands.
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Abstract — The perfect-electric-conductor (PEC) condition implementation for the novel weakly conditionally stable finite-difference time-domain (NWCS-FDTD) method is discussed in this paper. It shows that the method that the PEC condition is directly incorporated within the tri-diagonal matrix is more accurate and the burden on the computation efficiency is trivial. The theory proposed in this article is validated through numerical example.

Index Terms — FDTD method, perfect-electric-conductor (PEC) condition, weakly conditionally stable FDTD method.

I. INTRODUCTION

To overcome the Courant limit on the time step size of the FDTD method, unconditionally stable methods such as the alternating-direction implicit FDTD (ADI-FDTD) scheme [1-6] have been studied extensively. Although the time step size in the ADI-FDTD simulation is no longer bounded by the Courant–Friedrich–Levy (CFL) criterion, the method exhibits a splitting error [7, 8] that is proportional to the square of the time step size and the spatial derivatives of the field. When field variation and/or the time step size are large, the splitting error becomes pronounced. The accuracy of the ADI-FDTD method is limited.

Based on the theory of the ADI-FDTD method, a novel weakly conditionally stable finite-difference time-domain (NWCS-FDTD) method has been developed recently [9]. In this method, the CFL condition is not removed totally, but being weaker than that of the conventional FDTD method. The time step in this scheme is only determined by one discretization, which is extremely useful for a problem where a very fine mesh is needed in one or two directions. Compared with the ADI-FDTD scheme, the NWCS-FDTD method is with trivial split error, so the accuracy of the NWCS-FDTD technique is better than that of the ADI-FDTD scheme. By defining the field components at only two time steps, the NWCS-FDTD method requires the solution of four tri-diagonal matrices and four explicit updates at each time step. While maintaining the same time step size, the CPU time for the NWCS-FDTD method can be reduced to about 2/3 of that for the ADI-FDTD scheme.

Compared with the conventional weakly conditionally stable finite-difference time-domain (WCS-FDTD) method [10, 11], the NWCS-FDTD method has less split error, so the accuracy of the NWCS-FDTD method is also better than that of the conventional WCS-FDTD method. The detailed comparison between these two methods has been presented in reference [12].

In the NWCS-FDTD method, updating of $H_y$ component needs the unknown $E_x$ and $E_z$ components at the same time step, thus, the perfect-electric-conductor condition implementation for the $E_x$ and $E_z$ components must be incorporated within the solving of the $H_y$ component. This paper gives a simple strategy of the PEC condition implementation of the $E_x$ and $E_z$ components. It shows that the method that the PEC condition is directly incorporated within the tri-diagonal matrix is more accurate and the computation burden of this method is trivial.
theory proposed in this article is validated through numerical example.

II. PEC CONDITION IMPLEMENTATION FOR THE NWCS-FDTD METHOD

Considering the PEC condition implementation for the \( E_x \) and \( E_z \) components, the updating of the \( H_y \) component become,

\[
H_y^{n+1} = H_y^n + \frac{\Delta \mu}{2 \Delta \varepsilon} \cdot I_x \times \left( E_{x0}^{n+1} + E_{z0}^n \right)
\]

where, \( \mu \) is permeability of the medium; \( n \) and \( \Delta t \) are the index and size of time-step; \( l_x \) and \( l_z \) are the length factors. At the surface of the perfect-electric-conductor, the values of the length factors are zeros; at other mesh points, the values of \( l_x \) and \( l_z \) are equal to 1.

The updating equations of the \( E_x \) and \( E_z \) components are same as those in the reference [9],

\[
E_{x0}^{n+1} = E_{x0}^n + \frac{\Delta \mu}{\Delta \varepsilon} \cdot \Delta \varepsilon \Delta \mu \left( H_{y0}^{n+1} + H_{y0}^n \right)
\]

\[
E_{z0}^{n+1} = E_{z0}^n - \frac{\Delta \varepsilon}{\Delta \mu \Delta \varepsilon} \cdot \Delta \varepsilon \Delta \mu \left( H_{x0}^{n+1} + H_{y0}^n \right)
\]

Substituting equations (2) and (3) into equation (1), and approximating each derivative in space by centered second-order finite differences, the updating equation for \( H_y \) field is given as,

\[
H_y^{n+1} = H_y^n + \gamma \left[ I_x \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) \right] \times \left( E_{x0}^{n+1} + E_{z0}^n \right)
\]

where, \( \gamma = \frac{\Delta \mu}{2 \Delta \varepsilon} \cdot I_x \times \left( E_{x0}^{n+1} + E_{z0}^n \right) \)

\[
- \frac{\Delta \mu}{\Delta \varepsilon} \cdot I_z \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) \times \left[ H_{y0}^{n+1} \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) - H_{y0}^n \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) \right]
\]

\[
- \frac{\Delta \mu}{\Delta \varepsilon} \cdot I_z \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) \times \left[ H_{y0}^n \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) - H_{y0}^{n+1} \left( i+\frac{1}{2}, j, k+\frac{1}{2} \right) \right]
\]

III. NUMERICAL VALIDATION

To demonstrate the accuracy and efficiency of the proposed theory, a numerical example is presented here. A metal plate with dimension 60mm \( \times \) 60mm is shown in Fig. 1. Twenty five apertures of 2 mm length and 2 mm width are cut on the plate. All the distances between the apertures are 10 mm. A uniform plane wave polarized along the z-direction is normally incident on the aperture, and the time dependence of the excitation function is as follows,
where $T$ and $t_0$ are constants, and both equal to $2 \times 10^{-9}$ s. In such a case, the highest frequency of interest is 1 GHz and the smallest wavelength is 0.3 m. The observation point is set at the front of the plate and is 50 mm far from the plate.

The observation point is set at the front of the plate and is 50 mm far from the plate.

Applying the FDTD method to compute the time domain electric field component $E_z$ at the observation point, to simulate the apertures precisely, the cell size around the aperture must be small. We choose $\Delta x = \Delta z = 0.5$ mm around the apertures. The cell size $\Delta y$ is set to be 25 mm which is 1/12 of the smallest wavelength of interest. The computational region is $60 \times 30 \times 60$ meshes. To satisfy the stability condition of the FDTD algorithm, the time-step size for the conventional FDTD is $\Delta t \leq 1.17$ ps. For the NWCS-DTD scheme, the maximum time increment is only related to the space increments $\Delta y$, that is, $\Delta t \leq 83.33$ ps. The outer boundary of computational region is truncated by using the 5 layers CPML absorbing boundary condition.

There are two methods to implement the PEC boundary condition for the $E_x$ and $E_z$ components in the NWCS-FDTD scheme, referred as NWCS-FDTD-1 and NWCS-FDTD-2, respectively. In NWCS-FDTD-1 scheme, it solves the $H_y$ component by using equations (13) and (14) in reference [9], then set the tangential electric field values at the boundary to be zeros directly after the $E_x$ and $E_z$ components are updated by using equations (2) and (3). The NWCS-FDTD-2 method is also to set the tangential electric field values at the boundary to be zeros directly, but the component $H_y$ is implicitly updated by using equation (4).

To demonstrate the high computational efficiency and accuracy of the NWCS-FDTD method, we perform the numerical simulations for a 5 ns time history by using the conventional FDTD, NWCS-FDTD-1 and NWCS-FDTD-2 methods, and compare the computation times and accuracy of these methods. In the conventional FDTD method, the time-step size keeps a constant of 1.17 ps. While in the NWCS-FDTD method, we use time-step size 83.33 ps.

Figure 2 shows the electric field component $E_z$ at observation point calculated by using the conventional FDTD, NWCS-FDTD-1 and NWCS-FDTD-2 methods. It can be seen from this figure that the result calculated by the NWCS-FDTD-2 method agrees well with the result calculated by the conventional FDTD method, but a large deviation of the NWCS-FDTD-1 method from the conventional FDTD method is observed. It is apparent that the NWCS-FDTD-2 method has higher accuracy than the NWCS-FDTD-1 method with same time step size, which is due to that in the NWCS-FDTD-2 method, the implementation of the PEC boundary condition for the $E_x$ and $E_z$ components is incorporated within the solving of the $H_y$ component by using equation (4).

To complete this simulation, the computation times for the conventional FDTD method, NWCS-FDTD-1 method and NWCS-FDTD-2 method are 316.58, 30.08, and 31.12 seconds, respectively. Due to the large time step size applied, the CPU time for the NWC-FDTD-2 and NWC-FDTD-1 methods are almost 1/25 of that for the conventional FDTD method. The computation time of the NWC-FDTD-2 method is a little more than that of the NWC-FDTD-1 method, because in the NWC-FDTD-2 method, the updating of the $H_y$ component need to multiply the length factors, but the burden is trivial in comparison with the computation time of the conventional FDTD method.

It should be noted that the PEC modeling accuracy is inversely proportional to the CFLN
value which is defined as the ratio of the time step size of WCS-FDTD and FDTD methods. In [9], the CFLN value is only 16. The PEC modeling inaccuracy is not obvious. So in that reference, there was little evidence of PEC modeling inaccuracy. While, in this paper, CFLN=71, the PEC modeling inaccuracy of WCS-FDTD-1 method becomes significant. In such case, the component $H_y$ must be updated by using equation (4).

![Figure 2](image-url)

Fig. 2. The comparison of the results calculated by using the conventional FDTD, NWCS-FDTD-1, and NWCS-FDTD-2 methods.

**IV. CONCLUSION**

Two strategies for the PEC condition implementation for the NWCS-FDTD method are compared in this paper. It shows that only the method that the PEC condition is directly incorporated within the solution of the $H_y$ component is accurate. The computational complexity of this method and the burden on the computation efficiency are trivial, which is validated by numerical example.

The NWCS-FDTD-2 method is useful for all problems where a very fine mesh is needed in one or two directions, regardless of whether the PEC condition exists. For the PMC condition, the implementation method is similar to the scheme described in reference [3].
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Abstract — This paper investigates the time-efficient fault detection problem with applications in electric fields. A novel inverse approach based on a non-trivial combination of the fast multipole scheme and traditional simulation charge method is proposed. The fundamental principle is to take several samples of the intensity in the given local electric field at properly selected known locations nearby. Electric accessories are then used to analyze the signals in the framework of the traditional simulation charge method. Moreover, a new genetic algorithm, combined with the Tikhonov regularization, is proposed to further speed up the inverse process of fault detection in electric fields. The performance of the proposed approach is evaluated by the simulation results for the computation of the distribution of voltages in 110 kV high-voltage insulator lines. The superiority of the new inverse approach, in terms of time efficiency and accuracy for fault detection, is demonstrated by the simulation results. The present work aims to stimulate future studies on fault detection in electric fields.

Index Terms — Electric fields, fast multipole method, genetic algorithms, inverse problems, Tikhonov regularization.

I. INTRODUCTION

Online fault detection and condition maintenance without switching off the system are the most challenging problems in electric fields. These are very important factors that must be taken into account in the design of high-voltage electrical systems [1]. The safety and regular operation in power systems must always be ensured. The current research focused its attention on these factors and on measurements of insulation resistance, hyper frequency, acoustics and supersonics, as well as on the infrared imaging method. However, few relevant research materials have focused on the accuracy of fault detection in electric fields, which is one of the most important metrics for evaluating the performance of methodologies.

The present paper takes the electric-field intensity as the main metric for received signals. It is not only a very important factor to be monitored, it is also easily captured. From the analysis of the samples on the electric-field intensity of several properly preselected locations nearby, as well as the electric equipment combined with a new geometry model from a tuning version of the traditional simulation charge method, this paper compares the practical voltage distribution of the high voltage electrical equipment derived by the proposed inverse approach with standard voltage distribution. Consequently, the locations of the fault devices are detected.

II. CALCULATION PRINCIPLE

A. Model and the inverse approach for the simulation charge method

Establishing a proper calculating model is very crucial in deriving efficiency in
computations. According to high voltage power frequency electric properties and the superiority of the simulation charge method in the calculation of open domain problems, the calculation model is derived from the simulation charge method (SCM) [2,3]. The theoretical basis of SCM is the uniqueness principle of the electric fields based on imaging methods. Instead of unevenly and continuous distributed charges on the conductor surface, this work uses a set of simulation charges that meet the given boundary conditions to formulate a solution for the entire field. According to the simulation theory in literature, the shape of the simulation charge is random. The shape of the actual electric field source and the feature of the electric field usually serve as the reference when selecting the shape of the simulation charge to simplify the calculations. For instance, an infinitely long line of charge is simulated by the high voltage (HV) transmission line, whereas the ring simulated charge is used to substitute the chained charges on the surface of the insulators.

Detailed steps on establishing the relationship between the electric field and the source using SCM are as follows. The first step is to conduct a qualitative analysis of the feature of the electric field and set several simulation charges outside the corresponding calculation field. The second step is to configure the matching points with exactly the same number as the simulation charges. The third step is to establish the potential SCM expressions according to the superposition principle. In solving the corresponding SCM equations, several checkpoints on the surface of the electrode are selected to evaluate the precision of the calculations. The selection processes for the simulation charges, in terms of locations, are completed until the calculation precision meets the predefined requirement threshold. Finally, the potential or intensity of the electric field on the randomly selected points would be determined according to the final values of the selected simulation charges.

This work takes the seven-piece insulators of a 110 kV line as an example. The process of the calculation model is illustrated using the SCM as follows. Simulation uses the two-ring simulation charges. Each corresponding insulator has two matching points on the surface. Each matching point has the exact same Z-coordinates as the corresponding simulation charge. The employed geometric model is shown in Fig. 1.

![Fig. 1. Configuration of the simulation charges and matching points of the insulator of the 110 kV line.](image)

Each corresponding piece of the insulator is numbered from 1 to 7, scaled from high voltage to low voltage. Assuming that the charges for the simulation ring are \( Q_1, Q_2 \ldots Q_{14} \) and the corresponding potentials of the matching points are \( \phi_1, \phi_2 \ldots \phi_{14} \), respectively, \( P \) denotes the potential coefficient matrix. Consequently, the potential expressions based on SCM are expressed as follows.

\[
U = Pq, \quad (1)
\]
\[
f_r q = E_r, \quad (2)
\]
\[
f_z q = E_z, \quad (3)
\]

where \( q \) and \( U \) are the charge single matrix and the voltage single matrix, respectively. \( E_r \) and \( E_z \) denote the r-axis and z-axis components of the electric-field intensity matrix in the cylindrical coordinate, respectively. \( f_r \) and \( f_z \) are the r-axis and z-axis components of the electric-field intensity coefficient matrix in the cylindrical coordinate, respectively.

By solving the quantity of the simulation charges (e.g., equation (1)), the potential distribution or electric-field distribution is determined. This process is an electric-field forward problem used to figure out the potential
distribution or electric-field distribution in the field through solving for the potential or electric-field intensity of matching points, whereas the electric-field inverse problem refers to the calculation of the potentials of the boundary points in the corresponding electric fields. In the insulator model described above, the inverse application of the SCM is aimed to estimate the electric-field intensity of several points near the insulator string and to calculate the potential distribution values on the surface of the insulator string using an optimization algorithm. The location of the fault insulators is identified by comparing the computed distribution with the standard distribution. Figure 1 illustrates the model, in which three measuring points are chosen with exactly the same level as the pieces of No. 1, No. 4, and No. 7 in the 110 kV insulator.

B. Fast multipole preprocessing

To reduce the workload for the measurements, fewer points are selected in building the calculation model of the HV electric accessory by the traditional simulation charge method. When the number of measuring points is less than the number of simulation charges, the calculation of the fundamental equation for the inverse problem is underdetermined by the system of equations [4], abstracted by the model for the problem with \( n \) source points and corresponding \( m \) field points \((n > m)\). By solving the least squares solution with a certain constraint, the potential is obtained at every point. However, the traditional method needs an extremely high calculation complexity to calculate each corresponding field point and source point in the original electric field. To improve the efficiency of the matrix multiply vector and to reduce the dimension of the coefficient matrix, the fast multipole method is used to preprocess the traditional SCM model. This model simplifies the electric relationship between the field points and source points through the procedure of “polymerization-transition-disposition”. The main idea of the fast multipole method is to polymerize the effects of \( n \) source points to the center point \( O \) of the source points and to shift the effects of the center point \( O \) to the center point \( O' \) of the field, followed by the calculation of the electric-field intensity of each field point from center point \( O' \) [5].

![Fig. 2. Schematic diagram of the fast multipole method](image)

According to the principle of superposition, the potentials of \( n \) simulation charges at the \( i \)th matching point is calculated as follows,

\[
\phi_i = \sum_{j=1}^{n} p_{ij} q_j ,
\]

(4)

where \( p_{ij} \) is the potential coefficient for the \( j \)th simulation charge with the corresponding \( i \)th matching point. For the accumulation problem, such as in equation (4), the calculation complexity is bounded by \( O(m^n) \). The values of the potential coefficients have nothing to do with the quantity of charges. However, it is determined by the shapes and positions of simulation charges, the geometric positions of field points, and dielectric constants of the mediator. To improve the calculation complexity and solve equation (4), \( p (r, z) \) is expanded as follows.

\[
p(r, z) = \sum_{k=1}^{N} \phi_k (r - R_i) W_k (R_i - R_j) \psi_k (z - R_j) \]

\[
\left| R_i - R_j \right| > \left| (r - R_i) - (z - R_j) \right| ,
\]

(5)

(6)

where \( \phi_k, W_k, \) and \( \psi_k \) are the shape functions, independent of the potential, \( R_x \) and \( R_y \), which are the points near \( r \) and \( z \), respectively. To further improve the calculation speed, \( n \) source points are divided into \( M \) group, \( G_x, x = 1, 2 \ldots M \). For each corresponding group \( G_x \), the close and far field groups are found first. Afterward, different calculation methods are used to handle the close and far field groups, which are computed directly by the methods of “polymerization-transition-disposition”.

However, in the insulator string model mentioned above, both the source points and field points are illustrated vertically. Consequently, the distance between the source points and field points
are relatively uniform. In this case, the calculation is simplified, e.g., all groups are considered as a far field group. That is, for point \( q \) of each group \( G_x \), multi-stage expansion is used to calculate \( \varphi_i \). The specific computation formula is shown in equation (7).

\[
\varphi_{xqk} = \sum_{k=1}^{N} A_{x,k} \varphi_k (r - R_x)
\]

(7)

where

\[
A_{x,k} = \sum_{i,j} W_{i,j} (R_x - R_y) B_{j,k}
\]

(8)

\[
B_{j,k} = \sum_{r,s,y} q_{j,y} \psi_{x} (r - R_y)
\]

(9)

where equations (7), (8), and (9) denote the field effects from the source of each group to the center. The field effects are due to the shifting from the field of the group center to the corresponding points of the group, as well as the assignments of the field effects of the group center to each of the field points in the corresponding group, respectively. The proposed approximation scheme above heavily reduces the complexity of the computation.

III. INVERSE DETECTING METHOD

Based on the analysis mentioned above, the implementation steps of the inverse detecting method based on electric field intensity are given as follows.

Step 1: Derive a qualitative analysis for the awaiting detection equipment and surrounding field. Simulate the awaiting detection equipment using the traditional simulation charge method. Determine the shape, quantity, and position of simulation charge. Set as few measuring points near the equipment as possible to reduce the measuring workload, in accordance with the principle of balance. Obtain the coordinates of each simulation charge, matching point, and measuring point. Build the calculation model, thus forming the SCM basic relation between the field and source, such as in equations (1), (2), and (3).

Step 2: Obtain the electric-field intensity distribution of the measuring point by measuring the apparatus online. Establish the set of equations, such as in equation (4), according to the principle of superposition. Treat them according to equations (5) and (6). Serve all simulation charges as source points. Divide them into several groups and find the close field group as well as the far field group. Perform the preconditioning of the fast multipole, such as in equations (7), (8), and (9).

Step 3: Choose the optimization method. Establish the target function. Optimize and calculate the inverse problem on the basis of fast multipole preconditioning. Obtain the actual potential distribution on the surface of the equipment. The actual potential distribution curves are compared with the national standard reference data. Then, check for faults and fault positions, thus realizing inverse detection based on the signal of the electric field.

IV. OPTIMIZATION ALGORITHM

This section will show how to derive an optimal allocation with the application of the SCM elementary model by the fast multipole method. The main principle for such an approach is to reverse the calculation of the source parameter by measuring the electric field intensity of certain points near the insulators. This procedure aims to extrapolate “the reason” based on the measured “effect”. In real situations, proper solutions to these problems are normally difficult to obtain with the absence of special methods. Therefore, the key to the solution of the electric-field inverse problem is to seek a proper optimization algorithm as well as to solve the corresponding inverse problem. The solution should show the way to work out fault detection in electric fields. This paper employed genetic algorithm (GA) and the regularization technique [6, 8].

A. Analysis of GA

The operation of GA is based on the code of parameters instead of the parameter itself. This does not require functional continuity or differentiability. GA calculates the match value through the objective function and does not require other derivation and subsidiary information, thus having less dependency on the problem itself. The insulator inverse problem (Fig. 1) is taken as an example to analyze GA optimization procedure through real coding in the electric-field inverse problem. GA with the real
number coding avoids the coding and decoding procedures. Therefore, it improves the calculation efficiency.

In the process of the application of GA to solve the insulator inverse problem, the potential distribution $U$ is considered as an optimization variable, and the object function is defined as follows:

$$
\min f = \frac{1}{n} \sum_{i=1}^{n} |E_i^r + E_i^z - E_{0i}|,
$$

(10)

where $E_{0i}$ is the measured value of the $i^{th}$ point, $E_i^r$ and $E_i^z$ are the $r$-axis and $z$-axis components of the calculated values, respectively.

More precisely, the application of GA in the insulator inverse problem takes the following steps.

Step 1: Initialize the position of the simulation charges, matching points, and the intensity $E_0$ of measuring points. Randomly generate 50 initial populations.

Step 2: Calculate the voltage distribution $U_0$ of the matching points and potential coefficient matrix $P$.

Step 3: Calculate the quantities of the simulation charges according to $q = P^1U_0$, and calculate the electric-field intensity coefficient matrix $f$ and $E_i$ of the measuring points and $E_i = \sqrt{E_i^r^2 + E_i^z^2}$.

Step 4: calculate the adaptive value

$$
\min f = \frac{1}{n} \sum_{i=1}^{n} |E_i - E_{0i}|\quad \text{of the object function of the current population, and examine whether it meets the convergence criteria. If yes, let } U\text{ be the actual voltage. Otherwise, it generates a new filial population from the selection. Crossover the variation calculations followed by Step 2 again.}
$$

B. Analysis of Tikhonov regularization

The condition of the inverse problem is contributed by the filtration function of the positive operator. The distinctness of the different solution is strained away after mapping by the positive operator. In addition, the data are obtained through discrete and finite observations after being polluted by noise, further intensifying the fault detection problem. To solve the fault detection problem, prior information binding into the regularization technique should be increased [7].

Coupling the prior information to the solving process of the inverse problem approximates the inverse operator through a better operator, thereby enabling the recovery of lost information.

The exact solution to the inverse problem is normally difficult to solve in a time-efficient manner. Therefore, the least squares method is employed to seek the approximate solution for the linear system of equations $Ax = y$, which is the minimum norm $\|Ax - y\|^2$. This paper transfers the inverse problem into the problem to solve $q^*$ (e.g., a functional extreme problem) according to the least squares method:

$$
\min_{q \epsilon Q} \|f q - E\|^2,
$$

(11)

where $E$ is the measured value of the electric-field intensities from the measuring points. The charges on the surface of insulators are bounded. Equation (11) meets the boundary condition: $\sum_{i=0}^{n} q_i = 0$.

Moreover, proof is presented that equation (12) is equivalent with the above extreme value problem, named the normal equation of equation $E = f q$:

$$
f^* f q = f^* E,
$$

(12)

where $f^*$ is associated operator of $f$. The normal equation (12) inherited and exacerbated the ill condition of the original equation, thus necessitating the increase of a penalty term $\alpha ||q||^2$ to punish $q$, which is a norm that is too large to solve the fault detection of the above extreme value problem. To obtain better performance, equation (11) is rewritten as:

$$
\min_{q \epsilon Q} \left( \|f q - E\|^2 + \alpha \|q\|^2 \right).
$$

(13)

Therefore, $||f q - E||^2 + \alpha \|q\|^2$ is transformed into a Tikhonov function and the solution $q_a$ of the extreme value problem such as that in equation (13). The only solution of the normal equation is

$$
f^* f q_a + \alpha q_a = f^* E.
$$

(14)

Further calculation for the corresponding components is done by the following equation:

$$
q_a = (f^* f + \alpha I)^{-1} f^*.
$$

(15)

The next step is to determine the iterative method after having the optimal target function such as in Equation (13). The Newton iteration algorithm is adopted to solve the insulator electrical inverse problem. The concrete calculation process is given as follows:
Step 1: Choose the initial solution $q_0$ and regularization parameter $\alpha$. The selection method of the regularization parameter is given as a reference.

Step 2: Calculate the objective function $J_\alpha(q)||fq - E||^2 + \alpha ||q||^2$.

Step 3: Examine the condition of the convergence. If the adaptive value satisfies the condition of convergence, it exits the procedure. Otherwise, it repeats Step 2.

V. EXAMPLE CALCULATION AND ANALYSIS

Figure 1 shows one phase insulator string under 110 kV. Each insulator string has seven slices. The distribution of the charge is simulated by two ring simulation charges and two matching points chosen on the surface of each insulator. For the test, $r=0.127m$, $h=0.146m$, $h_0=15m$, $l=0.5m$, where $r$ is the radius of each insulator; $h$ is the actual height of each insulator; $h_0$ is the terrain clearance of the first insulator; $l$ is the horizontal distance between the measuring point and insulator string. In addition, according to the principle of optimal radius, the radius of the ring simulation charge is 4 m.

The normal voltage distributions of each insulator are in the order of 18.5, 10.0, 8.5, 7.0, 5.0, 6.0, and 9.0 kV (from number 1 to 7). Through the measurement of the insulation resistance, the fault insulator may be obtained from the power supply company. In this work, number 1, 4, and 7 insulators are separately replaced as fault insulators. Thus, in this case, the measured value of three groups of the electric field intensity in three measuring points would be obtained by the measuring apparatus. Table 1 illustrates the experimental results in the case with $l=0.5$ m.

Table 1: Electric-field intensity at 3 measuring points (kV/m)

<table>
<thead>
<tr>
<th>Number</th>
<th>Without faulty</th>
<th>No. 1 insulator is fault</th>
<th>No. 4 insulator is fault</th>
<th>No. 7 insulator is fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.0475</td>
<td>3.6718</td>
<td>8.9915</td>
<td>9.2796</td>
</tr>
<tr>
<td>2</td>
<td>5.0248</td>
<td>4.9232</td>
<td>3.3699</td>
<td>5.6537</td>
</tr>
<tr>
<td>3</td>
<td>4.3841</td>
<td>4.7398</td>
<td>4.2103</td>
<td>2.8172</td>
</tr>
</tbody>
</table>

(c) Scenario under a faulty No.7 insulator

Fig. 3. Comparison between actual and normal values.

After inducing the model parameters and electric field intensity of the measuring points in the calculation program, the voltage distribution curve of every insulator is obtained through either GA or Tikhonov regularization. The calculation
results show that the proposed method obtains the expected one. The trend of the curve is given as follows.

The experimental calculation results show that the relative errors are controlled within the allowed interval. The errors caused by the shift of the measuring points are indispensable. Therefore, this work aims to analyze the errors caused by the shift in the measuring points. The conclusions are given as follows.

1) Voltage distribution changes significantly when the measuring points shift at the horizontal direction. The analysis shows that the corresponding error is less than 20% when the shift distance of the corresponding measuring points is approximately 0.5 m at the horizontal direction based on the GA. However, the voltage distribution changes very little when the measuring points shift at the vertical direction.

2) By inducing more parameters into the calculation program of the Tikhonov regularization, the errors are reduced to 13%. Further, the intervention of the regularization technique is helpful to speed up the process.

VI. CONCLUSION
This paper proposed a novel inverse approach for the fault detection problem in electric fields. The approach is based on a non-trivial combination of the fast multipole scheme and traditional simulation charge method. Moreover, a new genetic algorithm combined with the Tikhonov regularization is proposed to speed up the inverse process for fault detection in electric fields further. The superiority of the proposed new inverse approach, in terms of time efficiency and accuracy for fault detection, was demonstrated by the simulation results. The present work hopes to stimulate future studies on fault detection tasks in electric fields.
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Abstract — In this paper, a simple and efficient approach is presented to reduce the radar cross section (RCS) of patch antennas with defected ground structures (DGSs). This approach consists of an optimization algorithm, which combines a genetic algorithm (GA) with tabu list, and electromagnetic field solver. A tabu list, embedded into the GA frame, defines the acceptable neighborhood region of parameters and screens out the bad individuals. Thus, the repeats of search are avoided and the amount of electromagnetic simulation is largely reduced. Moreover, the whole design procedure is auto-controlled by programming the VBScript language. A patch antenna example is provided to verify the accuracy and efficiency of the proposed design method.

Index Terms — Genetic algorithm, patch antenna, RCS reduction, tabu list, VBScript.

I. INTRODUCTION
In order to avoid detection by radar, a low visibility platform is desired eagerly to a low radar cross section (RCS) for applications. An antenna that is a special scatterer has become an important contributor to the RCS [1]. The shaping method, including the slot structure [2], fractal geometry [3], frequency selective surface (FSS) [4] and defected ground structure (DGS) [5], is one of the most effective methods for antenna RCS reduction. Due to the tradeoff between antenna radiation and scattering requirements, it is very complex and time-consuming to design antenna with good radiation performance and low RCS. Therefore, a combination of the numerical algorithm and optimization method is needed to complete this design.

The genetic algorithm (GA), a global search method modeled on the natural processes of genetic recombination and evolution, has been widely used for solving complex electromagnetic (EM) problems [6]. Using GAs, [7] optimizes the backscattering RCS patterns of a resistively loaded antenna. In [8], radar absorbing materials (RAMs) for RCS reduction in a wide-band frequency range is designed to obtain the best optimal composite coating with a GA optimization technique. To reduce the RCS of the cone and cylinder composite structure, a GA is adopted to optimize the anisotropic impedance object in a desired angle range [9]. However, all of these efforts focus on the scattering of objects, and it is not effective for the simultaneous consideration of antenna radiation and scattering performance.

In [10], a low RCS antenna design using the differential evolution algorithm (DEA) in conjunction with the method of moments (MoM) is presented. However, the final fitness calculations for each generation involve both of the radiation and scattering factors, which maybe lead to an inefficient solution. Later, lower RCS patch antennas are optimized by combining the GA with high frequency simulation software (HFSS) [11]. Although this approach saves the calculation time, some known individuals with bad radiation performance are still sent to be simulated in HFSS. In [12], a hybrid GA with the tabu list concept is proposed to increase the search efficiency of the algorithm. The algorithm is applied to reconstruct the shape of a metallic cavity based on the measurement data.

Instead of possessing quicker convergency in the traditional tabu search algorithm (TSA), the
tabu list in this paper is to define the information and features of individuals of bad radiation performance and avoid unnecessary scattering simulations for them. The new tabu list embedded into GA is introduced to design low RCS antennas. The GA is applied as the main frame because of its global ability of general search. All the individuals of a new generation produced by the GA will be sent to the proposed tabu list for comparison before they are simulated in HFSS. If the geometry parameters of an individual happen to not be in the acceptable neighborhood region, which is defined according to the individuals with acceptable radiation performances, the time-consuming simulation will not be conducted in HFSS for it. Thus, the amount of individuals which need to be simulated is reduced and it leads to an efficient low RCS antenna design. Moreover, an auto-controlled calculation is programmed based on the VBScript language in HFSS.

A DGS antenna with two rectangular slots on the patch is adopted as the prototype. For the low RCS antenna design, the geometry parameters of slots and DGS are optimized to obtain satisfying radiation and scattering performances. This example validates the feasibility and efficiency of the proposed approach.

II. HYBRID OPTIMIZATION ALGORITHM

A. Tabu list

The most important feature of the traditional tabu list is to prevent the revisiting of local minima in the parameter space. The tabu list in this paper is adopted to depict the features of individuals and decide the candidates to be simulated or not for the next step. The parameter information of individuals, which have important effect on the radiation performance of antennas, is evaluated by the tabu list. Each individual gets a score determined by a criterion to judge its quality. If the score is low, which means that the individual is not similar to the feature of bad individuals, it will be sent to HFSS simulation. If the score is high, parameters of the individual incorporate more bad features and it will not take time in conducting the simulation in HFSS for it.

The tabu list with the effect of parameters is established by pre-determination from HFSS. The score for each individual is given by

\[
Score = \sum_{i} a_i |x_i - T_i|, i = 1,2,3,\ldots
\]  

where \(a_i\) is the scale factor, \(x_i\) is the optimized parameter, and \(T_i\) is the corresponding threshold value that judges the parameter.

The bad property of population is defined by a reference score. If the reference score is set too low, the procedure will take more individuals as bad ones, which not only skips some better individuals but also runs easily into local optimum. If the reference score is set too high, fewer individuals are considered as bad ones, which means the tabu list does not work. So the reference score is necessary to be set appropriately.

B. Optimization for low RCS antennas

Figure 1 depicts the flowchart of the whole optimization and calculation process for a low RCS antenna. The process consists of the optimization module and HFSS simulation module which includes the radiation and scattering parts. The initialized population in this approach in Fig. 1 is the randomly created chromosomes. Each chromosome coded by a binary number represents an individual prototype of an antenna structure.

Fig. 1. Flowchart of the calculation for low RCS antenna design.

Firstly, parameters of each individual are evaluated by the tabu list. If the score is higher
than a given value, which means the individual satisfies the features of bad ones, its fitness value is set to a large number and it will not be sent to HFSS with simulation. The good individuals with small scores will be sent to be simulated in HFSS through the VBScript. Secondly, according to these parameters of good individuals, the antenna radiation models are established and calculated in HFSS. Thirdly, if the individuals meet the radiation requirements, such as $S_{11}$ and gain conditions, their corresponding scattering models are established and fitness values are calculated. Otherwise, the fitness value is set to a large number and the scattering simulation is skipped. Thus, a waste of time to simulate scattering models of the worse individuals is avoided. Last, the fitness of each individual of the current generation is transferred to the GA and the parameters of individuals are optimized. The fitness function is defined as follows:

$$fitness = \sum_{i=1}^{n} \left( \frac{1}{n} \sum_{j=1}^{n} A_{RCS(i)} \right),$$

where $n$ is the number of the RCS sample point versus frequencies, $A_{RCS}$ is the RCS value of an individual antenna, and $N$ represents for the different incident angles.

According to the results of the fitness evaluation, individuals are selected by the proportionate selection strategy. The selected individuals act as parents for a two-point crossover to rearrange the genes for producing better combinations of genes. Therefore, a new generation will have more fit individuals than the former one. In order to speed up the convergence of GA and reduce the time consuming of EM simulations, a certain amount of best individuals are saved and inserted into the new generation directly in the elitist strategy. Moreover, the tabu list reduces the time consuming of EM simulations, too. In order to avoid sticking at local optima, the mutation occurs with a low probability, of a value of 0.01 in this paper. After the GA produces a new generation, the individuals in the new population are evaluated by the tabu list and sent to HFSS for simulation again. The simulation and optimization are run alternatively until the termination condition is satisfied.

**III. LOW RCS ANTENNA EXAMPLE**

Various literatures have reported the antenna design with DGSs. The effects of DGSs on antennas include the reduction of higher order harmonics [13], suppression of cross-polarized radiation [14], broaden impedance bandwidth [15], elimination of scan blindness [16] and mutual coupling suppression [17]. However, few literatures introduced the DGSs to the RCS reduction of antennas. In [5], a rectangular DGS is adopted to reduce the RCS at the expense of a 2.3dB gain decrease.

In this paper, a patch antenna with a simple rectangular DGS is studied, as shown in Fig. 2. The substrate is 2mm thick RT5880 whose relative permittivity is 2.2. The distance between the coaxial probe and center of the antenna is 6.5mm along $y$-axis. The width of each rectangular slot on the patch is 2mm. The parameters to be optimized are the size ($g_x$, $g_y$ and $t$) of the DGS on the ground and the slot location $S_i$ ($i=1, 2$) and length $l_i$ ($i=1, 2$) on the patch. A rectangular patch antenna without slots is used as a reference antenna, with a patch of $38.4\times24.4$ mm$^2$ and a ground of $75\times65$ mm$^2$.

Before the whole optimization process, sweeping each optimized parameter while
maintaining the other parameter constant in HFSS is needed to determine $a_i$ and $T_i$ in (1). As mentioned above, the tabu list is obtained with the radiation requirement, and the antenna operating frequency of 3.7GHz is considered in this example. The impact of different parameters on the operating frequency is shown in Fig. 3. So, $a_i$ is appropriately determined by the slope of each curve, and $T_i$ is appropriately the value corresponding to 3.7GHz for each curve, respectively. It is obvious that the slopes of $g_x$ and $g_y$ are the same and larger than those of $l_1$ and $l_2$. Therefore, $a_i$ corresponding to $g_x$, $g_y$, $l_1$ and $l_2$ are set to 3, 3, 2 and 2, respectively. $T_i$ can be determined as 17.5, 12.5, 12.5 and 12.5 by the intersection points of the dotted line ($f$=3.7GHz) and curves, respectively. An appropriate tabu list is shown in Table 1 through the pre-determination from HFSS.

![Fig. 3. Effect of the key parameters.](image)

**Fig. 3. Effect of the key parameters.**

<table>
<thead>
<tr>
<th>$a$</th>
<th>$g_x$</th>
<th>$g_y$</th>
<th>$l_1$</th>
<th>$l_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

A population incorporates 40 individuals and the maximal iteration of generation is 10. The acceptable radiation performance in Fig. 1 is set as $S_{11} < -15$dB and gain $> 7$ dB, respectively. Besides, the best 10% individuals of population have been considered as the elitists. In this numerical example, the reference score is set to 83. Due to the reference score, about 20% individuals in the population for each generation have been considered as the bad ones and they are unnecessary to be simulated in HFSS. Thus, the tabu list reduces the amount of 20% calls of the time-consuming EM solver to improve the optimization efficiency. Figure 4 shows the convergence for RCS reduction of the GA program, which consists of the average and minimum values of average RCS of different incident angles for each generation. The optimization results are listed in Table 2.

![Fig. 4. Convergence for RCS reduction of the GA.](image)

**Table 2. Geometry of the optimized antenna (unit: mm)**

<table>
<thead>
<tr>
<th>Patch</th>
<th>Location($x, y$)</th>
<th>$l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>(-9.5, -0.25)</td>
<td>13.1</td>
</tr>
<tr>
<td>$S_2$</td>
<td>(8.4, 1.5)</td>
<td>15.6</td>
</tr>
<tr>
<td>Ground</td>
<td>$g_x, g_y$</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 5 depicts the return loss of the optimized antenna and reference antenna. Both their resonant frequencies are 3.7GHz. Compared with the reference antenna, the impedance bandwidth ($S_{11} < -10$) of the optimized antenna doesn’t decrease. Both the $xoz$-plane and the $yoz$-plane radiation patterns of the antennas at the resonant frequency are shown in Fig. 6. It can be observed that the gains of the optimized antenna decreases from 8.4 to 7.3dB when $\theta = 0^\circ$. The reduction of 1.1dB is mainly because the DGS loses some radiation energy in the backward direction.
The comparisons of RCS versus frequency between the optimized antenna and reference antenna for different incident angles are shown in Fig. 7. The incident plane wave is with the $\theta$ polarization. As shown in Fig. 7, the monostatic RCS of the optimized antenna is reduced in the frequency range of 2-8 GHz.

In [5], the proposed antenna with DGS does not obtain the marked RCS reduction compared to a reference patch antenna. The proposed DGS antenna in this paper gets a remarkable RCS reduction.
reduction compared to its reference patch antenna from Fig. 7.

**IV. CONCLUSION**

This paper proposes a simple and efficient approach that combines the GA/tabu list optimizer with HFSS to design low RCS patch antennas. The tabu list eliminates some bad individuals of the population and reduces time consuming. In addition, the proportionate selection together with the elitist model for the selection strategy and the two-point crossover accelerate the convergence of the GA. The data exchange between the optimization module and simulation module is realized automatically by VBScript language. The results show that the convergence of the program is fast and the optimized antenna achieves the obvious RCS reduction in a broad frequency range from 2 to 8 GHz at different incident angles, while it maintains good radiation performances.
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Abstract — A novel and compact 5.2/5.8GHz dual narrow band-notched ultra wideband (UWB) slot antenna with inverted U-shaped parasitic strips is presented. The band notches of this antenna fed by a coplanar waveguide (CPW) are realized by two pairs of inverted U-shaped parasitic strips. Each pair consists of two separate strips which are similar and close to each other. And dual narrow rejected properties in the lower WLAN band (5.15-5.35GHz) and upper WLAN band (5.725-5.825GHz) are obtained. The size of the proposed antenna is 24 × 24 × 1 mm³. The simulated and measured results show that the antenna design exhibits an operating bandwidth (VSWR < 2) from 2.8 to 12 GHz excluding the rejected bands.

Index Terms — Coplanar waveguide fed, dual band notches, microstrip slot antenna, ultra wideband.

I. INTRODUCTION

Since the Federal Communications Commission (FCC) approved the frequency band from 3.1 to 10.6 GHz for the commercial use of ultra wideband (UWB) systems, much attention has been paid to the UWB technology [1-3]. It is reported that there are many practical applications in UWB communication, UWB pulse radar [4], UWB imaging [5], UWB electromagnetic pulse weapon and so on.

However, there are some other existing narrow band services in the UWB band, such as the WiMAX band (3.3-3.7GHz) and WLAN band (5.15-5.35GHz and 5.725-5.825GHz). Most band-notched designs only use a rejected band to notch the whole WLAN band [6]. Therefore, the resource of the band (5.35-5.725GHz) is wasted, and the useful information contained in the band is also lost.

In recent years, some UWB antennas with 5.2/5.8GHz narrow band notches are proposed. In [7], the authors embed a slot in the ground and etch another slot in the radiation patch to get 5.2/5.8GHz notched bands. In [8], by adding a pair of open-circuit stubs at the edge of the slot and etching one complementary split-ring resonator (CSRR) inside a circular exciting stub on the front side, dual notched band characteristic is realized. In [9-10], by embedding two split ring resonators (SRRs) close to each other, dual narrow band notches are obtained. However, it is often difficult to carry out the antenna design works.

In this paper, a new and simple method is proposed to get two adjacent narrow stopbands. With two pairs of parasitic strips on the backside of the antenna, two narrow band notches can be obtained. Because of the mutual coupling of the two notched structures, the reject characteristic between the two stopbands becomes weakened, and a passband between the two stop bands is realized. A novel and compact CPW-fed UWB slot antenna with 5.2/5.8GHz dual band notches obtained by adding two pairs of inverted U-shaped parasitic strips is designed.

The proposed antenna has a symmetrical structure which improves the antenna radiation pattern characteristics. Because of the simple reject structure, it is easy to tune for the notched antenna. And the simulated and measured results verify the proposed method.

II. ANTENNA DESIGN

Figures 1 and 2 show the geometry and the fabrication of the proposed antenna, respectively.
The antenna, which occupies a compact area of $W \times L$, is built on an FR4 substrate with a relative permittivity of 4.4, a thickness of $h$ and a loss tangent of 0.02, and is fed by a 50Ω CPW transmission line with a strip width of $W_1$ and gap width of $d_1$. An SMA connector is connected to the port of the feeding line. The original antenna structure without band-notched structures consists of a circle-like exciting stub and a slotted CPW ground.

In order to obtain two narrow stopbands and not to take up too much space, two similar pairs of inverted U-shaped parasitic strips are introduced on the backside of the antenna. The total length of each parasitic strip is the corresponding half wavelength to the center frequency of each notched band.

The required notched bands are 5.15-5.35GHz and 5.725-5.825GHz, therefore, the designed resonant frequencies are set to be about 5.25 and 5.8GHz. The wavelengths can be calculated by [11]

\[
\lambda = \frac{c}{f \sqrt{\varepsilon_{\text{eff}}}}
\]

\[
\varepsilon_{\text{eff}} = \frac{1 + \varepsilon_r}{2}
\]

where $c$ is the speed of the light, $\varepsilon_{\text{eff}}$ is the effective dielectric constant, $\varepsilon_r$ is the relative permittivity of the antenna substrate, and $f$ is the designed resonant frequency. The corresponding length of the parasitic strips can be obtained by

\[
L_{\text{strip outer}} = 2 \times L_6 + W_3 \approx \frac{\lambda_{\text{low}}}{2}
\]

\[
L_{\text{strip inner}} = 2 \times L_5 + W_2 \approx \frac{\lambda_{\text{high}}}{2}
\]

where $L_{\text{strip outer}}$ and $L_{\text{strip inner}}$ are the total length of the outer and inner inverted U-shaped parasitic strips, respectively. And $\lambda_{\text{low}}$ and $\lambda_{\text{high}}$ are the wavelengths corresponding to the center frequency of the low and high notched band, respectively.

Through electromagnetic simulations, it can be found that the edge of slot is related to broadband impedance matching. Thus, the rejecting structures are away from the edge of the slot, and the dual narrow band-notched properties are obtained. The optimized parameters are listed as follows: $R_1 = 11.4$ mm, $R_2 = 6.8$ mm, $L = 24$ mm, $L_1 = 4$ mm, $L_2 = 3.5$ mm, $L_3 = 1.5$ mm, $L_4 = 4$ mm, $L_5 = 7$ mm, $L_6 = 7.4$ mm, $L_7 = 7.4$ mm, $L_8 = 7.6$ mm, $W = 24$ mm, $W_1 = 3.6$ mm, $W_2 = 1.9$ mm, $W_3 = 3.3$ mm, $W_4 = 7.55$ mm, $d = 1$ mm, $d_1 = 0.4$ mm, $d_2 = 0.2$ mm, and $h = 1$ mm.

**III. RESULTS AND DISCUSSION**

The VSWR results of the proposed antenna are simulated with HFSS software and measured with an Agilent E8363 network analyzer, respectively, as shown in Fig. 3. For comparison, the simulation VSWR result of the original UWB antenna without parasitic strips is also provided in Fig. 3.

The proposed antenna exhibits a bandwidth (VSWR < 2) from 2.8 to 12GHz, rejecting the 4.8-5.36GHz and 5.68-6.2GHz bands. The measured result of the proposed antenna is almost in accord with the simulated one except a little frequency offset. The difference between simulation and
measurement is mostly due to the influences of manufactured precision and feeding cable. Obviously, it can be found that a wider passband between the two notched bands is obtained both in the simulated and measured results, which verify the proposed theory that a passband between two adjacent stopbands can be obtained because of the mutual coupling of the two notched structures.

It is known that the frequency of the notched band is determined by the length of the notched structure. With the change of the parameters $L_5$ and $L_6$, the total lengths of the two notched structures are also changed. Therefore, the frequency responses with the various parameters $L_5$ and $L_6$ are simulated, respectively, shown in Figs. 5 and 6.

In Figs. 5 and 6, we can see that $L_5$ and $L_6$ mainly affect the central frequency of the higher band notch at 5.8GHz and the lower band notch at 5.2GHz, respectively. It is seen that the larger $L_5$ or $L_6$ becomes, the smaller the corresponding central frequency of the band notch becomes. Besides, it is also suggested that the two band notches should be independent of each other.

Surely, the range in which the notched frequencies are adjusted cannot exceed the working band of the original antenna.

Figure 4 shows the simulated input impedance of the two antennas. We can see that when the reject structures are added in the original antenna, the input impedance of the proposed antenna mismatches in the designed reject bands, but it matches in the other bands, especially the band between the two reject bands. Therefore, the proposed antenna cannot work well in the reject bands, and it does not disturb the reject band communication.

The parasitic strips can also change the surface current distributions. The current direction on the reject structures is opposite to that on the nearby antenna structure, so the far fields produced by the currents on the reject structures and nearby antenna structure cancel out each other in the reject band. Fig. 7 shows the simulated current distributions at 5.2, 5.8 and 5.6GHz on the antenna backside. In Fig. 7(a), the current mainly flows around the outer inverted U-shaped strips, which destructs the radiation of the original antenna at this band and results in the lower stopband. On the contrary, the current mainly flows around the inner inverted U-shaped strips in Fig. 7(b). In Fig.7(c), the current distribution at 5.6GHz is even on the outer and inner inverted U-shaped strips, but the
current direction on the inner strips is opposite to that on the outer ones. It is suggested that two band notches should be mutually interfered with and the notched property does not have any influence on the antenna radiation at 5.6GHz. Then, a passband between two adjacent stopbands can be obtained because of the mutual interference of the two notched structures.

Fig. 6. Simulated VSWR with various $L_6$. 

Figure 8 depicts simulated radiation patterns at 2.8, 3.5, 7, 9 and 12GHz on yoz-plane and xoz-plane. A nearly omnidirectional radiation pattern can be observed on xoz-plane over the whole UWB frequency range, especially at the low frequencies. The radiation patterns on the yoz-plane are like a small electric dipole leading to bidirectional patterns in a very wide frequency band. With the increase of frequency, the radiation patterns become worse because of the increasing effects of the cross polarization.

Simulated peak gain and radiation efficiency of antennas with strips and without strips are shown in Figs. 9 and 10, respectively. The sharp decreases of the gain and radiation efficiency of the proposed antenna occur in the lower and upper WLAN bands. It is suggested from the two figures that the radiation of the proposed antenna be bad at the reject bands. At the same time, the high radiation efficiency in the band between the two reject bands leads to a passband.

IV. CONCLUSION

A novel and compact CPW-fed UWB slot antenna with 5.2/5.8GHz dual band notches obtained by adding inverted U-shaped parasitic strips is proposed and discussed in detail in this paper. A good dual narrow band-notched characteristic is obtained with two pairs of similar inverted U-shaped parasitic strips in the symmetric position of the antenna. The proposed antenna has stable gain and good omnidirectional radiation patterns in the H-plane over the whole frequency band of interest.

Fig. 7. Simulated current distributions.
Fig. 8. Simulated radiation patterns on $yoz$-plane and $xoz$-plane for the proposed antenna.

Fig. 9. Simulated peak gain of the two antennas.

Fig. 10. Simulated radiation efficiency of the two antennas.
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Abstract — The broad banding of a printed ring antenna is achieved through inductive loadings by open-circuited radial line sections distributed around its periphery. The bandwidth of the stub loaded ring antenna is significantly enhanced without minor degradation of its radiation patterns, which may be realized by the appropriate design of widths, lengths, and angular spacings of open circuited radial lines. Dual-band performance can also be obtained by the application of the proposed method. The proposed antenna configuration is verified by computer simulation together with fabrication and measurement.

Index Terms — CPW-fed ring antenna, dual-band antenna, ring antenna, stub loadings, wideband antenna.

I. INTRODUCTION

Printed antennas having low profiles and high compatibility of integration with other circuit elements usually find applications in wireless communication systems. However, they suffer from the disadvantages of low gain and narrow bandwidths, which limit their applications [1]. In this paper, a technique is presented to transform a single-band antenna into dual-band and wideband antennas. In this technique, the radiating edges of antennas are loaded by some stubs, which produce parallel inductances. Open- and short-circuited stubs may be used for the generation of inductive loadings. However, such a device requires a ground plane under the patch. The ground plane here does not extend under the proposed ring antenna. Consequently, we use such inductive in our antenna loadings. Now, we may make the radiating structure wideband by making it first to operate in a dual-band condition and then by controlling its second resonance frequency through taking it closer to the first one. The proposed structure for producing dual- and wide band operations has the advantages of being planar and compact as compared with other configurations, such as slot loaded [2-6] and stacked patch antennas [7].

In Section 2, the analysis and design of a simple resonant ring antenna is described. In Section 3, the ring antenna is loaded by radial stubs, which is designed for dual-band operation. It is shown that it operates at integral multiples of its fundamental frequency. A parametric study and variation of its geometrical dimensions, may lead to its dual-band operation and eventual wideband performance. The return loss bandwidth of 80% has been achieved in the S band (2-4GHz) and higher frequencies. Two prototype models of the proposed antennas have been fabricated and measured, which verify their effectiveness.

II. ANALYSIS OF THE PRINTED RING ANTENNA

The proposed antenna design technique is illustrated by a CPW-fed ring antenna, which may be excited by a resonant or non-resonant mode. We adopt the resonant mode. The circumference
of the ring should be equal to the effective wavelength at the resonance frequency [8-10]. In this case, the current distributions on the antenna consist of two equiphase components, which generate its broadside radiation. The antenna feed may be in the form of microstrip line, coplanar waveguide (CPW) or a coaxial probe-feed. The CPW feed is selected, which may provide capability for assembly of components and integration with other components. As shown in Fig. 1, the characteristic impedance is 50 ohms, the width of the ring strip and feed line are taken equal. The substrate FR4 is selected, with \( \varepsilon_r=4.9 \), thickness \( h=7.87\text{mm} \) and loss tangent of 0.025.

The antenna behavior is analyzed by the CST simulation software. Its response as the reflection coefficient versus frequency is drawn in Fig. 2 and its radiation patterns are drawn in Fig. 3. Since there is no ground plane, the patterns of the antenna are identical on its both sides. The bandwidth is defined as the frequency interval where the reflection coefficient is less than -10dB. The return loss bandwidth at the center frequency of 2.55GHz is about 35%, where its simulated gain is about 1.1 dBi at 3GHz. Observe that the antenna has almost omnidirectional radiation pattern in the X-Z plane, as shown in Fig. 3. The optimum length of the CPW line (\( L_1 \)) should be selected for the best input impedance matching.

<table>
<thead>
<tr>
<th>W</th>
<th>( W_1 )</th>
<th>( W_2 )</th>
<th>L</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>G</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>15.4</td>
<td>0.63</td>
<td>40</td>
<td>14.2</td>
<td>15</td>
<td>0.18</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 1. CPW ring antenna (dimensions are in millimeters).

Fig. 2. CPW ring antenna reflection coefficient.

Fig. 3. CPW ring antenna radiation pattern at 3GHz. (dashed) E-plane (y-z plane); (solid) H-plane (x-z plane); (dotted) cross-polar (H-plane).

III. ANALYSIS OF THE INDUCTIVELY LOADED RING ANTENNA

The radial stubs are placed on the periphery of the ring, which produce an inductive loading. The number of stubs, their lengths, widths and angular spacings may be considered as parameters, which provide as many degrees of freedom for the antenna design. The implementation of the proposed technique on the ring antenna is shown in Fig. 4. The dimensions of the main structure are the same as in Fig. 1.

The reflection coefficient of the ring with inductive loading is drawn in Fig. 5, which shows that the radial stubs make the antenna resonate at two frequency bands. The return loss bandwidth at the center frequency 2.55GHz is about 60% and that at 4.75GHz is about 12%. Also, its performance in the first band has improved. Figures 2 and 5 show that the two ring antennas (with and without radial stubs) are both dual-band. However, observe that the second band of
antenna1 (shown in Fig. 2) is due to its resonance nature, whereas the second band in antenna2 are somewhat displaced from its natural resonance frequency.

![Diagram of antenna2](image)

**Fig. 4.** Loaded CPW ring antenna2 (dimensions are in millimeters).

<table>
<thead>
<tr>
<th>W</th>
<th>W1</th>
<th>W2</th>
<th>L</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>15.4</td>
<td>0.63</td>
<td>40</td>
<td>14.2</td>
<td>15</td>
</tr>
<tr>
<td>G</td>
<td>R</td>
<td>W1</td>
<td>L1</td>
<td>α</td>
<td>N</td>
</tr>
<tr>
<td>0.18</td>
<td>10</td>
<td>0.5</td>
<td>6</td>
<td>14°</td>
<td>15</td>
</tr>
</tbody>
</table>

**Fig. 5.** Loaded CPW ring antenna2 reflection coefficient.

A parametric study and simulation of the antenna design parameters (namely the lengths, widths, angular spacings, and number of stubs) are performed and its results are indicated in Fig. 6. The stub widths are selected as narrow as possible (to provide higher inductive effects), which are restricted by our available photolithography technology and achievement of reasonable strength. The computer simulation results show that as the stub widths increase, the second band gradually approaches the first band, as shown in Fig. 6 (a). Therefore, the variation of this parameter may lead to the broad banding of the antenna. The second resonance frequency may be highly changed by varying the lengths of the stubs, but the first resonance frequency remains relatively constant by their variations. This phenomenon is shown in Fig. 6 (b). The number of stubs and their angular spacings affect the improvement of the antenna return loss and its wideband performance. Therefore, it may be inferred that by the proposed method, the second resonance frequency may be controlled to design a dual-band or a wideband antenna.

The current distribution may reveal the effect of antenna design parameters on its performance. The current distributions on the simple and loaded ring antenna are shown in Fig. 7 at two frequency bands. Observe that the stubs have practically no effect on the first band, but generate a new current distribution in the second band. Four different current distributions appear on the four quadrants of the ring, in such a way that the current distribution on the upper half semicircle is in phase with that on the lower one. They effectively give rise to broadside radiation. The opposite stubs with anti-phase current distributions cancel the effect of each other. Minor current distributions appear on the stubs at the lower frequency band, because their lengths are relatively short and their inductive effect is negligible. In the second upper frequency band, as shown in Fig. 7 (c, d), the current distributions are quite intensive on the stubs. They enforce each other, because they are codirectional. This is a useful property, because shorter stubs may be used for antenna miniaturization. Furthermore, such current distributions on stubs produce relatively strong magnetic fields and energy around the stubs, leading to high inductive loadings of antenna. However, the stubs have negligible capacitive effect, due to the absence of a ground plane under them and their thin thicknesses and relatively wide spacings.

Symmetrical placement of stubs on the ring antenna edges leads to effective cancellation of cross-polarized radiation fields, as shown in Fig. 7 (d). The x-directed current component on combline stubs on the two sides of ring antenna are in opposite directions, and consequently cancel the effects of each other, which is the cause of cross-polarized radiation. For the verification of this effect, refer to the co-polar and cross-polar
Consequently, we may conclude from the above results that the proposed stub loading of the ring antenna is quite effective in making a dual-band antenna from a single-band one and also the second resonance frequency may be readily adjusted. Such an antenna may be used for WLAN systems.

Fig. 6. Parametric study of loaded ring antenna. (a) stub width; (b) stub length; (c) stub displacement; (d) number of stubs.
IV. BANDWIDTH ENHANCEMENT VIA INDUCTIVE LOADING

Observe that the dual-band application can be achieved by stub loadings. We may utilize these dual-band characteristics of the antenna to make it wideband, based on the same principles used for increasing the bandwidths of filters [11]. Consequently, we try to bring the two resonance frequencies closer together, in order to make the antenna radiation performance wideband. The optimizer using the genetic algorithm in the CST simulation software is used for the parametric analysis of the antenna to obtain dual-band and wideband performances. Then, the number, size and angular spacing of branch lines are optimized to obtain a wide frequency response as much as realizable. The first and second resonance frequencies may be drawn together by varying the stub lengths and obtain a relatively wideband performance for the antenna. Of course, the number and angular spacing of stubs should be optimized to achieve the best return loss, as may be observed from Fig. 6(c, d). The geometrical configuration of the designed wideband ring antenna with stub loadings is drawn in Fig. 8. Its reflection coefficient versus frequency and radiation patterns are drawn in Figs. 9 and 10, respectively. Observe that its return loss bandwidth is 80% at the center frequency of 3.15GHz. The computer simulation may actually be carried out for different resonance frequencies, but the curves are given for a single frequency to avoid crowding the figures. Also the radiation patterns are not adversely affected by the addition of stubs.

Fig. 7. Simple and loaded ring antenna current distributions. (a, b) at 2.5GHz (first band); (c, d) at 5.25GHz (second band).

Fig. 8. Optimum loaded ring antenna reflection coefficient. Dimensions are in millimeters.

<table>
<thead>
<tr>
<th>W</th>
<th>W₁</th>
<th>W₂</th>
<th>L</th>
<th>L₁</th>
<th>L₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>15.4</td>
<td>0.63</td>
<td>40</td>
<td>14.2</td>
<td>15</td>
</tr>
<tr>
<td>G</td>
<td>R</td>
<td>L₁</td>
<td>α</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>10</td>
<td>0.5</td>
<td>7</td>
<td>18.5°</td>
<td>15</td>
</tr>
</tbody>
</table>

Fig. 9. Optimum loaded ring antenna reflection coefficient.
Fig. 10. Optimum loaded ring antenna radiation pattern at 3GHz. (dashed) E-plane (y-z plane); (solid) H-plane (x-z plane); (dotted) cross-polar (H-plane).

The results of simulation for the radiation efficiency of antennas and the measurement of antenna gain are given in Fig. 11. The gain of loaded antenna is a somewhat greater than the simple ring antenna. The reason may be due to the increase of current path length, as is evident from Fig. 7(d), which has led to the effective enlargement of antenna. As reducing antenna size leads to reduction of antenna’s gain and efficiency [12, 13], increase in the radiation efficiency of loaded antenna may be due to current path increase.

V. EXPERIMENTAL RESULTS AND COMPARISON

A simple and a stub loaded ring antenna are fabricated and measured, as shown in Figs. 1 and 8, respectively. Their photographs are shown in Fig. 12. Their reflection coefficients as obtained by simulation results and measurement data are shown in Figs. 13 and 14, respectively. Observe that the relative bandwidth of the stub loaded ring antenna has increased by about 230% relative to the simple ring antenna. The variation between the simulation results and measurement data may be due to the fabrication tolerance and approximations made in the computer simulation.

The far field pattern of the fabricated ring antenna is measured at the frequency of 3GHz and compared with the simulation results in Fig. 15. The patterns of the fabricated loaded ring antenna is measured at two frequencies (3, 4 GHz) and drawn in Fig. 16, together with computer simulation results for comparison. Observe that the stub loading of the ring antenna has little effect on the radiation pattern of the original ring antenna in the wide frequency band from 1.8 to 4GHz.
Fig. 12. Photographs of the ring and optimum loaded ring antennas.

Fig. 13. Simulated and measured reflection coefficients of the simple ring antenna.

Fig. 14. Simulated and measured reflection coefficients of the optimum loaded ring antenna.

Fig. 15. Simple ring antenna normalized radiation patterns at 3GHz (E-plane (yoz)).

Fig. 16. Optimum loaded ring antenna normalized radiation patterns. at: (a) 3GHz; (b) 4GHz.
VI. CONCLUSION

It is demonstrated that the inductive loading of a CPW ring antenna by open-circuited radial line sections spaced around its periphery is a potential and an effective method for its dual-banding and broad banding performance, without any degradation of its radiation pattern. The proper design of the loaded ring antenna (in terms of the determination of lengths and widths of line sections and their spacings,) has actually achieved a 230% increase in antenna relative frequency bandwidths and dual banding of antennas. Consequently, the stub loadings of an antenna by open-circuited line sections may be introduced as an effective method for enhancing frequency bandwidths and dual banding of antennas.
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Abstract — A patterned ground and its exactly equivalent lumped circuit model are analyzed in depth in this paper. Characteristics of the introduced patterned ground include providing the finite attenuation pole and reflection pole near the cutoff frequency, thus effectively improving the frequency-response selectivity. The basic unit cell and its performance are first studied. A circuit theory-based lumped model is then introduced. To verify the developed equivalent model, a prototype low-pass filter using three cascaded cells is designed. Results of the prototype filter show a good consistency between the experiment and theory.

Index Terms — Attenuation pole, lumped element model, patterned ground, reflection pole.

I. INTRODUCTION

In general, the patterned ground is obtained by etching some shapes/structures on a ground plane of a microwave planar circuit. It is also called defected ground structures (DGSs) or in some cases split ring resonators (SRRs). It can exhibit a bandgap, slow/fast-wave or negative index refraction characteristics. In recent decades, many researchers have been devoted to studying such kinds of structures, and many characteristics/performances are exploited. These properties have been imposed to many applications in microwave engineering such as balun [1], directional coupler [2], antenna [3] and so on, while the most common application is for microwave filters including lowpass type [4-11], bandpass type [10-18], bandstop type [19], UWB type [20,21] and multi-band filters [22,23]. Basic advantages in introducing these structures in the microwave circuits are extending operation bandwidth [1], reducing circuit area [2,4,6-8], achieving wide stopband [7,11-13], generating required multi-band responses [22,23], implementing reconfigurable function [24], etc.

On the other hand, the patterned ground is a special structure that cannot be found in classic microwave engineering. Thus, studying and designing such a structure generally involves full-wave electromagnetic (EM) simulations with try and error. In this process, an equivalent circuit model that is either circuit theory-based or physical structure-based or a combination between them is important in studying and designing, especially, when many etched patterns are cascaded. The cascaded patterns are necessary and important to further improve the circuit performance in applications. To date, many equivalent circuit models are presented [1,4-9,12,23,24], but no general models are found to be suitable for all patterns due to the complexity and variety of the patterned shape. Moreover, many models developed are only applicable to only one unit cell. Their accuracy may be greatly degraded, or even failed, when they are applied to the cascaded cells.

In this article, we study a patterned ground and its equivalent lumped circuit model. EM characteristics of the studied structure are first investigated. Results indicate that the presented pattern can provide attenuation and reflection poles near the cutoff frequency, thus greatly improving the frequency selectivity for filter applications. To model this pattern, a circuit
theory-based lumped element model is proposed. The developed model is simple and accurate. Moreover, it is suitable not only for the unit cell but also for the cascaded patterns. To verify the study, a five-order filter is investigated and confirmed. Demonstration on the prototype filter is also performed, theoretically and experimentally, with a good consistency.

II. PATTERNED GROUND AND ITS UNIT EQUIVALENT CIRCUIT MODEL

Figure 1(a) shows the 3-D view of the introduced patterned ground, while its physical parameters are illustrated in Fig. 1(b). The pattern area is denoted by \( a \times a \), so it is a square contour in shape. Within the etched region, a narrow strip with width \( s \) loads a capacitive patch. The capacitive patch is represented by length \( b \) and width \((d-g)/2\). Basic operation principle of this kind of structure, taking a hole on the ground as an example, is that due to the ground etching, the ground perfection is disturbed, and therefore, the etched ground creates current path surrounding to the contour of the hole, corresponding to lengthened current lines. The lengthened current lines can be equivalent to a lumped inductance. Moreover, the imperfect ground also creates the charge accumulation, and this phenomenon can be analyzed based on the capacitance effects. Consequently, a hole on the ground can be formulated as an LC network to generate resonance (notch response) at some frequencies. On the other hand, in view of transmission lines, it is known that a high impedance microstrip line exhibits inductance effect while a microstrip patch corresponds to an equivalent capacitance. Therefore, we introduce narrow strips loading capacitive patches within an etched hole, where the narrow strip functions as an enhanced distributed inductance and the capacitive patch corresponds to an equivalent capacitance. Thus, this improved structure can create the larger equivalent inductance and capacitance within a given area compared to a standard hole. It will be shown latter that with this improvement, not only the resonance is lowered but also good responses including a sharp transition skirt are observed, making the studied structure be interesting for application to some kinds of microwave components. The pattern is etched beneath a microstrip line (line width \( w_f \)) and the substrate utilized has a thickness \( h = 0.8 \) mm and relative permittivity \( \varepsilon_r = 9.6 \) in this study.

To investigate the electric performance of the patterned ground, the reference plane should be placed at the two edges of the pattern as given in Fig. 1(a). However, if so, drastic discontinuity will be suffered from and the simulation results cannot be convincing for the utilized full-wave EM simulator (Ansoft Ensemble 8). Therefore, the excitation ports are selected as 5 mm (\( l = 5 \) mm in Fig. 1(a)) away from the reference planes when performing the EM simulations. Figure 2(a) describes the simulated responses where the physical parameters referring to Fig. 1(b) are \( a = 7 \) mm, \( b = 5.8 \) mm, \( d = 3 \) mm, \( s = 0.2 \) mm, \( g = 0.2 \) mm and the strip width \( w_f = 1.2 \) mm in Fig. 1(a). Based on the EM simulations, it is obvious to see that the studied pattern exhibits a reflection pole \( f_r \) that is close to the resonance \( f_0 \), and above the \( f_r \), a fast slew rate is observed. Near the resonance \( f_0 \), the pattern has a sharp roll off at the lower transition skirt; while at the upper band, it has a relatively wide attenuation band. For the observed responses, it is interesting to note that this structure can provide a reflection pole \( f_r \) near the resonance \( f_0 \) compared to most patterned
grounds. It is believed that the generated reflection pole \( f_r \) primarily results from the narrow strip loading capacitive patch. This loading greatly compensates for the equivalent inductance because for an etched hole alone, its equivalent inductance is generally smaller than its equivalent capacitance and hence, it is difficult to be matched to the characteristic impedance of a transmission line based on \( Z_0 = \left( \frac{L_0}{C_0} \right)^{0.5} \). But for the studied patterned ground, its equivalent inductance can be effectively enhanced. Thus, in this case, idea matching is possible at some frequencies. To confirm this analyses, current distribution from EM simulations is provided at the reflection pole frequency \( f_r \). As shown in Fig. 2(b), the current near and within the patterned region is continues and provides a good circulation path, indicating that the matching condition is good at the frequency of \( f_r \).

From Fig. 2(a), it is also observed that the response exhibits another passband around the frequency of 8GHz. The phenomenon results from the periodicity of microwave transmission lines. And we will show below that this spurious passband is also modeled exactly for the cascaded patterns.

Therefore, the introduced pattern features an enhanced frequency selectivity and a widened attenuation compared to some other patterns [5,7-9]. From these responses, one can see that the studied structure is potentially useful to microwave filter applications with enhanced performance.

To give a further insight into this structure, here we sweep the physical parameter \( b \) to investigate its frequency responses. Intuitively, decreasing \( b \) corresponds to reducing the equivalent capacitance and therefore, its resonance \( f_0 \) will shift to higher frequencies. Figure 3 presents the EM simulations of the sweeping results. It is seen that the resonances do shift to the lower frequencies with a larger \( b \), while the reflection poles are lowered. From the frequency responses for three different \( b \) values (\( b = 5.0, 5.8 \) and 6.6mm respectively), it is seen that a greater \( b \) lowers both resonances \( f_0 \) and reflection poles \( f_r \), while the attenuation band maintains a similar level. Moreover, a greater \( b \) results in a steeper transition skirt, however, the attenuation bandwidth under this case is reduced slightly. Therefore, these results give us useful insights that if the transition skirt is the first consideration in design specifications, one can choose a greater \( b \) to achieve the goal. Sweeping other physical parameters can provide different responses, but similar insights can be obtained and these investigations are not presented here for brevity.

![Fig. 2. (a) EM simulated results of the studied pattern. (b) Current distributions at the frequency of \( f_r \).](image)

![Fig. 3. Sweeping responses of parameter \( b \).](image)
Based on the above results, an equivalent lumped element model is proposed. Figure 4 describes this model, where its key part is represented by a parallel LC network ($L_0$ and $C_0$) that determines the basic resonance, $f_0$. Notice that this model does not include any resistance element because the investigated pattern is assumed to be lossless in the study. In Fig. 4, transmission line models with characteristic impedance $Z$ and electric length $\beta l$ formulate the microstrip-line section from excitation port to the reference plane in Fig. 1(a). To extract the lumped LC-parameter values, $S$-parameters of the patterned ground with a unit cell are obtained from EM simulations. By using the relationship between $S$-parameter and ABCD-matrix, equivalent LC-element values can be extracted. Figure 5 compares the performance resulting from the EM simulation and the lumped circuit simulation. As can be found, the shunt $L_0$ and $C_0$ clearly predict the resonance $f_0$ when $L_0 = 1.2512 \, \text{nH}$ and $C_0 = 1.2093 \, \text{pF}$ under physical parameters of a unit cell presented before. To more accurately predict the reflection pole $f_r$, a shunt capacitor $C_1$ is introduced as shown in Fig. 4. With this improvement, the pole $f_r$ between EM and circuit simulations reasonably matches when $C_1 = 0.5041 \, \text{pF}$, as illustrated in Fig. 5(a). Finally, the wide attenuation is considered by introducing a T-network with inductors $L_1$ and $L_2$ in series and then a capacitor $C_2$ in shunt between them as shown in Fig. 5(b). And the T-network is in series to the above equivalent circuit. Therefore, the entire lumped LC model is proposed as described in Fig. 4. By extracting the lumped parameter values, well matched responses between the EM and circuit simulations are observed as illustrated in Fig. 5, where $L_0 = 1.2512 \, \text{nH}$, $C_0 = 1.2093 \, \text{pF}$, $C_1 = 0.5041 \, \text{pF}$, $L_1 = 2.5422 \, \text{nH}$, $L_2 = 1.1176 \, \text{nH}$, and $C_2 = 1.6855 \, \text{pF}$.

III. A FIVE-ORDER FILTER BASED ON THE STUDIED PATTERNED GROUND

To illustrate the introduced pattern for microwave filter applications and validate the effectiveness of its equivalent model, a five-order filter is demonstrated by cascading three unit cells of the studied pattern. In this case, the microstrip feed lines are set as width $w_0 = 0.8 \, \text{mm}$ (corresponding to characteristic impedance $Z_0 = 50 \, \Omega$) and length $l_0 = 10 \, \text{mm}$ for the input and output. Block diagram of the filter is shown in Fig. 6(a), where the patterned ground is described by the equivalent model given in the dashed box in Fig. 4. The microstrip-line width of the coupling region is the same as $w_t$ in Fig. 1(a), i.e., $w = 1.2 \, \text{mm}$. Figure 6(b) depicts a 3-D view of the physical structure of the filter. It is designed based on the proposed equivalent model and the coupling separation between two unit cells is found as $l_p = 3 \, \text{mm}$, corresponding to a periodicity $P$, a quarter guided-wavelength at the cutoff.
frequency. The optimized LC parameters are: \( L_0 = 1.3061 \text{nH}, \ C_0 = 1.2295 \text{pF}, \ C_1 = 0.2271 \text{pF}, \ L_1 = 2.4429 \text{nH}, \ L_2 = 1.1977 \text{nH}, \) and \( C_2 = 1.3061 \text{pF}, \) which correspond to a resonance at 4 GHz approximately.

**IV. EXPERIMENTAL VALIDATIONS AND RESULTS**

Based on the above designs, the five-order prototype filter is fabricated on a substrate with a relative permittivity of 9.6 and a thickness of 0.8mm. Figure 8 shows the photograph of the built circuits, where the upper section denotes the front side of the circuit, and lower section represents the back side of the circuit. Experimental studies of the circuit are carried out on an Agilent E5071C ENA series network analyzer (frequency range 100kHz-8.5GHz). It is calibrated based on the through-reflection-line (TRL). Figure 9 describes the measured performance of this prototype filter. It is found from measurements that there are three reflection poles at 1.04, 2.11, and 2.60GHz with levels over 45, 30 and 40dB, respectively; an attenuation pole locates at 3.66GHz with an attenuation level over 60dB that is close to a reflection pole of 2.60GHz, thus resulting in a sharp transition skirt of \(|S_{21}|\) curve. Measurements also indicate that the attenuation band is better than 35dB from 3.39 to 7.37GHz, and a spurious resonance at approximate 7.85GHz is found. Within the passband, the measured insertion loss is around 0.5 dB and group delay is about 0.8ns.

![Photograph of the patterned ground filter.](image_url)
results confirm that the studied patterned ground structure is capable of implementing microwave filters with high performance, and more importantly, the developed lumped LC network can accurately model the cascaded patterns.

VI. CONCLUSION

In this paper, we have studied a patterned ground and its accurately equivalent circuit model for microwave filter applications. The introduced structure exhibits both reflection pole and attenuation pole placed near the cutoff frequency and a wide attenuation band. A circuit model suitable not only for a unit cell but also for the cascaded cells is proposed. The model is simple and accurate. To verify the study, a demonstration circuit by cascading three patterned cells has been investigated. Results from the circuit model, EM simulations and experiments validate the studies with a good agreement. The introduced patterned ground and its equivalent model are interesting to be potentially applied to the modern microwave engineering.
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Abstract — Electromagnetic fields are expressed in terms of appropriate complex angular and a rigorous solution to the problem of scattering of a plane wave from a chiral lossy metamaterial circular or elliptic cylinder is presented in this paper using the method of separation of variables. The incident scattered as well as the transmitted radial Mathieu functions with expansion coefficients. The incident field expansion coefficients are known, but the scattered and transmitted field expansion coefficients are to be determined. Imposing the boundary conditions at the surface of the chiral lossy metamaterial elliptic cylinder enables the determination of the unknown expansion coefficients. Results are presented as normalized scattering widths for circular and elliptic cylinders of different sizes and chiral lossy metamaterial materials, and for both TE and TM polarizations of the incident wave, to show the effects of these on scattering cross widths.

Index Terms - Chiral lossy, circular and elliptic cylinders, Mathieu functions, metamaterial.

I. INTRODUCTION

A chiral medium is a reciprocal and isotropic medium characterized by different phase velocities for both right and left circularly polarized waves. In a lossless chiral medium, a linearly polarized wave undergoes a rotation of its polarization as it propagates. For chiral cylinders, these properties result in a coupling of the TM and TE polarizations. Analytic and numerical solutions describing chiral media are given by [1, 19]. Recent work on the scattering and radiation by elliptical structures is given for lossy and lossless dielectric material [20-24].

In this paper, we present the analysis corresponding to the scattering of a plane wave of arbitrary polarization and angle of incidence from a chiral lossy metamaterial elliptic cylinder of arbitrary axial ratio. Such a solution is valuable, since it can be used as a benchmark for validating solutions obtained using approximate or numerical methods. The analysis and the software used for obtaining the results have been validated, by calculating the normalized backscattering widths for an elliptic cylinder of axial ratio approximately 1, and showing that these results are in excellent agreement with the same obtained for a circular cylinder [12, 15].

II. FORMULATION

Consider a linearly polarized monochromatic uniform plane electromagnetic wave incident on an infinitely long chiral lossy metamaterial elliptic cylinder of major axis \( a \) and minor axis \( b \), at an incident angle \( \phi \) with respect to the positive \( x \) axis of a Cartesian co-ordinate system located at the centre of the cylinder as shown in Fig. 1. The axis of the cylinder is assumed to be along the \( z \) axis. Since the scatterer under consideration is bounded by elliptical surface, it is convenient to use Mathieu functions to satisfy the boundary conditions. Let’s define the \( x \) and \( y \) coordinates of the Cartesian coordinate system in terms of \( u \) and \( v \) coordinates of an elliptical coordinate system also located at the centre of the cylinder in the form \( x = F \cosh u \cos v \), \( y = F \sinh u \sin v \), with \( F \) being the semi-focal length of the ellipse. A time dependence of \( e^{j \omega t} \) is assumed throughout the analysis, but suppressed for convenience where \( \omega \) is the angular velocity.

For a TE polarized plane wave of amplitude \( H_0 \), the axial component of the incident magnetic field can be written as

\[
H_z^i = H_0 e^{jk \rho \cos(\phi - \phi_i)}. \tag{1}
\]
where \( k = 2\pi / \lambda \), \( \lambda \) being the wavelength in the region exterior to the cylinder, and \( \rho \), \( \varphi \) are the polar coordinates.

\[
\xi = \xi_0
\]

\[
\begin{align*}
\text{Fig. 1. Geometry of the problem.}
\end{align*}
\]

Let the elliptic cylindrical vector wave functions \( N \) and \( M = k^{-1} (\nabla \times N) \) be defined as [24]

\[
N_{qm}^{(i)}(c, \xi, \eta) = \hat{z} R_{qm}^{(i)}(c, \xi) S_{qm}(c, \eta),
\]

\[
M_{qm}^{(i)}(c, \xi, \eta) = \frac{1}{k h} \left[ \hat{u} R_{qm}^{(i)}(c, \xi) S'_{qm}(c, \eta) - \hat{v} R_{qm}^{(i)}(c, \xi) S_{qm}(c, \eta) \right].
\]

where \( q = e, o \), \( S_{qm} \) and \( R_{qm}^{(i)} \) are the even and odd complex angular and radial Mathieu functions of the \( i \)th kind, both of \( m \) order, respectively, \( \xi = \cosh u \), \( \eta = \cos v \), \( c = k F \), \( \hat{k} \) denotes a unit vector in the positive \( k \) direction, the prime on \( S \) and \( R \) denotes their respective derivative with respect to \( v \) and \( u \), while \( h = F \sqrt{\xi^2 - \eta^2} \).

The incident magnetic field can be expanded in terms of angular and radial Mathieu functions as

\[
H^i = \sum_{m} A_{qm} N_{qm}^{(i)}(k).
\]

in which

\[
A_{qm} = H_o \frac{2\pi}{N_{qm}(c)} \int S_{qm}(c, \cos \varphi) \, dv.
\]

The summation over \( m \) starts from 0 for even Mathieu functions while 1 for odd Mathieu functions.

Using Maxwell’s equations, the electric field can be expanded in terms of angular and radial Mathieu functions as

\[
E^i = j Z \sum_{m} A_{qm} M_{qm}^{(i)}(k).
\]

where \( Z \) is the wave impedance in the region exterior to the cylinder.

Since the elliptic cylinder is made up of chiral metamaterial, the scattered electromagnetic field will have a cross-polarized component in addition to the co-polarized component in contrast to that for a dielectric elliptic cylinder, which would only have a co-polarized component. These co- and cross polarized scattered field components can also be expressed in terms of Mathieu functions as

\[
H^s = \sum_{m} B_{qm} N_{qm}^{(4)}(k) + C_{qm} M_{qm}^{(4)}(k).
\]

\[
E^s = j Z \sum_{m} B_{qm} M_{qm}^{(4)}(k) + C_{qm} N_{qm}^{(4)}(k).
\]

where \( B_{qm} \) and \( C_{qm} \) are the unknown expansion coefficients of the co- and cross-polarized scattered field components, respectively, while \( N_{qm}^{(4)} \) and \( M_{qm}^{(4)} \) are the elliptic cylindrical vector wave functions of the fourth kind. The transmitted fields inside the chiral material may be written in terms of left and right circularly polarized waves as

\[
H^t = D_{qm} \sum_{m} \left[ N_{qm}^{(1)}(k_R) + M_{qm}^{(1)}(k_R) \right] + F_{qm} \sum_{m} \left[ N_{qm}^{(1)}(k_L) - M_{qm}^{(1)}(k_L) \right],
\]

\[
E^t = j Z_c \sum_{m} D_{qm} \left[ N_{qm}^{(1)}(k_R) + M_{qm}^{(1)}(k_R) \right] - F_{qm} \sum_{m} \left[ N_{qm}^{(1)}(k_L) - M_{qm}^{(1)}(k_L) \right],
\]

where \( Z_c \) is the wave impedance of the chiral medium, \( D_{qm} \) and \( F_{qm} \) are the unknown transmitted expansion coefficients while the left and right circularly polarized wave numbers \( k_R \) and \( k_L \) are

\[
k_R = \frac{\omega \sqrt{\mu e_c}}{1 + \gamma \omega \sqrt{\mu e_c}}, \quad k_L = \frac{\omega \sqrt{\mu e_c}}{1 - \gamma \omega \sqrt{\mu e_c}}.
\]
\( \mu_c \) is the permeability of the chiral medium, \( \varepsilon_c \) is the permittivity of the chiral medium, and \( \gamma \) is the chiral admittance of the chiral medium. The unknown expansion coefficients can be obtained by imposing the tangential boundary conditions at the surface \( \xi = \xi_s \) of the chiral elliptic cylinder, which can be expressed mathematically as

\[
H_z^i + H_z^e = H_z^c. \tag{13}
\]

\[
H_\eta^i = H_\eta^c, \tag{14}
\]

\[
E_z^i + E_z^e = E_z^c. \tag{15}
\]

\[
E_\eta^i = E_\eta^e. \tag{16}
\]

Substituting the appropriate expressions in (13)-(16), and applying the orthogonal property of the angular Mathieu functions yields

\[
\begin{bmatrix}
A_{qm}R_{qm}^{(1)}(c, \xi) - B_{qm}R_{qm}^{(4)}(c, \xi) \\
\sum_m D_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R) + \\
\sum_m F_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R)
\end{bmatrix}
N_{qm}(c) = k\frac{k}{k_R}\sum_m D_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R), \tag{17}
\]

\[
C_{qm}R_{qm}^{(4)}(c, \xi)N_{qm}(c) = k\frac{k}{k_R}\sum_m F_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R), \tag{18}
\]

\[
M_{qm}(c, c_R) + Z^2\frac{k}{k_R}\sum_m F_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R), \tag{19}
\]

\[
A_{qm}R_{qm}^{(1)}(c, \xi) - B_{qm}R_{qm}^{(4)}(c, \xi)N_{qm}(c) = Z^2\frac{k}{k_R}\sum_m D_{qm}R_{qm}^{(1)}(c_R, \xi)M_{qm}(c, c_R), \tag{20}
\]

where \( c_R = k_R F \) and \( c_L = k_L F \). To solve for the unknown scattered field coefficients, the system of equations (17-20) may be written in matrix form and the unknown coefficients can be obtained by matrix inversion. The bistatic scattering width is defined as

\[
\sigma = \lim_{\rho \to \infty} 2\pi \rho \frac{\text{Re}[\mathbf{E}^s \times \mathbf{H}^s]^\star \cdot \hat{\rho}}{\text{Re}[\mathbf{E}^t \times \mathbf{H}^t] \cdot \hat{\rho}} \tag{21}
\]

with the asterisk denoting the complex conjugate, \( \hat{\rho} \) denoting the unit vector in the direction of increasing \( \rho \) and \( \text{Re}[\cdot] \) denoting the real part of a complex number.

For TE polarization we can write an expression for the normalized bistatic scattering width as

\[
\frac{\sigma}{\lambda} = \frac{\sigma_{\text{co-polar}}}{\lambda} + \frac{\sigma_{\text{cross-polar}}}{\lambda}. \tag{22}
\]

where

\[
\sigma_{\text{co-polar}} = \lambda \left[ \sum_{m=0}^{\infty} j^m B_{em} S_{em}(c, \cos \phi) \right]^2, \tag{23}
\]

and

\[
\sigma_{\text{cross-polar}} = \lambda \left[ \sum_{m=0}^{\infty} j^m C_{em} S_{om}(c, \cos \phi) \right]^2. \tag{24}
\]

The expressions for the incident, scattered and transmitted electromagnetic fields for TM case can be obtained using the duality principle of the TE case.

### III. NUMERICAL RESULTS

The obtained numerical results are presented as normalized echo pattern widths for chiral lossy and lossless metamaterial circular and elliptic cylinders of different sizes, axial ratios, incident angles, permittivities and permeabilities for both TE and TM polarizations of the incident wave. We have selected \( ka = 0.5, \ v_r = \pm 4.0, \ \mu_r = \pm 2.0, \ k\gamma = 0.15 \) and \( \phi_i = 180^\circ \) to compare the obtained data with published results. To validate the analysis and the software used for calculating the results, we have computed the normalized echo pattern widths for chiral circular cylinder of axial ratio 1.001, as shown in Fig. 2 and in the TM case. The results are in full agreement, verifying the accuracy of the analysis as well as the software used for obtaining the results [12, 15]. Also Fig. 2 shows the echo pattern for chiral lossy and lossless metamaterial circular cylinder with various values of \( \varepsilon_r \). The results show for this
particular parameters the co polarized echo pattern increases while the cross polarized decreases by varying the lossy metamaterial when compared with the conventional chiral case (solid lines). Figure 3 is similar to Fig. 2 except for the TE case. The TE case behaves similar to the TM case.

Figure 6 shows the echo pattern width for chiral lossy metamaterial elliptic cylinder of different axial ratios, \( \epsilon_r = -4.0 - j 0.5 \) and \( \phi_i = 90^\circ \) and for TE case. It can be seen by increasing the axial ratio will decrease the echo pattern width for some particular co polarized cases. Figure 7 shows the echo pattern for different chiral materials and for the same parameters as in Fig. 6.

**IV. CONCLUSION**

A rigorous solution to the problem of scattering of a plane electromagnetic wave by a chiral lossy and lossless metamaterial circular and elliptic cylinder have been presented using the method of separation of variables. Results have been presented in the form of normalized echo pattern width for circular and elliptic
cylinders of different sizes, axial ratios and chiral and lossy metamaterials, for both TE and TM polarization of the incident wave, to show the effects of the above parameters on scattering from circular and elliptic cylinders. The results obtained in this paper are important, since they can be used as benchmarks to validate similar results obtained using other approximate or numerical methods [15] and also to get an insight into how the changing of various parameters associated with the chiral lossy metamaterial cylinder changes the scattering widths that could be obtained from it.

Fig. 4. Echo pattern width versus scattering angle for co and cross polarized chiral lossy metamaterial elliptic cylinder of ka=0.5, kb=0.25, kγ = 0.15 and φi = 180°, TM case.

Fig. 5. Echo pattern width versus scattering angle for co and cross polarized chiral lossy metamaterial elliptic cylinder of ka=0.5, kb=0.25, kγ = 0.15 and φi = 180°, TE case.
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Fig. 6. Echo pattern width versus scattering angle for co and cross polarized chiral lossy metamaterial elliptic cylinder of different axial ratio, $ka=0.5$, $k\gamma=0.15$, $\mu_w=-2.0$, $\varepsilon_w=-4.0-j0.5$ and $\phi_i=90^\circ$, TE case.
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Fig. 7. Echo pattern width versus scattering angle for co and cross polarized chiral lossy metamaterial elliptic cylinder of different $k\gamma$, $ka=0.5$, $kb=0.25$, $\mu_w=-2.0$, $\varepsilon_w=-4.0-j0.5$ and $\phi_i=90^\circ$, TE case.
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Abstract — The integral equation method combined with the surface-impedance boundary condition is applied for the analysis of propagation characteristics of rough lossy metal waveguides. The surface roughness of waveguide is random, and the statistical properties associated to the wall roughness are consistent with a Gaussian random process. The effects of the waveguide parameters on the propagation constant and attenuation constant are discussed rigorously, including the frequency, the standard deviation of height and correlation length of the Gaussian roughness. The results show that, as the increases of correlation length and frequency, the propagation constant is increased and the attenuation constant is decreased; while as the increase of the standard deviation, the trends of the propagation constant and the attenuation constant are just opposite.

Index Terms — Gaussian random process, integral equation, rectangular waveguide, rough surface, surface-impedance boundary.

I. INTRODUCTION

The surface roughness of waveguide is a practical reality. It may occur due to various reasons, such as polishing of irregular waveguide structures, uneven surface coating or corrugation of surface while fabricating the waveguides. The problem of roughness may also arise due to exposure of waveguide to environment. The environmental corrosion increases with ageing which results in increasing roughness of waveguide walls. The surface roughness will affect the propagation constant and attenuation constant of the waveguide, and change the cutoff frequency of every waveguide mode [2], so, it becomes very important to study the effect of surface roughness on electromagnetic wave propagation.

There have been many numerical techniques presented to study the effect of surface roughness on waveguide [1-9], including full-wave mode-matching method [1], finite element method [2], moments method [3-5], and finite-difference frequency-domain method [6,7]. In [2], the effect of surface roughness on TE10, TE20 mode cutoff frequencies and passbands is studied. In [3], the calculation for TM modes in waveguides with polygonal and fractal cross-sectional shapes is presented; in [4], the case for TE waves of waveguides with inner polygonal structure is considered. Based on the numerical techniques of [3, 4]. In [5], a scheme to generate an ensemble of realizations for wall Gaussian random rough profiles in circular waveguide is proposed, but without considering the attenuation of the lossy metal. The finite-difference frequency-domain method to compute the lossy metal waveguides is used in [6, 7]. In this method, the surface-impedance boundary condition (SIBC) is applied for lossy metal structures. By solving the Eigen equation, the phase constants and attenuation constants can be found for a given frequency. However, this method is confined to solve the regular surface roughness waveguide. In practice, most waveguide is made of imperfect conductor, and is with random surface roughness. Thus, a numerical method which can be applied to simulate the random rough lossy waveguide becomes important.

In this paper, a new integral equation method is presented for the analysis of propagation characteristics of rough lossy metal waveguides. The surface roughness of waveguide is random, and the statistical properties associated to the wall
roughness are consistent with a Gaussian random process. The attenuation of the imperfect conductor is considered by using the surface-impedance boundary condition. The validity of this numerical technique to simulate the case of rough waveguide is confirmed by a comparison with previous results.

The advantage of this integral equation method is that it can be used to analyze the random rough lossy waveguide and compared with the full wave methods, such as the FDTD method and MOM method, this method is easy to program. By using this integral equation method, the effects of the waveguide parameters on the propagation constant and attenuation constant are discussed rigorously, including the conductivity of the lossy metal, the standard deviation of height and correlation length of the Gaussian roughness. Some useful conclusions are reached.

This paper is organized as follows. The numerical technique applicable to calculations of rough lossy waveguides is presented first; then, the validity of the approach is tested by a comparison with previous results. After that, the effects of the parameters of the roughness on the propagation constant and attenuation constant are discussed; and some useful conclusions are reached.

II. NUMERICAL TECHNIQUE

A cylindrical surface \( S \) of general cross-sectional contour is shown in Fig. 1. The cross-sectional size and shape are assumed constant along the cylinder axis (\( z \) direction), and the intersection of the cylinder with the \( x–y \) plane is the closed profile \( C \). We have assumed that the inner space of the cylinder be vacuum. It is a well-known fact that if we assume a sinusoidal time dependence \( e^{-j\omega t} \) for the fields inside the cylindrical waveguide, the basic problem reduces to finding the eigen values \( \gamma \) and the corresponding eigen functions \( \psi_{\gamma} (x, y) \), which represent modes of the electric field \( E_z \) (TM-waves) or of the magnetic field \( H_z \) (TE-waves). To find these modes, we need to solve the two-dimensional Helmholtz equation,

\[
\left( \nabla^2 + \gamma^2 \right) \psi_{\gamma} (x, y) = 0. \tag{1}
\]

\( \nabla^2 \) is given by

\[
\nabla^2 = \nabla^2 - \partial^2/\partial z^2. \tag{2}
\]

The parameter \( \gamma \) can be expressed as,

\[
\gamma^2 = \frac{\omega^2}{c^2} + k_z^2, \tag{3}
\]

where \( c \) is light velocity, \( k_z \) is the wavevector component of the electromagnetic wave propagating along the axis of the waveguide.

We introduce a Green’s function \( G_{\gamma} (r, r') \), which is the solution of the two-dimensional inhomogeneous Helmholtz equation,

\[
\left( \nabla^2 + \gamma^2 \right) G_{\gamma} (r, r') = -4\pi \delta (r - r') \tag{4}
\]

where \( r = (x, y) \) and \( r' = (x', y') \). The Green’s function can be expressed in terms of a Hankel function as follows:

\[
G_{\gamma} (r, r') = i\pi H_0^{(1)} \left( \gamma |r - r'| \right) \tag{5}
\]

Applying Green’s integral theorem to the functions \( \psi_{\gamma} (r) \) and \( G_{\gamma} (r, r') \), it obtains,

\[
\psi_{\gamma} (r) = \frac{1}{4\pi c} \oint_{C} \left[ G_{\gamma} (r, r') \frac{\partial}{\partial n} \psi_{\gamma} (r') \right] ds - \psi_{\gamma} (r') \nabla G_{\gamma} (r, r') \cdot \hat{n} \tag{6}
\]

where, \( \hat{n} \) is the unitary vector normal to each point on \( C \) outward.

Considering the finite conductivity of the metal waveguide, we apply the surface-impedance boundary condition along the profile \( C \).

\[
E_{\text{tan}} = Z_s \hat{n} \times H_{\text{tan}} \tag{7}
\]

For lossy metal waveguides, \( Z_s = (1 + i)/\delta \sigma \), with \( \delta \) the skin depth, \( \sigma \) the conductivity of metal, and index \( \text{tan} \) the tangential field components around profile \( C \).
For the TE-waves, $\psi_{\gamma} = H_z, E_z = 0$. Applying equation (7), we have,

$$\psi_{\gamma} Z_s = \frac{i \omega \mu}{\gamma^2} \frac{\partial \psi_{\gamma}}{\partial n}. \quad (8)$$

Introducing equation (8) into equation (6), it obtains,

$$Z_{TE} = \frac{Z_s \gamma^2}{\omega \mu} \quad (9)$$

with the same manipulation, the integral equation for the TM-waves is,

$$Z_{TM} = \frac{i \gamma^2}{Z_s \omega \varepsilon} \quad (12)$$

To determine the Eigen values $\gamma$ and the correspondence source functions $\psi_{\gamma}(r)$, we convert the integral equations (9) and (11) into a matrix equation by using a simple rectangular approximation to evaluate the integrals over small intervals. This matrix equation can then be solved numerically.

The matrix equation for the source function $\psi_{\gamma}(r)$, is given by,

$$0 = \sum_{n=1}^{N} L_{mn}^\gamma \psi_{\gamma}^n \quad m = 1, 2, \ldots, N \quad (13)$$

where, $\psi_{\gamma}^n = \psi_{\gamma}(r) |_{r=r(c_n)}$ and $r(c_1), r(c_2), \ldots, r(c_N)$ are $N$ equally spaced points on the contour. The explicit expression for the matrix elements can be obtained [5],

$$L_{mn}^\gamma = \left[ \frac{i \Delta s}{4} \frac{H_0^{(1)}(\gamma d_{mn})}{\Delta s} \left(1 - \delta_{mn}\right) \right] Z$$

with $d_{mn} = \left\{ [X_m - X_n]^2 + [Y_m - Y_n]^2 \right\}^{1/2}$, where $\Delta s$ is the distance on curve $C$ between $r(c_j)$ and $r(c_{j+1})$, with $j = 1, 2, \ldots, N - 1$; $(X_m, Y_m)$ are the Cartesian components of the vector $r(c_m)$, and $H_0^{(1)}(z)$ is a Hankel functions of first order; each prime symbol denotes a derivative. For the TE and TM-waves, $Z = Z_{TE}$ and $Z_{TM}$ respectively.

As can be observed from equation (13), the matrix equation is homogeneous; thus, the values of $\gamma$ can be determined from the condition,

$$L_{mn}^\gamma = 0 \quad (15)$$

We define the function

$$D(\gamma) = \ln \left( |L_{mn}^\gamma| \right) \quad (16)$$

considering that the logarithm function is appropriately convenient. Because of numerical limitations, condition (15) is satisfied approximately for eigenvalues $\gamma_1, \gamma_2, \ldots$ where $D(\gamma_1), D(\gamma_2), \ldots$ are minima of the $D(\gamma)$ function.

The source function $\psi_{\gamma}^n$ can be determined by using a singular-value-decomposition numerical technique [8], with use of equation (13), which represents a set of homogeneous equations, where the matrix $L_{mn}^\gamma$ is numerically close to singular.

Once $\gamma$ and the source function $\psi_{\gamma}^n$ have been determined, the field amplitude in the cylinder can be calculated,
with 

\[ d_n = \left\{ \left[ x - x_n \right]^2 + \left[ y - y_n \right]^2 \right\}^{1/2}. \]

\[ \psi_z(x,y) = \frac{ih \phi_k}{4 \pi} \sum_{m=1}^{\infty} \left[ H_{10}^{\left(1\right)}(y_{d_m}) \right] \left( -y_{d_m} \frac{H_{10}^{\left(1\right)}(y_{d_m})}{d_m} \right) \left( x - x_m \right) \left( y - y_m \right) \]

(17)

\[ \gamma = \frac{1}{\rho^2} \sum \left( \gamma \right) \]

III. VALIDATION

In this section, the numerical technique presented above is validated by a comparison with previous results.

A metal rectangular waveguide with width \( a = 19.05 \) mm, height \( b = 9 \) mm, and conductivity \( \sigma = 5.8 \times 10^7 \) S/m (the conductivity of copper) is considered [7]. Wavevector component \( k_z = \alpha + j \beta \), with \( \beta \) the propagation constant, and \( \alpha \) the attenuation constant. The numerical results of \( \beta \) and \( \alpha \) with respect to frequency calculated by the integral equation method are presented in Fig. 2 and 3. For comparison, the results of [7] are also shown in these figures. It can be seen from these figures that, the numerical results calculated by using the integral equation method agree well with the results of [7].

IV. DISCUSSION

By using the numerical technique presented above, we discuss the effects of the waveguide parameters on the propagation constant and attenuation constant, including the conductivity \( \sigma \) of the lossy metal, the standard deviation of height \( D \) and correlation length \( I_{co} \) of the Gaussian roughness. The ensembles of profiles with these statistical properties are generated by using the method presented in [5]. Considering the randomicity, we take into account one hundred realizations for a calculation; then, we get the statistical average value of these results.

Fig. 3. Attenuation constant \( \alpha \) of a metal empty rectangular waveguide.

The dimension of the rough waveguide is \( a = b = 8 \) mm, as shown in Fig. 4. In this figure, both the standard deviation of height \( D \) and correlation length \( I_{co} \) are equal to 0.01 mm.

A. Effect of the conductivity \( \sigma \)

Supposing the waveguide is regular (\( D = 0 \)), and keeping the work frequency unchanged, by using the integral equation method, we can get the variations of the propagation constant \( \beta \) and attenuation constant \( \alpha \) with respect to waveguide parameters.
conductivity $\sigma$, as shown in Figs. 5 and 6. Here, we consider the first four modes of the regular waveguide: TE10, TE11, TM11, and TM21 modes.

It can be seen from Fig. 5, that as the increase of the conductivity $\sigma$, the propagation constants $\beta$ of the TE modes are increased, and the propagation constants $\beta$ of the TM modes are decreased. The attenuation constants $\alpha$, both for the TE modes and TM modes, are all decreased as the increase of conductivity $\sigma$, as shown in Fig. 6. Besides, it can be seen form these two figures that when the conductivity $\sigma$ increase to $75\text{dBs/m}$ (about $5.8 \times 10^7 \text{ S/m}$, the conductivity of copper), the variations of the propagation constant $\beta$ and attenuation constant $\alpha$ with respect to conductivity $\sigma$ are not obvious, which means that, when exceeding the conductivity of copper, the effect of $\sigma$ on the propagation performance of the waveguide is not considerable.

**B. Effect of the standard deviation of height $D$**

We let the conductivity of the waveguide $\sigma = 5.8 \times 10^7 \text{ S/m}$, the correlation length $l_{co} = 0.05$, and keep the work frequency unchanged. In this section, we discuss the effects of the standard deviation of height $D$ of the Gaussian rough waveguide on the propagation constant $\beta$ and attenuation constant $\alpha$.

By using the integral equation method, we can get the variations of propagation constant $\beta$ and attenuation constant $\alpha$ with respect to standard deviation of height $D$, as shown in Figs. 7 and 8. It can be seen from these two figures that, as the increase of $D$, for both the TE and TM modes, the propagation constants $\beta$ are decreased and the attenuation constants $\alpha$ are increased.
height $D=0.03$, and keeping the work frequency unchanged, by using the integral equation method, we can get the propagation constant $\beta$ and attenuation constant $\alpha$ for different correlation length $l_{co}$, as shown in Figs. 9 and 10. It can be seen from these figures that, as the increase of $l_{co}$, for both the TE and TM modes, the propagation constants $\beta$ are increased and the attenuation constants $\alpha$ are decreased.

Fig. 6. The variations of attenuation constant $\alpha$ with respect to conductivity $\sigma$.

C. Effect of the correlation length $l_{co}$

Supposing the conductivity of the waveguide $\sigma = 5.8 \times 10^7$ S/m, standard deviation of
Fig. 7. The variations of the propagation constant $\beta$ with respect to standard deviation of height $D$.

Fig. 8. The variations of attenuation constant $\alpha$ with respect to standard deviation of height.

D. Effect of work frequency $f$

To discuss the effect of the work frequency $f$ on the propagation constant $\beta$ and attenuation constant $\alpha$, we suppose conductivity of the waveguide $\sigma = 5.8 \times 10^7$ S/m, standard deviation of height $D=0.03$, and correlation length $l_{\text{co}}=0.05$. The variations of propagation constant $\beta$ and attenuation constant $\alpha$ with respect to frequency $f$ are shown in Figs. 11 and 12. Obviously, as the increase of $f$, the propagation constants $\beta$ are increased and the attenuation constants $\alpha$ are decreased.

The dotted lines in Fig. 12 represent the variations of attenuation constant $\alpha$ with respect to work frequency in a smooth waveguide for every mode. It can be seen from this figure that, the variations of attenuation constant with respect to work frequency $f$ for the rough waveguide is the same as that for the smooth waveguide.
The discrepancy of the propagation constant $\beta$ between perfect conductor waveguide and copper waveguide is defined as,

$$\beta_{er} = \left| \frac{\beta^p - \beta^c}{\beta^p} \right|,$$  \hspace{1cm} (18)

where $\beta^p$, $\beta^c$ is the propagation constant of perfect conductor waveguide and copper waveguide calculated by using integral equation method, respectively.
Similarly, the discrepancy of the attenuation constant $\alpha$ is defined as,

$$\alpha_{er} = \frac{|\alpha^p - \alpha^c|}{\alpha^p}, \quad (19)$$

For TE10, TE11, TM11, and TM12 modes, the $\beta_{er}$ and $\alpha_{er}$ for different work frequency $f$ are shown in Tables 1-4. It can be seen from these tables that, for all the modes, the discrepancies of $\beta$ and $\alpha$ between perfect conductor waveguide and copper waveguide are decreased as the increase of the frequency $f$, which means that the effect of the loss metal on the propagation performance of the waveguide is decreased as the increase of frequency $f$.

**Table 1:** The $\beta_{er}$ and $\alpha_{er}$ of TE10 mode for different work frequency

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$\beta_{er}$ (%)</th>
<th>$\alpha_{er}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.18</td>
<td>3.79</td>
</tr>
<tr>
<td>24</td>
<td>0.99</td>
<td>2.27</td>
</tr>
<tr>
<td>28</td>
<td>0.23</td>
<td>1.65</td>
</tr>
<tr>
<td>32</td>
<td>0.18</td>
<td>0.88</td>
</tr>
<tr>
<td>36</td>
<td>0.16</td>
<td>0.71</td>
</tr>
<tr>
<td>40</td>
<td>0.14</td>
<td>0.69</td>
</tr>
</tbody>
</table>

**Table 2:** The $\beta_{er}$ and $\alpha_{er}$ of TE11 mode for different work frequency

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$\beta_{er}$ (%)</th>
<th>$\alpha_{er}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.12</td>
<td>2.19</td>
</tr>
<tr>
<td>34</td>
<td>0.73</td>
<td>1.81</td>
</tr>
<tr>
<td>38</td>
<td>0.24</td>
<td>0.59</td>
</tr>
<tr>
<td>42</td>
<td>0.16</td>
<td>0.55</td>
</tr>
<tr>
<td>46</td>
<td>0.16</td>
<td>0.40</td>
</tr>
<tr>
<td>50</td>
<td>0.15</td>
<td>0.33</td>
</tr>
</tbody>
</table>

**Table 3:** The $\beta_{er}$ and $\alpha_{er}$ of TM11 mode for different work frequency

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$\beta_{er}$ (%)</th>
<th>$\alpha_{er}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.30</td>
<td>2.41</td>
</tr>
<tr>
<td>34</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>38</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>42</td>
<td>0.42</td>
<td>0.43</td>
</tr>
<tr>
<td>46</td>
<td>0.33</td>
<td>0.35</td>
</tr>
<tr>
<td>50</td>
<td>0.28</td>
<td>0.28</td>
</tr>
</tbody>
</table>

**Table 4:** The $\beta_{er}$ and $\alpha_{er}$ of TM21 mode for different work frequency

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$\beta_{er}$ (%)</th>
<th>$\alpha_{er}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.71</td>
<td>0.74</td>
</tr>
<tr>
<td>54</td>
<td>0.57</td>
<td>0.58</td>
</tr>
<tr>
<td>58</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>62</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td>66</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>70</td>
<td>0.21</td>
<td>0.21</td>
</tr>
</tbody>
</table>
V. CONCLUSION

An integral equation method has been performed to evaluate the propagation characteristic of the random rough lossy waveguide. It has been shown that the propagation characteristic strongly depends on the frequency, the standard deviation of height and correlation length. As the correlation length and frequency increases, the propagation constant is increased and the attenuation constant is decreased; while as the increase of the standard deviation, the trends of the propagation constant and the attenuation constant are just opposite. Those results may have interesting applications for optical telecommunication and hollow dielectric film coated waveguide for THz radiation.
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