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Abstract — The far-field pattern of a geometrically large and complex antenna used in low-frequency radio astronomy is computationally expensive to simulate on electromagnetic simulators, such as FEKO. For example, one station of the Square Kilometer Array, which consists of 256 log-periodic antenna elements, will take years to simulate using the full CAD model for the full operational frequency band. This paper focuses on reducing the simulation time for a single antenna element by simplifying the simulation model, thus decreasing the number of unknowns that have to be solved in a simulation. An iterative process for optimizing the simplification of such an element is described, while keeping the reflection coefficient within 1 dB absolute mean deviation of the measured data. After four iterations, the amount of unknowns to be solved, which includes the number of triangles and segments, was reduced from 29,307 to 11,991. This decreased the computation time by 86.5\%, making array simulations feasible. Using the techniques described in the paper, other antenna constructions can benefit from it and be simulated more efficiently.

Index Terms — Antenna, FEKO, optimization techniques, radio astronomy, square-kilometer array

I. INTRODUCTION

The Square Kilometer Array (SKA), a new generation radio telescope, is being used to explore the universe. This array operates in the 50-350 MHz frequency band. The SKA consists of two parts, one in Australia and one in South-Africa. The low-frequency array will be built in Australia and will consist of 512 stations, each of which has 256 pseudo-randomly placed antenna elements. This work is focused on modeling a single element of an individual station, which was deployed at the end of 2019 in the Western Australian desert, see Fig. 1 [1]. The elements of the array are the SKA log-periodic antenna version 4.1 (SKALA-4.1) which was designed by the Italian company Sirio Antenne in CAD [2]. Design fundamentals are presented in [3], [4]. Figure 2 shows the original model of the SKALA-4.1.

Fig. 1. Illustration of the bird’s eye view of the SKA array.

FEKO, licensed by Altair Engineering, was used in simulating the antenna [5]. FEKO meshes the antenna using 2D triangles and 1D wire segments, generating unknowns that are solved for using Method of Moments (MoM) [6], [7]. The 2D triangles give rise to more unknowns than the 1D wire segments which increases the processing effort (time and memory wise). To simplify the domain, 1D segments should be used instead of the 2D triangles wherever possible, without sacrificing accuracy of the simulated far-field pattern and scattering parameters (S-parameters). The density of the mesh increases when simulating irregular surface features, such as cracks, gaps, and corners. A highly dense mesh is necessary in order to accurately represent these surfaces, but at the expense of an increase in computation time. For this antenna, the focus laid on simplifying or
eliminating these irregular features to reduce mesh density and speed up performance. Important to note is that for most radio-astronomy applications, most of these intricate structures are small compared to the operational wavelength (< $\lambda/10$ [8]). Therefore, they could often be removed or simplified without changing the antenna performance significantly in the operational band [9]-[11].

Simulating the full array is the only way of determining its radiation pattern as it cannot be measured in regular measurement facilities, such as anechoic chambers, due to its size. The original array was computationally expensive, such that it was impossible to simulate with the available amount of RAM (the memory requirement was approximately 420 TB using MoM alone). Even with using the multilevel fast multipole method (MLFMM), which significantly reduces computational time and memory requirements, the memory requirement was still approximately 5 TB for the full array. Due to time and monetary constraints, it was not a viable solution to accept a simulation time of multiple years to cover the entire frequency band, or to make computing-hardware improvements. Instead, processing-time and memory-requirement improvements can be achieved by changing the antenna model in such a way that fewer intricate surface features occur, while still maintaining accuracy. A station consists of 256 antennas, so if the processing time for the model of a single antenna can be reduced, the total array simulation time will drastically improve as well. Therefore, in this work, only the simplification of a single element of the array will be discussed and not the array as a whole. We used MoM to simulate the antenna, since MFLMM does not work for single-element simulations due to the high coupling between the individual mesh. The simplification techniques presented in this paper are applicable for other antenna simulations where either a limited amount of computational resources are available or if the antenna elements are a part of a larger array simulation.

This paper shows an iterative process of modifying the SKALA-4.1 CAD model, without sacrificing important electromagnetic properties, to optimize processing time for numerical electromagnetic modeling. The primary goal of this paper is to present a methodology for optimizing numerical modeling for radio-astronomy or low-frequency antennas. To the authors' best knowledge, such a work does not exist yet in the community. For all iterations, it was critical that there is a near perfect match between the simulations and measurements with the main metric of interest being the reflection coefficient ($S_{11}$), which is the most sensitive to slight changes. We show far-field patterns as well, but these are not compared with measurement data, as it is not available for this antenna. Section II shows all tips and tricks used for optimizing the SKALA-4.1 model over the course of four iterations. Additional optimization techniques are discussed in Section III and the work is concluded in Section IV.

II. MODEL: OPTIMIZATION TECHNIQUES AND RESULTS

FEKO simulations were carried out on a dedicated computer system, which has 4 Intel Xeon E5-4640 CPUs containing 8 physical cores each, giving a total 32 processors (multi-threading was disabled as FEKO prefers physical cores over logical cores). It has 128 GB of RAM available. No graphics processing units (GPU) were used [12].

Accuracy is assured by requiring the simulated results to not deviate more than 1 dB on average from measured results over the entire frequency range. The measured results for a single SKALA-4.1 antenna were taken in a semi-anechoic chamber by the National Institute of Astrophysics in Italy (INAF). The 1 dB deviation criteria is calculated by taking the absolute difference between the measured and simulated $S_{11}$ on a logarithmic scale according to:

\[
\text{Deviation (dB)} = \left| 20 \log_{10}(S_{11,\text{simulated}}) - 20 \log_{10}(S_{11,\text{measured}}) \right|, \tag{1}
\]

where we used $S_{11}$ on a linear scale. For accuracy, the main metric is the deviation of $S_{11}$ from the measured data. Far-field patterns are shown as well, both cross- and co-polarization, but it should be noted that those results are less sensitive to model changes compared to $S_{11}$. Also, no far-field pattern measurement data was available, due to measurement constraints, such as meeting the far-field criterion in a regular anechoic room. Further details of the SKALA-4.1 are presented in [13].
A. Iteration-α: Removing intricate components

The original simulation, iteration-α, was based on the mechanical CAD model of the antenna. This model contained a significant amount of intricate components, such as small screws or non-conducting materials (i.e., plastic) that were not electromagnetically significant (most were \( \ll \lambda/10 \)), but did increase the density of the mesh considerably. The inclusions of the screws used to secure the antenna arms to the boom was unnecessary for electromagnetic modeling and accounted for a couple of thousands in the total mesh count. In the first FEKO computable version, these types of structures were either deleted or replaced.

In MoM wires are meshed with cylindrical segments and in order to be able to simulate these segments, the segment length should be sufficiently large compared to the wire radius [14]. This problem particularly arose in the ends of the branches, see part α of Fig. 2, which were round instead of square and thus overly segmented, creating errors in FEKO. Results are described from iteration-0 on, because iteration-α could not even run in FEKO, due to a high computational demand.

B. Iteration-0: The baseline

The first usable model, further referred to as iteration-0, has a run-time of 0.505 hours for a single antenna per frequency. To simulate the entire frequency range of 50-350 MHz with a 1 MHz frequency spacing, it would take more than 6 days to run one single antenna, with an expected duration of multiple years when performing an embedded element simulation.

The amount of unknowns for a single antenna in iteration-0 was 29,307, of which 18,621 were metallic triangles. The absolute mean deviation of the reflection coefficient from the measured data is 0.85 dB. See Fig. 3 for the reflection coefficients of the measured data and all iterations. See Table 1 for a summary of the amount of unknowns, processing time, and time reduction. See Table 2 for the absolute mean difference of the reflection coefficient for all iterations. As mentioned before, the main accuracy metric is the deviation of \( S_{11} \) from the measured data. A flowchart visible in Fig. 10 shows a short summary of the main changes in each successive iteration. The ground plane was modeled using an infinite perfect electric conductor in all iterations which is not meshed in FEKO, thus saving computational requirements.

C. Iteration-1: Replacing 3D structures by wires

The focus for the next iteration is on part b of Fig. 2, referred to as ‘arms’, where we change the square tube shape to a wire one, since wires take less processing time compared to other structures. In this iteration, the arms are modeled as wires due to the significant speed improvement over modeling them with plates, see Fig. 4.

In order to keep the input impedance the same, the cross-sectional area of the arms in square meters is kept equal to iteration-0 according to \( l_{\text{tube}} \cdot w_{\text{tube}} = \pi \cdot r_{\text{wire}}^2 \), where \( l_{\text{tube}} \) and \( w_{\text{tube}} \) are the length and the width of the tube, respectively, and \( r_{\text{wire}} \) is the radius of the wire, all in meters. Given that \( l_{\text{tube}} = 0.015 \text{ m} \) and \( w_{\text{tube}} = 0.025 \text{ m} \), \( l_{\text{wire}} \approx 0.01093 \text{ m} \) was used.

These changes caused a reduction in total number of unknowns by 1400 compared to iteration-0. Processing time was also reduced by 23.6\%, see Table 1. This process can also be applied for higher frequencies, given that the effective area is kept the same.
D. Iteration-2: Simplifying the manufacturing aids

There are four changes in this iteration. First, four holes in the highest row of crown branches were removed, as shown in Fig. 5. The holes are a manufacturing need, but have insignificant effect on the simulated performance, because they are electrically very small. Second, the attachment of the plate onto the boom was simplified from a fillet to a chamfer, as pictured by the red outline Fig. 5 (b), instead of using three smaller structures as shown in Fig. 5 (a). Third, multiple internal plates in the attachments of the crown branches were removed so there are no inside enclosures, see Fig. 5. Three internal plates per crown branch were removed, summing to 120 internal plates for one antenna.

Lastly, the round source feed was replaced by a square one with the same effective area. As mentioned in Section II-A, round structures require a denser mesh compared to square or triangular structures. This geometry change is possible because the round source feed is small compared to the wavelength and will have a small impact on impedance as the same effective area is maintained. These changes resulted in a decrease of more than 9,000 mesh elements compared to iteration-0, and a 63.2% decrease in processing time compared to iteration-0 (see Table 1). The absolute mean difference in $S_{11}$ was 0.72 dB after this iteration (see Table 2).

Table 1: Optimization data for a single polarization for all iterations

<table>
<thead>
<tr>
<th>Iter.</th>
<th>Nr. of Unknowns</th>
<th>Nr. of Triangles</th>
<th>Nr. of Segments</th>
<th>Processing Time/Freq.</th>
<th>Time Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>29307</td>
<td>18315</td>
<td>950</td>
<td>0.505</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>27953</td>
<td>17665</td>
<td>1038</td>
<td>0.386</td>
<td>23.6%</td>
</tr>
<tr>
<td>2</td>
<td>20017</td>
<td>12623</td>
<td>1034</td>
<td>0.186</td>
<td>63.2%</td>
</tr>
<tr>
<td>3</td>
<td>18519</td>
<td>11687</td>
<td>938</td>
<td>0.158</td>
<td>68.7%</td>
</tr>
<tr>
<td>4</td>
<td>11991</td>
<td>7471</td>
<td>934</td>
<td>0.068</td>
<td>86.5%</td>
</tr>
</tbody>
</table>
Table 2: Simulated versus measured reflection-coefficient deviation

<table>
<thead>
<tr>
<th>Iter.</th>
<th>Absolute Mean Difference (dB)</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.85</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0.84</td>
<td>0.6%</td>
</tr>
<tr>
<td>2</td>
<td>0.72</td>
<td>15.1%</td>
</tr>
<tr>
<td>3</td>
<td>0.74</td>
<td>12.6%</td>
</tr>
<tr>
<td>4</td>
<td>0.60</td>
<td>29.8%</td>
</tr>
</tbody>
</table>

Fig. 7. The normalized co-polarized E-plane radiation patterns of iteration-0, 2 and 4 for the frequencies 50, 200 and 350 MHz (top to bottom) in dB.

F. Iteration-4: Replacing small areas by large surfaces

This iteration focuses on part \( f \) in Fig. 6. The crown branches were densely meshed, even after the simplification in iteration-2, due to small plates \((f.1-3\) in Fig. 6) that are present at the ends of the branch and at the joints. A single crown branch is hollow and consists of one upper and one lower rectangle to connect them, one top and bottom polygon (red outline at part \( f.1 \) and \( f.2 \) of Fig. 6), and one square at the outer end of the crown branch (part \( f.3 \) in Fig. 6). We removed the polygon on the top of the crown branches (part \( f.1 \) in Fig. 6) and we removed the square at the end (part \( f.3 \) in Fig. 6), with an exception for the lowest three crown branches. Removal of \( f.3 \) in the lowest three crown branches caused a significant effect on \( S_{11} \) because the loss in area of \( f.3 \) is much greater than in the higher crown branches. Loss of a larger area causes a significant difference in the currents flowing through the antenna [15]. The amount of mesh elements went down by about 2,500, with no significant effects on the antenna parameters. The polygon on the top of the lower three rows of crown branches and the bottom polygon of all of the crown branches was removed. This caused the number of unknowns to decrease by another 5,000.

Fig. 8. The normalized cross-polarized E-plane radiation patterns of iteration-0, 2 and 4 for the frequencies 50, 200 and 350 MHz (top to bottom) in dB.

Fig. 9. Processing time per frequency for a single antenna per number of unknowns plotted with a second order polynomial.
These changes result in a final iteration-4, with about 12,000 mesh elements in total. The absolute mean difference for iteration-4 compared to the measured data in $S_{11}$ is 0.6 dB, which is almost 30% less deviation from the measured data than iteration-0 (see Table 2). We expect this is caused by the complex structures that occur in the full CAD model, causing higher inaccuracies as compared to measured data. Therefore, simplification can be of advantage in both optimizing processing time and accuracy. A summary of the main optimization techniques used in all iterations is visible in Fig. 10. The co- and cross-polarized E-planes for iteration-0, 2 and 4 are displayed in Fig. 7 and Fig. 8. Figure 9 shows that the computational time for this model indeed expands to the square of the amount of unknowns as expected, as indicated by a second order polynomial fit.

G. Array simulations

After all optimizations, array simulations were made possible again with the amount of available RAM. The single-element modeling of the last iteration for the full frequency range had a processing time of approximately 3 hours. Due to the pseudo-random nature of the array, an array factor can be accurately computed in a matter of seconds and applied to a single element, significantly speeding up the array computation. Note that this approach does not yield accurate results for all radio-astronomy arrays, it highly depends on the array configuration. To verify the use of an array factor, full-wave array simulations were performed as well, which were in good agreement with the array-factor results, but they varied significantly in processing time between the lower and higher-end of the operational frequency band. For lower frequencies, the coupling of the array is significantly higher as compared to higher frequencies, increasing the memory-requirement in the preconditioning stage and hence, the processing time [16]-[18]. Therefore, it becomes complicated to extract the processing time for a full-wave array simulation from the processing time of a single element. Note that a significant improvement has been made since the original model did not allow for full array simulations due to a lack of RAM.

III. OVERVIEW AND ADDITIONAL OPTIMIZATION TECHNIQUES

Figure 10 shows a general overview of steps that can be taken to optimize processing time in numerical electromagnetic modeling of radio-astronomy or low-frequency antennas. As this work has shown, optimizing the model can significantly decrease processing time in a low-cost and efficient way, as compared to improving computational hardware. In general, one should always assess important metrics as the reflection coefficient and the far-field patterns for each iterations, such that they do not change significantly in between. It should be noted that most of these optimizations were possible as the structures that were changed were often small compared to the wavelength, or they did not affect the simulated results significantly at low frequencies, such as the coarse meshing option. However, optimizations such as replacing 3D structures with wires are useful at higher frequencies as well.

Additional optimization attempts were made by first changing the main boom (area $c$ in Fig. 2) into wires, but this did not satisfy the 1 dB criterion anymore, as the top part of the antenna (part $d$ in Fig. 2) consisted of plates which cannot be attached to a wire. Second, an attempt was made to replace the crown branches with wires as well, as these were the greatest source of triangular mesh elements. However, this lead to a significant loss of area for current to flow through, leading to a deviation in $S_{11}$ over 1 dB. This shows the importance of assessing the deviation before applying more simplifications.

IV. CONCLUSION

This work has shown an iterative process for optimizing processing time of the SKALA-4.1, a radio-astronomy antenna. After all iterations, the number of unknowns was brought down from 29,307 to 11,991, which resulted in a reduction in processing time of 86.5%. Using the available hardware, a full-wave array simulation can now be solved in about 7 months instead of an estimated multiple years, and in 3 hours with the use of an array factor. The reflection coefficient of this final iteration represents the measured data 29.8% more accurately compared to iteration-0, and also stays within
the accepted 1 dB deviation from the measured data. In addition to that, the radiation pattern of the latest iteration aligns within 1 dB error with the radiation pattern of the first iteration. A general approach was presented for optimizing processing time for such applications, starting from a CAD model, which can serve as a useful tool for radio-astronomy and low-frequency antenna designers.
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