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Abstract — Aiming at the radiated electromagnetic interference (EMI) noise of electronic equipment, a novel method of radiated EMI noise analysis based on non-linear principal component analysis (NLPCA) algorithm is proposed in this paper. In order to obtain multiple independent common-mode / differential-mode radiated sources, and to find the sources that cause the radiated noises that exceed the limit of standard, NLPCA algorithm is used to process the near-field radiated signals superimposed by multiple radiated sources. The simulation results show that NLPCA can successfully screen out the radiated EMI noises which exceed the limit of standard. Moreover, the experiments are carried out with three models: double-common-mode hybrid sources, double-differential-mode hybrid sources and common-differential-mode hybrid sources. Compared with the traditional independent component algorithm (ICA), the method proposed in this paper can separate the radiated EMI noise sources more accurately and quickly. It can be concluded that the accuracy of NLPCA algorithm is 10% higher than ICA algorithm. This work will contribute to trace the radiated EMI noise sources, and to provide the theoretical basis for the future suppression.

Index Terms — Mixed noise source, near-field noise analysis, NLPCA algorithm, noise separation, radiated EMI.

I. INTRODUCTION

With the rapid development of power electronic technology, the systems of modern electronic equipment are becoming more complex, and the electromagnetic waves generated by devices bring huge electromagnetic pollution to the environment [1-5]. In order to reduce the influence of radiated EMI noises, the most effective method is to suppress the noise source, therefore, the identification and diagnosis of electromagnetic radiated noise sources of electronic equipment have become the biggest challenge in EMI fault analysis [6-9].

At present, most scholars choose to study the problem of radiated EMI noises from the perspective of electromagnetic field analysis. The electromagnetic radiated field of the loop antenna has been deduced by Moghaddam, and the interference effect of different radio frequency (RF) interference sources has been simulated finally [10-11]. A fast analysis method for spurious emission of RF circuits has been proposed by Hsieh and other scholars, which can quickly extract unnecessary radiated noises [12]. The near-field conversion formula of antenna has been designed by Ricciardi, and the characteristics of the radiated target have been obtained by combing the near-field measurement [13]. Based on the transient emission time-domain model, radiated electromagnetic field analysis technology for the near-field has been proposed by Ravelo and others [14].

In addition, some scholars choose to analyze the radiated EMI noises from the perspective of signal analysis, and the signal analysis methods have been applied to diagnose of radiated EMI noises. The hybrid finite-difference time-domain analysis method for Maxwell’s Equations has also been designed by Zhu and others [15]. An improved algorithm based on genetic algorithm has been applied to EMI problem analysis by Lin et al., which obviously saves working time [16]. Moreover, in order to evaluate the near-field and far-field EMI distribution of electromagnetic field, the full wave analysis method has been used by Arnaudov and other scholars [17]. Symmetrical component theory has been applied to model and analyze the characteristics of electromagnetic interference noise by Wang and others [18-20].

To solve and overcome the disadvantages of the traditional methods, a noise analysis method for radiated EMI of electronic equipment is proposed in this paper. The NLPCA is used to separate the near-field radiated time-domain signals, and to obtain multiple independent common-mode/ differential-mode radiated sources, so as to find out the sources that exceed the standard. Compared with the traditional ICA algorithm, the method can accurately and quickly find out the radiated EMI
noise sources, and is easier to operate and implement.

The outline of this paper is as follows. In Section II, the theoretical analysis of NLPCA algorithm is discussed. Section III studies the separation of the radiated EMI noise based on NLPCA. In Section IV, simulation of the radiated EMI noise based on NLPCA is carried out. In Section V, three groups of verification experiments are enforced. Section VI concludes the work.

II. THEORETICAL ANALYSIS OF NLPCA

A. Radiated EMI source

As shown in Fig. 1, there are many noise sources on the actual printed circuit board (PCB), and schematic diagram is shown in Fig. 2. There are \( n \) radiated sources, and the radiated noise generated by a single radiated source can be expressed as \( E_1, E_2, E_3, \ldots, E_n \), these radiations are superimposed to form the total radiated noises.

In this paper, the method for separating radiated EMI noise sources based on NLPCA algorithm is established. Firstly, the radiated noise signals on PCB are collected. Then the signals are separated by the NLPCA analysis. Finally, compared with the original signals on the PCB, several radiated noise sources that exceed the standard are screened out.

![Fig. 1. The actual printed circuit board.](image)

![Fig. 2. Schematic diagram of space radiated EMI on PCB.](image)

B. Principle of NLPCA

The NLPCA algorithm introduces the non-linear function into the standard principal component analysis (PCA) algorithm, so that the standard PCA algorithm can complete the separation of the source signals. Since the statistic of Gaussian data above the third order is zero, the algorithm requires the input to be non-Gaussian data and needs to be pre-whitened at the same time.

The principle of the NLPCA algorithm includes the following three parts.

B.1. Mixed signal models

Blind signal separation refers to the process of recovering each independent component of the source signal only from the observed signal according to the statistical characteristics of the input signal. There are three main types of signals for blind signal separation research: linear mixed signals, non-linear mixed signals and convolutional mixed signals. In reality, due to the complexity of mixed system and the delay of signal propagation, the sensor usually obtains convolutional mixed signal.

The general model of convolutional mixed signal can be expressed as:

\[
x(t) = A \ast s(t) = \sum_{p=-\infty}^{\infty} A_p s(t-p), t = 1, 2, \ldots,
\]

\[
s(t) = [s_1(t), \ldots, s_n(t)]^T,
\]

\[
x(t) = [x_1(t), \ldots, x_m(t)]^T,
\]

where \( s(t) \) is source signals with \( n \) mutually independence and identically distributed; \( x(t) \) is \( m \) convolutional mixed signals; in this paper, \( m=n \), \( A \) is the hybrid filter.

The purpose is to find a separation filter \( W_p \) such that \( y(t) \) is an estimate of the source signal \( s(t) \), as shown in formula (2):

\[
y(t) = \sum_{p=-\infty}^{\infty} W_p x(t-p) = [y_1(t), \ldots, y_n(t)]^T,
\]

where \( y(t) \) is a \( n \)-dimensional column vector and \( W_p \) is a column of \( n \times n \) matrix, \( p \) is any real number.

The input and output systems in the \( z \)-transform domain can be expressed as:

\[
X(z) = A(z)S(z),
\]

\[
Y(z) = W(z)X(z) = W(z)A(z)S(z) = C(z)S(z),
\]

\[
W(z) = \sum_{p=-\infty}^{\infty} W_p z^{-p}, A(z) = \sum_{p=-\infty}^{\infty} A_p z^{-p}, C(z) = W(z)A(z).
\]

When \( y(t) \) is an estimate of \( s(t) \), there is:

\[
C(z) = PD(z),
\]

where \( P \) is an arbitrary permutation matrix, \( D(z) \) is a non-singular diagonal matrix, its diagonal elements are:

\[
c_iz^{-\Delta i}, i = 1, \ldots, n,
\]

where \( c_i \) is a non-zero coefficient, and \( \Delta i \) is a real number.

B.2. Whitening algorithm

Signals need to be pre-whitened, which is conducive to speeding up the calculation speed of the algorithm. In this paper, based on the convolution hybrid structure, the whitening filter of convolutional mixed signals is obtained by defining the whitening criterion. Let the whitening filter \( B(z) \) be:
B(z) = \sum_{i=1}^{K} B_i z^{-i}.

(6)

Its adaptive algorithm is as follows:

\[ v(t-K) = \sum_{i=1}^{K} B_i x(t-K-i), \]

\[ \Delta B_i = \alpha \left( B_i - \sum_{i=1}^{K} v(t-3K) v(t-3K-i) B_i \right), \]

\[ B_T = \frac{1}{2} (B_i + B_i^T), \]

where \( \alpha > 0 < 1 \) is the iteration step size.

**B.3. Recursive Least Square (RLS) algorithm**

The cost function of convolution separation is:

\[ \min J(W(t)) = \sum_{i=1}^{L} \| v(i) - \sum_{p=0}^{L} W_p(t) f(y(i+p)) \|^2, \]

(8)

where \( v \) is the whitened signals of the mixed signals, and \( f \) is a non-linear function.

When the signals are sub-Gaussian signals, has:

\[ f(y) = \tanh(y). \]

(9)

When the signals are super-Gaussian signals, has:

\[ f(y) = y^3. \]

(10)

Use mapping approximation, we know that:

\[ y(t) = \sum_{l=0}^{L} W_l(t) v(t-l) = \sum_{l=0}^{L} W_l(t-1) v(t-l). \]

(11)

The derivative of formula (8) with respect to \( W_p(t) \):

\[ \frac{\partial J(W(t))}{\partial W_p(t)} = -2 \sum_{l=1}^{L} b^{l-1} z(i+p) v^T(i) \]

\[ + 2 \sum_{l=1}^{L} b^{l-1} z(i+p) \sum_{l=1}^{L} Z^T(i+p) W_p(t). \]

(12)

Make formula (12) equal to zero, get the optimal matrix at time \( t \):

\[ W_p(t) = \left( \sum_{l=1}^{L} b^{l-1} z(i+p) z^T(i+p) \right)^{-1} \]

\[ \sum_{l=1}^{L} b^{l-1} z(i+p) v^T(i) - z(i+p) zp(i) \]

\[ = R^{-1}(t) C(t), \]

(13)

where

\[ zp(i) = \sum_{l=1}^{L} z(i+p) W_p(t), \]

\[ R(t) = \sum_{l=1}^{L} b^{l-1} z(i+p) z^T(i+p), \]

\[ C(t) = \sum_{l=1}^{L} b^{l-1} z(i+p) v^T(i) - z(i+p) zp(i). \]

(14)

From the point of view of filtering, formula (13) is a typical Weiner filter, so let \( R(t) = P(t) \), has:

\[ zp(t) = \sum_{l=1}^{L} z(t+p) W_p(t-1). \]

(15)

From the matrix iterative inversion theorem and formula (16), an adaptive algorithm formula (17) for convolutional mixed blind source separation is obtained as follows:

\[ R(t) = \beta R(t-1) + z(t+p) z^T(t+p), \]

\[ C(t) = \beta C(t-1) + z(t+p) v(x(t) - z(t+p) zp(t)), \]

\[ W_p(t) = W_p(t-1) + [P(t) z(t+p) v^T(t)], \]

\[ -z(t+p) zp(t) - Q(t) z(t+p) z^T(t+p) W_p(t-1)]. \]

(16)

(17)

**III. SEPARATION OF RADIATED EMI BASED ON NLPCA**

In this paper, the NLPCA algorithm is applied to the separation of radiated EMI noise. Firstly, time-domain signals of radiated noises are collected by magnetic field probe through high-speed oscilloscope, the mixed signals are separated into multiple independent noise signals by the NLPCA algorithm, so as to screen out the sources of radiated EMI noises. The specific analysis flow chart is shown in Fig. 3.

![Flow chart of radiated noise source screening](image)

Fig. 3. Flow chart of radiated noise source screening.

**A. Model of radiated EMI noises**

In this section, a noise source model is established, as shown in Fig. 4. Radiated noises are generated between the three chips on the PCB through a cable. Use the near-field probe to measure the total radiated electric field at test points A, B, and C at the same time. It is worth noting that the highest test frequency of a high-speed digital oscilloscope should be greater than the frequency of the radiated electric field. During the test, the test distance, test angle, chip 1 cable, chip 2 cable and chip 3 cable were determined. The intensity of the radiated electric field at these three observation points can be expressed as:

\[ E_A = E_A^1 + E_A^2 + E_A^3, \]

\[ E_B = E_B^1 + E_B^2 + E_B^3, \]

\[ E_C = E_C^1 + E_C^2 + E_C^3. \]

(18)
where $E_{A1}$, $E_{B1}$, and $E_{C1}$ are the radiated electric field generated by chip 1 at test points A, B, and C, respectively; $E_{A2}$, $E_{B2}$, and $E_{C2}$ are the radiated electric fields generated by chip 2 at test points A, B, and C, respectively; $E_{A3}$, $E_{B3}$, and $E_{C3}$ are the radiated electric fields generated by chip 3 at test points A, B, and C, respectively; the test distance and test angle are known.

**Fig. 4. Model of radiated EMI noise source.**

Let,

$$K_p(\tau) = \begin{pmatrix} K_{11}(\tau) & K_{12}(\tau) & K_{13}(\tau) \\ K_{21}(\tau) & K_{22}(\tau) & K_{23}(\tau) \\ K_{31}(\tau) & K_{32}(\tau) & K_{33}(\tau) \end{pmatrix},$$

where $K_p(\tau)$ is a $n$ order filter with a delay of $\tau$, $n$ is the ratio of the cable length $l$ to the wave speed $v$. $K_p(\tau)$ represents the ratio of the radiated intensity to the current from the $i$th radiated source to the $j$th probe when the delay is $\tau$.

Combined with formula (18) and formula (19), we can deduce that:

$$\begin{align*}
E_{o}(t) &= \sum_{\tau=0}^{\infty} K_{0}(\tau) \begin{pmatrix} I_1^+(t-\tau) + I_1^-(t+\tau) \\ I_2^+(t-\tau) + I_2^-(t+\tau) \\ I_3^+(t-\tau) + I_3^-(t+\tau) \end{pmatrix},
\end{align*}$$

where $I_1(t)$, $I_2(t)$, and $I_3(t)$ are cable currents.

The electric field probe can output a voltage to the oscilloscope, which is proportional to the field strength. The scaling factor is called the antenna coefficient $AF$, which is:

$$AF = \frac{E}{V}.$$  (21)

In the test, the three electric field probes use the near-field electric field probe Stab 3 mm produced by Rohde & Schwarz, so the performance of the three probes is same, so the antenna coefficients are known and equal, that is $AF_1=AF_2=AF_3$. Therefore, the voltages can be obtained, as shown in formula (22):

$$\begin{align*}
V_1(t) &= \sum_{\tau=0}^{\infty} K_p(\tau) \begin{pmatrix} I_1^+(t-\tau) + I_1^-(t+\tau) \\ I_2^+(t-\tau) + I_2^-(t+\tau) \\ I_3^+(t-\tau) + I_3^-(t+\tau) \end{pmatrix}.
\end{align*}$$

**B. Implementation steps of the radiated sources based on NLPCA algorithm**

In this paper, the radiated EMI noises are separated by using the NLPCA algorithm, and the implementation steps are as follows.

Step 1: The radiated noise signals $s(t)$ are collected by testing, then the convolution signals $x(t)$ are obtained according to formula (1).

Step 2: Set the appropriate iteration step size, whitening filter $B(z)$ is designed.

Step 3: The cost function is obtained by formula (7), and then the derivative is zero to obtain the optimal matrix.

Step 4: Let $R(t) = P(t)$, then the separation filter $W_0(t)$ can be obtained from the matrix iterative inversion theorem and formula (16).

Step 5: Substitute the convolution signals $x(t)$ and the separation filter $W_0(t)$ into formula (2), the estimated signals $y(t)$ can be gained.

Step 6: In order to judge the performance index of the NLPCA algorithm, a similarity coefficient $\xi$ is used to measure the approximate degree of the separated signals and the source signals:

$$\xi_{ij} = \frac{\sum_{t=0}^{N} y_i(t)s_j(t)}{\sqrt{\sum_{t=0}^{N} y_i^2(t)\sum_{t=0}^{N} s_j^2(t)}},$$

where $N$ represents the number of sampling points.

The closer $\xi$ is to 1, the better the separation effect is.

**IV. SIMULATION OF RADIATED EMI BASED ON NLPCA**

**A. Basic performance simulation of NLPCA**

Four independent source signals are created firstly, which are random signal, square wave signal, sine signal and cosine signal, and their waveforms are shown in Fig. 5 (a). Then, the four signals are mixed through a four order hybrid filter, the mixed signals are shown in Fig. 5 (b). Finally, the mixed signals are decomposed into independent four groups of signals according to the NLPCA algorithm, as shown in Fig. 5 (c).

The separation results in Fig. 5 (c) is compared with the source signals in Fig. 5 (a), it can be clearly seen that the mixed signals can be successfully separated into the source signals by the NLPCA algorithm, so the NLPCA algorithm can be applied to the mixed signals decomposition.
B. Radiated EMI simulation of NLPCA

In order to verify the effectiveness of the NLPCA algorithm in electromagnetic compatibility, the method is applied to radiated EMI noises. As shown in Fig. 6 (a), these are two sets of independent differential-mode radiated noise sources. The two sets of mutually independent differential-mode signals are mixed by a random matrix according to NLPCA theory, and the mixing result is shown in Fig. 6 (b). After separation according to NLPCA algorithm, two sets of independent noise signals are obtained, as shown in Fig. 6 (c).

The separation results in Fig. 6 (c) is compared with the source signals in Fig. 6 (a), it can be seen that the NLPCA algorithm successfully separates two sets of mixed radiated differential-mode noises into two sets of independent differential-mode noises. Simulation results show that the algorithm can be successfully applied to EMI noise analysis.

In order to further verify the simulation results, according to formula (23) to calculate the correlation
between the accurately separated signal and the source signal, the correlation coefficients of the two differential-mode signals are 0.96 and 0.95, which shows that the separation results of NLPCA algorithm are ideal.

V. VERIFICATION EXPERIMENT OF RADIATED EMI BASED ON NLPCA

In this section, three different models are used to verify the feasibility of the NLPCA algorithm, which are the double-common-mode model, double-differential-mode model and common-differential-mode model.

In this experiment, multi-channel high-speed oscilloscope Tektronix DPO5204 (sampling rate is set to 1GS/s) and the near-field probe groups HZ-11 produced by R&S Company are used for testing. The testing diagrams are shown in Fig. 7.

Fig. 7. Radiated EMI noises testing diagrams.

A. Double-common-mode model experiment

In the double-common-mode model experiment, the PCB contains two common-mode models, which are composed of two radiated sources of 30M crystal oscillator and 50M crystal oscillator. Two groups of mixed signals are measured through the double probes and the oscilloscope at the same time. Particularly, the probes are fixed through the clamp, and the distance between the double probes and the circuit is within 1 cm in this experiment. The white noises and the radiated EMI noises are shown in Fig. 8 (a) and Fig. 8 (b), respectively.

NLPCA analysis is performed on the measured mixed signals to obtain two independent signal noises, and the results are shown in Fig. 9. Compared with the time-domain signals collected, the similarity coefficients are 0.92 and 0.95, which are all close to 1, indicating that the NLPCA algorithm for noises separation are ideal.

B. Double-differential-mode model experiment

In the double-differential-mode model experiment, the PCB contains two differential-mode models, which are composed of two radiated sources of 30M crystal oscillator and 50M crystal oscillator. Two groups of mixed signals are measured through the double probes and the oscilloscope at the same time. Particularly, the probes are fixed through the clamp, and the distance between the double probes and the circuit is within 1 cm in this experiment. The white noises and the radiated EMI noises are shown in Fig. 10 (a) and Fig. 10 (b), respectively.
Radiated EMI noises of double-differential-mode model

Fig. 10. Results of double-differential-mode experiment.

NLPCA analysis is performed on the measured mixed signals to obtain two independent signal noises, and the results are shown in Fig. 11. Compared with the time-domain signals collected, the similarity coefficients are 0.93 and 0.96, which are all close to 1, indicating that the NLPCA algorithm for noises separation are ideal.

Fig. 11. Double-differential-mode separation signals.

C. Common-differential-mode model experiment

In the common-differential-mode model experiment, the PCB contains two common-difference-mode models, which are composed of two radiated sources of 30M crystal oscillator and 50M crystal oscillator. Two groups of mixed signals are measured through the double probes and the oscilloscope at the same time. Particularly, the probes are fixed through the clamp, and the distance between the double probes and the circuit is within 1 cm in this experiment. The white noises and the radiated EMI noises are shown in Fig. 12 (a) and Fig. 12 (b), respectively.

NLPCA analysis is performed on the measured mixed signals to obtain two independent signal noises, and the results are shown in Fig. 13. Compared with the time-domain signals collected, the similarity coefficients are 0.93 and 0.94, which are all close to 1, indicating that the NLPCA algorithm for noises separation are ideal.

Fig. 12. Results of common-differential-mode experiment.

Fig. 13. Common-differential-mode separation signals.

Effectiveness of the separation of the radiated EMI noise signals based on the NLPCA algorithm is verified by the above three experiments. Compared with the ICA algorithm, NLPCA can separate the radiated EMI noise sources more accurately. The similarity coefficients of ICA and NLPCA of the three models are shown in Table 1. It can be concluded that the accuracy of NLPCA algorithm is 10% higher than ICA algorithm in separating radiated EMI noise signals. Moreover, on the basis of ICA, NLPCA introduces the fourth-order cumulant matrix of multivariate data, which has a wider application range and stronger universality.
VI. CONCLUSION

A novel noise analysis method of radiated EMI is proposed based on NLPCA algorithm in the paper, by separating the mixed radiated noises with NLPCA algorithm, the sources of radiated noise can be found quickly. Then, three groups verification experiments are carried out to verify the effectiveness of NLPCA algorithm in separating noises, the results show that NLPCA algorithm can successfully separate radiated noise from multiple radiated sources. In addition, it can be seen that the accuracy of NLPCA algorithm is higher than ICA algorithm, which improves the accuracy and the efficiency of the radiated EMI noises separation.
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Table 1: Similarity coefficients of three radiated EMI noise models

<table>
<thead>
<tr>
<th>Radiated Source Model</th>
<th>ICA Algorithm</th>
<th>NLPCA Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First Noise</td>
<td>Second Noise</td>
</tr>
<tr>
<td>Double-common-mode</td>
<td>0.81</td>
<td>0.83</td>
</tr>
<tr>
<td>Double-differential-mode</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>Common-differential-mode</td>
<td>0.81</td>
<td>0.82</td>
</tr>
</tbody>
</table>
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