The Application of Chirp Z-Transform in Fast Computation of Antenna Array Pattern
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Abstract — As an essential means of evaluating antenna array performance and the basis of antenna array design, numerical computation of antenna array pattern is very important. Computation of antenna array pattern by using straightforward summation is very time consuming especially for planar array with many elements. Moreover, in some applications such as antenna array synthesis, huge number of repeated pattern computations is needed that the consumed time is intolerably long. Although the computation can be accelerated by fast Fourier transform (FFT) when the elements are equally spaced by half of a wavelength because the array factor and the element excitation currents is a Fourier transform pair, in general, FFT is not applicable. In this paper, the chirp z-transform (CZT) is introduced to accurately and efficiently compute pattern of general linear or planar antenna arrays. Numerical examples confirm that CZT is flexible, efficient, and accurate.

Index Terms — Antenna array pattern, chirp z-transform, FFT, linear antenna array, planar antenna array.

I. INTRODUCTION

Usually antenna arrays instead of bulky single-element antennas are deployed for higher directivity, narrower beam width, anti-interference ability and so on. Numerical computation of antenna array pattern is very important because it is an essential means of evaluating antenna array performance and is the basis of antenna array design [1].

In practice, array elements are often but not necessarily identical for convenience and simplicity. In this case, the array pattern of an ideal array is usually represented by its array factor.

For the general linear antenna array with \(N\) elements as shown in Fig. 1, its array factor reads:

\[
AF(u,u_0) = \sum_{n=1}^{N-1} I_n \cdot \exp \left[ j2\pi \frac{x_n}{\lambda} (u-u_0) \right], \tag{1}
\]

where \(u=\cos \theta, \theta \in [0, \pi]\), \(u_0=\cos \theta_0, \theta_0\) is the desired beam steering direction, \(I_n\) and \(x_n\) are the excitation current and the position of the \(n\)th element, respectively, \(\lambda\) is the wavelength.

For the general planar antenna array with \(N\) elements as shown in Fig. 2, its array factor is given by:

\[
AF(u,v,u_0,v_0) = \sum_{n=0}^{N-1} I_n \cdot \exp \left[ j\frac{2\pi}{\lambda} \left( u-u_0 \right) + j\frac{2\pi}{\lambda} \left( v-v_0 \right) \right], \tag{2}
\]

where \(u\) and \(v\) are defined in terms of sine space coordinates \(u=\sin \theta \cos \phi\) and \(v=\sin \theta \sin \phi\), \(u_0=\sin \theta_0 \cos \phi_0, v_0=\sin \theta_0 \sin \phi_0, (\theta_0, \phi_0)\) is the main beam steering direction, \(I_n\) and \((x_n, y_n)\) are the excitation current and the position of the \(n\)th element, respectively.
In some applications such as phased antenna array synthesis, the number of computations of array factor \( T \) might be extremely high. In general, \( T \) reads:

\[
T = a \cdot b \cdot c,
\]

where \( a \) is the number of directions for a fixed array at fixed main beam direction. To evaluate the array performance, the array factor has to be calculated at as many directions as possible within a given range. \( b \) is the number of scanning angles \( (\theta_0, \phi_0) \) of interest. Different patterns might be required when the main beam scanning at different scanning angles. \( c \) is the number of antenna arrays considered during the complete synthesis process. Thousands or even more antenna arrays with fixed main beam direction and different weights need to be evaluated when optimizing array excitations by using methods such as statistical strategy optimization techniques [2-4].

For the planar antenna array considered in section 3C, calculation of array factor with \( a = 512 \times 512 \) directions by using the brute-force method (BFM) will be taken about 15.2 seconds. If \( b = 100 \) scanning angles \( (\theta_0, \phi_0) \) are considered and \( c = 10000 \) times of array factor calculations for each scanning angle are needed, thus \( T = 2.62 \times 10^{11} \). The corresponding consumed time is about 1.52 \( \times 10^7 \) and it is intolerably long. Therefore, fast computation of array factor is utmost importance.

For an array with equally spaced elements, the array factor and the element excitation currents are a Fourier transform pair as expressed in (4). The formal expression of inverse discrete Fourier transform (IDFT) is also given in (5):

\[
AF(u_1) = \sum_{n=-(N-1)/2}^{(N-1)/2} I_n \cdot e^{j2 \pi d x n}, k = -\frac{K-1}{2}, ..., -\frac{K-1}{2}, (3)
\]

where \( n \) is the complex ratio between points. Thus, \( d = d_x = d_y = 0.5 \lambda \) and \( -1 \leq u_1 \leq 1 \), the condition \( \lambda d = 2 \) must be met. In other words, FFT can be directly used to compute pattern of antenna arrays with arbitrary spacing between array elements is proposed. The novel approach is based on CZT [6-7] which provides greater flexibility compared to FFT for calculation of array factor. The corresponding parameters of CZT for antenna array factor computation are derived. Computation processes are also explored and given in this paper. Simulation results prove that it is applicable with high accuracy and efficiency, especially for planar array with equally or unequally spaced elements.

II. CHIRP Z-TRANSFORM FOR FAST COMPUTATION OF ARRAY FACTOR

A. One-dimension chirp z-transform

For an \( N \)-point sequence \( x(n) \), CZT samples along spiral arcs in the \( z \)-plane as:

\[
X(z_k) = \sum_{n=0}^{N-1} x(n) z_k^{-n},
\]

where \( z_k = A W^k \), \( k = 0, 1, ..., K-1 \), \( K \) is the number of points to calculate, \( A \) is the complex starting point, and \( W \) is the complex ratio between points.

In particular, if \( A = A_0 e^{j2 \pi n_b} \) and \( W = e^{j2 \pi n_b} \), CZT can be expressed as a convolution and computed efficiently by using Rabiner's algorithm [6].

B. Two-dimension chirp z-transform

2-D CZT of sequence \( x(m, n) \) was derived by Draidi [7]:

\[
X(z_{1k}, z_{2l}) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x(m, n) z_{1k}^{-m} z_{2l}^{-n},
\]

where \( z_{1k} = A_1 W_{1k}^{-k}, z_{2l} = A_2 W_{2l}^{-l} \), \( k = 0, ..., K-1 \), \( l = 0, ..., L-1 \), \( A_1 = A_1 e^{j2 \pi n_b}, W_1 = e^{j2 \pi n_b}, A_2 = A_2 e^{j2 \pi n_b} \), and \( W_2 = e^{j2 \pi n_b} \).
The above 2-D CZT can be efficiently computed by using row-column decomposition and 1-D CZT.

Set parameters: $K$, $L$

Form an sequence $y_n$, as given by Eq. (21) from $I_n$:

Define an sequence $v_n$, as given in Eq. (22)

$$y_r = \text{DFT}(y_n), v_r = \text{DFT}(v_n), r = 0, 1, \ldots, L-1$$

$$G_r = V_r Y_r, r = 0, 1, \ldots, L-1$$

$$g_r = \text{IDFT}(G_r), r = 0, 1, \ldots, L-1$$

$AF(u_k) = g_k \cdot \exp(j2\pi k \phi_0), k = 0, 1, \ldots, K-1$, discard $k \geq K$ for $g_k$.

Fig. 4. The flow chart of pattern computation of linear array with equally spaced elements.

C. 1-D chirp z-transform for linear antenna array

For a linear antenna array with $N$ equally spaced elements, (1) can be re-written as,

$$AF(u_k) = \sum_{n=0}^{N-1} I_n e^{j2\pi n \phi_k},$$

where $u_k = \cos(\theta_k), k = 0, 1, \ldots, K-1, K$ is the total number of angles to sample, $0 \leq \theta_k \leq \pi$ is the $k$th sampled angle, $\phi_k = \beta d u_k - \psi_0$, $\beta = 2\pi/\lambda$ is the phase constant, $d$ is the space between neighboring elements, $\psi_0 = \beta d u_0$ is the progressive phase delay between neighboring elements. Let $z_k = e^{-j\phi_k}$, we have:

$$AF(u_k) = \sum_{n=0}^{N-1} I_n e^{j2\pi n \phi_k}. \tag{11}$$

Obviously, CZT can be applied to compute the array factor $AF(u_k)$ efficiently if the following conditions are satisfied:

$$z_k = e^{-j(\beta \cos(\theta_k) - \psi_0)} = A_k e^{j2\pi \phi_k} e^{-j2\phi_0}.$$

Equivalently, we have:

$$A_k = 1,$$

$$2\pi \phi_0 = \psi_0 - \beta d,$$

$$2\pi \phi_0 - (K-1)2\pi \phi_0 = \psi_0 + \beta d,$$

$$\beta d \cos \theta_k - \psi_0 = k2\pi \phi_0 - 2\pi \phi_0.$$

Therefore, the parameters of CZT for computation of $AF(u_k)$ are:

$$A_k = 1,$$

$$\phi_0 = \frac{u_0 - 1}{2\pi} \beta d,$$

$$\phi_1 = -\frac{\beta d}{(K-1)\pi},$$

$$\theta_k = \cos^{-1} \frac{K-1-2k}{K-1}.$$

After derivation of the parameters, the calculation process addressed in [6] of CZT can be directly used to compute the linear array factor. A more detailed illustration is also given in this paper and shown in Fig. 4. In step 1, set $L$ to be the smallest integer greater than or equal to $N+K-1$. The forms of $y_n$ and $v_n$ in step 2 are similar to the forms addressed in [6] and reads:

$$y_n = \begin{cases} I_n e^{-j2\pi n \phi_0}, & 0 \leq n \leq N-1, \\ 0, & N \leq n \leq L-1 \end{cases}, \tag{21}$$

$$v_n = \begin{cases} e^{-j\phi_n}, & 0 \leq n \leq K-1 \\ e^{-j\phi_{L-n}}, & L-N+1 \leq n \leq L-1 \\ 0, & \text{other } n \end{cases}. \tag{22}$$

The convolution of $y_n$ and $v_n$ is the major part of the computational effort and requires a time roughly proportional to $(N+K) \log (N+K)$. It can be achieved by using DFT and the details are displayed in step 3–step 5 [8]. The DFT and inverse DFT (IDFT) can be accelerated by using FFT. Therefore, the computation speed is very fast.

In nature, the 1-D CZT imposes no limitation on element space $d$ in regular linear array. It can be further extended to linear array with unequally spaced elements as shown in Fig. 5.

![Fig. 5. A linear array with unequally spaced elements.](image)

The extension works as follows:

1) Refine the linear array with $N$ unequally spaced elements into a virtual one as shown in Fig. 6 with $N_v$ equally spaced elements of space $d_m$, which is determined by the following expression:

$$d_m = \max \left[ \min_{n} \left\{ d_n \right\}, d_m - d_n \right], \tag{23}$$

where the symbol $\left\lfloor x \right\rfloor$ stands for the integer nearest to the real number $x$.

2) Place the original elements to the nearest node in the virtual array without changing their excitations, and deactivate all element on other nodes by setting excitation currents $I_m = 0$;

3) Apply the 1-D CZT to compute the pattern.

![Fig. 6. The virtual linear array.](image)
D. 2-D chirp z-transform for planar antenna array

For a planar antenna array with elements arranged in a rectangle grid at distance \( d_i \) and \( d_l \) along \( M \) rows and \( N \) column, (2) can be re-written as:

\[
AF(u, v) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} l_{mn} e^{j m \beta_d x} e^{j n \beta_d y}.
\]

where \( u_i = \sin \theta_i \cos \phi_i \) and \( v_i = \sin \theta_i \sin \phi_i \), \( k = 0, \ldots, K-1 \), \( l = 0, \ldots, L-1 \).

By checking the analogy between (9) and (24), it is very clear that \( AF(u_i, v_i) \) can be more efficiently computed by applying 2-D CZT if its parameters are appropriately set. Derivation of parameters is similar to the 1-D CZT. Due to page limitation, the lengthy derivation process is omitted. The parameters are:

\[
A_0^1 = A_0^2 = 1,
\]

\[
\phi_{d1} = -\beta d_i (K-1) \pi,
\]

\[
\phi_{d2} = -\beta d_l (L-1) \pi,
\]

\[
\omega_0 = \frac{u_i - 1}{2\pi},
\]

\[
\omega_0 = \frac{v_i - 1}{2\pi},
\]

\[
\theta_0 = \cos^{-1} \left( \frac{K - 1 - 2k}{K - 1} \right) \left( \frac{L - 1 - 2l}{L - 1} \right),
\]

\[
\phi_{\beta 1} = \sin^{-1} \left( \frac{K - 1 - 2k}{K - 1} \right) \left( \frac{L - 1 - 2l}{L - 1} \right).
\]

The flow chart of array factor computation of planar array with equally spaced elements is shown in Fig. 7.

In this paper, 2-D CZT is efficiently performed by using 1-D CZT with row-column decomposition [7]. In step 1, set \( P_1 \) to be the smallest integer greater than or equal to \( M+K-1 \), and set \( P_2 \) to be the smallest integer greater than or equal to \( N+L-1 \). In step 2, \( v(p_1, p_2) \) is similar with \( g(n, m) \) addressed in [7] and given in (32). The forms of \( v(p_1, p_2) \) and \( vh(p_1, p_2) \) are similar with the forms of \( v_n \) illustrated in (22) and given in (33)-(34), respectively:

\[
h(p_1, p_2) = \begin{cases} e^{-j \phi_{\beta 1} p_1}, & 0 \leq p_1 \leq M - 1, \\ 0 \leq p_2 \leq N - 1, \end{cases}
\]

\[
v(p_1, p_2) = \begin{cases} e^{-j \phi_{\beta 1} p_1}, & 0 \leq p_1 \leq M - 1, \\ 0 \leq p_2 \leq L - 1, \end{cases}
\]

\[
vh(p_1, p_2) = \begin{cases} e^{-j \phi_{\beta 1} p_1}, & 0 \leq p_1 \leq M - 1, \\ 0 \leq p_2 \leq P_2 - 1, \end{cases}
\]

\[
\begin{cases} e^{-j \phi_{\beta 1} p_1}, & 0 \leq p_1 \leq M - 1, \\ 0 \leq p_2 \leq P_2 - 1, \end{cases}
\]

In step 3–5, we first compute the CZT of each row of \( h(p_1, p_2) \), put the result into an intermediate array, and then compute the CZT of each column of the intermediate array in step 7–step 9. Similarly, FFT is used to accelerate the DFT and IDFT. Therefore, the consumed time is substantially reduced.

It can be similarly generalized to efficiently compute array factors of planar arrays with unequally spaced elements, for example, triangular arrays whose elements are arranged in a triangular grid.

Set parameters: \( K, L, P_1, P_2 \)

Define three matrixes \( h(p_1, p_2), v(p_1, p_2) \) and \( vh(p_1, p_2) \) by the relations expressed in Eqs. (32)-(34)

\[
G_i(p_1, p_2) = \text{vfft}(p_1, p_2) \cdot \text{vfft}(p_1, p_2), \quad 0 \leq p_1 \leq P_1 - 1, \quad 0 \leq p_2 \leq P_2 - 1
\]

Compute the \( M \times P_2 \) points IDFT \( G_i(p_1, p_2) \) for each rows of \( G_i(p_1, p_2) \), giving \( G_{\text{idft}}(p_1, p_2) \)

\[
X(p_1, p_2) = G_{\text{idft}}(p_1, p_2) \cdot e^{j \phi_2 p_2}, \quad 0 \leq p_1 \leq P_1 - 1, \quad 0 \leq p_2 \leq P_2 - 1
\]

In Fig. 7, the flow chart of array factor computation of planar array with equally spaced elements.

III. NUMERICAL RESULTS

A. Linear array with equally spaced elements

The first linear array is one with 32 equally spaced elements of \( d=0.7 \lambda \). The excitations follow a Chebyshev
distribution [9] with $SLL=-35\,\text{dB}$ and $\theta_0=20^\circ$. The array factor computed by 1-D CZT is depicted in Fig. 8. Obviously, it agrees very well with that by BFM.

The second linear array is a 40-element Woodward array [10] having a space $d=0.32\lambda$ and half beam width $20^\circ$. Once again, as shown in Fig. 9, the patterns by the two approaches overlap.

Figure 10 shows the time consumed by the two methods for computing linear array factors with various number of elements. It can be seen that the consumed time grows linearly with number of elements for both methods. The slope of CZT is $0.004\times10^{-3}$ that its consumed time is almost constant for the studied number of elements. On the other hand, the slope of BFM is $0.05\times10^{-3}$ that the consumed time difference becomes bigger and bigger as the number of elements increases beyond 30. Therefore, CZT is more suitable for large linear arrays with equally spaced elements.

**B. Linear array with unequally spaced elements**

A 37-element array with uniform excitation and unequally spaced elements addressed in Table 3 of [11] is re-visited here. Distribution of elements is extremely irregular that it is hardly possible to align all elements in the refined array with the corresponding elements in the actual array regardless of $d_u$. From the point of view of time consumption, the above observation in Section 3A of this paper hints that it is flexible to set as small as possible $d_u$ for better alignment and consequently better accuracy of the computed array factor by CZT. The effect of $d_u$ on computational accuracy and computational time is shown in Table 1. The accuracy at $d_u=0.02\lambda$ is fairly good, as can be further demonstrated by the array factor in Fig. 11. Meanwhile, both actual computation time and its increment are negligibly small even if the virtual antenna array is 20 times denser.

---

**Fig. 8.** Comparison of Chebyshev patterns computed by CZT and BFM: (a) magnitude and (b) phase.

**Fig. 9.** Comparison of Woodward patterns computed by CZT and BFM: (a) magnitude, and (b) phase.

**Fig. 10.** Comparison of consumed time for computing array factors with equally spaced elements.

**Table 1:** Comparison of accuracy and consumed time for computing array factors with equally spaced elements.

<table>
<thead>
<tr>
<th>$d_u$</th>
<th>Mag. (dB)</th>
<th>Phase (Deg)</th>
<th>CZT (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005\lambda</td>
<td>0.1</td>
<td>1</td>
<td>0.031</td>
</tr>
<tr>
<td>0.01\lambda</td>
<td>0.19</td>
<td>1.5</td>
<td>0.022</td>
</tr>
<tr>
<td>0.05\lambda</td>
<td>0.45</td>
<td>4.5</td>
<td>0.014</td>
</tr>
<tr>
<td>0.1\lambda</td>
<td>1.1</td>
<td>12</td>
<td>0.013</td>
</tr>
</tbody>
</table>
Fig. 11. Comparison of patterns of linear array with unequally spaced elements: (a) magnitude, and (b) phase.

C. Planar array with equally spaced elements

A rectangular planar array consisting of \( M=24 \) rows and \( N=32 \) columns of elements arranged along a rectangular grid with \( d_x=0.7\lambda \) and \( d_y=0.4\lambda \) is used to illustrate the capability of the 2-D CZT. Its main beam is pointed at \((\theta_0=20^\circ, \phi_0=45^\circ)\) and a Chebyshev response is assumed to suppress the sidelobe at -35dB.

Figure 12 shows the magnitude and phase patterns computed by the 2-D CZT and BFM in the \( u-v \) coordinates. The patterns computed by the two methods are almost identical. For clarity, the \( u \)-cuts of the patterns at \( v=0.242 \) is drawn in Fig. 13. The differences of PSLL and phase are less than 0.2 dB and 3.5°.

The consumed time of the two methods for computing planar array factors with various numbers of equally spaced elements is shown in Fig. 14. The consumed time of 2-D CZT is almost constant. The consumed time is less than 0.15 second even for arrays with ten thousand elements. For BFM, the consumed time is about 176 second, which is 1173 times to 2-D CZT.

Fig. 12. Comparison of planar array patterns computed by BFM and CZT.

Fig. 13. \( u \)-cuts at \( v=0.242 \): (a) magnitude and (b) phase.
Fig. 14. Consumed time of CZT and BFM with various element numbers.

It is common sense that pattern of larger planar array has to be more finely sampled to reduce error. The consumed time with different number of sampling points of the above mentioned uniform planar array factor is listed in Table 2. Both grow as the number of sampling points increases. More importantly, the ratio between them becomes larger and larger. It can therefore be concluded that 2-D CZT is more advantageous to BFM in computing large planar array.

Table 2: Consumed time with different sampling points

<table>
<thead>
<tr>
<th>Sampling Points</th>
<th>CZT (Sec)</th>
<th>BFM (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256x256</td>
<td>0.03</td>
<td>3.78</td>
</tr>
<tr>
<td>512x512</td>
<td>0.11</td>
<td>15.21</td>
</tr>
<tr>
<td>768x768</td>
<td>0.17</td>
<td>33.6</td>
</tr>
<tr>
<td>1024x1024</td>
<td>0.27</td>
<td>60.46</td>
</tr>
<tr>
<td>1536x1536</td>
<td>0.55</td>
<td>134.38</td>
</tr>
</tbody>
</table>

D. Planar array with unequally spaced elements

Figure 15 shows a planar phased antenna array with 576 unequally spaced elements. The array was illuminated by uniform excitation and its main beam is pointed at (θ₀=30°, φ₀=60°).

Likewise, distribution of elements here is also extremely irregular that it is hardly possible to align all elements in the refined array with the corresponding elements in the actual array regardless of dₓ and dᵧ. Fortunately, the above observation in section 3C of this paper allows us to flexibly set as small as possible dₓ and dᵧ for better alignment and consequently better accuracy of the computed array factor by CZT. A similar study on the effect of dₓ and dᵧ on computational accuracy is conducted. For simplicity, only cases of dₓ = dᵧ are investigated as shown in Table 3. The accuracy at dₓ=dᵧ =0.02λ is fairly good while CZT always consumes much less time than BFM.

Table 3: Comparison of computational accuracy and computational time

<table>
<thead>
<tr>
<th>dₓ and dᵧ (λ)</th>
<th>Mag. (dB)</th>
<th>Phase (Deg)</th>
<th>2-D CZT</th>
<th>BFM (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.03</td>
<td>2.5</td>
<td>2.78</td>
<td>12.55</td>
</tr>
<tr>
<td>0.02</td>
<td>0.05</td>
<td>4.4</td>
<td>1.21</td>
<td>12.55</td>
</tr>
<tr>
<td>0.05</td>
<td>0.05</td>
<td>6.8</td>
<td>0.54</td>
<td>12.55</td>
</tr>
<tr>
<td>0.1</td>
<td>0.06</td>
<td>9.5</td>
<td>0.33</td>
<td>12.55</td>
</tr>
</tbody>
</table>

Similarly, the consumed time with different number of sampling points of the above mentioned non-uniform planar array factor is listed in Table 4. The consumed time for both methods is proportional to the number of sampling points. More importantly, the ratio between them becomes larger and larger. It can therefore be concluded that 2-D CZT is more advantageous to BFM in computing large planar array.

Table 4: Comparison of consumed time with different sampling points

<table>
<thead>
<tr>
<th>Sampling Points</th>
<th>2-D CZT</th>
<th>BFM (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256x256</td>
<td>0.88</td>
<td>2.97</td>
</tr>
<tr>
<td>512x512</td>
<td>1.21</td>
<td>12.55</td>
</tr>
<tr>
<td>768x768</td>
<td>1.85</td>
<td>27.99</td>
</tr>
<tr>
<td>1024x1024</td>
<td>2.35</td>
<td>50.66</td>
</tr>
<tr>
<td>1536x1536</td>
<td>3.57</td>
<td>108.04</td>
</tr>
</tbody>
</table>
corresponding parameters of CZT are derived, making it suitable for antenna array factor computation. Computation processes are also explored and given in this paper. Simulation results prove that it is applicable with high accuracy and efficiency, especially for planar array with equally or unequally spaced elements.
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