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Efficient, Accurate and Scalable Reflectarray Phase-Only Synthesis Based on the Levenberg-Marquardt Algorithm
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Abstract — The Levenberg-Marquardt algorithm is used to perform an efficient phase-only synthesis for shaped-beam reflectarray antennas. A thorough analysis of the problem and algorithm allows to improve greatly its performance and its results with regard to those in the literature. Specifically, several optimizations in the Jacobian matrix computation are detailed, including its fully parallelization thanks to the fact that each column of the Jacobian can be independently computed. A Cholesky factorization based solver is used to obtain the updating vector at each iteration of the algorithm, which is the fastest exact solver for linear equation systems. Finally, some guidelines to choose proper values for the algorithm parameters are presented. Due to the high dimensionality of the problem, a good control in the algorithm evolution is important to guarantee good convergence and avoid non-desired local minima. The synthesis of a LMDS shaped beam for a dual-polarized reflectarray is proposed to test the developed algorithm and the results are compared with others in the literature, showing improvements in accuracy and time efficiency.

Index Terms — Levenberg-Marquardt algorithm, local multipoint distribution system, parallelization, phase-only synthesis, reflectarray antennas.

I. INTRODUCTION

Shaped-beam antennas are demanded in many applications that require non-canonical beams, such as direct broadcast satellite (DBS) missions, local multipoint distribution service (LMDS) technology or multibeam antennas [1]. Traditionally, parabolic reflectors and phased arrays have been used for these applications, although in recent years reflectarray antennas have proven to be a feasible solution while providing other benefits such as low cost, low weight and reduced physical dimensions [1]. As parabolic reflectors, they can be used in single configurations as well as dual-reflector setups [2]. However, reflectarrays present limitations mainly in the bandwidth [1,3], which can be overcome by choosing an appropriate element topology [1,4,5].

In order to achieve the required specifications, a number of algorithms has been used to synthesize the radiation patterns, for instance, analytical [6], steepest descent [7], conjugate gradient [8], intersection approach [9], Levenberg-Marquardt (LMA) [10], genetic algorithms [11] or particle swarm optimization [12], among others. However, the analytical approach has limitations when applied to complex shaped patterns, although they can be used to generate a starting point for a more powerful synthesis algorithm [13]. The steepest descent has a very slow convergence rate [14,15], which makes it impractical to synthesize arrays with a moderate number of elements. Conjugate gradient methods can be adapted to solve non-linear optimization problems and are faster than the steepest descent [14], but they tend to be both less efficient and less robust than quasi-Newton methods [15]. The intersection approach is very efficient when using only the fast Fourier transform (FFT), but suffers from the problem of traps, due to the non-convexity of the sets dealt with [16]. One manner of dealing with the trap problem is working with the far field squared amplitude instead of just the amplitude [16,17]. However, this approach causes that one of the projectors of the intersection approach cannot be implemented with FFT (the projector which recovers the reflected field on the reflectarray surface), and a minimization algorithm based on optimization techniques has to be used, reducing greatly the efficiency of the intersection approach algorithm (in [17], the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is used, although other algorithms are also suitable, such as LMA). All these algorithms are local optimizers and depend
Genetic algorithms (GA) and particle swarm optimization (PSO) are global search algorithms, which in contrast with the previous local search algorithms, do not depend on the starting point. These algorithms are potentially able to find the global maximum at the expense of taking many iterations. However, as the number of variables increases, the search space size grows exponentially, making it harder for these algorithms to find a suitable solution. Another aspect of evolutionary algorithms is that due to their non-deterministic approach, two instances using the same parameters will yield different results, in contrast with the deterministic approach of the local optimizers mentioned above. GA and PSO have been demonstrated capable of synthesizing phased arrays, although at the cost of several thousand iterations [18]. Each iteration involves several evaluations of the cost function, one for each member of the population, thus making their computing times very sensitive to the time cost of the cost function (also known as fitness in evolutionary algorithm terms). Both algorithms seem to have similar performance with small arrays, although PSO is easier to implement [18]. Recently, the PSO has been used to synthesize several reflectarray radiation patterns [12,19]. In [12], a single-fed reflectarray of 848 elements with asymmetric multiple beams was synthesized, taking more than 70000 iterations to converge and 44 hours. In [19], a reflectarray of 900 elements was synthesized, taking 5500 iterations to converge. Increasing the size of the antenna would dramatically increase computing times to achieve convergence with these algorithms because of their global search approach, unless a suitable starting point was used and the PSO was set up to prioritize local search.

Regarding memory usage, the LMA presents a disadvantage with regard to other synthesis algorithms. The LMA needs to store a Jacobian matrix, which is generally bigger than the Hessian matrix (or its approximation) used by Newton and quasi-Newton methods. Additionally, the LMA also needs to store the approximation of the Hessian. In contrast, the conjugate gradient only needs to store a smaller matrix (same size as the Hessian) and a few vectors, while the steepest descent only stores vectors. The intersection approach uses one to four small matrices with dimension the number of samples of the radiation pattern. (When an optimization algorithm is introduced in the intersection approach, the storage needs would be the same as the ones of the optimization algorithm plus the needs of the intersection approach.) Evolutionary algorithms, such as GA or PSO, store one solution per member of the population. In the phase-only synthesis case, the solution is a vector or matrix with the number of elements equal to the number of unknowns. Exact storage needs for the mentioned algorithms will vary according to their implementations, although they have been roughly laid out for the main data structures. The LMA trades more memory usage for a more robust algorithm for non-linear optimization when compared with other gradient methods, and a more flexible framework when compared with the intersection approach. It is also simpler and easier to implement than other quasi-Newton methods, and is faster than evolutionary algorithms due to its local search nature.

As an example, a reflectarray of \( M \times N \) elements (which correspond to the unknowns of the problem) is considered, computing the radiation pattern only for one polarization in a grid with \( U \times V \) points. The evolutionary algorithms are considered to have \( L \) members in their population. Note that, in general, \( M \cdot N \leq U \cdot V \). In this case, the size of the Jacobian matrix is \( M \cdot N \cdot U \cdot V \), the size of the Hessian or its approximation is \( M^2 \cdot N^2 \) and the size of a solution is \( M \cdot N \). Then, the memory usage is \( O(M \cdot N \cdot U \cdot V + M^2 \cdot N^2) \) for the LMA, corresponding to the Jacobian and approximation of the Hessian; \( O(M^2 \cdot N^2) \) for quasi-Newton methods and the conjugate gradient, corresponding to the Hessian; \( O(U \cdot V + M \cdot N) \) for the intersection approach, corresponding to a solution and the computed far field; and \( O(L \cdot U \cdot V + L \cdot M \cdot N) \) for the GA and PSO, corresponding to one solution and one computed far field per member of the population. Auxiliary vectors and matrices might be used depending on the implementation, but the main data structures shown above take up most of the memory used by the algorithm.

In this work, an optimization framework based on the LMA described in [10], is presented with a number of improvements derived from a deeper insight into the problem and the algorithm itself that allows to improve both the performance and results, yielding a faster and more robust method for the synthesis of shaped radiation patterns. Specifically, the proposed improvements focus on accelerating the computing times by parallelizing different operations, which makes the algorithm scale well with the number of available processors, taking advantage of farm servers and new desktop computers to perform faster synthesis for a given problem size, or to increase the size for the same computing times. Also, a faster method for solving the equation system is used, taking advantage of the nature of the problem. The algorithm accuracy and convergence is improved yielding better results in less iterations, which also leads to further reduction in computing times. Finally, a general phase-only framework based on the LMA is established, which can be further extended to include direct optimization of the geometry through full wave analysis of the unit cell. This last feature can dramatically increase the computing times of the cost function, which makes it impractical to implement in evolutionary algorithms such as GA or PSO. Some of the improvements in the implementation of the LMA for
reflectarray synthesis can be used in other optimization algorithms, such as BFGS. The resulting framework based on the LMA is able to further optimize previous synthesis performed by other algorithms, or to carry out new ones in a more efficient way, provided a suitable starting point.

This paper is organized as follows. Section II describes how the reflectarray is analyzed to obtain the radiation pattern from the optimization variables, and also presents the approximations considered in the phase-only synthesis case along with their justification. Section III details the algorithm and all the optimizations implemented as well as a description of its parameters and implementation. Section IV shows some results for different synthesis. Finally, Section V has the conclusions.

II. ANALYSIS OF THE REFLECTARRAY

A. Computing co-polar far fields for phase-only synthesis

The scheme of an offset printed reflectarray is shown in Fig. 1. The reflectarray is illuminated by a feed which generates an incident electric field, \( \mathbf{E}_{\text{inc}} \), on the surface of the reflectarray. This field can be expressed for both polarizations as:

\[ \mathbf{E}_{\text{inc}}^{x,y}(x,y) = \mathbf{E}_{\text{inc},x}^{x}(x,y)\hat{x} + \mathbf{E}_{\text{inc},y}^{x,y}(x,y)\hat{y}, \]  

where the superscripts indicate the polarization of the feed and the subscripts the component of the field with regard to the reflectarray coordinate system (\( \mathbf{E}_{\text{inc}}^{x,y} \) and \( \mathbf{E}_{\text{inc},x}^{x} \) would be the \( \hat{x} \) component of the projected field over the reflectarray surface when the feed radiates in X-polarization). Note that each polarization has, in general, two components of incident field, the desired and the cross-polar, due to the feed not being ideal and the projection of the field over the reflectarray surface. In a similar way, the field reflected on the reflectarray surface can be written as:

\[ \mathbf{E}_{\text{ref}}^{x,y}(x,y) = \mathbf{E}_{\text{ref},x}^{x,y}(x,y)\hat{x} + \mathbf{E}_{\text{ref},y}^{x,y}(x,y)\hat{y}. \]

The relation between the incident and reflected fields at each element \((m,n)\) of the reflectarray is given by a matrix of reflection coefficients that characterize that element:

\[ \mathbf{E}_{\text{ref}}^{x,y}(x_m,y_n) = \mathbf{R}^{mn} \cdot \mathbf{E}_{\text{inc}}^{x}(x_m,y_n), \]

where

\[ \mathbf{R}^{mn} = \begin{pmatrix} \rho_{xx}^{mn} & \rho_{xy}^{mn} \\ \rho_{yx}^{mn} & \rho_{yy}^{mn} \end{pmatrix}, \]

and \((x_m,y_n)\) are the coordinates of the \((m,n)\)th element.

The components of \( \mathbf{R}^{mn} \) are complex numbers and fully characterize the behaviour of the element. This method of analysis takes into account three sources of cross-polarization: the feed, the projection of the incident field over the reflectarray surface and the reflectarray elements through the use of \( \mathbf{R}^{mn} \). However, considering lossless ideal phase shifters instead of real elements, the cross-polarization generated by them is not taken into account and the amplitude of \( \rho_{xx}^{mn} \) and \( \rho_{yy}^{mn} \) is set to one. Therefore, the synthesis is defined as a phase-only array synthesis where only the co-polar patterns are considered [20]. In this case, the reflected field in the aperture can be expressed as [13]:

\[
E_{\text{ref},x}^{x}(x_m,y_n) \approx \rho_{xx}^{mn} \cdot E_{\text{inc},x}^{x}(x_m,y_n), \\
E_{\text{ref},y}^{x,y}(x_m,y_n) \approx \rho_{yy}^{mn} \cdot E_{\text{inc},y}^{x,y}(x_m,y_n).
\]

Once the tangential electric field has been obtained using (5), the co-polar far field can be efficiently computed using the FFT [1], obtaining \( E_{\text{cp},u,v}^{x,y} \), with:

\[ u = \sin \theta \cos \phi ; \; v = \sin \theta \sin \phi. \]

The far field pattern specifications can be given in form of masks with upper and lower bounds [1,9,10], \( M_l(u,v) \) and \( M_u(u,v) \), which can be defined in the whole UV grid or in the area of interest.

![Fig. 1. Geometry of an offset printed reflectarray.](image)

B. Phase-only synthesis considerations

When performing phase-only synthesis, the only variables to be optimized are the phases of the reflection coefficients \( \rho_{xx}^{mn} \) and \( \rho_{yy}^{mn} \). The approximations made to obtain the co-polar far field patterns using the tangential field of (5) have proven to be valid in the case of reflectarray antennas [20], providing a co-polar pattern which is very close to the exact one.

Usually, the reflectarray is placed at far field distance of the feed, in which case can be modelled as a \( \cos^q \theta \) function [21], with very accurate results [22,23]. This feed model can also be used in the preliminary steps of the synthesis process and later use full wave simulations of the feed in order to accurately predict the far field [24-26]. However, the co-polar far fields obtained using both methods are very similar between each other. In any case, the algorithm described in the present work allows to use the real incident field from the feed, either by full wave simulations or near field
measurements. The incident field is fixed throughout the synthesis process and only the phase shift that the reflectarray elements have to introduce is optimized in order to obtain the required co-polar pattern.

Due to the simplifications made on the $R_{mn}$ matrix, the cross-polar pattern that could be computed using (5) would not take into account the cross-polarization introduced by the reflectarray elements, which in practice is an important contribution to the cross-polar pattern. As it is explained in detail in [13,20], the co-polar pattern obtained with the simplifications made on the $R_{mn}$ matrix is still accurate. However, the cross-polar pattern is not [13], hence a phase-only synthesis only deals with co-polar requirements.

Once the synthesis is finished and the phases of $\rho_{xx}$ and $\rho_{yy}$ are obtained, a design can be carried out that takes into account the real element behaviour. By using full wave simulations based on local periodicity [27-29], the full $R_{mn}$ is computed, taking into account mutual coupling between elements. During this step, a zero finding routine is used that calls iteratively a full wave simulator to adjust the required phase shift for each element. Because the synthesized phases are accurately adjusted using this procedure, the resulting phase distribution will have a small error with regard to those obtained after the phase-only synthesis, and hence the co-polar pattern will be very close to the one synthesized.

III. IMPROVED SYNTHESIS BASED ON LMA

A. Cost function definition

In order to use the LMA, a proper cost function to be minimized has to be defined. The same cost function as in [10] will be used, where the residuals are defined as:

$$F_t^{X/Y} = C(\vec{r}_t) \left[ (M_0^2(\vec{r}_t) - |E_{cp}^{X/Y}(\vec{r}_t)|^2) \right. \left. \cdot \left( M_2^2(\vec{r}_t) - |E_{cp}^{X/Y}(\vec{r}_t)|^2 \right) \right. $$

$$+ \left. \cdot \left[ M_0^2(\vec{r}_t) - |E_{cp}^{X/Y}(\vec{r}_t)|^2 \right] \right. $$

$$+ \left. \cdot \left[ M_2^2(\vec{r}_t) - |E_{cp}^{X/Y}(\vec{r}_t)|^2 \right] \right] \right]$$

(7)

and thus, the cost function is:

$$F^{X/Y} = \sum_{t=1}^{T} (F_t^{X/Y})^2.$$  

(8)

In (7) and (8), each $t = 1, ..., T$ describes a $\vec{r}_t = (u, v)_t$, point in which the UV grid is discretized; $C(\vec{r}_t)$ is a weight function; $E_{cp}^{X/Y}(\vec{r}_t)$ can be either of both co-polar far field samples, which are synthesized independently; and $F^{X/Y}$ is the total error, contributed by all the far field samples that lay outside the specified masks. This cost function penalizes the samples that lie outside the specified bounds (upper and lower) while it sets the error to zero when the samples are within bounds. It represents a non-convex search space [30] due to the non-convexity of the lower bound [31] and multiple solutions are possible. There are potentially a large number of solutions with minimum error. If the lower and upper bounds are too confined, the specifications might be too stringent and the algorithm might not find a solution, either because it does not exist or because the starting point is too far off from the solution. In that case, the specifications should be relaxed and/or the antenna optics redefined.

In order to alleviate the notation, from here on a generic $F_t$ will be used, avoiding the superscripts and knowing that it can represent the residual of either of both polarizations ($F_t^X$ or $F_t^Y$).

B. Jacobian matrix calculation

The LMA requires the calculation of a Jacobian matrix, which is a $T \times P$ matrix, where $P$ is the number of variables to be optimized. Any element $(t, p)$ of the Jacobian is calculated as:

$$j(t,p) = \frac{\partial F_t(\alpha)}{\partial \alpha_p},$$

(9)

where $\alpha = [\alpha_1, ..., \alpha_P]$ is an array with the optimization variables. Now, Equation (9) can be evaluated analytically, as in [10], as long as the analytical expression of the far field as a function of the optimization variables is provided. In [10], the partial derivatives are obtained deriving the cost function with respect to the tangent of the phases. However, in this work derivation is done with respect to the phases themselves, improving the performance of the algorithm greatly by making it converge faster, as it will be shown later.

In the case where the analytical expressions cannot be used, the derivative can be calculated using finite differences of the form [14]:

$$\frac{\partial F_t(\alpha)}{\partial \alpha_p} \approx \frac{F_t(\alpha + he_p) - F_t(\alpha - he_p)}{2h},$$

(10)

where $h$ is a small positive scalar and $e_p$ is the $p$th unit vector. Because the evaluation of the cost function (8) can be computationally expensive, a one-sided-difference can be used instead of the central difference of (10) in order to reduce by half the number of evaluations required. Also, a proper choice of $h$ can minimize the error of the evaluation of the derivative in (10). For the central difference the optimum choice of $h$ [14] is:

$$h = \sqrt[4]{u_r},$$

(11)

with $u_r$ being the unit roundoff, whose value will depend on the precision of the real numbers used in the implementation of the algorithm. The optimum choice for a lateral difference would be the value $h = \sqrt[4]{u_r}$. Note that, for the central difference there is an error of $O(h^2)$, while for the lateral one, the error is $O(h)$. Since $h \in (0, 1)$, the error will be lower for the central difference, although the evaluation of the derivative will be twice as
An important point to consider when computing the Jacobian matrix is the fact that the columns of $J$ are independent from each other because the derivatives are calculated with respect to one variable. Hence, the evaluation of the Jacobian can be fully parallelized by means of OpenMP [32], computing one column per available thread. Furthermore, each column can be obtained by just two calls to the cost function when the central difference is used (one call for the lateral difference). Also, the far field is computed efficiently by means of the FFT, and only one FFT is needed per cost function call. This way, one of the most time-consuming operations of the algorithm is performed efficiently and will scale well with the number of available processors, allowing the optimization of large problems.

### C. Solving the matrix equation

Once the Jacobian matrix is calculated, the LMA can be applied iteratively as:

$$U_i^T \cdot J_i + \mu_i \cdot \text{diag}(J_i^T \cdot J_i) \cdot \delta_i = -J_i^T \cdot F_{e,i},$$  \hspace{1cm} (12)

which can be compactly written as:

$$A_i \cdot \delta_i = b_i, \hspace{1cm} (13)$$

In (12), the subindex $i$ represents the current iteration, $\text{diag}(\cdot)$ is the diagonal matrix, $\delta_i$ is the updating vector which satisfies the equality and $\mu_i$ is a real positive number. The choice of $\text{diag}(J_i^T \cdot J_i)$ instead of any other positive diagonal matrix, such as the identity, is to reduce the effects of poor scaling in the optimization variables by using an ellipsoidal trust region. This way, the algorithm is invariant under diagonal scaling of the components of $\alpha$ [14].

The matrix multiplication $J_i^T \cdot J_i$ and other matrix-vector operations can be computationally very expensive if the dimension is large. Nevertheless, these operations can be performed by routines from libraries such as OpenBLAS [33] or MKL [34], which take advantage of highly optimized and fully parallelized algorithms and low-level hardware operations in order to improve their performance and computing times. Also, since the resulting matrix is symmetric, only the upper or lower triangular part of it can be computed, further reducing computing times.

In [10], (13) is solved by forming its normal equation applying the Conjugate Gradient Squared (CGS) method. This is unnecessary because (13) is already a square matrix system, and the CGS additionally solves another system of normal equations, thus squaring the condition number of matrix $A_i$, which can lead to poor convergence of the CGS depending on the initial Jacobian matrix.

Nevertheless, because $A_i$ is at least positive semi-definite, a Cholesky factorization based solver can be used [35], which is the fastest exact solver for this type of problems [36] since it takes advantage of the symmetric nature of the matrix. Compared with other methods, the Cholesky factorization involves $P^3/3$ floating-point operations, while LU takes $2P^3/3$ and SVD $12P^3$ [36]. Although SVD is more robust, in this case the Cholesky factorization is enough, being 26 times faster than SVD and twice as fast as LU.

After the matrix system is solved, the solution is updated as:

$$a_{i+1} = a_i + \delta_i.$$  \hspace{1cm} (14)

### D. Choice of $\mu_0$

The parameter $\mu$ in (12) is used to control the convergence of the algorithm. It controls the behaviour of the algorithm ranging from the steepest descent when $\mu \to \infty$ and the Gauss-Newton method when $\mu = 0$ [15]. A small value of $\mu$ when the current solution is not near the minimum may cause the algorithm to diverge. Hence, it is recommended to start with a high value of $\mu$ and decrease it as the error diminishes. Conversely, if the error increases, it could be necessary to increase the value of $\mu$ to control the algorithm and prevent it from diverging to non-desired solutions. A new real parameter $\beta > 1$ is defined to control $\mu$. If the last $k_d$ iterations have decreased the error, $\mu$ is updated as $\mu_{i+1} = \mu_i / \beta$. On the other hand, if the last $k_i$ iterations have increased the error, $\mu$ is updated as $\mu_{i+1} = \mu_i \beta$. If neither of both conditions are fulfilled, $\mu$ remains the same.

Parameters $\beta$, $k_d$ and $k_i$ are artificially introduced in the algorithm in order to control $\mu$. On the one hand, $\beta$ controls how fast $\mu$ is decreased when the error diminishes and vice versa. A high value of $\beta$ causes $\mu$ to decrease initially very fast, and could lead the algorithm to converge, hence rapidly increasing the value of $\mu$. These swings in $\mu$ can cause the algorithm to either diverge or converge to non-desired local minima. A low value of $\beta$ (close to 1) causes the algorithm to converge slowly, specially when $\mu$ is high. It has been found that values of $\beta$ between 1.05 and 1.5 provide a good trade-off for a good rate of convergence while keeping the algorithm from diverging. On the other hand, $k_d$ and $k_i$ control how tolerant the algorithm is to changes in $\mu$ when the error oscillates. When the algorithm reaches a flat valley in the search space, the error might behave irregularly due to the low gradient of the hypersurface around the current position. In order to control $\mu$ in this situation, $k_d$ and $k_i$ come into play, having complementary roles. If the error starts decreasing, $k_d$ prevents $\mu$ from decreasing too much if previously the error had increased. This tries to prevent the algorithm from diverging because it ensures that $\mu$ remains constant until the error decreases $k_d$ consecutive iterations. Conversely, the error has to increase during $k_i$ consecutive iterations in order to increase $\mu$. This prevents $\mu$ from increasing too much making the converge slower once the error begins to decrease again. Some reasonable values for these two parameters are within the range from 2 to 5.
However, the problem of choosing $\mu_0$ remains. Nevertheless, there is a suitable strategy to choose it. The optimization variables are the reflection coefficient phases. Hence, in order to have a reliable design, the phase distribution should be as smooth as possible, because that way, the physical dimensions of the elements of the reflectarray would vary smoothly from one element to the next (which is necessary because the reflectarray analysis is based on a full-wave analysis assuming local periodicity [1,26-29]). Following this, $\mu_0$ should be high enough to allow the phase at the initial iterations to vary smoothly and not to make jumps to valleys of the search space with noisy phase distributions. Due to the dimensionality of the problem being $P$ (usually of the order of hundreds or thousands of optimization variables, at least one per element of the reflectarray), it is very easy to make false steps into non-desired solutions during the first iterations of the algorithm from which it will be virtually impossible to escape. For that reason a high value of $\mu_0$, about the same order of magnitude of $P$ (for instance, between $0.5P$ and $5P$), is a good choice.

E. Starting point

Another important issue is the starting point for the optimization process, which has been widely discussed in the literature [9,20]. As the LMA is a local optimizer, the starting point is of the utmost importance, since it will determine if the achieved solution is good enough. It has been determined [20] that a good initial point is that of a pencil beam pattern properly focused. Also, a pencil beam pattern can provide a smooth enough initial phase distribution in the center of the reflectarray, where the field amplitude is higher [1], depending on the placing of the feed antenna.

F. Seeking the correct solution

In the previous sections, different aspects of the algorithm have been discussed that can prevent it from converging to a solution. First, the specifications should be reasonable; i.e., not too stringent, to allow the algorithm to converge from the first iteration. Also, the starting point should be good enough and $\mu_0$ high to ensure a soft descend towards the solution. In practise, the final solution should not only have a low error, but also a smooth phase distribution. With regard to having a low error, it means that the co-polar pattern is close to meet the specifications, which is the main goal of the synthesis. However, a smooth phase distribution is also needed for a real reliable design. Due to the local periodicity assumption when analyzing the reflectarray unit cell [1], the design will perform better when the physical size of the reflectarray elements will vary smoothly across the surface of the antenna. The smoothness of the phase distribution is more critical in the center of the reflectarray were the illumination level is higher.

G. Numerical implementation

A homemade version of the algorithm including all the described optimizations has been implemented in Fortran using the Intel Fortran Compiler and MKL library [34]. Double precision is used for real numbers, which implies a unit roundoff of:

$$u_r = 2.22 \times 10^{-16}.$$ (15)

This means that the error for the lateral difference would be of the order of $O(10^{-9})$, while for the central difference would be $O(10^{-11})$. The difference between both errors is not as impressive due to the optimum choice of $h$ to minimize the error in the derivative taking into account errors produced in floating-point arithmetic [14]. Since the rest of the operations are performed in double precision, the error in the evaluation of the Jacobian will propagate and will be the limiting factor in the minimum achievable error. However, since a phase-only synthesis is done, the evaluation of the cost function is fast, and the central difference is used in the optimization.

IV. VALIDATION

A. Antenna specifications

An outline of the reflectarray is shown in Fig. 1. It consists of a planar rectangular reflectarray with dual linear polarization formed by 900 elements ($30 \times 30$) and a feed horn modelled as a $\cos^4 \theta$ function with a q-factor of 37, which produces an illumination taper of $-19.5$ dB on the surface of the reflectarray. The feed horn points to the centre of the reflectarray and its phase centre is placed at $\vec{r}_f = (-94, 0, 214)$ mm with regard to the centre of the reflectarray. The working frequency is 25.5 GHz and the periodicity of the elements is 5.84 mm $\times$ 5.84 mm, which is approximately half a wavelength [37]. Also, the far fields are discretized in a $128 \times 128$ UV grid, being $T = 16384$. Note that, according to Fig. 1, the X-polarization corresponds to the vertical polarization (V) because the electric field in $\vec{x}$-direction is vertical, while Y-polarization corresponds to the horizontal polarization (H).

The chosen pattern is a LMDS, which presents a 30°-sector beam in azimuth and a square cosecant beam in elevation [13]. Templates in the main cuts will be presented along with the results of the optimization in the next section.

B. Optimization of previous synthesis

In order to test the described procedure, a synthesis for a LMDS pattern was carried out. The first example uses as a starting point the final result of [13] for both polarizations. This constitutes an excellent initial radiation pattern since it is very close to the final specification. The geometry of the antenna is the same as in [37], with
the LMA parameters set to $\mu_0 = 1800$, $\beta = 1.05$, $k_d = 3$, $k_i = 2$ and $C(\vec{r}_i) = 1$. The initial error is 2.99 and 2.95 for vertical and horizontal polarizations, according to (8). The convergence is very similar for both polarizations. In the case of vertical polarization, after 500 iterations of the LMA, the error was $7.8 \times 10^{-10}$. The algorithm was left to complete 999 iterations. However, after iteration 500, approximately, it stagnates. The lowest error was $5.57 \times 10^{-10}$ at iteration 990. For the horizontal polarization, the lowest error was $3.78 \times 10^{-10}$ at iteration 995, stagnating around iteration 650.

The simulated radiation pattern for vertical polarization is shown in Fig. 2. The main cuts for horizontal polarization are shown in Fig. 3 along with the results of [13]. With a global error of the order of $10^{-10}$, the radiated fields fit very well to the masks, improving back lobes and the coverage zone with regard to [13] while maintaining a similar shape of the synthesized phases, which are shown in Fig. 4.

![Fig. 2. Three dimensional synthesized radiation pattern in directivity (dB) for vertical polarization.](image)

![Fig. 3. Radiation pattern of the synthesized reflectarray considering an ideal model of the feed horn in dual polarization. Main cuts for horizontal polarization in (a) elevation and (b) azimuth.](image)

![Fig. 4. Synthesized phase distribution of the reflection coefficient for the vertical polarization (degrees).](image)

**C. Synthesis with a pencil beam as starting point**

In order to compare more faithfully the results with [10], a new synthesis was carried out employing the same initial point; i.e., the phases of a pencil beam pattern pointing to $(\theta, \phi) = (5.4^\circ, 0.0^\circ)$, which corresponds to the area of maximum directivity in the masks. The LMA parameters for this case were $\mu_0 = 500$, $\beta = 1.1$, $k_d = 3$, $k_i = 2$ and $C(\vec{r}_i) = 1$. First, the H-polarization was synthesized from the phase distribution of the pencil beam. The initial error was 53.00 and after the iteration 450 (where the error was $5.05 \times 10^{-7}$) it stagnates. The lowest error achieved was $3.87 \times 10^{-7}$ at iteration 998, out of 999. After the synthesis of the H-polarization, the V-polarization was synthesized starting with the synthesized phases of the H-polarization. This resulted in an initial error of $7.03 \times 10^{-3}$ because the pattern is closer to the masks than the pencil beam, although higher
than the final error for the H-polarization because the incident field is different for both polarizations. The lowest error achieved was $2.97 \times 10^{-9}$ at iteration 471. As comparison, the final error in [10] is $5.60 \times 10^{-3}$, which is several orders of magnitude higher than the error obtained in this work.

Figure 5 shows the main cuts for the horizontal polarization of the new synthesized radiation pattern. Because the starting point is not as good as in the previous case, the final pattern obtained now is slightly worse, although it greatly improves the results of [10]. In particular, the back lobes are reduced by about 6 dB and the coverage zone improves for large angles. Also, the results were obtained in less iterations (less than 500 vs. 3900, for each polarization) and with a final error several orders of magnitude lower, which accounts for the better results in the radiation patterns. Finally, Fig. 6 shows the synthesized phase distribution when using a pencil beam pattern as starting point.

![Fig. 5](image1.png)

**Fig. 5.** Radiation pattern of the synthesized reflectarray considering an ideal model of the feed horn in dual polarization with starting point a pencil beam pattern. Main cuts for horizontal polarization in (a) elevation and (b) azimuth.

![Fig. 6](image2.png)

**Fig. 6.** Synthesized phase distribution of the reflection coefficient for the vertical polarization using a pencil beam as starting point (degrees).

### D. Improvements in computing times

With the optimizations detailed in previous sections, the computing times were greatly reduced. In [10], it is reported that each iteration takes less than a minute. Here, each iteration takes about 5.7 seconds using the same computer (Intel Core 2 Duo with a 2.4 GHz processor), which along with the improved convergence of the LMA, reduces significantly the computing times of the synthesis process. The time for each iteration is reduced approximately by a factor of 10. Moreover, taking into account that the synthesis process took less than 500 iterations for each polarization (about eight times faster), the overall improvement in computing times is by a factor of 80.

### V. CONCLUSION

An improved phase-only synthesis for reflectarrays based on the Levenberg-Marquardt algorithm with an ellipsoidal trust region has been developed, improving the accuracy and efficiency with regard to other works in the literature. By optimizing each building block of the algorithm, a great computational efficiency is achieved that will allow for more powerful synthesis techniques implemented with the same algorithm. For instance, it will be possible to implement a direct optimization of the geometry of the reflectarray through full wave analysis of the reflectarray unit cell [27-29] within reasonable computing times.

In particular, the Jacobian matrix is obtained through finite differences which allows to avoid using the analytical expressions for complex problems. By choosing the appropriate value of the increment in the finite difference equation, the error evaluating the derivative is minimized. Also, the columns of the Jacobian can be computed independently from each other, which allows to fully parallelize its evaluation. By deriving with respect to the reflection coefficient phases instead
of the tangent of the phases, the convergence of the algorithm is improved.

Further improvements were made regarding the choice of the solver for the equation system, where a Cholesky factorization based solver was selected to take advantage of the symmetry of the resulting matrix. Also, computationally expensive operations such as matrix and matrix-vector multiplications were performed using highly optimized and parallelized routines. Since the result of the matrix multiplication is symmetric, only the lower or upper triangular part needs to be computed.

In addition, due to the intrinsic high dimensionality of the problem, a few guidelines have been laid out in order to control the evolution of the synthesis, which allows for a better control of the obtained solution. In particular, it has been shown how the initial point of the synthesis is a key factor in a local search optimizer such as the LMA. Also, a suitable choice of the parameters of the LMA is important in order to control the speed of convergence as well as the initial evolution of the algorithm, which can determine the path to a good or bad solution.

Finally, two test cases of a LMDS pattern were shown to validate the proposed solution. The performance of the algorithm has proven to be better than others in the literature. The results are more accurate, reducing back lobes and better controlling the coverage zone, while reducing the computing times by a factor of 80.
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Abstract — This paper presents the modeling of electromagnetic scattering from objects with magnetic anisotropy. We study the solutions of both the volume integral equation (VIE) method and augmented volume integral equation (A-VIE) method. For the VIE method, it is built from the 3D vector wave equation for electric field only. For the A-VIE method, it is built from 3D vector wave equation for both electric and magnetic fields. Numerical results show that the A-VIE method has better accuracy and convergence for magnetic objects compared to the VIE method.

Index Terms — Anisotropic magnetics, augmented volume integral equation (A-VIE), method of moments, volume integral equation (VIE).

I. INTRODUCTION

The solution of electromagnetic wave scattering and propagation problems from penetrable objects has always been an active research area. In early years, approximate methods such as the geometrical theory of diffraction were used [1]. The extended boundary condition method was also investigated as a possible approach to solve such problems [2]. More recently, numerical methods have been adopted to tackle it such as finite difference method [3], finite element method [4], generalized multipole method [5] and method of moments [6-7]. Among them, method of moments equipped with modern computing power and fast algorithms provides an accurate and efficient numerical method for solving the scattering problems. There are two main categories of moment methods for penetrable objects. One is the surface integral equation based method, in which the unknown parameters are defined on the surfaces of the objects [8-9] and it is efficient in solving problems with piecewise homogenous properties. The other is the volume integral equation based method [10-12], which can solve the scattering problems from highly inhomogeneous scatterers.

Early research in analyzing wave scattering and propagation from penetrable objects mainly focuses on objects with isotropic material properties. With the revolution and development of new materials and technologies, modeling of 3D objects with generalized anisotropy has become of great interest in research. The applications of anisotropic materials cover a wide range from electromagnetic and optical design to geophysical exploration. In oil and gas exploration, with the development of highly deviated and horizontal drilling technology, formation anisotropy has become an important concern. Without consideration of the anisotropy effect in the modeling and inverse algorithms, it is difficult to interpret the measurements from modern logging tools. On the other hand, the incorporation of metamaterials and artificial materials in the electromagnetic and optical device design, induces a great need for the accurate and efficient electromagnetic solvers to model generalized anisotropic materials. In recent years, various volume integral equation methods have been proposed to solve scattering problems for anisotropic materials [13-18]. Analytical solutions for simple structures such as anisotropic spheres or spherical shells have been investigated in [20-21]. Most of these methods mainly focus on modeling of uniaxially anisotropic objects and the investigations mainly focus on dielectrics. Investigations for generalized anisotropic materials, especially anisotropic magnetics are still limited.

In this paper, the VIE method and A-VIE method with curl-conforming bases are applied to model the scattered fields of magnetic objects. The contributions of this work are twofold: i) convergence studies of the VIE method and A-VIE method for magnetic objects are presented; ii) it is demonstrated that the A-VIE method has better convergence and accuracy for magnetic objects.
II. VIE AND A-VIE METHODS

Consider a 3D inhomogeneous and anisotropic object in free space with relative permittivity and permeability \( \varepsilon_v(\mathbf{r}) \) and \( \mu_v(\mathbf{r}) \). The volume of the anisotropic object is denoted as \( V \) and it is enclosed by the surface \( S \). We assume that the object is excited by an incident plane wave characterized by \( \mathbf{E}^{inc}(\mathbf{r}), \mathbf{H}^{inc}(\mathbf{r}) \).

To solve the scattered field of the anisotropic object, a VIE method built from the 3D vector wave equation has been introduced in [16]. It is derived from the 3D vector wave equation for the electric field given by:

\[
\nabla \times \mathbf{\mu}_r^{-1} \nabla \times \mathbf{E}(\mathbf{r}) - \mu_0 \varepsilon_0 \frac{\partial^2 \mathbf{E}(\mathbf{r})}{\partial t^2} - \alpha^2 \mathbf{E}(\mathbf{r}) = \mathbf{J}(\mathbf{r}).
\]

Here, \( \mathbf{J}(\mathbf{r}) \) is the current that produces the incident field, \( \mathbf{E}(\mathbf{r}) \) is the total electric field, \( \varepsilon_v(\mathbf{r}) \) and \( \mu_v(\mathbf{r}) \) are the relative permittivity and permeability tensors, \( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of free space.

From the equation above and the definition for dyadic Green’s function, we can get the volume integral equation:

\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}^{inc}(\mathbf{r}) + \sum_{N_e} \nabla \times \frac{1}{k_0} \mathbf{g}(\mathbf{r}, \mathbf{r}') \nabla \mathbf{E}(\mathbf{r}) d\mathbf{r}'
\]

or

\[
\mathbf{G}(\mathbf{r}, \mathbf{r}') = \frac{1}{k_0} \left[ \nabla \times \nabla \mathbf{g}(\mathbf{r}, \mathbf{r}') - \mathbf{I} \delta(\mathbf{r}, \mathbf{r}') \right],
\]

where \( \mathbf{g}(\mathbf{r}, \mathbf{r}') \) is the scalar Green’s function, \( k_0 \) is the wave number in free space.

By substituting the definitions of the dyadic Green’s function into (2), we can get two sets of volume integral equations [16]. Then by discretizing the volume object using a sum of tetrahedra and expanding the total electric field \( \mathbf{E}(\mathbf{r}) \) using the edge basis on each edge of the tetrahedron, the volume integral equation can be converted into the discrete form. Using the Galerkin’s method, we can convert the discretized volume integral equation to a linear matrix equation. By solving this equation using the iterative method, the total electric field in the whole solution domain can be obtained.

The VIE method presented in [16] serves as an efficient method to model the scattering problem of generalized anisotropic materials. However, further study shows that due to the curl operator acting on the electric field in (2), the permeability term is not represented as well as the permittivity term. In order to overcome this, we use the similar idea for the augmented EFIE (A-EFIE) method [19] and apply it to the VIE method. In A-VIE, the magnetic field unknowns are added to the original VIE method that is based on the electric field. Hence, the permeability term is better represented compared to the original VIE method. Next, the A-VIE formulations are introduced [17]. First, by substituting Faraday’s law into (2), we get:

\[
\mathbf{E}^{inc}(\mathbf{r}) = -\mathbf{E}(\mathbf{r})
\]

\[
+ k_0 \nabla \times \int_{V_e} \mathbf{g}(\mathbf{r}, \mathbf{r}') \left[ \mathbf{I} - \mathbf{\mu}_r(\mathbf{r}') \right] \mathbf{H}(\mathbf{r}') d\mathbf{r}'
\]

\[
- k_0^2 \int_{V_e} \nabla \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \left[ \mathbf{I} - \mathbf{\varepsilon}_r(\mathbf{r}') \right] \mathbf{E}(\mathbf{r}') d\mathbf{r}'.
\]

And using the duality principle, we get a dual equation for (5):

\[
-\eta_0 \mathbf{H}^{inc}(\mathbf{r}) = -\eta_0 \mathbf{H}(\mathbf{r})
\]

\[
+ k_0 \nabla \times \int_{V_e} \mathbf{g}(\mathbf{r}, \mathbf{r}') \left[ \mathbf{I} - \mathbf{\varepsilon}_r(\mathbf{r}') \right] \mathbf{E}(\mathbf{r}') d\mathbf{r}'
\]

\[
- k_0^2 \int_{V_e} \nabla \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \left[ \mathbf{I} - \mathbf{\mu}_r(\mathbf{r}') \right] \eta_0 \mathbf{H}(\mathbf{r}') d\mathbf{r}'.
\]

We see that in (5) and (6), the curl operator acting on the electric field is removed and replaced by the magnetic field in the solution domain. Here, \( \eta_0 \) is used as a normalization factor for the magnetic field, it is the intrinsic impedance of free space.

To solve the A-VIE in (5) and (6) by the moment method, we need to convert it into a set of linear algebraic equations. First we expand the electric field \( \mathbf{E}(\mathbf{r}) \) and magnetic field \( \mathbf{H}(\mathbf{r}) \) into discretized forms using the edge bases:

\[
\mathbf{E}(\mathbf{r}) = \sum_{i=1}^{N_e} I_i \mathbf{N}_i(\mathbf{r}), \mathbf{r} \in V,
\]

\[
\mathbf{H}(\mathbf{r}) = \frac{1}{\eta_0} \sum_{i=1}^{N_e} J_i \mathbf{N}_i(\mathbf{r}), \mathbf{r} \in V.
\]

Here, \( \mathbf{N}_i(\mathbf{r}) \) is the basis function on the \( i \)-th edge, \( I_i \) and \( J_i \) are the expansion coefficients for the electric and magnetic field respectively. \( N_e \) is the total number of the edge bases. \( V \) is the support of the object. The summation in the above includes an assembly process as in the FEM. That is using the fact that tangential \( \mathbf{E} \) and \( \mathbf{H} \) are continuous from element to element, \( I_i \) and \( J_i \) from contiguous elements are the same.

Next by inserting (7) and (8) into (5) and (6), testing them with \( \mathbf{N}_j(\mathbf{r}) \) and integrating over the tetrahedral element that \( \mathbf{N}_j \) is defined on, we can get the matrix representation of the augmented volume integral equation:

\[
\begin{bmatrix}
\mathbf{e}^{inc} \\
\mathbf{h}^{inc}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{Z}_{EE} & \mathbf{Z}_{EH} \\
\mathbf{Z}_{HE} & \mathbf{Z}_{HH}
\end{bmatrix}
\begin{bmatrix}
\mathbf{I} \\
\mathbf{J}
\end{bmatrix},
\]

(9)
where the matrix element in each block is given by:

\[
\langle \mathbf{Z}_{EE} \rangle_{\mu} = \langle \mathbf{Z}_{EE} \rangle_{\mu} + \langle \mathbf{Z}_{IH} \rangle_{\mu},
\]

\[
= -\langle \mathbf{N}_j (\mathbf{r}), \mathbf{N}_i (\mathbf{r}) \rangle - \kappa_{0}^2 (\mathbf{N}_j, \mathbf{G}(\mathbf{r}, \mathbf{r}')) - [\mathbf{I} - \mathbf{\tilde{\mathbf{e}}}(\mathbf{r}') \cdot \mathbf{N}_j (\mathbf{r}')),\]

\[
\langle \mathbf{Z}_{IE} \rangle_{\mu} = \langle \mathbf{Z}_{IE} \rangle_{\mu},
\]

\[
= i\kappa_{0} \langle \mathbf{N}_j (\mathbf{r}), \nabla \times \mathbf{g}(\mathbf{r}, \mathbf{r}') \cdot [\mathbf{\tilde{\mathbf{\mu}}}(\mathbf{r}') - \mathbf{I}] \cdot \mathbf{N}_j (\mathbf{r}'),
\]

\[
\langle \mathbf{Z}_{IH} \rangle_{\mu} = \langle \mathbf{Z}_{IH} \rangle_{\mu} + \langle \mathbf{Z}_{IH} \rangle_{\mu},
\]

\[
= -\langle \mathbf{N}_j (\mathbf{r}), \mathbf{N}_i (\mathbf{r}) \rangle - \kappa_{0}^2 (\mathbf{N}_j, \mathbf{G}(\mathbf{r}, \mathbf{r}')) - [\mathbf{I} - \mathbf{\tilde{\mathbf{\mu}}}(\mathbf{r}') \cdot \mathbf{N}_j (\mathbf{r}')).
\]

and the \( j \)-th elements of the incident vectors \( \mathbf{e}^{inc} \) and \( \mathbf{h}^{inc} \) are written as:

\[
e_j^{inc} = -\langle \mathbf{N}_j (\mathbf{r}), \mathbf{E}^{inc} (\mathbf{r}) \rangle,
\]

\[
h_j^{inc} = -\langle \mathbf{N}_j (\mathbf{r}), \mathbf{H}^{inc} (\mathbf{r}) \rangle.
\]

In the above, \( i = 1, ..., N_e \), \( j = 1, ..., N_e \), \( \mathbf{I} \) and \( \mathbf{J} \) are the vectors of length \( N_e \) for the expansion coefficients \( I_i \) and \( J_j \) respectively.

### III. NUMERICAL EXAMPLES

The first example is used to show the convergence performance of the original VIE method for the permittivity term. We calculate the RCS of a sphere with radius of \( 0.2\lambda \) and material properties of \( \varepsilon_r = 2.2, \mu_r = 1.0 \) using different mesh densities. The sphere is placed in free space and illuminated by a \( \theta \)-polarized plane wave. The observation points are at \( \theta = [0^\circ, 180^\circ] \) and \( \phi = 0^\circ \). The iterative method GMRES (generalized minimum residue method) is applied to solve the final matrix equation. Figure 1 (a) shows the RCS plots with different mesh densities compared to the Mie analytical result. It is seen that the RCS converges to the analytical result as the mesh density increases. Figure 1 (b) shows the convergence of the RCS error. As the mesh density increases, the error of RCS decreases fast. Hence, the original VIE method has good convergence performance for the \( \varepsilon_r \) term.

The second example is to show the convergence performance of the original VIE method for the permeability term. We calculate the RCS results for a sphere with material properties of \( \mu_r = 2.2 \) and \( \varepsilon_r = 1.0 \). The radius of the sphere is \( 0.15\lambda \). It is excited by a \( \phi \)-polarized plane wave in free space. We calculate the RCS results using the same mesh densities as those in the first case. Figure 2 shows the RCS and convergence results. We can see that the RCS result converges to the analytical value slowly as the mesh density increases compared to the first example. Next, we show the convergence performance of the A-VIE method for the permeability term. We calculate the RCS results by the A-VIE method using different meshes for the same sphere as in the second example. It is shown in Fig. 3 that the RCS results by the A-VIE method have better accuracy and convergence performance than those by the VIE method.

Fig. 1. Convergence of RCS for different mesh densities for the sphere of \( \varepsilon_r = 2.2, \mu_r = 1.0 \) and \( r = 0.2\lambda \) by original VIE method.

Fig. 2. Convergence of RCS for different mesh densities for the sphere of \( \varepsilon_r = 2.2, \mu_r = 1.0 \) and \( r = 0.15\lambda \) by A-VIE method.
The third example is the scattered problem of an anisotropic spherical shell using the A-VIE method. The electric dimension of the inner and outer spherical surfaces are $k_0 a_1 = 0.6\pi$ and $k_0 a_2 = 1.2\pi$, where $k_0$ is the wave number in the free space, $a_1$ is the inner radius of the spherical shell and $a_2$ is the outer radius of the spherical shell. It is placed in the free space and the incident E-field is $\hat{x}$ polarized propagating in $+\hat{z}$ direction. In order to test the accuracy of the $\mu_r$ term for the general anisotropic case, we consider the permeability of the sphere as a 3 by 3 matrix:

$$\begin{pmatrix}
  2.5 & -i & 0 \\
  i & 2.5 & 0 \\
  0 & 0 & 1.5
\end{pmatrix},$$

$\epsilon_r$ is an identity. The mesh includes 3,354 tetrahedra and 4,824 edge elements. Figure 4 shows the RCS result of the spherical shell in the H-plane. We can see that it agrees well with the result of the duality case shown in Ref. [21] by the analytical method. Figure 5 shows the error convergence of GMRES method. We see that the matrix solution takes 24 steps to converge to $10^{-3}$ by GMRES method.
Finally, we show an example for a coated magnetic sphere using the A-VIE method. The dimensions of the inner and outer spheres are 0.9 m and 1 m as in Fig. 6. It is placed in the free space and the incident wave is $\phi$-polarized. The frequency of incident plane wave is 0.02 GHz. We consider the permeability of the inner and outer sphere are 3.0 and 10.0 respectively. The mesh includes 2,283 tetrahedrons and 3,798 edges. Figure 7 shows the RCS result compared to Mie series result. It can be seen the result from the A-VIE method agrees well with that of Mie series.

![Image](image_url)

Fig. 6. Coated sphere.

![Image](image_url)

Fig. 7. RCS of the A-VIE method for the coated magnetic sphere with inner and outer radii of $r_1 = 0.9$ m and $r_2 = 1.0$ m, $\mu_{r1} = 3.0$ and $\mu_{r2} = 10$.

IV. CONCLUSION

A convergence study for magnetic objects by the VIE and A-VIE methods is discussed. The VIE method originally proposed in [16] is based on vector wave equation for electric field, and the A-VIE method is based on vector wave equations for both electric and magnetic fields. Compared to the VIE method, the A-VIE method has improved accuracy and convergence for the permeability term by removing the differential operations of the electric field in the original formulation. Numerical results show the accuracy of the RCS results for anisotropic magnetics illuminated by the plane waves.
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Abstract — The use of the FDTD in Android applications heralds the use of mobile phone platforms for performing electromagnetic modeling tasks. The Samsung S4 and Alpha smartphones computations are powered by a pair of multi-core Advanced RISC Machines (ARM) processors, supported by the Android operating system, which comprises a self-contained platform, which can be exploited for numerical simulation applications. In this paper, the parallelized two dimensional FDTD is implemented on the Samsung Smartphone using threading and SIMD techniques. The computational efficiency and power consumption of the parallelized FDTD on this platform are compared to that for other systems, such as Intel’s i5 processor, and Nvidia’s GTX 480 GPU. A comparison is made of the power consumption of the different techniques that can be used to parallelize the FDTD on a conventional multicore processor. In addition to parallelizing the FDTD using threading, the feasibility of accelerating the FDTD with the SIMD registers inherent in the phone’s ARM processor is also examined.

Index Terms — ARM, EXYNOS, FDTD, NEON.

I. INTRODUCTION

The viability of using Smartphones for High Performance Computing (HPC) is currently being examined for a variety of scientific disciplines [1], [2]. The Smartphone is commonly described as being a low power processing device and the work described in this article will quantify this assertion in the context of electromagnetic modeling using the FDTD method.

The finite difference time domain technique has been used for the modelling of electromagnetic scenarios since the late 1960s and is a popular choice for parallelization in HPC owing to its simple deployment on a wide variety of hardware architectures [3].

Power consumption of processors is a topic of interest owing to the cost implications of supplying electricity to HPC processing centers [4]. Koomey’s law [5] states that the power being consumed by modern processors is halved every 18 months for an equivalent computational output. Here, the two dimensional parallel FDTD implemented on the Samsung S4’s ARM based platform will be used to gauge how the Samsung S4 compares to the power consumption of the FDTD on other HPC platforms. The power consumption of different parallelization techniques will be compared to a contemporary multi-core processor, Intel’s i5-4440k.

This paper is structured into three main sections. The first section describes the parallelization of the two dimensional finite differences time domain (FDTD) method on the Samsung S4 and Alpha smartphones using generic threading. The second section presents measurements of computational performance and power consumption of the parallel FDTD on the Samsung S4. Comparison is made with different implementations of the parallel FDTD on an Intel i5 multi core processor. In the third section, the computational/power performance ratio of the parallel FDTD is also compared to the parallel FDTD implemented on other contemporary computing platforms. Several practical real world scenarios that can be computed on the Samsung S4 and Alpha are given as examples, including computing the RFI screening of a large soil berm; results are compared with computations on the Intel i5-4440k processor.

The main contributions of this paper are firstly, a description of parallelizing the FDTD algorithm onto an Android platform, and secondly, an evaluation of the power efficiency of the Android based parallel FDTD implementation compared to the parallel FDTD implemented on a number of other more conventional computing-platforms.

II. PROCESSING THE FDTD ON THE SAMSUNG S4

A. Maxwell’s equations and the parallel FDTD method

The FDTD is a numerical approximation to Maxwell’s equations [6] and is based on the finite differences formulation of the scalar computations as originally proposed by Yee [7]. For most of the work in this article the peripheral boundaries of the computational
space are defined using the split field perfectly matched layers (PML). A computational stencil, incorporating some values of adjacent cells, is applied to every field value in the calculation space and repeated in an iterative leap-frog manner [6], [7]. The implications of this stencil processing are two-fold:

i) The vector processing of data has to accommodate non-consecutive array reads [8] for two and three dimensional data.

ii) Threads must communicate fringe data between adjacent data chunks as the values contributing to the computational stencil may be contributed by different data chunks. This inter-chunk communication results in the parallelization of the FDTD being more sophisticated than for an embarrassingly parallel algorithm.

Parallelisation technologies such as MPI, OpenMP and generic threading are generally used to speed up the FDTD in parallel form on multi-core microprocessors [9], [10]. The OpenMP and generic threading method for the parallelization of the FDTD requires a shared memory architecture, such as a multi-core microprocessor, as the representative sections of the FDTD code are divided amongst several threads and these are each computed on dedicated cores. The FDTD was parallelised for the ARM processors using generic threading, as neither the OpenMP or the MPI facilities were readily available for the Android platform.

Results for the acceleration of the FDTD on the GPU were attained using the techniques described by [11]. Further acceleration of the parallel FDTD for the Intel processors using SIMD engines such as the SSE and AVX were implemented according to the descriptions by [12].

B. Hardware architecture of the ARM platform

The ARM platform used for the processing of the results shown in this article is part of Exynos System on a Chip (SoC) processors. The Exynos 5410 or Exynos 5430 processor provides the processing power of the Samsung S4 phone. The Exynos 5410 and the 5430 SoCs shown in Figs. 1 and 2, both have an embedded ARM 7 and an ARM 15 processor, a GPU, and embedded storage, albeit in different configurations. The Exynos 5410 resident ARM cores are configured such that low power tasks are processed on the cores of the ARM 7 processor and more computationally intensive tasks are processed on the ARM 15 cores. Although there are eight cores available in total, the tasks are managed between corresponding ARM 7 and ARM 15 cores, as shown in Fig. 1, in a power saving strategy that ARM refers to as a “big.Little” configuration. The switching of the tasks between the ARM 7 and ARM 15 cores is controlled by the firmware and is not available to the programmer.

The Exynos 5430 SoC on the other hand, uses a more conventional arrangement of the ARM 7 and the ARM 15 cores, where the scheduler has direct access to both the ARM 15 and ARM 7 cores. This configuration will allow the processing of eight tasks simultaneously, but the ARM 7 processor cores will run at a lower operating frequency than the ARM 15 cores. Although the availability of the larger number of cores is appealing at first impression, one has to note that the speed of processing of equal sized computational loads will be limited by the capacity of the slowest core. It is not programmatically trivial to assign computational threads to specific cores in the Exynos 5430 SoC.

C. Programming on the Exynos System on a Chip

The serial form of the FDTD was parallelised on the Samsung S4’s Android v4.4.2 platform using generic threading techniques. The program was built on the phone using the Android-specific gcc compiler. The editing of the program code itself was performed on a
desktop computer and the code was transferred to the phone using local area wireless technology (WiFi). Timing markers were embedded in the code to provide profiling and performance statistics. All computational performance and power consumption measurements for this work were made with programs written in single floating point precision. Graphical results were written to the phone’s storage in the VTK \cite{14} format and transferred to the desktop computer for visualisation using Paraview \cite{15}.

Android v4.4.2 uses the Dalvik runtime system for the interpretation of the FDTD code. The newer Android Run Time (ART) system is claimed to process Android application code quicker and more power efficiently. The ART was not available for the development platforms used for this work and will be superseded by the Dalvik runtime system in subsequent versions of the Android generations.

For the purpose of comparison with the ARM platform, the two dimensional serial FDTD was also parallelised for the i5-4440k processor using the openMP, MPI, generic threading and various SIMD techniques.

D. The parallel FDTD on multicore platforms using generic threading

The serial form of the FDTD was parallelised using the generic threading for the Exynos 5410 SoC, Exynos 5430 SoC, and the Intel i5-4440k processor.

The computational throughput of the serial FDTD and the parallel FDTD on the four core i5-4440k is shown in Fig. 3. The performance of the serial FDTD on the i5-4440k is shown as a performance reference. The computational throughput of the parallel FDTD on the i5 results shown in Fig. 3 was achieved by using four threads, so that each core is occupied by one thread. The results shown in Fig. 3 do not include the optimisation using the SIMD registers in the i5 processor, although these throughput results are used in Table 1 and shown in Fig. 4.

The computational throughput of the 2D parallel FDTD on the 5410 and 5430 Exynos SoCs is also shown in Fig. 3. The computational throughput was achieved using four threads on the Exynos 5410, although eight cores are made available when one combines the number of ARM 7 and ARM 15 cores, as shown in Fig. 1. The Exynos 5410 did not achieve greater throughput by doubling the number of threads owing to the exclusive core scheduling strategy of the Exynos 5410, as described in section II.B. The computational performance of the 2D FDTD implemented on the Exynos 5430 was not improved either when using more than four threads, very probable because the smaller processing capacity of the ARM 7 core is a limiting factor.

E. Further parallelisation using the NEON SIMD registers on the Exynos processor

The ARM 7 and ARM 15 processors both have an inherently SIMD engine called NEON. The width of the NEON registers is 128 bits and the NEON operations are capable of handling four floating point operations simultaneously. FDTD implementations making use of the SIMD engines on other processors have shown acceleration of two to three times that of the serial versions.

The implementation of the serial FDTD when using the NEON compiler intrinsics in the Exynos processor did not provide any improvement in computational performance over the serial FDTD. As a test, the FDTD array data was substituted with constant data values, which did indeed provide a marked speedup of the SIMD based acceleration. Whilst the computed results in this case are clearly of no value from a modelling perspective, it showed that the NEON registers are indeed processing the data values effectively, but moving the FDTD data to the NEON registers from the data array to the SIMD engine is
inefficient. Attempts to improve the performance of the array data movement to the SIMD engine by explicitly prefetching the FDTD array data into the cache memory did not enhance the efficiency of the FDTD program when making use of the NEON functionality.

It can also be noted that making use of the automated implementation of the NEON functionality provided by the gcc compiler did not provide any further acceleration of the FDTD either.

By contrast with the lack of acceleration improvement obtained using the SIMD facility for the ARM processors on the Exynos SoCs, further acceleration of the FDTD by using the SIMD facilities inherent in Intel processors provided very good speedups. The speedup in the computational throughput of the two dimensional FDTD on the i5-4440k is shown in Fig. 5. The FDTD was implemented using compiler intrinsic and single precision floating point arithmetic for the AVX registers. The computational performance of the i5-4440k processor is limited when supplying data using only one channel to the physical memory chip, a situation which is alleviated when using two memory channels to the physical memory chips. The use of the auto-vectorisation options on different compilers resulted in a small improvement in computational performance of the FDTD on one core only. Auto-vectorization did not accelerate the parallel FDTD when implemented for more than one core.

The power consumption measurements made for the Intel i5 processor results used in this article were made using a dedicated power meter between the desktop computer and the mains power supply. The baseline power consumption of the desktop computer was measured before the testing and readings were taken while the program was running. The difference in these two power values was used to identify the amount of power consumed by the FDTD itself. Readings were also taken to determine what the effect of the AVX is on the power consumption of the parallel FDTD, as is shown in Fig. 6.

The power consumed by the FDTD on the Samsung phone was determined by calculating the drop of the battery capacity and relating that to the Watt Hour rating of the phone’s battery. As it was not possible to exclude the functioning of the myriad of other devices operating in the phone, such as the screen, this power consumption calculation should be assumed to be the worst case scenario for the FDTD. WiFi, Bluetooth, and other unrequired phone features, were switched off during the performance testing.

Another variable affecting the power consumption comparison is the effect of the release age of the processor. According to Koomey’s law, new generations of processors are becoming twice as efficient every 18 months. It is therefore implied that newer processors will be more power efficient than older processors. When comparing performance across platforms, programming implementation can also impact on performance evaluation; however, other than the data obtained from Simon [9], all implementations were done by the present authors using very similar code. The power measurements to be presented later on in the article are taken from manufacturers’ specification sheets.

B. The performance/power ratio of different parallel algorithms

When comparing the power consumption of the parallelized FDTD for different platforms, it has to be noted that the FDTD may have been parallelized using a different technique to the method with generic threading, and that these techniques all consume power at different rates. This can be demonstrated by examining the techniques used to parallelize the FDTD on the Intel i5-4440k four core processor, where each technique consumes different amounts of power, as shown in Fig. 6. The technique consuming the least amount of power on the Intel four core i5-4440k platform is the FDTD implemented with generic threads, and this has been implemented on the Exynos 5410 SoC, as is shown in Fig. 6. As expected, the FDTD implementation using the SIMD capability of
the i5-4440k also consumes more power than the non-vectorized version. The relative throughput of the parallelized 2D FDTD shown in Fig. 4, measured in millions of cells per second, is as one would expect. The throughput from the Intel i5 four core processor far outstrips the eight cores on the Exynos processor. To achieve this computational throughput advantage though, the i5-4440k processor consumes much more power.

Fig. 6. Power consumption of the parallel FDTD on the Exynos and Intel i5-4440k processors.

C. The performance/power consumption of the parallel FDTD compared to other popular computing platforms

One of the features of ARM processors that is constantly emphasized in the popular literature is that the ARM platform consumes very little power. As shown in Fig. 7, the values of FDTD cell throughput normalized by the power consumption seems to verify this for the i5-4440k and Exynos 5410 at least. Table 1 is a comparison of the performance/power ratio of the parallelized FDTD on a variety of computing platforms and illustrates how the FDTD on the Exynos platform relates to these systems. Apart from the FDTD results for the i7 processor [9], all of the parallel FDTD implementations on these platforms originated from the same serial two dimensional FDTD program and was coded by the present authors. It is obvious from this comparison that the processing of the FDTD on the ARM platform does not provide any considerable saving in power consumption. Although the Nvidia GTX 480 appears to have the lowest performance/power rating, it should be noted that this is probably owing to the age of the processor’s generation, as predicted by Koomey’s law.

The Power PC A2 processor is of particular interest as it processing building block used by IBM’s Blue Gene/Q [16] supercomputer. Although released as early as 2011, the Blue Gene/Q still occupies a large proportion of the rankings in Green500 [17] list of energy efficient computers.

The FDTD power efficiency ratings (MCPS per watt) shown in Table 1 agree with the ratings of the top energy efficient processors shown in the Green500 list of November 2014, in that the top 10 positions in the Green 500 list all use Xeon processors similar to the Intel Xeon E5-2640 featuring in Table 1. Although the ARM processors deployed for the FDTD implementations in this work feature near the top of the evaluation in Table 1, they do not appear to feature highly in the current Green500 list.

Table 1: A comparison of the power efficiency of the parallel FDTD on different platforms

<table>
<thead>
<tr>
<th>Platform</th>
<th>Processor Type</th>
<th>Cores</th>
<th>Release Date</th>
<th>Peak Power (Watt)</th>
<th>Peak MCPS</th>
<th>MCPS Per Core</th>
<th>MCPS Per Watt</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTX 480 Nvidia</td>
<td>GPU</td>
<td>480</td>
<td>2010</td>
<td>320</td>
<td>680</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>IBM Power PC A2</td>
<td>CPU</td>
<td>16 + 2</td>
<td>2010</td>
<td>55</td>
<td>176</td>
<td>11</td>
<td>3.2</td>
</tr>
<tr>
<td>C2070 Nvidia</td>
<td>GPU</td>
<td>448</td>
<td>2009</td>
<td>238</td>
<td>780</td>
<td>3.2</td>
<td>3.3</td>
</tr>
<tr>
<td>i5-4440 Intel</td>
<td>CPU+AVX</td>
<td>4</td>
<td>2013</td>
<td>56.5*</td>
<td>296</td>
<td>75</td>
<td>5.2</td>
</tr>
<tr>
<td>Exynos 5410</td>
<td>CPU</td>
<td>4</td>
<td>2013</td>
<td>2.3*</td>
<td>17.5</td>
<td>4.4</td>
<td>7.6</td>
</tr>
<tr>
<td>E5-2640 Intel</td>
<td>CPU+AVX</td>
<td>6</td>
<td>2012</td>
<td>95</td>
<td>1153</td>
<td>192</td>
<td>12,1</td>
</tr>
<tr>
<td>Exynos 5430</td>
<td>CPU</td>
<td>4</td>
<td>2014</td>
<td>1.7*</td>
<td>22.7</td>
<td>5.7</td>
<td>13.3</td>
</tr>
<tr>
<td>i7-3960x Intel [9]</td>
<td>CPU+AVX</td>
<td>6</td>
<td>2011</td>
<td>130</td>
<td>1800</td>
<td>300</td>
<td>13.8</td>
</tr>
</tbody>
</table>

*Power measurements made manually
IV. FDTD APPLICATIONS ON THE SAMSUNG S4

Despite the limitations of Android platforms on contemporary smartphones as noted in this paper, some quite useful, albeit limited, 2D FDTD simulations can be performed. A commercial application is available on the Android platform to calculate the most suitable position of a WiFi router in an apartment [18]. The FDTD is used to calculate the propagation of the WiFi router’s radio transmission throughout the residence so as to determine areas of good and poor WiFi reception.

As a proof of concept, the authors also made computations on the Samsung S4 Smartphone using the two dimensional parallelized FDTD described in this paper. The objective of the computation was to quantify the radio frequency interference shielding provided by a berm (a large earth mound) on a sensitive radio astronomy site in Southern Africa [19]. The results from the FDTD process on the Samsung S4 agreed with those derived from a similar FDTD process modelled on an Intel i5-4440k processor and are shown in Fig. 8. The agreement is satisfactory, given that the application focused on screening, and a 2D model of the 3D berm was used in the simulations, so precise agreement between simulations and measurements was neither expected nor required.

Fig. 8. The signal strength as calculated by the parallel 2D FDTD on the Samsung 4 compared to the signal observed by the unmanned aerial vehicle.

V. CONCLUSION

A comparison of the computational efficiency with the 2D FDTD on other HPC platforms reveals that the ARM processors do not afford a large power saving when computing the FDTD in terms of power-normalized performance. This result may appear surprising, given the claims surrounding low-power processors, but is of course a consequence of their limited performance. For the FDTD at least, most contemporary high performance processors achieve a similar computational efficiency. For applications in large HPC systems, it is the fabric of the system - in particular, the interconnect technology and access to memory - which differentiate systems on the basis of computational efficiency [20]. Nonetheless, as has been described here, the parallel FDTD can be easily deployed in parallel on a Smartphone and used for small-scale rudimentary electromagnetic modeling.
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Mode Conversion Caused by Bending in Photonic Subwavelength Waveguides
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Abstract — We study the propagation of light in a subwavelength planar waveguide with an angular bend. We observe the mode conversion of a guided wave with a symmetric beam profile impinging into the bending of a waveguide. The guided wave outgoing from the bend is a mixed set of symmetric and asymmetric modes. The amount of mode conversion through the bend is quantified by calculating the Fourier transform of the electric field profile. It is found that the conversion rate is a function of the bending angle.

Index Terms — Bending, mode conversion, subwavelength, waveguide.

I. INTRODUCTION

Optical fibers (OF) are dielectric waveguides in the form of cylinders with a diameter \( d \) larger than the visible range wavelengths \( \lambda = 390 \text{ nm to } 700 \text{ nm} \) [1]. OF are flexible waveguides, however, the angle of bending \( \theta \) is limited by a critical angle \( \theta_c \) defined by the principle of total internal reflection (TIR) [1]. They are widely used in optical networks, sensors and other devices [2, 3]. Nowadays to control the flow of data on the Telecom Industry, optical and electronic devices coexist. On the one hand, for long distances photons are transported via optical fibers, which support high bandwidths with low losses. On the other hand, in the electronic circuitry the essential functions of switching and routing are made by manipulating the flow of electrons. The bottleneck for data transfer in this hybrid technology is the operation frequency of the electronic processor which currently is of only a few GHz [4]. To increase the speed of data transfer in optical networks, it has been proposed the development of photonic integrated circuits (PIC) [5, 6]. A PIC does analogous main functions to those of electronic integrated circuits (EIC). The difference is that PIC provides a direct manipulation of the photons traveling in optical waveguides. It is expected that the processing of light in PIC overcome the physical limitations of speed and power dissipation faced by EIC [7].

A progressive development of PIC has been made in the last two decades, which can be classified on three main approaches. A first approach is based on the use of photonic crystals (PC) as a framework for the design of photonic devices to control the flow of light [6]. PC are periodic dielectric structures composed by at least two materials in the unit cell of period \( a \) which is on the order of the visible wavelength, \( a \sim \lambda \) [8]. The fundamental characteristic of PC is the existence of photonic band gaps (PBG) where photons cannot propagate through the periodic lattice. Photonic devices on the order of visible wavelengths can be engineered in PC introducing localized states in the PBG by removing unit cells in the otherwise perfect crystal [9]. A second strategy to design PIC is based on the use of plasmons [10]. Plasmon-based approaches require a precise manipulation of the electromagnetic fields, which are exponentially decaying from the surfaces [11]. It has been suggested the possibility of creating surface-plasmon circuitry with photonic components smaller than the diffraction limit of light [12]. Plasmons however, have substantial optical losses which can severely limit their applicability [13]. To overcome these losses, it has recently been proposed...
the use of gain-loss structures, which introduce unusual possibilities for the propagation of plasmons [14]. A third approach to fabricate PIC is based on the use of nanowires [15-17]. OF and nanowires are both cylindrical waveguides of a diameter \( d \). However, OF have a diameter much bigger than the visible wavelength (\( d > \lambda \)) which allow a multimodal propagation. In contrast, the nanowire diameter is smaller than the visible wavelength (\( d < \lambda \)) and as a consequence, only the propagation of a few modes is allowed. This characteristic is desirable for the fabrication of PIC because it is possible to have a more precise control and manipulation of light.

In the last decade, an intensive effort has been made to reduce the width of waveguides [17]. The fabrication of optical waveguides with diameters smaller than the wavelength is a difficult task. For many years it was not possible to attain nanowires with a good quality fabrication because of inherent disorder in the fabrication process such as the existence of surface roughness and diameter variations [16]. In 2003, Tong et al. reported an experimental technique that allowed fabricating wires with diameters as small as 50 nm with an excellent quality [17]. These subwavelength nanowires allowed a higher confinement of photons in small volume regions opening new possibilities for both, the study of fundamental properties and their integration into functional devices [17, 18]. The use of subwavelength waveguides has spun the development of at least five fundamental building blocks for photonic circuitry: i) light sources (lasers) [19], ii) passive components (interconnects) [20], iii) active components (transistors) [21], iv) nonreciprocal optical isolators (diodes) [22], and v) light detectors [23].

Recently Voss et al. investigated the waveguiding at the intersection of two nanowires, which were dissimilar in materials and diameters [24]. One of the main results was the experimental evidence of the excitation of high-order modes, as a result of slight changes in the alignment between subwavelength nanowires. Another important result was the in-situ observation of the generation of high-order modes at imperfections of a nanowire. These results experimentally confirmed the phenomena of mode conversion in subwavelength nanowires.

Mode conversion has been recently studied for two other cases of waveguide bends. In the first case, Xing et al. analyzed the propagation of spin-waves passing through a bended magnetic waveguide at the submicron scale using micro-magnetic simulations [25]. In the second case, Zhang et al. studied theoretically and experimentally the TE_{10}-TE_{20} mode conversion of a rectangular waveguide at the microwave regime [26]. In these cases the possibility of separating the fields after the mode conversion into different waveguide branches was reported. In both cases, it has been found that it’s possible to have a phase shift between branches as a result of the path difference. In particular, in Ref. [25] it was demonstrated the possibility of creating a kind of Mach-Zehnder interferometer where logic-NOT and logic-AND gates can be tuned in frequency. This result opens the possibility of integrating the mode conversion into interferometric devices.

II. THEORY

The propagation of the electromagnetic fields in a planar waveguide is analyzed by using the curl Maxwell’s equations:

\[
\nabla \times \mathbf{H}(\mathbf{x}, t) = \frac{\partial \mathbf{D}(\mathbf{x}, t)}{\partial t},
\]

\[
\nabla \times \mathbf{B}(\mathbf{x}, t) = -\frac{\partial \mathbf{E}(\mathbf{x}, t)}{\partial t}.
\]

For the Eq. (1) we have considered the case where the density of current is zero, \( \mathbf{J}(\mathbf{x}, t) = 0 \). Maxwell equations are complemented by the constitutive relations that introduces the material electromagnetic properties of the physical problem. The electric permittivity (\( \varepsilon \)) provides a description of the macroscopic interaction between the electric field and the dielectric material, whereas the magnetic permeability (\( \mu \)) describes the interaction of the material with the magnetic field. For the case of a dielectric material (without dispersion), these relations can be written in the form:

\[
\mathbf{D}(\mathbf{x}, t) = \varepsilon(\mathbf{x})\mathbf{E}(\mathbf{x}, t),
\]

\[
\mathbf{B}(\mathbf{x}, t) = \mu(\mathbf{x})\mathbf{H}(\mathbf{x}, t).
\]

In Fig. 1 we present the basic geometry of a planar waveguide composed by a slab of high refractive index (\( n_0 \)) and width \( d \), which is sandwiched between two semi-infinite media of low refractive index (\( n \)). In this work, we analyze the case of the transversal electric (TE) polarization, where the electric field is parallel to the \( z \)-axis, \( \mathbf{E}(\mathbf{x}, t) = k\mathbf{E}_z(x, y, t) \). The electromagnetic waves inside and outside the slab are propagating and evanescent, respectively.

![Fig. 1. Planar waveguide of width \( d \) and refractive index \( n_0 \) between two semi-infinite media of refractive index \( n \).](image)

The dispersion relation is obtained by solving two well-known transcendental equations [27]. On the one hand, the condition for the modes of even parity with
respect to the $x$-axis is given by the equation:

$$\tan(\pi Q_{x,h}) = Q_{x,I}/Q_{x,h}.$$  \hspace{1cm} (5)

On the other hand, the condition for the modes with odd parity is:

$$\cot(\pi Q_{x,h}) = -Q_{x,l}/Q_{x,h}. \hspace{1cm} (6)$$

The reduced wave vectors in the $x$-axis for the high and low refractive index media are:

$$Q_{x,h} = \sqrt{n_h^2\Omega^2 - Q_y^2}, \hspace{1cm} (7)$$

$$Q_{x,l} = \sqrt{Q_y^2 - n_l^2\Omega^2}. \hspace{1cm} (8)$$

The reduced frequency is:

$$\Omega = \omega d/2\pi c. \hspace{1cm} (9)$$

And the reduced wavevector in the $y$-axis is:

$$Q_y = k_y d/2\pi. \hspace{1cm} (10)$$

Figure 2 presents the dispersion relation for the planar waveguide. The high and low refractive indices are $n_h=2$ and $n_l=1$, which correspond to the refractive index of ZnO nanowires in air, according to Refs. [18, 24]. $Q$, and $\Omega$ are the abscissa and ordinate axis, respectively. The light gray zone ($\Omega<0.3$) is the monomodal frequency regime where only one eigenmode is allowed. Conversely, the dark gray zone ($\Omega>0.3$) is the multimodal frequency regime where two or more eigenmodes are allowed. The TE$_0$ and TE$_1$ modes correspond to the first even and odd solutions, respectively. In the monomodal regime, we identify the $\alpha$ eigenmode at (0.32,0.2) which belongs to the TE$_0$ mode. At the multimodal region we identify the $\beta$ eigenmode at (0.49,0.4) and the $\gamma$ eigemode at (0.72,0.4), which correspond to the TE$_1$ and TE$_0$ modes, respectively. The arrow line from $\gamma$ to $\beta$ illustrates the conversion of modes that we analyze below.

Fig. 2. Dispersion relation for a planar waveguide. The light and dark gray regions are the monomodal and multimodal regimes. The $\alpha$ and $\gamma$ points belong to the TE$_0$ mode, while the $\beta$ point is part of the TE$_1$ mode.

In Fig. 3 we present the electric field profile for the $\alpha$, $\beta$ and $\gamma$ eigenmodes. We observe that the TE$_0$ modes corresponding to the $\alpha$ and $\gamma$ eigenmodes in Fig. 3 (a) and Fig. 3 (c) have an even symmetry. Correspondingly, the TE$_1$ mode corresponding to the $\beta$ eigenmode in Fig. 3 (b) has an odd symmetry.

### III. NUMERICAL METHOD

We simulate the propagation of the electromagnetic field in the planar waveguide using the finite difference time domain (FDTD) method [28]. The FDTD method is a computational technique used for modeling the temporal evolution of the Maxwell equations. This numerical method is based on the formulation of the differential equations in an associate system of equations in finite differences. The time-dependent Maxwell’s equations are discretized using a central-difference approximation to the space and time partial derivatives. The resulting finite-difference system of equations is reformulated in terms of a computational algorithm that can be solved in the time-domain using a recursive process.

In this work, we have simulated the propagation of the electromagnetic field using Phoxonics, the software that we have designed to implement the FDTD technique [29]. Phoxonics is a sophisticated and flexible computational program that allows studying different geometric configurations. In particular, we have analyzed the mode conversion caused by the bending of a planar waveguide.

Considering a polarization of the electric field $\mathbf{E}(x,y,t) = \hat{k}E_z(x,y,t)$, the Maxwell’s equations (1) and (2) can be written as three scalar equations in the form:

$$\frac{\partial}{\partial t}D_x(x,y,t) = \frac{\partial}{\partial x}H_y(x,y,t) - \frac{\partial}{\partial y}H_x(x,y,t), \hspace{1cm} (11)$$

$$\frac{\partial}{\partial y}E_x(x,y,t) = -\frac{\partial}{\partial t}B_y(x,y,t), \hspace{1cm} (12)$$

$$\frac{\partial}{\partial x}E_x(x,y,t) = \frac{\partial}{\partial t}B_y(x,y,t). \hspace{1cm} (13)$$

The set of scalar Equations (11)-(13) can be reformulated in terms of finite differences. The finite-difference version of the Equation (11) at the point $(x,y,t) = (i\Delta x, j\Delta y, n\Delta t)$ is:
\[ D_z(i, j, n + \frac{1}{2}) - D_z(i, j, n - \frac{1}{2}) \]
\[ H_y(i + \frac{1}{2}, j, n) - H_y(i - \frac{1}{2}, j, n) \]
\[ H_x(i, j + \frac{1}{2}, n) - H_x(i, j - \frac{1}{2}, n) \]
\[ E_z(i, j + 1, n + \frac{1}{2}) - E_z(i, j, n + \frac{1}{2}) \]
\[ E_x(i + 1, j, n + 1/2) - E_x(i, j, n + 1/2) \]

The position of the sources are \((w_{1x}, w_{1y}) = (-0.4d, -8d)\) and \((w_{2x}, w_{2y}) = (+0.4d, -8d)\), respectively. In Fig. 4 (b) we present the distribution of the TE \(_1\) mode for the case where both monochromatic sources are emitting at a reduced frequency of \(\Omega = 0.4\).

To validate the excitation of the \(\alpha\), \(\beta\) and \(\gamma\) modes in the planar waveguide using the FDTD technique, we calculate the Fourier transform (FT) of the electric field by using the formula:
\[ E_z(Q_y) = \frac{1}{\sqrt{2\pi}} \int_0^{L_y} E_z(y) e^{i2\pi Q_y y/dy} dy. \]

The limits of integration have been switched to consider the finite interval \([0:L_y]\).

In Fig. 5 we present the FT for the electric field on the surface of the planar waveguide. The FT of the electric field distributions in Fig. 3 (a), Fig. 3 (b) and Fig. 3 (c) is presented in Fig. 5 with dotted, dashed and solid lines, respectively. From left to right, the FT peaks around the reduced wavevectors \(Q_\gamma=0.32\), \(Q_\gamma=0.49\) and \(Q_\gamma=0.72\) prove the existence of the \(\alpha\), \(\beta\) and \(\gamma\) eigenmodes, respectively.

In Fig. 4 (a) and Fig. 4 (c), the spatial distribution of the TE \(_0\) mode is illustrated when the sources are emitting at the reduced frequencies \(\Omega = 0.2\) and \(\Omega = 0.4\), respectively. To obtain the excitation of the \(\beta\) eigenmode we need to use two monochromatic sources as it is defined in Eq. (18). The amplitude of the sources are \(A_1 = 1\) and \(A_2 = -1\).
IV. MODE CONVERSION

In this section, we analyze the mode conversion caused by a bending in a planar waveguide. We consider the case where the TE\textsubscript{0} impinges into the bend. In Fig. 6 is shown a planar waveguide with a bend angle \( \theta \) at the vicinity of the coordinate system origin.

![Bent Waveguide](Image)

Fig. 6. A planar waveguide with a bend angle \( \theta \). The bend is placed at the vicinity of the coordinate system origin.

In Fig. 7 we simulate the propagation of light in the monomodal regime. An even beam profile corresponding to the TE\textsubscript{0} mode with a reduced frequency \( \Omega=0.2 \) is impinging into the waveguide bend. The cases of waveguides bended with angles of \( \theta=15^\circ \), \( \theta=30^\circ \), and \( \theta=90^\circ \), are presented in (a), (b) and (c), respectively. There are three important observations. The first one is that the incident guided wave passes through the bending without distortion in his symmetry. The second is that the propagation of guided light is not limited by any critical bending angle, as it exists in conventional OF as consequence of the TIR. And the third is that the bending emission increases with the bend angle.

![Propagation](Image)

Fig. 7. Propagation at the monomodal regime (\( \Omega=0.2 \)) of the TE\textsubscript{0} mode through a waveguide with an angular bend \( \theta \). The cases \( \theta=15^\circ \), \( 30^\circ \) and \( 90^\circ \) are presented in (a), (b) and (c).

In Fig. 8 we simulate the propagation at the multimodal regime. Here, the TE\textsubscript{0} mode is impinging into the bend with a reduced frequency \( \Omega=0.4 \). For the case of \( \theta=15^\circ \) illustrated in Fig. 8 (a), we observe that a slight deformation on the geometry of the electric field profile exists. In Fig. 8 (b) is shown the case for \( \theta=30^\circ \), for which we observe that after the bend there is a mixed profile of the TE\textsubscript{0} and TE\textsubscript{1} modes where it is not possible to identify a predominant even or odd symmetry. Finally, in Fig. 8 (c) we present the case of \( \theta=90^\circ \). It is evident that the incoming mode TE\textsubscript{0} is converted after the bend into the TE\textsubscript{1} mode.

The mode conversion can be quantified by using the FT of the electric field as it is defined in in Eq. (19). The FT is calculated for the electric field after the bend on the surface of the planar waveguide. We consider the case presented in Fig. 8, where a guided wave of TE\textsubscript{0} mode is impinging into the bending with a reduced frequency of \( \Omega=0.4 \).

In Fig. 9 we present the FT for the cases corresponding to an angle of bend \( \theta=0^\circ \), \( 15^\circ \), \( 30^\circ \) and \( 60^\circ \) using black, blue, green and red lines, respectively. We observe that as the angle of bend increases, the amplitude corresponding to the \( \gamma \) mode diminishes. Conversely, as the angle of bend increases the amplitude of the \( \beta \) mode increases. Thus after the bend, the amplitude of the TE\textsubscript{0} mode decreases and the TE\textsubscript{1} mode increases, in both cases as function of the bend angle.

In Fig. 10 we present the variation of the TE\textsubscript{0} and TE\textsubscript{1} modes as a function of the angle \( \theta \) using a solid and dashed lines, respectively. It is observed that the amount of the TE\textsubscript{0} mode decreases monotonously as a function of the angle of bend. It is found that the TE\textsubscript{0} mode disappear after the bend when is reached \( \theta=80^\circ \). In contrast, the amount of the TE\textsubscript{1} mode increases as a function of the angle of bend in the range from \( 0^\circ \) to \( 60^\circ \). At \( 60^\circ \), the amount of TE\textsubscript{1} mode starts to decrease. We
observe that for the bend angle $\theta=90^\circ$ a complete mode conversion occurs.

Fig. 9. Fourier transform of the electric field after the bending. The cases $\theta=0^\circ$, $15^\circ$, $30^\circ$ and $60^\circ$ are presented with black, blue, green and red lines, respectively.

Fig. 10. Fourier transform of the electric field profile as a function of $\theta$. The amplitude of the $TE_0$ and $TE_1$ modes are presented with solid and dashed lines, respectively.

V. CONCLUSION

In conclusion, these results demonstrate that subwavelength bend waveguides not just passively transmit light from one point to another. At the multimodal regime, the bend of a subwavelength waveguide acts as a mode converter exciting high-order modes. Therefore, the waveguide bend needs to be intrinsically considered as an active device because it causes a spatial redistribution of the fields. This phenomenon provides an opportunity to create logic devices based in the mode conversion.

We have found a strategy to identify the mode conversion by calculating the FT of the distribution of electric field after the bending. Finally, this study based on the analysis of a two-dimensional geometry is a first step to better understand and utilize the mode conversion in three-dimensional nanowires, which is an essential step for the design of PIC based in subwavelength waveguides.
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Abstract — In this paper, a dielectric embedded antenna with frequency and radiation pattern reconfigurable characteristic is proposed for portable terminal applications. The proposed reconfigurable antenna consists of one excitation element, two parasitic elements and eight radio frequency switches. The proposed reconfigurable functions are obtained by controlling the ON/OFF states of the radio frequency switches which are integrated into the excitation elements. As a result, the proposed reconfigurable antenna can operate at two frequencies, 1.9 GHz and 2.8 GHz for supporting DCS1800 (1.71-1.88 GHz) and UMTS (1.92-2.17 GHz), LTE2300 (2.305-2.4 GHz), LTE2500 (2.5-2.69 GHz), WIFI (2.4-2.484 GHz). The radiation pattern reconfigurable characteristic is achieved by controlling the state combination of six radio frequency switches installed on the parasitic elements, resulting in three modes in the radiation pattern at each frequency band. The experimental results demonstrated that the proposed antenna can achieve good frequency and radiation pattern reconfigurable characteristics.

Index Terms — Dielectric embedded antenna, frequency and radiation pattern reconfigurable antenna, switchable antenna.

I. INTRODUCTION

With the fast development of wireless communication technology, wireless communication is playing a more salient role in our daily life, and hence, the portable device has become one of popular mobile terminals. However, the electromagnetic radiation emitted from portable device is getting serious. It has been becoming an urgent issue that how to reduce the electromagnetic radiation of the portable device to improve the quality of life and how to reduce harm to health [1-3].

As for the antenna structure, most of the used antennas for portable device can be divided into internal antennas and external antennas, such as cell-phones and Wi-Fi routers. External antennas are mainly realized by using spiral antennas and monopole antennas etc. Internal antennas mainly adopt monopole antennas, including planar inverted F-antennas [4-6], etc. Furthermore, internal antennas have much lower electromagnetic radiation than that of the external antennas. However, they also suffer from the disadvantages of low efficiency and narrow bandwidth [7-9]. Recently, long term evolution (LTE) has been widely studied and investigated. It is desirable to develop a small antenna for portable devices, which can cover at least a few of existing service bands and LTE at the same time, especially before the wide spreading of LTE [10].

The reconfigurable antenna emerges one of the most important research topics and has been widely used in various communication devices. Reconfigurable properties are usually realized by insetting switches, capacitors or phase shifters into the antenna structures. In [11], Zhang et al. uses microstrip Yagi antenna and reconfigurable theory to design a pattern reconfigurable microstrip parasitic array, which can shift the main lobe radiation direction at +35, 0, and -35 in H-plane. In [12-16], wide slot antennas with reconfigurable characteristics for ultra wideband (UWB) wireless communication applications have been reported. The designed antenna can be used as UWB antenna, four band antenna, tri-band antenna, dual-band antenna and notch band UWB antenna by controlling the states of the switches. Recently, a Yagi patch antenna with dual-band and pattern reconfigurable characteristics is systematically discussed in [17]. The beam can scan over the E-plane by controlling the modes of the antenna. In [18], the reconfigurable technology has been applied to design a multi-band antenna for mobile phone. The designed folded loop-inverted F reconfigurable antenna can operate in Hepta-band including GSM850, GSM900, GPS, DCS, PCS, UMTS and WLAN for return loss lower than 6 dB. To expand the application of the reconfigurable antennas, a frequency-reconfigurable antenna for mobile phone with small size was proposed, which consists of a planar inverted F-antenna (PIFA) and a monopole antenna embedded in the same space. A switch was used in the PIFA for providing frequency-reconfigurable operation [10].
Although the previously designed antennas in [10, 18-21] can cover most existing service bands by altering the reconfigurable frequency bands, most of them cannot realize the frequency and radiation pattern reconfigurable characteristics at the same time to obtain the frequency reconfigurable functions and to reduce the electromagnetic radiation. For this reason, we propose a novel frequency and radiation pattern reconfigurable antenna for portable device applications. Eight radio frequency switches are integrated into the proposed antenna structure to alter the current paths for providing frequency and radiation pattern reconfigurable behaviors. The designed antenna can change the frequency bands to operate at two different frequencies and meanwhile maintains the stable radiation patterns. The radiation pattern reconfigurable characteristics are realized to reduce the electromagnetic radiation according to the position of the portable device toward users at each operating band. When the portable device such as cell phone is standby, the designed antenna can provide omni-directional radiation characteristic. When the portable device is used to communicate with other users, for instance calling other users for cell phone, the radiation pattern will be reconfigured as a directional radiation so that the electric field intensity toward the users can be weakened. Thus, the influence of the electromagnetic radiation for the users is reduced at this mode. By controlling the switches installed on the two parasitic elements, directive and reflective roles of the parasitic elements can be changed and the antenna’s maximum radiation direction shifts between 90°and 270°in the H-plane.

II. DESIGN OF THE PROPOSED FREQUENCY AND RADIATION PATTERN RECONFIGURABLE ANTENNA

The geometry of the proposed frequency and radiation pattern reconfigurable antenna is shown in Fig. 1, where S1-S8 are radio-frequency switches. The proposed antenna consists of a driven element, two parasitic elements and eight radio-frequency switches. In this design, the proposed antenna and these switches are embedded into the dielectric substrate whose dielectric constant is 4.4 and the loss tangent is 0.002. The driven element, which is realized by using a stepped dipole that is comprised of a triangle segment and rectangle segment, is approximately a quarter wave length at the resonance frequency of 1.9 GHz in free space. Moreover, the two parasitic elements are set along the driven element at each side. The driven element is fed via a 50 Ohm coaxial cable, which lies in the center of the proposed antenna. Thus, the proposed driven element can be regarded as a dipole antenna. On the basis of the theory of Yagi antennas [9-10], when the switches S1-S3 are turned OFF and the switches S6-S8 are turn ON, the length of the left parasitic element is shorter than the driven element and surface current phase on the left parasitic element is delayed referred to the excitation element. Therefore, the self-impedance of the left parasitic element is capacitive. Furthermore, the length of right parasitic element is longer than the driven element, and the surface current phase is ahead of the driven element. The self-impedance of the right parasitic element is inductive. In this case, the right parasitic element can be regarded as a reflector, while the left parasitic element acts as a director. When the left parasitic element works as a director and the right parasitic element works as a reflector, the H-plane radiation pattern tilts to the positive x axis. Conversely, when the switches S1-S3 are turned ON and the switches S6-S8 are turn OFF, the H-plane radiation pattern tilts to the negative x axis. In this case, the left parasitic element acts as a reflector while the right parasitic element acts as a director. When all the radio frequency switches integrated on the parasitic elements are turned ON, the proposed antenna can provide omni-directional radiation characteristic. In addition, when the two switches, namely S4 and S5, on the excitation element are turned ON, the proposed antenna operates at 1.9 GHz. In this case, the resonance length of the driven element is equal to (L0+D). When these two switches are turned OFF, the antenna works at 2.8 GHz. This is because the resonance length of the excitation element is related to the quarter wave-length which is equal to L0. Thus, switches S4 and S5 are used to alter the resonance length for providing reconfigurable frequency behaviour.
III. RESULTS AND DISCUSSIONS

In this section, the performance of the proposed antenna is investigated by the use of the high-frequency structure simulator (HFSS). The parameters are optimized and listed as follows: H=2 mm, W=2 mm, W1=6 mm, 2L0=0.26 \lambda_0, 2LR=0.44 \lambda_0, 2LD=0.123 \lambda_0, SD=SR=0.06 \lambda_0, where \lambda_0 is the wavelength at the resonance frequency of 1.85 GHz in free space. The operating modes of the proposed antenna are realized by controlling the states of the eight radio-frequency switches shown in Fig. 1, while the operating modes are listed in Table 1. In the simulation, the proposed radio-frequency switches are realized by use of the ideal switch concepts [12-16]. In order to implement these radio frequency switches, the presence of a metal bridge represents the ON state, while its absence represents the OFF state [12-16]. In this paper, metal strips of size 2×2 mm are used for approximating the proposed radio-frequency switches.

The VSWR of the proposed antenna at different modes are shown in Fig. 2. It can be seen that the proposed antenna can operate from 1.66 GHz - 2.17 GHz at Mode-1, Mode-2 and Mode-3 for VSWR<2.5. When the proposed antenna works at Modes 4-6, it can cover the bandwidth of 1.95 GHz - 2.97 GHz with VSWR less than 2.5. It can be seen from Fig. 2 that, the impedance bandwidths reach 36.4% and 26.3% at the two operating reconfigurable bands. In order to validate the simulation obtained by HFSS, two prototypes at Mode-4 and Mode-5 are fabricated and shown in Fig. 3. The measured and simulated VSWRs of Mode-4 and Mode-5 are shown in Fig. 4. It can be seen that the measured impedance band is 1.88-3.32 GHz for VSWR<2.5 at Mode-4, while it covers the bandwidth of 1.82-3.02 GHz at Mode-5 with VSWR<2.5. The measured results agree well with simulation ones, which helps to verify the effectiveness of the simulations.

<table>
<thead>
<tr>
<th>Modes</th>
<th>S1-S3</th>
<th>S4-S5</th>
<th>S6-S8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode-1</td>
<td>OFF</td>
<td>ON</td>
<td>OFF</td>
</tr>
<tr>
<td>Mode-2</td>
<td>ON</td>
<td>ON</td>
<td>OFF</td>
</tr>
<tr>
<td>Mode-3</td>
<td>OFF</td>
<td>ON</td>
<td>ON</td>
</tr>
<tr>
<td>Mode-4</td>
<td>OFF</td>
<td>OFF</td>
<td>OFF</td>
</tr>
<tr>
<td>Mode-5</td>
<td>ON</td>
<td>OFF</td>
<td>OFF</td>
</tr>
<tr>
<td>Mode-6</td>
<td>OFF</td>
<td>OFF</td>
<td>ON</td>
</tr>
</tbody>
</table>

Fig. 1. Geometry of the proposed frequency and radiation pattern reconfigurable antenna.

Fig. 2. VSWR of the proposed reconfigurable antenna.

Fig. 3. The prototype of the proposed antenna.
Fig. 4. The measured and simulated VSWR of Mode-4 and Mode-5.

The impedance bandwidths with varying dimensions of SD and SR are shown in Fig. 5. It can be seen from Fig. 5 that the impedance bandwidth of the proposed antenna is decreased with the increment of SD and SR at Mode-2, Mode-3 and Mode-4. The impedance bandwidth is widest when the value of the SD and SR are 8 mm at Mode-1, Mode-5 and Mode-6.

Figure 6 shows the maximal gain of the proposed antenna at the center frequencies and edges of the desired service bands. The maximal gain for the Mode-2 and Mode-3 at 1.9 GHz is about 3.83 dBi. The maximal gain for Mode-5 and Mode-6 at 2.8 GHz is 6.2 dBi.

Fig. 5. VSWR of the proposed reconfigurable antenna with different values of SD.

Fig. 6. Gain of the proposed reconfigurable antenna.
The radiation patterns of the proposed antenna at 1.9 GHz and 2.8 GHz are given in Fig. 7. The H-plane is designated as XOZ plane and E-plane is designated as XOY plane. It is shown that the maximum beams are 90° and 270° in the H-plane at 1.9 GHz and 2.8 GHz for Modes 2-3 and 5-6, respectively. Moreover, the half-power beam widths are 179° and 160° degree at Mode-2 and Mode-5, respectively. As for Mode-1 and Mode-4, the proposed antenna can provide a near omni-directional characteristic. According to the design theory of Yagi antenna, the amplitude and phase of surface current on the director and reflector elements can be adjusted to change the space between adjacent elements. The LD effects on the radiation pattern of the proposed antenna are shown in Fig. 8. It is found that the antenna can provide omni-directional radiation patterns for Modes 1 and 4, while it has a directional radiation patterns for other modes with varying LD. The smaller the LD is, the better directional radiation patterns can be achieved.
In order to investigate the proposed antenna in detail, the proposed antenna has been compared with standard Yagi antenna at 1.9 GHz. The dimensions of the proposed antenna and standard Yagi antenna are given in Table 2. From Table 2, we can see that the proposed antenna is small in size.

Since all the antenna elements are embedded in the dielectric substrate, the wavelength of the proposed antenna at operation frequency is shorter than the wavelength in free space. In this paper, the effective wavelength in the dielectric substrate is defined in equation (1): \[
\lambda_r = \frac{\lambda_0}{\sqrt{\varepsilon_r}},
\]
where \(\lambda_r\) is the wavelength in the substrate at 1.9 GHz. Therefore, we should consider the dielectric substrate effects when we design our proposed antenna.

Table 2: Dimensions of standard Yagi antenna and the proposed antenna

<table>
<thead>
<tr>
<th></th>
<th>Standard Yagi Antenna</th>
<th>The Proposed Antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of driven element</td>
<td>0.462 (\lambda_0)</td>
<td>0.26 (\lambda_0)</td>
</tr>
<tr>
<td>Length of reflector</td>
<td>0.499 (\lambda_0)</td>
<td>0.44 (\lambda_0)</td>
</tr>
<tr>
<td>Length of director</td>
<td>0.375 (\lambda_0)</td>
<td>0.123 (\lambda_0)</td>
</tr>
<tr>
<td>Spacing between driven element and reflector</td>
<td>0.25 (\lambda_0)</td>
<td>0.06 (\lambda_0)</td>
</tr>
<tr>
<td>Spacing between driven element and director</td>
<td>0.3 (\lambda_0)</td>
<td>0.06 (\lambda_0)</td>
</tr>
</tbody>
</table>

To further understand the principle of the proposed antenna, the distribution of the electric current at each mode has been shown in Fig. 9. As shown in Fig. 9 (a)-(c), the currents on the directors at Mode-2 and Mode-3 are larger than that of Mode-1. The distribution of the electric currents at Mode-4, Mode-5 and Mode-6 are similar to those of Mode-1, Mode-2 and Mode-3. The electric current on the reflectors at Mode-5 and Mode-6 are smaller than that of Mode-4.

The electric field distribution in XOY plane of the proposed antenna is given in Fig. 10. Compared Fig. 10 (a) with Fig. 10 (b), it can be seen that the electric field intensity around the reflector at Mode-2 is lower than the electric field intensity at Mode-1 because of the electric current distribution. Obviously, the electric field distribution at Mode-2 is almost symmetric to the electric field distribution at Mode-3. When the proposed antenna works at 2.8 GHz, the electric field distribution is similarly shown in Fig. 10 (d)-(f). As shown in Fig. 10 and Fig. 11, the electric field intensity around director at Mode-2, Mode-3, Mode-5 and Mode-6 becomes higher because of the energy conservation law. If the proposed antenna is applied on portable device, the electromagnetic radiation towards the users will be reduced by controlling the modes.
Fig. 9. The distribution of the electric current of the proposed reconfigurable antenna.
Fig. 10. Electric field distribution in XOY plane of the proposed reconfigurable antenna.

Fig. 11. Electric field distribution in XOZ plane of the proposed reconfigurable antenna.
IV. CONCLUSION

Based on the dielectric embedded technology and the theory of the Yagi antenna, a frequency and radiation pattern reconfigurable antenna has been presented and investigated in detail. The experimental results demonstrated that the proposed antenna can operate at 1.9 GHz and 2.8 GHz, and can provide directional or omni-directional radiation patterns. By controlling the states of the switches, the electric field intensity towards users becomes weak, and hence, the electromagnetic radiation from the portable device can be reduced. The proposed antenna can cover DCS1800 and UMTS at the lower band and can provide support for LTE2300, LTE2500 and WLAN at the upper band. In comparison with the conventional microstrip Yagi reconfigurable antennas, the proposed antenna is relatively small for the given frequency because all the components are buried in the substrate. In the future, we will investigate the proposed antenna by using the PIN diodes switches.
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Abstract — In this paper, a new triple band RF energy harvester, considering all the influential parameters, is designed by using Advanced Design System (ADS) simulation software. The most important problem in the RF energy harvesters is low system efficiency. Another problem is that these circuits work on narrow RF bands. The proposed design is found to be much efficient with its current form and provide broadband working frequencies. The output power values and efficiencies of each circuit have been obtained from the software by varying input RF power, load resistance and the number of stages in voltage multiplier at DTV 575 MHz, GSM 900 MHz and WiFi 2.45 GHz frequencies. Thereby a triple band RF energy harvester is proposed for higher efficiency. The system efficiencies for this input power level are obtained about 55% at 575 MHz, 45% at 900 MHz, 30% at 2.45 GHz. The average efficiency is found to be 43% for the individual systems. However, the system efficiency is 68% in the proposed triple band RF energy harvester. This corresponds to an increase rate of 58% for the efficiency. Furthermore, thanks to the proposed RF energy harvester, the efficiencies are increased significantly in cases which only one or two RF signals exist.

Index Terms — Efficiency, impedance matching, RF energy harvester, triple band, voltage multiplier.

I. INTRODUCTION

Wireless sensors become very important for our daily life. In general, they consume a little amount of power. These devices are often fed by the batteries. However, the batteries have some disadvantages such as requiring replacement in certain times, increasing the size of device and causing environment pollution [1-5]. In some cases, it is difficult or impossible to replace the batteries of wireless sensors, so lifetime of these devices is equivalent to the lifetime of their batteries [6-8]. These problems motivate the researchers to develop new technologies [9,10]. Recently, low power energy generation methods such as vibration (piezoelectric, electromagnetic and electrostatic), thermoelectric and RF energy harvesting draw attention in terms of an alternative energy source to the batteries. These energy harvesting methods provide a usage without the batteries or an increased battery life of the wireless sensors [11]. There are many signals of different frequencies in our environment, because the wireless communication and equipments are used widely. RF signal sources are TV and radio transmitters, mobile base stations, mobile phones and the other wireless systems [12,13]. It is possible to generate the electrical energy by using RF signals with the properly-designed systems [14,15]. This energy generation method is called RF energy harvesting or RF energy scavenging.

RF energy harvesting method can be especially useful for wireless sensor nodes located in remote places where other energy sources are not feasible [16,17]. Moreover, RF energy harvesting, compared to other energy harvesting methods such as wind and solar etc., does not depend on nature and is available continuously; thus, it is a relatively predictable energy form [18,19]. The main idea of the RF energy harvesting system is capturing RF energy in our surroundings. This energy can supply the electronic equipments with low power consumption or can be stored for future usage [20,21]. Fundamentally, RF energy harvesters include an efficient antenna and an electronic circuit which converts an RF signal to a DC signal. Additionally, source impedance must be equal to the circuit impedance for the maximum power, so an impedance matching circuit is vital in order to obtain the maximum power.

The basic RF energy harvesting system is shown in Fig. 1, which consists of matching circuit, voltage multiplier (RF to DC converter) and storage and load circuits.

The harvested power depends on the RF power level, antenna of system, frequency band and RF to DC converter circuit. Actually, the bases of RF energy harvester are an electromagnetic induction system. So, the higher the RF power, the higher the obtained power. The high gain of the selected antenna and the selection of appropriate frequency band increase the power obtained from the system. In addition, the use of appropriate RF to DC converter and matching circuits
improve on system efficiency.

Fig. 1. The block diagram of an RF energy harvesting circuit.

In a wireless system, the received power can be theoretically calculated by the Friis transmission equation as shown in Equation (1):

\[ P_r = P_t G_t G_r \left( \frac{\lambda}{4\pi R} \right)^2, \]

where \( P_r \) is received power, \( P_t \) is transmitted power, \( G_t \) is gain of the source antenna, \( G_r \) is gain of the receiver antenna, \( \lambda \) is wavelength of the transmitted signal, and \( R \) is distance between the source and receiver.

As shown in Equation (1), the received power decreases as the distance increases. Therefore, this situation is an important difficulty for the RF energy harvesting concept in far places. Thus, the necessary optimizations should be performed very well to obtain high efficiencies from the system. Considering that the RF signal levels are low in the media, in particular, the impedance matching process should be done properly. In addition, owing to the fact that there are a large number of RF signals at different levels and frequencies in the surrounding media, the increment of the obtained power using the systems that can generate energy from multiple signals is very beneficial.

In this paper, the RF energy harvesters, having three different frequencies which are Digital TV (575 MHz), GSM (900 MHz) and WiFi (2.45 GHz), are analyzed for the voltage multipliers having different numbers of stages, load impedances, input frequencies and input RF powers using the ADS software. Later, an integrated triple band RF energy harvester being capable of generating energy in the aforementioned frequencies is designed. Thus, optimum parameters for an effective RF energy harvester are determined. And an important increase is obtained in the efficiency using triple band RF energy harvester. In the literature, there are some works including more than one frequency band. 63% efficiency is obtained using a triple band RF energy harvester in Phams’ work [22]. Keyrouz et al. [23] have designed a triple band RF energy harvester which is combined three different RF energy harvester. The maximum efficiency is 46% in this work. The system efficiency of a dual band RF energy harvester is 57% in Kim et al. [24]. The efficiency of proposed system was measured as 68%. This rate is an important improvement in terms of the system efficiency. In addition to this improvement, this RF energy harvester provides high efficiency increase in cases which only one or two RF signals exist.

The paper is organized as follows: In Section 2, the RF energy harvester system including the impedance matching circuit and the voltage multiplier is introduced. In Section 3, some simulation results are presented for different parameters. Finally, the concluding remarks are presented in the last section.

II. ENERGY HARVESTING SYSTEM

RF energy harvester system consists of an antenna, an impedance matching circuit (IMC), a voltage multiplier circuit (VMC), a storage circuit and a load circuit. Antenna with high gain and appropriate frequency band is very important in order to get energy efficiently from the media. Obtained power by an RF energy harvester cannot be sufficient for a load circuit. Due to that, a storage unit must be used to store the obtained energy.

Figure 2 (b) shows a simple 900 MHz RF energy harvester including the \( L \) type impedance matching circuit and one stage voltage multiplier. The component values of the impedance matching circuit are determined by the software and also calculated analytically by using the following equations [25]:

\[ \frac{1}{X_{C_m}} = \frac{1}{Z_0} \sqrt{\frac{Z_0 - R_L}{R_L}}, \]

\[ X_{L_m} = \sqrt{R_L (Z_0 - R_L)} - X_L. \]

Here, \( X_{C_m} \) and \( X_{L_m} \) are reactances of the impedance matching capacitor and inductor, respectively. \( Z_0 \) is input impedance (50 \( \Omega \)), \( R_L \) is real part of the load impedance (31.46 \( \Omega \)) and \( X_L \) is imaginary part of the load impedance (-j340.38 \( \Omega \)). By solving the following equations, the impedance matching components \( C_m \) and \( L_m \) are found 2.71 pF and 64.46 nH, respectively.

![Diagram of an RF energy harvesting circuit](a)
In the simulations, this circuit is established at 575 MHz, 900 MHz and 2.45 GHz input frequencies for all number of stages. So, the component values of IMC are determined separately for each stage and input frequency.

A. Impedance matching circuit

In a transmission line, source and load impedances must be equalled to providing the maximum power transfer. Especially, when the input power is low, impedance matching circuits provide a great increase in the system efficiency. RF energy harvester systems should work on low input power levels, because the signal levels surrounding our environment are weak in general. This situation requires that the impedance matching circuits should be used to obtain increased power from such systems. These circuits can be performed in various ways. One of these ways is L type impedance matching circuit, which is simple and not bulky. L type impedance matching circuit is configured according to the ratio of the load impedance to source impedance.

There are an inductor and a capacitor at L type impedance matching circuits. The values of these components depend on the source and the load impedances. The values of components used in this work are shown in Table 1. In the proposed system, while the working frequency is higher, the impedance of the voltage multiplier (i.e., load impedance) is lower due to effect of saturation current. Thus, the values used in the impedance matching circuits are lower at high frequencies.

When the triple band energy harvester is used instead of individual system, total impedance matching component is reduced by 33% as shown in Table 1. Because four matching components are used in the proposed system (3 inductors and 1 capacitor), however the triple band system included three individual harvester use six matching component (3 inductors and 3 capacitors). That causes to decrease the cost and the size of the system. Even though there is an increase at the values of the inductors used in the impedance matching circuit, this situation is not an important increase in terms of cost and size.

Table 1: The components used in one stage individual and triple band energy harvesters

<table>
<thead>
<tr>
<th></th>
<th>L (nH)</th>
<th>C (pF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individual System</td>
<td>Triple Band System</td>
</tr>
<tr>
<td>575 MHz</td>
<td>127.2</td>
<td>207.5</td>
</tr>
<tr>
<td>900 MHz</td>
<td>64.5</td>
<td>86.0</td>
</tr>
<tr>
<td>2.45 GHz</td>
<td>8.6</td>
<td>13.7</td>
</tr>
</tbody>
</table>

B. Voltage multiplier circuit

A voltage multiplier circuit can be used to increase voltage signal obtained from the antenna. These circuits convert the RF signals into the DC voltage used in most of the electronic equipments. There are various voltage multiplier circuits. Dickson voltage multiplier circuit is shown in Fig. 3 for this study. The circuit consists of two diodes and two capacitors for each stage. HSMS-2852 Schottky diodes were used in this work due to they have fast switching speed, low forward voltage, low substrate leakage and relatively low junction capacitance. In addition, the system is not bulky, because these diode packages include two series diodes. Therefore, they are suitable for the voltage multiplier circuits.

![Fig. 3. n stage Dickson voltage multiplier.](image)

The capacitors having different capacity are connected as stage components. But the output voltage does not change too much by using the capacitors that have equal or different capacitance at the stages. For simplicity, same value of the capacitances for all stages is selected. The number of voltage multiplier stages has a significant effect on the efficiency of the RF energy harvesting system [26].

Figure 4 shows equivalent circuit of the Schottky
diode. The overall impedance value of the diode depends on too many variables.

\[ Y_d = \left( -\frac{jR_j I}{\omega C_j} + R_s + j\omega L_p \right)^{-1} + j\omega C_p. \]  

(4)

\( R_j \) is the junction resistance of the diode, and expressed as the following [28]:

\[ R_j = \frac{8.33 \times 10^{-5} nT}{I_s + I_B}, \]

(5)

where \( I_s \) is the diode’s saturation current, \( I_B \) externally applied bias current, \( T \) is temperature (°K) and \( n \) is ideality factor.

As seen in Equation (5), the saturation current is an important parameter for diode impedance. Because of the saturation current, diode impedance varies substantially with the increase of frequency [29]. In these diodes, if the input power level exceeds -15 dBm, the impedance (especially real part) increases rapidly [30]. This situation causes a decrease in the efficiency for these input power levels.

Figures 5 (a) and 5 (b) show the real and imaginary parts of the load impedance values depending on the number of stages for three different individual RF energy harvesters. Due to the effects of both the diode junction surfaces and the capacitors used in stages, the load impedance shows the capacitive feature. As seen from Figs. 5 (a) and 5 (b), as the number of stage increases, the load impedance decreases. This means that an incline in the capacitor value to be used in matching circuit and a decline in inductor value with the increasing of stage number.

As seen in Figs. 5 (a) and 5 (b), the value of load impedance decreases by the input frequency. This provides a reduction for the values of the circuit’s components used in impedance matching circuit. However, the number of diodes and capacitors will increase with the increasing number of stages, this is an undesirable case in terms of both cost and size. Therefore, the high number of stages should be avoided unless it won’t provide a large increase in the efficiency.

**III. SIMULATION RESULTS**

The simulations of the system have been carried out with the ADS software. Initially, the load impedances have been determined at three different frequencies for each number of stages. Then the required impedance matching circuit parameters have been established by the software. Four different systems including 575 MHz, 900 MHz, 2.45 GHz and triple band RF energy harvesters are used in the simulations. The RF input power varying from -50 to 20 dBm have been applied to the systems for to the load resistances from 0.2 to 60 kΩ. As a consequence of this process, the obtained efficiencies have been determined. This process has been tried for all number of stages from one to twelve. The efficiencies calculated are as follows:

\[ \eta = \frac{P_o}{P_i} = \frac{V_i^2}{R_L} \]

(6)
where $P_r$ and $P_t$ are the received and transmitted powers, respectively, $V_r$ is the obtained voltage, $R_L$ is the load resistance.

In the RF energy harvester systems, one of the most important parameters affecting the output power is the input RF power level. Figure 6 shows efficiencies of the 900 MHz RF energy harvester from the matched and non-matched systems with one stage voltage multiplier for the input power levels from -50 dBm to 20 dBm. As seen from the figure, the impedance matching circuit usage reduces the system efficiency for the input power levels above 5 dBm. This limit value is about 10 dBm and 0 dBm for 575 MHz and 2.45 GHz RF energy harvesters, respectively. For RF signals below these levels, using IMC causes a significant improvement in the efficiency. For instance, if the impedance matching process is done for -20 dBm input signal, the system efficiency is increased nearly seventy-fold. Thus, the determination of the approximate signal level of the media where the system is used is very important in order to make an appropriate choice of circuit for such applications. The available RF signal level is very important in order to obtain the maximum power from the system whether the impedance matching circuit is used or not. In these applications, the saturation effect is a critical parameter for the system efficiency. In both of matched and unmatched circuits, because of high frequency, the efficiencies decrease by effect of the saturation at the higher than a specific input power. In addition, the efficiency of the diode rectifier will increase until the reverse breakdown voltage of the diode. If the reverse voltage appears across the diode is greater than breakdown voltage, the diode cannot be efficiently rectifier anymore and the rest of the input power is converted to heat in the diode. This results in the decrease in the output efficiency of the RF harvester.

Figure 7 shows the block diagram of triple band RF energy harvesting system used in this work. As a result of the optimization works, capacitors in the IMCs, which were used for DTV and GSM RF energy harvesters, are deactivated. So the increase in system efficiency is provided and also the cost and the size are decreased. An amount of increase in the values of used inductors has occurred. However, this situation will create any drawback in terms of cost and size.

Figure 8 shows the efficiencies of individual DTV (575 MHz), GSM (900 MHz) and WiFi (2.45 GHz) RF energy harvesters depending on the number of the stages at 0 dBm input power. The increase in the input signal frequency decreases the system efficiency because the radiation resistance effects the system at high frequencies. The radiation resistance is directly proportional to the frequency. This resistance has an ohmic effect and causes loss. Therefore, system efficiency is dropped. The system efficiency greatly increases for this input power level as a result of the impedance matching process. But increasing the number of the stage does not cause an increase in the efficiency. As a theoretical rule, if the number of stage in voltage multipliers increases, the obtained voltage is increased, too. But there is not a big increase in the efficiency for higher numbers of stage. Even, there is a decrease in the efficiency. The reason of this situation is the effect of saturation. Considering the effect of saturation, the higher numbers of stage cannot provide a great benefit in every situation. In addition, the system efficiency is dropped the reason of saturation effect at the higher frequencies. Therefore, if the impedance matching circuit is used for this input power, increasing the number of stage is unnecessary. When considered in terms of cost and size, using one stage voltage multiplier is enough.
Figure 9 shows the system efficiency of proposed triple band RF energy harvester with one stage voltage multiplier depending on the input RF power level and the load resistance. The system efficiency depends strictly on the input RF power level and the load resistance. The load resistance values which obtained maximum power differ for each RF signal level as shown in Fig. 9. Because the system is optimized according to the 0 dBm input power, the maximum efficiency is obtained from the system while input power is 0 dBm and load resistance is about 6 kΩ. The maximum efficiency is obtained 68% at these values. When the input power level is between -15 dBm and +10 dBm, the system efficiency is realized above 30%. These values are wide range for RF energy harvester systems.

At the 0 dBm input RF power level, the system efficiency can be obtained as 68% for the load resistance is about 6 kΩ, but this rate decreases to about 20% for 1 kΩ and 20 kΩ. Therefore, accurate determination of the load resistance, connected to the output of RF energy harvester has a great importance. The load impedance cannot be always in these ranges, this problem should be solved via the electronic circuits, which will be connected to the output of the system.

Table 2 shows the obtained powers and the efficiencies at all cases, which three different RF energy harvester have been used individually and one triple band RF energy harvester is used. The system efficiencies are improved significantly with the use of the proposed triple band RF energy harvester. For instance, at 0 dBm input RF power, when the individual DTV, GSM and WiFi RF energy harvesters are used, total obtained power is found to be 1297 μW; whereas, this value becomes 2045 μW for the proposed integrated triple band RF energy harvester. This proves that an increase with approximately 58% occurs in the system efficiency.

The proposed triple band RF energy harvester is increased the efficiency also in the environments where only one or two RF signals exist. The system overcomes the problem of the low efficiency for individual systems with high frequencies such as 2.45 GHz. In a media, where only 2.45 GHz RF signal is available, when the proposed triple band RF energy harvester is used instead of individual RF energy harvester, the obtained efficiency from the system increases by approximately 134%. Thus, the proposed new system can be used with high efficiency in both low and high frequencies. The obtained efficiency from the proposed system is realized as 56.70%, even in the case where only the DTV signal is 0dBm input level.
two RF signals exist. Furthermore, the system is increased the efficiency significantly also in environments, where only one or two RF signals exist. However, the system is increased by 58% compared to the conventional individual systems having three different frequencies. It is not always mean the high efficiency. In this work, the obtained voltage and the harvested power at the high levels input RF signals. Therefore, if there are low level input signals for the RF energy harvesting, the impedance matching must be used. But the impedance matching process cannot provide a major contribution to the harvested power at the high levels input RF signals such as 20 dBm. The high levels of input RF signal do not always mean the high efficiency. In this work, the maximum efficiency has been obtained in the case, which the input signal is 0 dBm. With the use of proposed triple band RF energy harvester, the efficiency is increased by 58% compared to the conventional individual systems having three different frequencies. Furthermore, the system is increased the efficiency significantly also in environments, where only one or two RF signals exist.

### IV. CONCLUSIONS

The voltage multiplier circuits must be used in RF energy harvester, because obtained voltage is very low in scale. The obtained voltage and the harvested power directly depend on the input RF signal level. The impedance matching process significantly increases the efficiency directly depend on the input RF signal level. The obtained voltage and the harvested power at the high levels input RF signals. Therefore, if there are low level input signals for the RF energy harvesting, the impedance matching must be used. But the impedance matching process cannot provide a major contribution to the harvested power at the high levels input RF signals such as 20 dBm. The high levels of input RF signal do not always mean the high efficiency. In this work, the maximum efficiency has been obtained in the case, which the input signal is 0 dBm. With the use of proposed triple band RF energy harvester, the efficiency is increased by 58% compared to the conventional individual systems having three different frequencies. Furthermore, the system is increased the efficiency significantly also in environments, where only one or two RF signals exist.
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Abstract — A dual-reflector antenna in millimeter wave frequency band is designed at center frequency of 35 GHz. The designed antenna has small size, low weight, fast beam scanning, high efficiency and high gain. Beam rotation of the proposed structure makes it useful for wide angle scanning in modern airborne radar systems. In the literature, beam rotation of similar structures used to be evaluated by two times of the twist-reflector rotation. For the first time, a nonlinear relationship is found between beam rotation and twist-reflector rotation. This nonlinear relation is theoretically extracted in this work. Furthermore, the designed antenna is simulated with a commercial full wave package. The results confirm that the designed goals are addressed. Moreover, the simulation results validate the extracted analytic relationship between beam rotation and twist-reflector rotation. In addition, low VSWR, low cross-polarization and good radiation pattern are observed.

Index Terms — Antenna radiation pattern, beam scanning, dual-reflector, feed horn, millimeter wave, polarization, trans-reflector, twist-reflector.

I. INTRODUCTION

Airborne radar systems have many requirements such as small size, low weight, fast beam scanning, high efficiency and high gain. A reflector antenna is a good choice for low cost and high efficiency [1-4].

A dual-reflector antenna is compact, like a Cassegrain reflector antenna; but, it delivers high efficiency, high gain and low sidelobe levels of a prime-focus reflector. The dual-reflector antenna, as a compact option for the Cassegrain, has performed more comparably to a prime-focus reflector antenna. The antennas in millimeter wave frequency bands can have physically small sizes; yet, they can achieve gains in excess of 30 dB [5-11].

This antenna is composed of three parts: the main reflector (twist reflector), sub-reflector (trans-reflector) and feed horn. Details of the design method of a dual-reflector antenna and its parts are explained below.

Trans-reflector is a parabola structure which acts as both a reflector antenna and a radome. The trans-reflector is made of conductive-strip grating embedded in a shaped dielectric molding [12]. It is easy to see that a large sub-reflector blocks effective area of the main reflector (aperture blocking phenomenon). However, if only one polarization is permissible, this adverse effect can be considerably decreased.

Consider the antenna in transmitting mode, as in Fig. 2. A feed horn antenna with linear polarization illuminates the trans-reflector that its electric field vector is aligned parallel to the conductive strip grating. The strips are arranged orderly beside each other so that the trans-reflector collects and then reflects the incident wave with considerable reduction in escaping waves to the space. While the twist-reflector receives the reflected radiation from the trans-reflector, the twist-reflector rotates field vector 90 degrees and then redirects it toward the trans-reflector. The electric field polarization is perpendicular to the trans-reflector’s strips grazing direction, and then it passes through the trans-reflector into the space with an inconsiderable loss.

The attenuation versus frequency diagram for oxygen and water vapor is shown in Fig. 1 [13]. This diagram shows some minimum attenuation at special frequencies such as 35, 94 and 225 GHz. Here, the antenna design frequency is selected 35 GHz.
II. ANTENNA CONFIGURATION

The proposed antenna is divided into three parts: a feed horn, a trans-reflector, and a twist-reflector as revealed in Fig. 2. The design method of any part is discussed below.

A. Feed horn design

The feed horn antenna is designed specifically for the millimeter wave frequency band for which, the most essential requirements are as follows: 1- to keep the input return loss high throughout the operating frequency interval, and 2- to optimize the E- and H-plane beam width maximizing performance (gain). Figure 3 shows the designed horn antenna and its dimensions.

Dimensions of the designed horn antenna are \(a=9\ \text{mm}\), \(b=10\ \text{mm}\), and \(l=20\ \text{mm}\) as noted in Fig. 3. The simulation results for return loss of the antenna are shown in Fig. 4 which confirms the satisfactory return loss suitable for feeding.

Figure 5 demonstrates the simulated power radiation patterns at the center frequency (35 GHz) in both E- and H-planes.

Since the horn antenna has a phase center, the best performance of dual-reflector antenna can be achieved when the phase center of horn antenna is located at the trans-reflector focal point.

B. Trans-reflector design

The trans-reflector has a periodic structure which includes a set of embedded conductive strips grating inside a dielectric layer, as shown in Fig. 6. This structure does two functions: first, it acts as a reflector which collocates feed-horn radiation and second, it is a...
radome to collocate the returned energy from the twist-reflector. The function of the trans-reflector is almost dependent on the polarization of the incident electric field.

Whenever the electric field is parallel to the strips (as in Fig. 6) we call it a reflect-polarized because the field reflects; otherwise we call it a thru-polarized because the field passes through the strip grating. Since the grating has not a continuous conductive surface, there is some loss in the reflected polarization. For the thru-polarized signal, the trans-reflector acts like a radome.

This structure has a parabolic shape. The dimensions of the proposed antenna are as follows: \( W_t = 1 \text{ mm} \) and \( S_t = 1 \text{ mm} \), where \( W_t \) is the strip width and \( S_t \) is the space between the strips.

![Strip grating](image1)

(a) Strip grating (b) Side view (c) Front view

Fig. 6. Trans-reflector structure.

### C. Twist-reflector design

A planar reflection structure has been used to rotate the incident electromagnetic wave. For economical reasons, a dielectric twist-reflector is used: a quarter-wave, ground-plane-backed and dielectric layer printed with conductive strip grating.

Figure 7 shows the twist-reflector and a vertically polarized incident electric field on its conductive strips grating. The conductive strips and the incident electric field are making 45 degrees angle.

![Twist-reflector structure](image2)

Fig. 7. Twist-reflector structure.

The incident electric field can be decomposed into parallel and perpendicular components with respect to the strips which will be reflected and transmitted, respectively. The transmitted perpendicular component travels through the dielectric substrate and will be reflected by the ground plane.

Assume the incident electric field vector is \( y \)-directed, \( E_i = E_0 e^{-j\beta_z z} \hat{y} \), (1) where \( E_0 \) is the incident electric field amplitude, \( \beta \) is the wave number and \( z \) is the propagation direction. Then, the parallel and perpendicular components are:

\[
E_{i1} = E_i \cos \theta (\hat{x} + \hat{y}) = E_0 e^{-j\beta_x x} \cos \theta (\hat{x} + \hat{y}) \\
E_{i2} = E_i \cos \theta (\hat{x} - \hat{y}) = E_0 e^{-j\beta_x x} \cos \theta (\hat{x} - \hat{y})
\]

where \( E_{i1} \) is parallel component and \( E_{i2} \) is perpendicular component.

Therefore, the total field is:

\[
E'_i = E_{i1} + E_{i2} \\
= E_0 e^{j\beta_x x} \cos \theta \left( \hat{x} + \hat{y} + e^{j2\beta_x x} (\hat{x} - \hat{y}) \right)
\]

(4)

where \( E'_i \) is the total reflected field.

To transmit the reflected wave through the twist-reflector, the electric field polarization must be horizontal (perpendicular to the trans-reflector conductive strips grating). Therefore, the reflected electric field polarization must be rotated 90 degrees relative to the incident electric field polarization.

By choosing the strip width and spacing and the substrate thickness properly, the phase difference between the two electric field components can be set as 180 degrees. Thus, rotating the total reflected electric field 90\(^\circ\) relative to the incident electric field.

So, the electric field component in \( y \) direction must be zero:

\[
1 + e^{-j2\beta d} = 0 \Rightarrow -2\beta d = -\pi \quad , \quad \beta = \frac{2\pi}{\lambda} \\
2 \times \frac{2\pi}{\lambda} \times d = \pi \Rightarrow d = \frac{\lambda}{4}
\]

(5)

Therefore, the substrate thickness is \( \lambda/4 \). The dual-reflector antenna dimensions are much larger than the operational wavelength. Therefore, the edge effects can be ignored.

### III. THE RELATION BETWEEN THE TWIST-REFLECTOR ROTATION ANGLE AND THE BEAM ROTATION ANGLE

The antenna coordination is shown in Fig. 8, where \( -\pi \) is the direction of the incident wave and the normal unit vector on the twist-reflector is:
\[ \hat{n} = \cos(\text{el}) \sin(\text{az}) \hat{x} + \sin(\text{el}) \hat{y} + \cos(\text{az}) \cos(\text{el}) \hat{z}, \]  
(6)

where the \( \text{az} \) and \( \text{el} \) are rotation angles in azimuth and elevation directions, respectively.

The propagation direction vector can be into the tangential and perpendicular components as:

\[ \hat{I}_t = (\hat{I} \cdot \hat{n}) \hat{n}, \]  
(7)

\[ \hat{I}_p = \hat{I} - \hat{I}_t = \hat{I} - (\hat{I} \cdot \hat{n}) \hat{n}, \]  
(8)

where \( \hat{I}_t \) and \( \hat{I}_p \) are the tangential and perpendicular components, respectively.

As is revealed in the Fig. 9, the perpendicular vector direction remains the same for both incident and reflection states; but, the tangential component direction inverses from the reflection state to the incident state. Therefore,

\[ \hat{r} = \hat{I}_p - \hat{I}_t = \hat{I} - (\hat{I} \cdot \hat{n}) \hat{n} = \hat{I} - 2(\hat{I} \cdot \hat{n}) \hat{n}, \]  
(9)

where \( \hat{r} \) is the reflection vector direction. By use of equation (6) into equation (9),

\[ \hat{r} = \sin(2\text{az}) \cos^2(\text{el}) \hat{x} + 2 \cos(\text{az}) \cos(\text{el}) \sin(\text{el}) \hat{y} + \left( \cos^2(\text{az}) \cos^2(\text{el}) - 1 \right) \hat{z}, \]  
(10)

where \( \text{az} \) and \( \text{el} \) are twist-reflector rotation angles in azimuth and elevation directions, respectively. Then, the beam vector direction is:

\[ \hat{r} = \cos(\text{el}) \sin(\text{az}) \hat{x} + \sin(\text{el}) \hat{y} + \cos(\text{az}) \cos(\text{el}) \hat{z}, \]  
(11)

where the \( \text{az} \) and \( \text{el} \) are the beam rotation angles in azimuth and elevation directions, respectively.

Using equations (10) and (11), the beam rotation angles are:

\[ \text{el}_i = \sin^{-1}(2 \cos(\text{az}) \cos(\text{el}) \sin(\text{el})), \]  
(12)

\[ \text{az}_r = \tan^{-1} \left[ \frac{\sin(2\text{az}) \cos^2(\text{el})}{2 \cos^2(\text{az}) \sin^2(\text{el}) - 1} \right]. \]  
(13)

In this state, the beam rotation angle will clear when the \( \text{az} \) and \( \text{el} \) is known.

Assuming \( (\text{az}_r, \text{el}_r) \) as the antenna vector direction, as shown in the Fig. 8, the normal vector is:

\[ \hat{n} = \frac{\hat{r} - \hat{I}}{\lVert \hat{r} - \hat{I} \rVert}, \]  
(14)

\[ \hat{n} = \frac{\sqrt{2} \cos(\text{el}) \sin(\text{az})}{2 \cos(\text{az}) \cos(\text{el}) + 1} \hat{x} + \frac{\sqrt{2} \sin(\text{el})}{2 \cos(\text{az}) \cos(\text{el}) + 1} \hat{y} + \frac{\sqrt{2} \cos(\text{az}) \cos(\text{el}) + 2}{2} \hat{z}. \]  
(15)

The normal vector direction in azimuth and elevation rotation angles \( (\text{az}, \text{el}) \) is:

\[ \hat{n} = \cos(\text{el}) \sin(\text{az}) \hat{x} + \sin(\text{el}) \hat{y} + \cos(\text{az}) \cos(\text{el}) \hat{z}. \]  
(16)

Equations (15) and (16) give the antenna rotation angles:

\[ \text{el} = \sin^{-1} \left( \frac{\sqrt{2} \sin(\text{el})}{2 \cos(\text{az}) \cos(\text{el}) + 1} \right), \]  
(17)

\[ \text{az} = \tan^{-1} \left( \frac{\sqrt{2} \cos(\text{el})}{\cos(\text{az}) \cos(\text{el}) + 1} \right). \]  
(18)

According to the above equations, the twist-reflector rotation angle versus beam rotation angle in azimuth and elevation directions are indicated in Fig. 10, in which the difference between the linear state (mirror law) and nonlinear state (the above equations) is clear.

Fig. 9. Incident and reflection state.
Fig. 10. The twist-reflector rotation angle versus beam rotation angle in azimuth and elevation.

IV. SIMULATION AND RESULTS

Configuration of the dual-reflector antenna is given in Fig. 11. The proposed antenna is simulated with commercially available packages such as CST microwave studio in the operating frequency range. This antenna has very high gain, narrow beam-width and very good sidelobe level. The simulated radiation pattern of the dual-reflector antenna is shown in Fig. 12.

Fig. 11. Configuration of dual-reflector antenna.

Fig. 12. Simulated radiation pattern at frequency of 35 GHz.

This antenna has fast beam scanning capability. The radiation patterns for various azimuth scan angles (0°, 20° and 30°), az=0, are respectively shown in Figs. 13 and 14 that their specifications are numerically listed in Table 1.

Table 1: Specification of radiation pattern

<table>
<thead>
<tr>
<th>Scan Angle (degree)</th>
<th>0°</th>
<th>30°</th>
<th>60°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain (dB)</td>
<td>39.4</td>
<td>39.2</td>
<td>38.5</td>
</tr>
<tr>
<td>HPBW (degree)</td>
<td>1.2</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>S.L.L</td>
<td>-28.5</td>
<td>-26.1</td>
<td>-23.3</td>
</tr>
</tbody>
</table>

The linear and nonlinear equations (Eqs. 12 and 13) are equal in a specific circumstance whenever \(el=0\) or \(az=0\). Otherwise, if the \(az\) and \(el\) angles are not zero simultaneously, the radiation pattern will become different for two mentioned equations. For instance, if \(el=10\) and \(az=15\) are putted in linear and nonlinear equations, results will be \(el_r=20\) and \(az_r=30\), \(el_r=19.29\) and \(az_r=30.91\) respectively.

Regarding to simulation results, the radiation pattern is shown in Fig. 15 for two elevation planes, \(el_r=20\) and \(el_r=19.29\). It is apparent that the peak of pattern is located in \(el_r=19.29\) rather than \(el_r=20\). This trend is also repeated for two azimuth planes, \(az_r=30\) and \(az_r=30.91\) in Fig. 16. A plane included the peak of pattern is desirable. Therefore, the proposed nonlinear equation is absolutely correct. For more clarifications of Figs. 15 and 16, specifications of the radiation patterns are numerically listed in Table 2.
Regarding to the Table 2, the gain is decreased 6.3 dB in the plane $az=30$ rather than $az=30.91$ in azimuth direction, and 1.3 dB in the plane $el=20$ rather than $el=19.29$. As a result, the beam scanning is not correct without the using of nonlinear equation for this structure.

Figure 17 shows simulated co- and cross-polar far-field radiation patterns at frequency of 35 GHz. From this figure, it is seen that the designed antenna exhibits low cross-polarization which its level is less than -40 dB.

V. CONCLUSION

In this paper, a dual-reflector antenna has been presented at center frequency of 35 GHz. This antenna is a type of Cassegrain which equipped with two reflectors: a flat (twist-reflector) and a parabola (trans-reflector). A new formula is extracted in the relation between the twist-reflector mechanical movement and the beam rotation angle. Without this formula the beam scanning is not correct. This antenna has small size, low weight, fast beam scanning, wide angle beam scanning, low cross-polarization, high efficiency and high gain. The designed antenna has good far-field radiation characteristics in the entire operating bandwidth in both azimuth and elevation directions. The antenna presents beam scanning capability ±60° in azimuth and ±30° in elevation by mechanical movement of the twist-reflector. Based on these characteristics, the proposed antenna can be useful for airborne radar systems and millimeter wave applications.
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Abstract — Radiation characteristics of an axially slotted circular or elliptical antenna coated by biaxial anisotropic material are investigated using series solution. The fields inside and outside the coating regions are expressed in terms of appropriate Mathieu functions with unknown field coefficients. The boundary conditions at the conducting and dielectric coating surfaces are invoked to obtain the unknown field expansion coefficients. Numerical results are presented graphically for the radiation pattern with various geometries and electrical parameters.

Index Terms — Axially slotted elliptic antenna, biaxial anisotropic material, Mathieu functions, series solution.

I. INTRODUCTION
Numerous scholars in the literature have studied the characteristic radiation by dielectric coated slotted circular and elliptical cylinders [1-6]. Investigation on the radiation by axially N slotted elliptical antenna coated with lossy dielectric material was conducted by Hussein and Hamid [7]. Recently, materials possessing both lossy and lossless metamaterials as well as chiral material have gained considerable attention by several researchers [8-10], while possessing anisotropic materials have been studied by [11-13]. The anisotropic material coating is important to investigate since the electrical characteristics of coated antenna are not uniform in all directions [14-15]. Antennas with anisotropic dielectric coating may have application in satellite communication, space aircraft and airplanes industries.

To the best of our knowledge, the radiation produced by an axially slotted circular or elliptical cylinder coated with biaxial anisotropic material has not been investigated using series solution.

This paper presents series solution to the radiation by an axially slotted antenna on a conducting elliptic cylinder coated with biaxial anisotropic material based on the boundary value method. The presented numerical results will show the effect of biaxial anisotropic material coating on the radiation pattern of slotted antenna.

II. FORMULATION
The geometry of conducting elliptic cylinder with axially slotted antenna covered by biaxial anisotropic material is shown in Fig. 1. The antenna is assumed to be infinite in the z-axis. The antenna parameters a, b, and c represent the conducting core semi-major and semi-minor axes, respectively, while a and b are the semi-major and semi-minor axes of the dielectric coating material. The axial antenna slot coordinates are denoted by v1 and v2. The relation between the elliptical (u, v, z) and Cartesian coordinate systems (x, y, z) is:
\[ x = F \cosh(u) \cos(v), \]
\[ y = F \sinh(u) \sin(v), \]
where \( F \) is the semifocal length of the elliptical antenna.

The radiated electric field exterior to the biaxial anisotropic dielectric coating (region I and \( \xi > \xi_i \)) can be expressed in terms of Mathieu functions as follows [16]:
\[ E_{\xi}^i = \sum_{q,m} C_{qm} R_{qm}^{(4)}(\xi, \xi_i) S_{qm}(\xi, \eta), \]
where \( q = e, o \), \( C_{qm} \) are the unknown radiated field expansion coefficients, \( S_{qm} \) are the angular Mathieu functions of order \( m \), while \( R_{qm}^{(4)} \) are the radial Mathieu functions of the fourth kind. It should be noted that \( \xi = \cosh u, \eta = \cos v, c = kF \), and \( k = \omega \sqrt{\varepsilon \mu c} \).

The relative permittivity and permeability tensors of the anisotropic material referred to the coordinate axes \( \xi, \eta, z \) are assumed to be biaxial and written as [17-19]:
\[ \varepsilon = \begin{bmatrix} \varepsilon_{i1} & 0 & 0 \\ 0 & \varepsilon_{i2} & 0 \\ 0 & 0 & \varepsilon_{i3} \end{bmatrix}, \quad \mu = \begin{bmatrix} \mu_{i1} & 0 & 0 \\ 0 & \mu_{i2} & 0 \\ 0 & 0 & \mu_{i3} \end{bmatrix}. \]

The Maxwell’s equations for an anisotropic region can be written as:
\[ \nabla \times \mathbf{E} = -jk \mu \varepsilon \mathbf{H}, \]
\[ \nabla \times \mathbf{H} = j(k/\varepsilon) \mu \mathbf{E}. \]
where \( Z \) is the free space wave impedance, and a bold symbol referring to a vector sign. The electric and magnetic field components within the anisotropic elliptic cylinder can be written using equation (5) and (6) as:

\[
H^u = \frac{j}{k Z} \frac{\partial E^u}{\partial v},
\]

\[
H^v = -\frac{j}{k Z} \frac{\partial E^u}{\partial u},
\]

\[
E^u = \frac{jZ}{k} \epsilon_0 h r \left[ \frac{\partial}{\partial v} (hH^u) - \frac{\partial}{\partial u} (hH^u) \right].
\]

Substituting for \( H^u \), \( H^v \) in (9) from equations (7) and (8), we obtain:

\[
\frac{\partial^2 E^u}{\partial v^2} + \frac{\mu_2}{\mu_1} \frac{\partial^2 E^u}{\partial u^2} + c^2 \mu_1 \epsilon \phi \epsilon (\cosh^2 u - \cos^2 v) E^u = 0.
\]

If \( E^u \) is written as the product \( g_1(v) g_2(u) \), then by using the method of separation of variables, equation (10) can be separated into two differential equations:

\[
\frac{\partial^2 g_1}{\partial v^2} - (c_2 \cosh v - b^2) g_1(v) = 0,
\]

\[
\frac{\partial^2 g_2}{\partial u^2} + \left( c_2^2 \cosh^2 u - b^2 \frac{\mu_2}{\mu_1} \right) g_2(u) = 0,
\]

satisfied by \( S_q \epsilon_m(\epsilon_1, \cos \theta) \), \( D_q^{(2)}(\epsilon_1, \cos \theta) \), respectively, with \( p = \mu_2 / \mu_1, \epsilon_1 = F \omega \mu_1 \epsilon_3, \epsilon_3 = F \omega \mu_2 \epsilon_3, \)

\( h = F \sqrt{\cosh^2 u - \cos^2 v} \), and \( b^2 \) being the separation constant.

The electric field inside the biaxial anisotropic dielectric coating (region II) for \( \xi_1 < \xi < \xi_2 \) can be written in terms of Mathieu functions as:

\[
E^u_{\xi} = \sum_{q,m} [A_{qm} R^{(1)}_{qm} (c_{23}, \xi_1) + B_{qm} R^{(2)}_{qm} (c_{23}, \xi_1)] S_q \epsilon_m (c_{13}, \eta),
\]

where \( A_{qm} \) and \( B_{qm} \) are the unknown transmitted field expansion coefficients, \( R^{(1)}_{qm} \) and \( R^{(2)}_{qm} \) are the radial Mathieu functions of the first and second kind, respectively. The magnetic field components in regions (I) and (II) are derived using Maxwell’s equations and written as:

\[
H^u_{\xi} = \frac{-j}{\omega \mu_1 h} \left\{ \sum_{q,m} C_{qm} R^{(1)}_{qm} (\epsilon_{\phi}, \xi) S_q \epsilon_m (c_{13}, \eta) \right\},
\]

\[
H^v_{\xi} = \frac{-j}{\omega \mu_2 h} \left\{ \sum_{q,m} [A_{qm} R^{(1)}_{qm} (c_{23}, \xi) + B_{qm} R^{(2)}_{qm} (c_{23}, \xi)] S_q \epsilon_m (c_{13}, \eta) \right\}.
\]

The prime in equations (14) and (15) refers to the derivative with respect to \( u \).

The electric field \( E^u \) should be continuous across the dielectric layer at \( \xi = \xi_1 \), this leads to:

\[
[A_{qm} R^{(1)}_{qm} (c_{23}, \xi_1) + B_{qm} R^{(2)}_{qm} (c_{23}, \xi_1)] N_{qm} (c_{13}) = \sum_{m} C_{qm} R^{(1)}_{qm} (\epsilon_{\phi}, \xi_1) M_{qm} (c_{13}, c_{23}),
\]

where \( N_{qm} (c_{13}) \) and \( M_{qm} (c_{13}, c_{23}) \) are defined as:

\[
N_{qm} (c_{13}) = \int [S_{qm} (c_{13}, \eta)]^2 dv,
\]

\[
M_{qm} (c_{13}, c_{23}) = \int S_{qm} (c_{13}, \eta) S_q \epsilon_m (c, \eta) dv.
\]

The tangential magnetic field components at \( \xi = \xi_1 \) should also be continuous and require that:

\[
[N_{qm} (c_{13}) + B_{qm} R^{(2)}_{qm} (c_{23}, \xi_1)] M_{qm} (c_{13}, c_{23}) = \mu_2 \sum_{m} C_{qm} R^{(2)}_{qm} (\epsilon_{\phi}, \xi_1) M_{qm} (c_{13}, c_{23})
\]

Substituting equations (25)-(26) into equation (21), \( F_{en} \) and \( F_{en} \) can finally be written as:

\[
F_{en} = E_{en} \sum_{k} D_{e'} (c_{13}, n) \cos \left[ \pi (v - v_0) / (2\alpha) \right] \cos (kv) dv.
\]
\[ F_{em} = \mathcal{E} \sum_{k} D^{(l)}(c_{0}, n) \int_{0}^{\pi} (v - v_{0}) / (2a) \sin(kv) dv. \quad (28) \]

Solving for \( B_{em} \) by equation (21) and incorporating the result in equations (16) and (19) by eliminating \( A_{em} \), we obtain the radiated field coefficients \( C_{em} \). Similar procedure may be followed to obtain the odd coefficients \( C_{em} \).

Figure 3 is similar to Fig. 2 except for circular antenna with \( k_{a} = 1.0, k_{b} = 1.0, k_{a} = 0.6, k_{b} = 1.6 \). The gain is not affected by increasing the value \( \mu_{2} \) at the location of the antenna while it is significantly decreased at the side lobes locations.

Figure 4 shows the gain for an elliptic antenna by fixing the value \( \mu_{2} \) at 4.0 while changing the value of \( \epsilon_{3} \) from 2.0 to 4.0. Increasing the value of \( \epsilon_{3} = 2.0 \) has little on the antenna except for minor increase at the side lobe locations. Figure 5 is similar to 4 except for circular antenna it behaves like elliptical antenna.
In Fig. 6 we plotted the gain versus the anisotropic dielectric material thickness for the cases $k_b = 0.7$ and $k_b = 1.0$. It can be noticed for these cases, the side lobes decrease and the antenna bandwidth increase. Figure 7 is similar to Fig. 6 except for circular antenna for thickness $k_b = 1.3$ and $k_b = 1.5$.

**IV. CONCLUSIONS**

The radiation characteristics of an axially slotted circular, for comparison, or elliptical antenna coated by biaxial anisotropic material were investigated using series solution. It was shown that the presence of biaxial anisotropic material coating with specific
characteristic values and thickness lead to reducing the side lobes and enhancing the bandwidth of the antenna.
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Abstract — In this paper, a novel microelectro-mechanical system (MEMS) U-shaped afloat is designed and used instead of a simple slot to activate and deactivate the band notch characteristic of an ultra wideband (UWB) monopole antenna at the WLAN band (5.15-5.825 GHz) without extra DC bias lines. The novelty of this work is design of MEMS afloat that can stay in down state permanently. When the dc actuation voltage, about 20 volts, is applied to the microstrip center line, the λ/2 long U-shaped afloat moves down and creates a slot (resonating element) in its vacant place. Whereas no voltage is applied, the afloat remains in the up position and serves as a part of the antenna, which eliminates the resonance. The proposed design for MEMS afloat has least negative effect on gain, reflection coefficient, and pattern of the antenna. The gain of the antenna is about 3.2 dBi over the entire UWB frequency band (3.1-10.6 GHz), while it decreases sharply over 7 dB at the rejection band. More-over, the time-domain characteristics of the antenna is investigated, which shows 1 ns delay over the UWB frequency band for 20 cm. Due to a novel afloat design, the addition of the resonance element does not affect on the radiation performance, reflection coefficient, gain, and group delay of the antenna outside of notched band frequencies.

Index Terms— MEMS U-shaped afloat, switchable band notch, UWB antenna.

I. INTRODUCTION

In recent years, due to the attractive features, such as low cost, small size, ease of fabrication, and wide frequency bandwidth, there has been more attention in ultrawideband (UWB) monopole antennas. The Federal Communication Commission (FCC) has allocated 3.1-10.6 GHz for commercial ultrawideband (UWB) communication systems [1]. Several antenna structures have been proposed for UWB applications [2-5]. The frequency range for UWB system will cause interference to some other existing narrowband services. One of them is wireless local-area network (WLAN), which operates in the 5.15-5.875 GHz band. However, using filters the complexity of the UWB system will increase. To overcome this problem, the structures with band-rejection characteristic such as parasitic inverted-U strip [6], U-shaped slot [7-9], arc-shaped slot [10], H-shaped conductor backed plane [11], and rectangle-shaped plane [12] are proposed to integrate with the previous antennas. However, none of them had reconfigurable band notch characteristics. The main challenge for researchers in UWB antenna design is the design of a single antenna that can provide reconfigurable rejected band. Reconfigurability is obtained by employing two ideal switches on SIS-HSIR and SIS-SIR [13]. A pin diode is used in [14] to switch ON or OFF the notch band. However, the switches were actuated using DC bias lines. MEMS switches are used in [15] to reach the reconfigurability without bias lines. However, to reach this capability, a floating ground was used in MEMS switch. Therefore, the switch could not stay in down position permanently.

In this paper, an UWB monopole antenna with U-shaped MEMS afloat that can be actuated to place a band notch at the WLAN frequencies is presented. The MEMS afloat is designed so that it does not require extra bias lines and the switch can stay in down position permanently.

II. DESIGN OF ANTENNA AND MEMS AFLOAT

Figure 1 shows the geometry of the reconfigurable WLAN band rejection UWB elliptical monopole antenna. The antenna was designed on a 28 mm × 37 mm liquid crystal polymer (LCP) substrate with a low permittivity (εr ≈ 3), low-loss (tan δ ≈ 0.002), and a thickness of 0.3 mm. All of these characteristics make it an ideal substrate for antennas, particularly at high frequencies. The width of the 50 ohm microstrip feed line is 0.75 mm and the thickness of the antenna and the ground plane is 5 μm. In this paper, a novel MEMS afloat is designed and used instead of a simple slot in the antenna. The afloat is held by several beams, which are connected to the antenna in 10 points, shown with red points [Fig. 1 (c)]. The dimensions of the antenna, afloat, beams, bridges,
and ground plane are summarized in Table 1.

The lengths of the beams are:

\[ L_{b1} + L_{b2} / 2, \]  
\[ L_{b3} + L_{b4} / 2, \]  
\[ L_{b5} + L_{b6} / 2. \]  

There is an air gap between afloat and ground plane with depth of \( h = 45 \mu m \).

There is an air gap between afloat and ground plane with depth of \( h = 45 \mu m \).

\( L_{S} = 37.000 \) mm, \( L_{N} = 7.900 \) mm, \( W_{S} = 28.000 \) mm, \( W_{N} = 6.045 \) mm, \( A = 22.000 \) mm, \( B = 20.000 \) mm, \( L_{L} = 16.500 \) mm, \( L_{b1} = 1.90 \) mm, \( L_{L} = 16.500 \) mm, \( L_{b2} = 3.640 \) mm, \( D = 0.820 \) mm, \( L_{b3} = 3.740 \) mm, \( L_{G} = 16.400 \) mm, \( L_{b4} = 4.540 \) mm, \( W_{L} = 0.750 \) mm, \( G_{b1} = 0.030 \) mm, \( L_{C} = 0.300 \) mm, \( G_{b2} = 0.010 \) mm, \( W_{C} = 1.00 \) mm, \( G_{b3} = 0.045 \) mm. \[
\begin{align*}
L_{L} & = 16.500 \\
L_{b1} & = 3.640 \\
D & = 0.820 \\
L_{b3} & = 3.740 \\
L_{G} & = 16.400 \\
L_{b4} & = 4.540 \\
W_{L} & = 0.750 \\
G_{b1} & = 0.030 \\
L_{C} & = 0.300 \\
G_{b2} & = 0.010 \\
W_{C} & = 1.00 \\
G_{b3} & = 0.045
\end{align*}
\]

A 1 \mu m thick high resistive sheet, underneath a passivation layer is at the bottom of air gap, which is connected to the ground plane. When the dc actuation voltage is applied to the microstrip center line, the \( \lambda / 2 \) long U-shaped afloat moves down (\( h = 45 \mu m \)) and creates a slot (resonating element) in its vacant place [Fig. 2 (b)]. Whereas no voltage is applied, the afloat remains in the up position and serves as a part of the antenna, which eliminates the resonance [Fig. 2 (a)].

The pull-in voltage \( V_{PI} \) can be expressed as [16]:

\[ V_{PI} = \sqrt{\frac{8 K h^3}{27 \varepsilon_0 A}}, \]  

where \( h \) is the original gap between afloat and ground plane, \( \varepsilon_0 \) is the dielectric constant of the air, \( A \) is the surface area of the afloat, which for the afloat design can be expressed as:

\[ A = \left( 2 \left( G_N \times L_N \right) + \left( G_N \times W_N \right) \right), \]

and \( K \) is the effective spring constant of the \( 20 \) T-shaped and L-shaped beams [Fig. 1 (c)], which can be written as:

\[ K = 4 \left[ (K_1 || K_1) + (K_2 + K_3) || K_5 + \right] + (K_3 || K_3) + (K_6 || K_7), \]

where:

\[ K_i = \frac{E G T_i^3}{L_i}, \quad (i = 1, 2, ..., 7) \]

where \( L_i, G_i, \) and \( T_i \) are the length, width, and thickness of the beams, and \( E \) is the Young’s modulus of the aluminum. Firstly, the values of Table 1 should be put in Eq. 7 to calculate the \( K_i \) for all of the beams. Secondly, the results from Eq. 7 should be put in Eq. 6 to calculate the effective spring constant of the afloat.

\[ L_{eff} = \frac{\pi}{2} \left( \frac{(A + B)}{2} \right) + L_{e} = c \left( 2f \sqrt{\varepsilon_{eff}} \right), \]

where:

\[ \varepsilon_{eff} = \frac{\varepsilon_0 + \varepsilon_r}{2}. \]
where:
\[
\varepsilon_{\text{eff}} = \left(\varepsilon_r + 1\right)/2,
\]
(9)
where \(c\) is the speed of light. The left side of the Eq. 8 is the half of the circumference of the antenna and its transmission line. The antenna and its transmission line together act as a monopole antenna. Hence, their total length should be equal to half of the frequency which the antenna is supposed to radiate. Since the UWB antenna radiates at very large range of frequency, the lowest frequency determines the total size of the antenna. Next, attenuation would happen at twofold the lowest frequency and the next one at threefold that frequency. As a result, \(A\) and \(B\) are chosen and then according to Eq. 8, \(L_e\) is calculated. Figure 3 shows optimization of parameters \(A\) and \(B\) to achieve best result for the reflection coefficient of the antenna. The best values for \(A\) and \(B\) is selected to have the lowest \(S_{11}\) over the entire UWB frequency band (3.1-10.6 GHz).

Additionally, the antenna performance in the high frequency band (between 9 GHz to 11 GHz) can be further improved by cutting a rectangular slot on the middle of the ground plane. Figure 4 shows the optimization of parameter \(L_N\) to achieve best result for the reflection coefficient of the antenna. \(L_N\) =0.3 mm is selected to decrease the reflection coefficient and also does not affect other frequency ranges so much.

**III. OPERATION PRINCIPLE**

The total length of the slot is approximately \(\lambda/2\) at the frequency which which the rejection band is desired (around 5.5 GHz). The relation between central notched frequency and afloat dimensions can be approximately considered as [17]:

\[
f_u = \frac{c}{4\left(L_N + \frac{W_N}{2} - G_N\right)\sqrt{\varepsilon_{\text{eff}}}}.
\]
(10)
where \(L_N, W_N,\) and \(G_N\) are the length, width, and thickness of the afloat, and \(\varepsilon_{\text{eff}}\) is the effective dielectric constant of the air.

Figure 5 shows the surface current distribution in two frequencies. As shown in Fig. 5 (a), at the notch frequency of 5.5 GHz, when the afloat is in down position the current density in the edges of the U-shaped slot is stronger than other areas. The directions of the currents in the inner and outer side of the U-shaped slot are opposite to each other as presented in [16]. Therefore, they cancel each other and the antenna does not radiate. On the other hand, in Fig. 5 (b), we can see stronger current distributions concentrated near the outer edges of the antenna at the center frequency of the corresponding notched band. At a pass band frequency of 8 GHz (outside the notched band), the distribution of the surface current is uniform near the outer edges of the antenna, as shown in Fig. 5 (c).

![Fig. 3. Effect of antenna size on reflection coefficient (A/2 – B/2).](image)

![Fig. 4. Effect of \(L_C\) on reflection coefficient.](image)

![Fig. 5. Simulated surface current distributions: (a) afloat down at 5.5 GHz, (b) afloat up at 5.5 GHz, and (c) afloat down at 8 GHz.](image)
IV. RESULTS AND DISCUSSION

In this paper, the MEMS mechanical structure is simulated using Intellisuite, which is a multi-physics simulator that uses the finite element method (FEM). For the mechanical simulations, it was assumed that aluminum afloat with a thickness of 5 µm is suspended 45 µm above the ground plane. Aluminum has a Young’s modulus ($E$) of 70 GPa, a Poisson’s ratio ($\nu$) of 0.33, and a density ($\rho$) of 2700 kg/m$^3$. Figure 7 shows the afloat displacement versus bias voltage from 0 V to 16 V. The deflection as a function of voltage increases slightly until a drastic change occurs that indicate pull in voltage. The pull-in voltage of the afloat is about 15.9 V, which is low comparing to previous designs, and the switching is permanent. This means that the switch has the ability to stay in down position constantly. The calculated pull-in voltage using Eq. 4 is 16.4 V. Hence, for considerably large structure of the afloat comparing to previous MEMS switches, there is good agreement between analatical and simulation result for afloat pull-in voltage.

As shown in Fig. 9, the antenna’s gain decreases sharply over 7 dB in the notched band. For other frequencies, out of the notched band, the antenna exhibits moderate gain about 3.2 dBi.

Figure 10 shows the simulated $S_{11}$ characteristics for different values of $D$. As $D$ increases from 0.82 to 1.82 mm, the bandwidth of notched band is varied from 560 to 410 MHz. From this result, the band width of notched band is controllable by changing of the slot. By decreasing of $D$, the slot gets closer to the edges and bottom of antenna so it can absorb waves easier in the wider ranges of frequency from center resonant frequency. It can be seen that by changing $D$, the center frequency of notched band remains almost fixed.
Figure 11 shows the simulated $S_{11}$ characteristics for different values of $L_N$. As $L_N$ increases from 7.1 to 8.7 mm, the center frequency of notched band is varied from 5.88 to 5.12 GHz. From this result, the frequency of notched band is controllable by changing length of the slot and it decreases 47.5 MHz for every 1 mm increase of $L_N$, which agrees with Eq. 10. It can be seen that by changing $L_N$, the bandwidth of notched band remains almost fixed.

While the afloat is up, the variation of the group delay of the antenna is about 1 ns across the whole UWB. If the group delay variation exceeds 1 ns, the phases are no longer to be linear in far-field region and a pulse distortion is caused. It can be a serious problem in UWB communication systems. On the other hand, while the afloat is down, the maximum group delay of 6.5 ns happens in notched frequency. Figure 15 shows the group delay of the antenna, while the antennas are put side by side in a distance of 20 cm. While the afloat is up, the group delay of the antenna is about 1 ns across the whole UWB. On the other hand, while the afloat is down, the maximum group delay of 11.5 ns happens in notched frequency. This study has shown that band-notched antenna has a good time-domain characteristic and a small pulse distortion as well.

![Fig. 13. The setup of the group delay simulation.](image1)

![Fig. 14. Simulated group delay of the antenna in face to face position.](image2)

![Fig. 15. Simulated group delay of the antenna in side by side position.](image3)
Figure 16 and 17 shows the radiation patterns for the antenna. Simulations at 5.5 and 8 GHz are presented in both E (x-y) and H (x-z) planes. The two states (afloat up and down) of the reconfigurable antenna are compared with the “Reference” antenna. Radiation patterns at 8 GHz show that the addition of the resonating elements does not affect the radiation performance of the antenna, outside the of the notch band frequencies [Figs. 16 (a) and (b)]. On the other hand, within the band-notch range (radiation patterns at 5.5 GHz) and with the appropriate MEMS afloat state the radiated field intensity is degraded [Figs. 17 (a) and (b)]. It can be seen from Figs. 16 and 17 that, the presence of the afloat has least effect on the radiation patterns except when it goes down.

![Figure 16](image1)
![Figure 17](image2)

Fig. 16. Simulated radiation pattern at: (a) E plane at 8 GHz and (b) H plane at 8 GHz.

Fig. 17. Simulated radiation pattern at: (a) E plane at 5.5 GHz and (b) H plane at 5.5 GHz.

VI. CONCLUSION

An ultra wideband (UWB) elliptical monopole antenna fed by microstrip line with reconfigurable rejection band characteristic at the WLAN band (5.15-5.825 GHz) is proposed in this paper. To obtain reconfigurability, a λ/2 long U-shaped MEMS afloat is used, which is actuated through the RF signal path without DC bias lines. Using extra DC bias lines could reduce the radiation performance of the antenna because of RF leakage through the bias lines. The effects of the various geometrical parameters on the notched frequency band are studied. The pull in of voltage of the afloat was low and its switching was permanent. Due to a novel afloat design, the proposed antenna has good omnidirectional pattern in different frequencies and the addition of the resonance element does not affect on the radiation performance outside of notched band frequencies.
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Abstract — The cutoff wavenumbers, cutoff frequencies, field distributions and dispersive characteristics of TM and TE modes (higher order modes) in eccentric coaxial lines are carefully calculated by a new method directly based on the finite difference method (FDM) in bipolar coordinate system (BCS). Detailed comparisons with the previous results in the literature demonstrate the accuracy of the proposed method. Several characteristic features of the field distributions and the dispersion relations are also indicated. This method and its variations are very suitable and efficient for the computation of electromagnetic field problems in transmission lines with eccentric parallel cylinders.

Index Terms — Bipolar coordinate system, eccentric coaxial line, finite-difference method, transmission line, waveguide.

I. INTRODUCTION

The coaxial transmission lines have been widely used in different devices for various applications from the early 1900s. As a special case, the coaxial line with an eccentric inner conductor is termed as the eccentric coaxial line, which has been suggested to be used as an adjustable quarter-wave transformer for TEM mode propagation [1]. The effect of the displacement of the inner conductor on the electromagnetic characteristics of this kind of transmission lines was firstly investigated in 1960s [2]. As the eccentricity between the two conductors increases, higher order TM and TE modes may be excited at relatively high frequencies. For this problem, lots of methods mainly based on the conformal mapping and/or the boundary value approach have been reported in the literature continuously [2-11]. These methods have proven to be powerful for the solution of various wave-field problems. However, they are often found to be somewhat complex in practical applications. Analysis of TM and TE modes (higher order modes) in eccentric coaxial lines still remains interesting and challenging in the theory of electromagnetism.

The aim of this paper is to present a relatively simple method for the numerical analysis of eccentric coaxial lines through a computational approach. A new method which is directly based on the finite difference method (FDM) [12] in bipolar coordinate system (BCS) [13] is selected for much of this modeling effort. The FDM is a versatile and powerful technique for the computation of electromagnetic field problems, which is sufficient to allow us to investigate the higher order TM and TE modes in eccentric coaxial lines. The BCS has been successfully applied to the calculation of scattering from circular cylinders [14,15], which is much more convenient than the translational addition theorem of Bessel functions for transferring the fields component between two cylindrical coordinate systems [16].

This paper is organized as follows. We begin by discussing the methodology in Section II. The numerical results are then explored in detail and their comparisons with the previous results discussed in Section III. Finally, further discussion and conclusions are drawn in Section IV and Section V, respectively.

II. MODELING USING 2-D FDM IN BCS

A. Modeling in BCS

In uniform waveguides and transmission lines, the waveguiding structures are not changed along the propagating direction. The cross section of an eccentric coaxial line is shown in Fig. 1 (a). It contains a circular outer conductor and an eccentric circular inner conductor. The radii of the outer and inner circles are \( r_1 \) and \( r_2 \) respectively, and \( d \) is the distance between their centers.

This kind of waveguiding structure can be easily defined in the bipolar coordinate system \((\zeta, \eta, \zeta)\) as shown in Fig. 1 (b) [13]. Let \( P_1 \) and \( P_2 \) be two fixed points in any \( z \)-plane with the coordinates \((a, 0)\) and \((-a, 0)\) respectively. The equations:

\[
\zeta = \frac{a}{2} \left( \frac{r_1}{r_2} - 1 \right) \cos \eta \\
\eta = \frac{a}{2} \left( \frac{r_1}{r_2} + 1 \right) \sin \eta \\
z = \frac{a}{2} \left( \frac{r_1}{r_2} - 1 \right) \sin \eta \\
z = \frac{a}{2} \left( \frac{r_1}{r_2} + 1 \right) \cos \eta
\]
(x − a coth ξ)² + y² = a² csch² ξ, \hspace{1cm} (1)

x² + (y − a cot η)² = a² csc² η, \hspace{1cm} (2)
describe two families of orthogonal circles. Equation (1) describes the circles whose centers lie on the x-axis. The point P₁ at (a, 0) corresponds to ξ = +∞, whereas its image P₂ at (-a, 0) corresponds to ξ = -∞, and the y-axis is approached when ξ = 0. Equation (2) describes the circles whose centers lie on the y-axis and all of which pass through the fixed points P₁ and P₂. The parameter η is confined to the range 0 ≤ η ≤ 2π. A value less than π is assigned to the arc above the x-axis, while the lower arc is denoted by a value of η equal to π plus the value of η assigned to the upper segment of the same circle.

The relation between BCS and Cartesian coordinate system can be described as:

\[ x = h₁ \sinh ξ, \]
\[ y = h₁ \sin η, \]
\[ z = h₂z, \]
where the metrical coefficients are:
\[ h₁ = h₂ = \frac{a}{\cosh ξ - \cos η} = h, \quad h₃ = 1. \] \hspace{1cm} (6)

Suppose the two circles in Fig. 1 (a) both lie to the right of the y-axis in Fig. 1 (b), as shown in Fig. 1 (c), the parameters stated above are related by the following equations:

\[ d = a(\coth ξ₁ - \coth ξ₂), \]
\[ r₁ = a \csch ξ₁, \]
\[ r₂ = a \csch ξ₂. \] \hspace{1cm} (8)

Then, we can get the transformation relations:

\[ a = \sqrt{\frac{(r₁ + r₂)² - d²}{(r₁ - r₂)² - d²}}, \]
\[ ξ₁ = \text{arcsinh} \frac{a}{r₁}, \]
\[ ξ₂ = \text{arcsinh} \frac{a}{r₂}. \] \hspace{1cm} (11)

Here, in order to define the entire region in BCS, the parameter ξ is confined to the range ξ₁ ≤ ξ ≤ ξ₂, in order to define the entire region in BCS together with the other confinement 0 ≤ η ≤ 2π.

Fig. 1. Modeling in bipolar coordinate system: (a) cross section of eccentric coaxial line, (b) bipolar coordinate system, and (c) relations between the parameters.

B. Helmholtz equation and boundary conditions

Maxwell equations for the potential φ(ξ, η, z) of an eccentric coaxial line lead to the following homogeneous Helmholtz equation in BCS:

\[ \nabla ⊥²φ + k²φ = 0, \]
where \[ \nabla ⊥² = \frac{1}{h²} \left( \frac{\partial²}{\partial ξ²} + \frac{\partial²}{\partial η²} \right), \] \[ k² = k²_{ξ} - k²_{η}, \] \[ k = \frac{ω}{c}, \] and \( c \) is the speed of light.

For TEM mode, \( k = k_{z} \), when chξ - cosη ≠ 0 we can get the Laplace equation:

\[ \left( \frac{\partial^²}{\partial ξ²} + \frac{\partial^²}{\partial η²} \right)φ = 0, \]
which can be analytically solved by means of the variable separation approach.

For TM and TE modes, the Helmholtz equation is:

\[ \left( \cosh ξ - \cos η \right)^² \left( \frac{\partial^²}{\partial ξ²} + \frac{\partial^²}{\partial η²} \right)φ + k²φ = 0. \] \hspace{1cm} (15)

It has been proven strictly in mathematics that this equation can't be solved by means of the variable separation approach. Fortunately, this problem can be easily solved by means of the numerical methods such as the FDM and the finite element method (FEM).

For TM modes, \( φ = E_z \), the Dirichlet boundary condition \( φ = 0 \) is employed on the boundaries ξ = ξ₁ and
While for TE modes, \( \varphi = H_y \), the Neumann boundary condition \( \partial \varphi / \partial n = 0 \) is used. In addition, with consideration of the rotational symmetry, the periodic boundary conditions should be applied on the boundaries \( \eta = 0 \) and \( \eta = 2\pi \).

C. FDM applied to the Helmholtz equation

According to Eq. (15), we can easily obtain the difference form of the Helmholtz equation in BCS on an orthogonal mesh. Based on the equation and the boundary conditions, a differentiation matrix \( A \) can be obtained for solving the eigenvalue problem:

\[
A\Phi = k^2\Phi = \lambda \Phi,
\]

where \( \Phi \) is the eigenvector of \( \varphi \) values and \( \lambda = k^2 \) is the required eigenvalue.

Finally, the cutoff wavenumbers, the cutoff frequencies, the field distributions and the dispersive characteristics can all be achieved from the solution of this eigenvalue problem.

III. NUMERICAL RESULTS

Based on the above methodology, a special code has been constructed using the Microsoft Visual C++ programming language. The aim of this code is to solve the eigenvalue problems in BCS, print and save numerical results, and plot the field distributions. This code is very fast, it takes less than half a minute to calculate the first twenty eigenvalues for each case listed in the tables below on a single personal computer.

According to the previous publications, in order to be convenient for comparison and conversion, the results are always given for an outer circle of unit radius, the radius of the inner circle being denoted by \( r_1 \) and \( r_2 \); and the distance between the centers of the circles denoted by \( d \). To convert these frequencies to those of a similar region with outer circle of radius \( r_1 \), divide these frequencies by \( r_1 \). When comparing the results of other authors, their frequencies were normalized to an outer circle of radius 1. In this case, the transformation relations demonstrated in Eqs. (10)-(12) can be rewritten as:

\[
a = \frac{\sqrt{(1+\alpha^2) - \beta^2}}{2\beta},
\]

\[
\xi_1 = \text{arcsinh} \ a,
\]

\[
\xi_2 = \frac{\text{arcsinh} \ a}{\alpha}.
\]

In our calculations, the values of \( \alpha \) and \( \beta \) for which Kuttler [3] presented tables are selected. The main parameters used in the present calculations are summarized in Table 1. For purposes of direct comparisons, the cutoff wavenumbers obtained by the present calculations together with those evaluated by Kuttler [3], Vishen [4], Zhang [6] and Das [9] for symmetric and asymmetric TM as well as TE modes are given in Tables 2 to 5.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>1</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>The value of ( a )</td>
</tr>
<tr>
<td>( d )</td>
<td>The value of ( \beta )</td>
</tr>
<tr>
<td>Range of ( \xi_1 )</td>
<td>Calculated from Eqs. (17)-(19)</td>
</tr>
<tr>
<td>Range of ( \eta )</td>
<td>( [0, 2\pi] )</td>
</tr>
<tr>
<td>( \Delta \xi_2 )</td>
<td>0.01</td>
</tr>
<tr>
<td>( \Delta \eta )</td>
<td>0.01</td>
</tr>
</tbody>
</table>

From the tables we can find that for TM modes, our results coincide with those of Vishen [4] and Zhang [6], which are all within the bounds reported by Kuttler [3]. For TE modes, our results do not agree with those of [4,6] very well, but most of them are within the bounds reported by Kuttler, and are all very close to the upper bounds. Obviously, for both TM and TE modes, our results do not agree with those of Das [9], we think the main reason is that the small numbers of the grid nodes (corresponding to the large spatial steps) used in [9] cause rough mesh and low precision in their calculations.

Then, based on the cutoff wavenumbers listed in the tables, the eigenvalues and the corresponding eigenvectors in Eq. (16) can be easily achieved from the relation \( \lambda = k^2 \). After that, the field distributions can be directly plotted using the \( \varphi \) values in the eigenvectors and the mode numbers can be easily determined from the field distribution plots. In Fig. 2 and Fig. 3, we detail the field distributions of the longitudinal field components for the lowest TM and TE modes corresponding to the case of \( \alpha = 0.5 \) and \( \beta = 0.2 \), respectively. Here, we use the prefix “e” for even (symmetric) modes and “o” for odd (asymmetric) modes [2,17].

Finally, the cutoff angular frequencies \( \omega_c \), the cutoff frequencies \( \omega_c \), and the dispersive characteristics can be easily achieved from the relations \( \omega_c = 2nf_c = fc \), \( \omega_c = \omega_c^2 + k_c^2 \). The cutoff frequencies for the lowest TM and TE modes corresponding to the case of \( \alpha = 0.5 \) and \( \beta = 0.2 \) are given in Table 6, and the dispersion curves for these modes are shown in Fig. 4.

From the field distributions and the dispersion curves we can find several characteristic features: (1) each of the TM_m and TM_m modes splits up into one even mode and one odd mode when \( m \neq 0 \); (2) the TM_m modes are all even modes, and the TE_m modes do not exist; (3) the cutoff frequencies of the TM_m modes are much lower than those of the TM_m modes with the same mode numbers \( m \) and \( n \); (4) the cutoff frequencies of the eTE_m modes and the oTE_m modes with the same mode numbers are very close to each other, so their dispersion curves nearly overlap.
Table 2: Cutoff wavenumbers for symmetric TM modes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.1</td>
<td>5.4695</td>
<td>6.4747</td>
<td>7.3062</td>
<td>8.4965</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.2</td>
<td>4.8106</td>
<td>6.1224</td>
<td>7.3945</td>
<td>8.4974</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.3</td>
<td>4.0371</td>
<td>5.8903</td>
<td>7.3197</td>
<td>8.2909</td>
</tr>
<tr>
<td>a=0.25</td>
<td>β=0.25</td>
<td>3.4723</td>
<td>4.9272</td>
<td>5.9268</td>
<td>6.7154</td>
</tr>
<tr>
<td>a=0.25</td>
<td>β=0.5</td>
<td>2.9824</td>
<td>4.7868</td>
<td>5.8084</td>
<td>6.2439</td>
</tr>
</tbody>
</table>

Table 3: Cutoff wavenumbers for asymmetric TM modes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.1</td>
<td>5.9918</td>
<td>6.9203</td>
<td>7.9607</td>
<td>9.0091</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.2</td>
<td>5.5144</td>
<td>6.6719</td>
<td>7.9053</td>
<td>9.0560</td>
</tr>
<tr>
<td>a=0.5</td>
<td>β=0.3</td>
<td>5.1220</td>
<td>6.5839</td>
<td>7.9111</td>
<td>9.0091</td>
</tr>
<tr>
<td>a=2/3</td>
<td>β=0.2</td>
<td>6.9683</td>
<td>8.3682</td>
<td>10.0982</td>
<td>12.2266</td>
</tr>
<tr>
<td>a=0.25</td>
<td>β=0.25</td>
<td>4.264</td>
<td>5.5393</td>
<td>6.6537</td>
<td>7.7243</td>
</tr>
<tr>
<td>a=0.25</td>
<td>β=0.5</td>
<td>4.0338</td>
<td>5.5432</td>
<td>6.9144</td>
<td>7.156</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Cutoff wavenumbers for symmetric TE modes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower</td>
</tr>
<tr>
<td>$\alpha=2/3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta=0.2$</td>
<td>1.35114</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=0.475$</td>
<td>1.35219</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=0.315$</td>
<td>1.3522</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=0.5$</td>
<td>1.3532</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=0.2$</td>
<td>1.3542</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=1/3$</td>
<td>1.3553</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=2/9$</td>
<td>1.3564</td>
<td>3.6216</td>
<td>4.7881</td>
<td>5.9378</td>
<td>1.322</td>
</tr>
</tbody>
</table>

Table 5: Cutoff wavenumbers for asymmetric TE modes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower</td>
</tr>
<tr>
<td>$\alpha=2/3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta=0.2$</td>
<td>1.322</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=0.475$</td>
<td>1.3522</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=0.315$</td>
<td>1.3522</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=0.5$</td>
<td>1.3532</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=0.2$</td>
<td>1.3542</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\alpha=1/3$</td>
<td>1.3553</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
<tr>
<td>$\beta=2/9$</td>
<td>1.3564</td>
<td>2.6843</td>
<td>3.9232</td>
<td>5.1128</td>
<td>1.322</td>
</tr>
</tbody>
</table>

Source: ACES JOURNAL, Vol. 30, No. 12, December 2015
Table 6: Cutoff frequencies for the lowest TM and TE modes with $\alpha = 0.5$ and $\beta = 0.2$

<table>
<thead>
<tr>
<th>Modes</th>
<th>$k_c$</th>
<th>$\omega_c \times 10^9$</th>
<th>$f_c$ (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM modes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{eTM}_{01}$</td>
<td>4.8106</td>
<td>1.4432</td>
<td>0.2297</td>
</tr>
<tr>
<td>$\text{oTM}_{11}$</td>
<td>5.5114</td>
<td>1.6534</td>
<td>0.2631</td>
</tr>
<tr>
<td>$\text{eTM}_{11}$</td>
<td>6.1724</td>
<td>1.8517</td>
<td>0.2947</td>
</tr>
<tr>
<td>$\text{oTM}_{21}$</td>
<td>6.7991</td>
<td>2.0397</td>
<td>0.3246</td>
</tr>
<tr>
<td>$\text{eTM}_{21}$</td>
<td>7.3945</td>
<td>2.2184</td>
<td>0.3531</td>
</tr>
<tr>
<td>$\text{oTM}_{31}$</td>
<td>7.9607</td>
<td>2.3882</td>
<td>0.3801</td>
</tr>
<tr>
<td>TE modes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{oTE}_{11}$</td>
<td>1.3522</td>
<td>0.4057</td>
<td>0.06457</td>
</tr>
<tr>
<td>$\text{eTE}_{11}$</td>
<td>1.4076</td>
<td>0.4223</td>
<td>0.06721</td>
</tr>
<tr>
<td>$\text{oTE}_{21}$</td>
<td>2.6843</td>
<td>0.8053</td>
<td>0.1282</td>
</tr>
<tr>
<td>$\text{eTE}_{21}$</td>
<td>2.6863</td>
<td>0.8059</td>
<td>0.1283</td>
</tr>
<tr>
<td>$\text{oTE}_{31}$</td>
<td>3.9268</td>
<td>1.178</td>
<td>0.1875</td>
</tr>
<tr>
<td>$\text{eTE}_{31}$</td>
<td>3.9296</td>
<td>1.1789</td>
<td>0.1876</td>
</tr>
</tbody>
</table>

Fig. 2. Field distributions of $E_z$ for the lowest TM modes with $\alpha = 0.5$ and $\beta = 0.2$: (a) $\text{eTM}_{01}$ mode, (b) $\text{oTM}_{11}$ mode, (c) $\text{eTM}_{11}$ mode, (d) $\text{oTM}_{21}$ mode, (e) $\text{eTM}_{21}$ mode, and (f) $\text{oTM}_{31}$ mode.

Fig. 3. Field distributions of $H_z$ for the lowest TE modes with $\alpha = 0.5$ and $\beta = 0.2$: (a) $\text{oTE}_{11}$ mode, (b) $\text{eTE}_{11}$ mode, (c) $\text{oTE}_{21}$ mode, (d) $\text{eTE}_{21}$ mode, (e) $\text{oTE}_{31}$ mode, and (f) $\text{eTE}_{31}$ mode.
Fig. 4. Dispersion curves for the lowest TM and TE modes with $\alpha = 0.5$ and $\beta = 0.2$: (a) TM modes, and (b) TE modes.

The dependence of the cutoff frequency on the eccentricity of the coaxial line has been intensively analyzed in the literature, so we will not discuss here. The deviation between the numerical results calculated by the present method and those presented in the literature is very small. This agreement justifies the validity of the present analysis. Because BCS is very suitable for transmission lines with eccentric parallel cylinders, the success of the present method encourages its use for other problems, such as the analysis of lunar waveguides [3] and two-wire waveguides [18,19]. For these problems, only some variations of the boundary conditions in the present method are required.

IV. DISCUSSION

A. Accuracy and convergence rate

It is necessary to discuss the characteristics of the proposed method. Here, we will discuss the accuracy and convergence rate, which are two of the most essential characteristics of a numerical method.

The accuracy obtained by the proposed method is mainly due to the easy definition of eccentric coaxial waveguiding structure in BCS. Given an arbitrary cross section of an eccentric coaxial line, we can easily get the required parameters in BCS through the transformation relations demonstrated in Eqs. (10)-(12). Since the inner and outer boundaries are all parallel to the $\xi$-axis in BCS, there is no need to worry about the errors from the saw-tooth shaped boundaries, which has long been suffered by the FDM in other coordinate systems, as shown in Fig. 5.

From the Taylor series of $\phi_{i,j}$ in BCS, we obtain:

$$\frac{\partial^2 \phi_{i,j}}{\partial \eta^2} = \frac{\phi_{i+1,j} - 2\phi_{i,j} + \phi_{i-1,j}}{\Delta \eta^2} + O\left[\left(\Delta \eta\right)^2\right],$$

which indicate that the second derivative of $\phi_{i,j}$ is second-order accurate. So, in the case of $\Delta \xi = \Delta \eta = 0.01$ we used for the calculations, an accuracy of 0.0001 can be achieved. Even higher accuracy can also be easily achieved by reducing the spatial step size.

In order to solve the eigenvalue problem demonstrated in Eq. (16) with high efficiency, the Arnoldi method has been adopted for the fast computations. The Arnoldi method is well known for solving large matrix eigenvalue problems. For this classical method, the convergence rate has been intensively analyzed in the publications in mathematics [20,21], so we will not analyze it any more.

B. Comparisons with other methods

Among all the numerical methods, the FDM is the oldest and also the simplest. Its simplicity, however, makes it very robust and efficient [12]. It is essential to compare the proposed method with other commonly used numerical methods. Here, we will give the comparisons among the FDM, the finite difference time-domain (FDTD) method, the FEM method and the method of moments (MoM).

The FDM used in this paper is a numerical procedure for converting partial differential equations (PDEs) of a boundary-value problem into a set of algebraic equations to obtain approximate solutions, it is very suitable and efficient for the problem analyzed here. The method has been widely used in a variety of engineering fields. For a practical problem, if the coordinate system is properly chosen, the saw-tooth shaped boundaries can be well avoided and the degree of accuracy can reach a very high level, which has just been discussed.

The applications of FDM to the analysis of electromagnetic problems was empowered by the development of a unique scheme for the discretization of
the time-domain Maxwell’s equations, which is known today as the FDTD method. With the further development, the FDTD became probably the most popular numerical technique for solving complex electromagnetic problems [12]. But, the FDTD is well suited to time-domain full-wave analysis. There is no need to solve the eigenvalue problems using the FDTD method.

Like the FDM, the FEM is a numerical procedure to convert partial differential equations into a set of linear algebraic equations to obtain approximate solutions. Instead of approximating the differential operators, the FEM approximates the solution of a partial differential equation. Today, the FEM is recognized as a general preeminent method applicable to a wide variety of engineering and mathematical problems [12]. Generally, when compared with the FDM, the FEM has better accuracy and stability, but its realization is too complicated. Furthermore, it requires larger computer memory and longer computation time.

The MoM, also known as the moment method, is another powerful numerical technique in electromagnetics. Like the FEM, the MoM transforms the governing equation of a boundary-value problem into a matrix equation to enable its solution on digital computers. Today, it has become one of the most predominant methods in computational electromagnetics [12]. But the MoM is particularly well suited to open-region electromagnetic problems such as wave scattering and antenna radiation, and its realization is also too complicated when compared with the FDM.

To conclude, according to the above comparisons, it is easy to see that the FDM in BCS used in this paper is the most convenient, efficient and straightforward numerical method with high simplicity and practicality for the analysis of TM and TE modes in eccentric coaxial lines and other transmission lines with eccentric parallel cylinders.

V. CONCLUSION

A new method directly based on the FDM in BCS is developed, which is very suitable and efficient for calculating TM and TE modes in eccentric coaxial lines. Making use of this method, the cutoff wavenumbers, cutoff frequencies, field distributions and dispersive characteristics of higher order TM and TE modes in eccentric coaxial lines are given. Our results agree well with the previous results in the literature. In addition, several characteristic features of the field distributions and the dispersion relations are also indicated.

The accuracy of this method is mainly due to the easy definition of eccentric coaxial waveguiding structure in BCS. Furthermore, some variations of this method can be applied to the computation of electromagnetic field problems in other transmission lines with eccentric parallel cylinders (connected or not), such as lunar waveguides, two-wire waveguides, and so on.
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Abstract — This paper describes a dielectric substrate materials electromagnetic (EM) characterization method in the ultra-wideband (UWB) frequencies from DC to 5 GHz by taking into account the temperature influence. The proposed method theoretical principle is described and fundamentally built with the analytical formulation from the microstrip transmission line (TL) theory. From this basic concept, the analytical equations enabling to determine the dielectric material relative permittivity and loss tangent from the given S-parameters are established. The characterization method is validated with numerical and experimental tests. As proof of concept, a prototype of microstrip TL printed on FR4 epoxy substrate was designed, fabricated and experimented. The relative permittivity and loss tangent were extracted in the UWB frequency from DC to 5 GHz in the range of temperature varied from 40°C to 140°C. This innovative characterization method is useful for the investigation on the frequency dependent and especially by taking into account the temperature influence on the substrate materials; for example, during the microstrip circuits design phase.

Index Terms — Measurement method, microstrip line, relative permittivity, substrate material, temperature effect.

I. INTRODUCTION

With the tremendous trend on the electronic circuit design shrinking size, the electromagnetic compatibility/interference (EMC/EMI), the signal integrity and the temperature influence become critical effects [1-5] which must be integrated to the design and fabrication phases. These undesirable physical phenomena are more and more crucial for the deep submicron VLSI [1-2]. It was found that the thermal effects can induce particular phenomenon as the electromigration in the integrated circuits [3-4]. Moreover, the clock signal performances can be degraded due to the thermal influence on the substrate [5]. More recently, electronic research and design engineers were experimented that the temperature effect and the moisture are susceptible to degrade the printed circuit boards (PCBs) global performance [6]. Due to the constant increase of integration density, the substrate material characterization with the frequency and temperature dependence becomes a challenging subject for the microwave and integrated circuit designers and manufacturers [2,7]. Until now, very few investigations on the temperature influence to the electronic devices performance as the integrated [8] and hybrid [9] circuits are available in the literature. Despite the developed electromagnetic (EM) classical modeling, simulation and test techniques [10-11], the simultaneous influence of electrical, EM and temperature effects on the microwave circuits and devices remains an open question for the electronic research and design engineers. Furthermore, most of the existing classical EM characterization techniques dedicated to the dielectric materials are based on the consideration of S-parameters by using waveguide structures. Some of the available techniques are essentially carried out with the through, reflect, line calibration [11], coplanar lines [12-14], and split ring resonators [15]. However, those techniques present a heavy process complexity and they do not include the temperature effect and require sophisticated analytical approaches. The existing measurement technique of complex permittivity which takes into account the temperature variation as proposed in [16] was set with different shapes of resonant cavity. Nevertheless, such a characterization technique is particularly limited in terms of the operating frequency. Furthermore, it cannot be used for predicting the material characteristics in the baseband and microwave frequencies, which can be regularly required for the digital and microwave or mixed signal integrity analysis [17].

To overcome such technical limits, a relevant characterization method enabling to predict the substrate
material parameters in the ultra-wideband (UWB) frequency (with baseband frequency up to some GHz) with the use of microstrip technology can be envisaged. In addition to the flexibility of microstrip line theoretical approach, it enables a particularly simple experimental process as can be found in [17].

This paper addresses the EM characterization technique of dielectric substrate material with the temperature influence based on the microstrip line theory. For the better understanding, the paper is principally organized in three main sections. Section 2 is focused on the methodological approach of the substrate material characterization method under study. The fundamental formulas enabling to determine the permittivity will be proposed. The experimental application of the analytical approach constitutes Section 3. A microstrip test structure printed on FR4 epoxy will be investigated. The conclusion of the paper is drawn in the last section.

II. METHODOLOGY OF THE PROPOSED DIELECTRIC MATERIAL CHARACTERIZATION

The theoretical approach of this substrate material characterization method is elaborated in the present section. The method is essentially built with the consideration of microstrip structure. After brief introduction of the structure geometrical definitions and its S-parameters, the formulas allowing the extraction of the parameters to be determined will be proposed.

A. Description of the structure for the proposed substrate material EM characterization

The most accurate experimental way to perform a substrate material EM characterization in the base band and broadband microwave frequency dependence is based on the S-parameters measurement consideration. Thanks to the design simplicity and the flexibility of the analytical approach, the transmission line (TL) and resonator structures are the most popular technology to realize this characterization technique. In fact, by considering the exploitation of S-parameters analytical definition in function of the geometrical parameters, the substrate EM parameters as the permittivity formulation can be extracted. Along the paper, the TL implemented in microstrip structure will be investigated to establish the theoretical approach.

The configuration of the structure using the dielectric substrate characteristic measurement method under study is shown in Fig. 1. It acts as a microstrip TL with physical length \( d \), metallization width \( w \) and thickness \( t \) which is printed on dielectric substrate with height \( h \). The substrate complex permittivity versus frequency \( f \) and temperature \( T \) will be extracted from the TL measured two-port S-parameters.

\[
\begin{align*}
\cosh(\gamma \cdot d), \\
\sinh(\gamma \cdot d), \\
\end{align*}
\]

Fig. 1. Microstrip line structure and its physical parameters.

Along the paper, the reference impedance is denoted \( Z_0=50 \, \Omega \). The two-port system S-to-Z transform applied to the microstrip structure proposed in Fig. 1 allows to determine the access and transfer impedances. From where, the input and transmitted impedance versus the frequency \( f \) with respect to the S-parameters measurement versus the environment temperature \( T \) are defined as:

\[
\begin{align*}
Z_{11}(f,T) &= Z_0 \frac{1 + S_{11}(f,T) - S_{22}(f,T)}{1 - S_{11}(f,T) - S_{22}(f,T)}, \\
Z_{21}(f,T) &= \frac{Z_0 \cdot 2 S_{21}(f,T)}{1 + S_{11}(f,T) + S_{22}(f,T)} \\
S_{11}(f,T) &= \frac{Z_0}{1 + S_{11}(f,T) - S_{22}(f,T)}, \\
S_{21}(f,T) &= \frac{Z_0}{1 - S_{11}(f,T) - S_{22}(f,T)}, \\
S_{12}(f,T) &= \frac{Z_0}{1 + S_{11}(f,T) + S_{22}(f,T)}.
\end{align*}
\]

with \( j \) is the complex number. In the one hand, these expressions permit to determine the TL matrix impedances from the measured S-parameters by using a VNA. In the other hand, by assuming that the TL is \( Z_0 \)-loaded and non-dispersive, the same input and transfer impedances can be determined knowing the characteristic impedance \( Z_c \) and the propagation constant \( \gamma \) via the following expressions:

\[
\begin{align*}
Z_{11} &= Z_c \frac{\cosh(\gamma \cdot d)}{\sinh(\gamma \cdot d)}, \\
Z_{21} &= \frac{Z_c}{\sinh(\gamma \cdot d)}.
\end{align*}
\]

The equality of these analytical formulations combined with the microstrip line properties constitutes the building block of the determination method of the substrate material parameters under study described in the next paragraphs.

B. Analytical equations of the dielectric substrate parameter extraction with frequency dependence including the temperature influence

First and foremost, the dielectric characteristics are established from the microstrip line analysis combined
with the Bahl and Trivedi theory [17]. By definition, the TL propagation constant is defined in function of the per-unit loss $\alpha$ and the phase constant $\beta$ via the basic expression $\gamma(jf,T) = \alpha(f,T) + j\beta(f,T)$. From the member to member division of Equations (3) and (4), the following expression of the propagation constant can be obtained:

$$
\gamma(jf,T) = \frac{1}{d} \arg \cosh \left[ \frac{Z_{12}(jf,T)}{Z_{12}(jf,T)} \right].
$$

(5)

Then, the effective relative permittivity $\varepsilon_{eff}(f,T)$ of the dielectric material constituting the microstrip TL can be established from the phase constant thanks to the relation:

$$
\varepsilon_{eff}(f,T) \approx \frac{2\varepsilon_{eff}(f,T) - 1 + a(w/h)}{1 + a(w/h)}.
$$

(6)

with $c$ is the light speed in the vacuum. From where, the substrate relative permittivity can be extracted with the expression [17]:

$$
\varepsilon_r(f,T) \approx \frac{\varepsilon_{eff}(f,T) - 1}{1 + \alpha(w/h)}.
$$

(7)

where the mathematical function $a(.)$ is defined by:

$$
a(x) = \begin{cases} 
\sqrt{1+12/x} & \text{for } x < 1 \\
1 & \text{for } x \geq 1 
\end{cases}
$$

(8)

Finally, the loss tangent can be extracted from the equation:

$$
\tan[\delta(f,T)] \approx \frac{\varepsilon_{eff}(f,T)}{\pi \cdot f \sqrt{\varepsilon_{eff}(f,T)}}.
$$

(9)

During the numerical modelling, those analytical relations were implemented as Matlab program. The computed results will be discussed in the next section.

### III. EXPERIMENTAL INVESTIGATION

After introduction of the experimental setup, the measurement results exploitation will be presented in this section based on the previous analytical approach.

#### A. Circuit under test design and experimental setup

The microstrip TL assumed as the circuit under test is photographed in Fig. 2. It can be seen that this TL presents physical parameters $w=1.5$ mm and $d=164$ mm. The circuit is printed on FR4 epoxy substrate with height $h=0.8$ mm and copper etched with thickness $t=35$ µm. The S-parameters of the circuit under test were measured with the Agilent VNA 8502C from DC to 5 GHz. Moreover, after calibration, it was placed in the furnace provided by THITEC® depicted in Fig. 3. The furnace presents the physical size 50cm×47cm×50cm or volume 117 liters. The furnace operates with a digital function allowing to program the temperature of its internal chamber. For the present study, the temperature chamber was increased from ambient $T=40^\circ$C to 140$^\circ$C. In order to consider the temperature influence on the circuit under test, the sampling of the measured $S(jf,T)$-parameters was recorded at least after five minutes of the temperature change.

![Fig. 2. Photograph of the circuit under test.](image)

![Fig. 3. Photograph of the experimental test bench including the VNA and the furnace.](image)

To check the relevance of the proposed method, preliminary numerical tests with EM computation based on the method of moment (MoM) were performed.

#### B. Numerical tests with method of moment simulation

To perform the numerical tests, the inputs parameters are the physical dimensions of the tested line, the operating frequency band and the given S-parameters. Two microstrip TLs supposed with different physical lengths $d_1=82$ mm and $d_2=164$ mm printed on the dielectric substrate with relative permittivity $\varepsilon_r=4.5$, loss tangent $\tan(\delta)=0.018$ and $h=0.8$ mm etched with Cu-conductor were designed and simulated in the ADS/Momentum environment. The comparisons between the super UWB substrate characteristics extracted from the simulated S-parameters are displayed in Fig. 4. A good correlation between the extracted dielectric characteristics is observed. However, a relative variation lower than 8% is occurred compared to the ideal
parameters, mainly due to the MoM numerical inaccuracy. This preliminary result confirms the feasibility of the characterization method under study independently to the TL physical length and to operate notably in the UWB frequency.

![Graph showing relative permittivity and loss tangent versus frequency from MoM simulations.](image)

**Fig. 4.** Comparisons between relative permittivity and loss tangent versus frequency from MoM simulations.

Based on the full wave approach, it can be pointed out that the present method generates numerical relative errors lower than 10%. Furthermore, comparisons between the performances of the coplanar-, cavity- and microstrip-structure based methods are addressed in Table 1.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Coplanar</th>
<th>Cavity</th>
<th>Microstrip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>Not adapted to lower frequencies</td>
<td>Limited by resonant effect</td>
<td>Limited to tens GHz</td>
</tr>
<tr>
<td>Complexity</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Temperature</td>
<td>Adapted</td>
<td>Difficult</td>
<td>Adapted</td>
</tr>
</tbody>
</table>

**Table 1: Comparison between the coplanar, cavity and microstrip structure based dielectric characterization methods**

C. Extraction of dielectric material in the UWB frequency with temperature-dependent

Based on the experimental setup shown in Fig. 3, the DUT S-parameters were measured from DC to 5 GHz by increasing the temperature step by step. For the sake of simplicity and temperature influence illustration, only the measured $S_{11}(f,T)$ reflection and $S_{21}(f,T)$ transmission parameters at $T={40^\circ C, 60^\circ C, 85^\circ C, 100^\circ C, 120^\circ C, 140^\circ C}$ are presented respectively in Fig. 5 (a) and in Fig. 5 (b). It is noteworthy that during the test, there is no significant difference between $S_{11}(f,T)$ and $S_{21}(f,T)$, for $T$ varied from the ambient temperature of about $20^\circ C$ to $40^\circ C$ and the TL losses increase with the temperature. Then, the UWB characteristics of the FR4 constituting the DUT substrate from DC to 5 GHz can be determined from expressions (7) and (9).

![Graph showing measured S-parameters of the DUT of Fig. 2 for $T={40^\circ C, 60^\circ C, 85^\circ C, 100^\circ C, 120^\circ C, 140^\circ C}$.](image)

**Fig. 5.** Measured S-parameters of the DUT of Fig. 2 for $T={40^\circ C, 60^\circ C, 85^\circ C, 100^\circ C, 120^\circ C, 140^\circ C}$.

Consequently, the measured dielectric constant $\varepsilon_r(f,T)$ is plotted in Fig. 6 (a). It can be emphasized that the obtained relative permittivity $\varepsilon_r(f,T)$ is proportionally inverse of the temperature $T$. Moreover, $\varepsilon_r(f,T)$ presents an absolute variation of about 0.27 when increasing the temperature from $40^\circ C$ to $140^\circ C$. Furthermore, Fig. 6 (b) depicts the loss tangent in the same temperature range. The loss tangent $\tan\delta(f,T)$ increases with $T$ from about 0.025 with margin of about 0.02. The loss tangent is sensitivity to the TL resonance frequencies. This temperature effect can be reduced by choosing material with less thermal coefficient of expansion and low losses. The envelop of loss tangent can be estimated by using other methods like strip line ring resonator using proper calibration method and by reducing the systematic error and instrumental error through repeated characterization. Compared to the existing characterization techniques introduced in [10-11], the proposed method is simpler and allows to operate in UWB frequency from DC to several GHz. In addition, it enables the microwave structure modelling versus temperature.
D. Discussion the potential application with the extraction of the frequency dependent RLCG-model with the temperature consideration

Several applications of the proposed EM characterization method can be envisaged for the PCB design engineering as the signal and power integrity analyses. It can be emphasized that the developed method is beneficial thanks to the proposed EM characteristic with the temperature influence. To do this, the performant TL behavioural model as the RLC-network modelling can be utilized. It can be recalled that given the characteristic impedance $Z_c(f,T)$ and the propagation constant $\gamma(f,T)$, the TL RLC-model can be extracted. As suggested in [7], the per unit-length parameters $R_u$, $L_u$, $C_u$ and $G_u$ can be calculated with the following expressions:

$$R_u(f,T) = \frac{\Re\{\gamma(f,T)Z_c(f,T)\}}{d},$$  

$$L_u(f,T) = \frac{\Im\{\gamma(f,T)Z_c(f,T)\}}{2\pi f \cdot d},$$  

$$C_u(f,T) = \frac{\Im\{\gamma(f,T)\}}{2\pi f \cdot d}.$$  

with $\Re[z]$ and $\Im[z]$ are respectively the real and imaginary parts of the complex number $z$. The TL RLC-model can be extracted based on the model presented in [17]. The feasibility of this future application can be understood with the variation of the TL per unit length RLC-parameters $R_u(T)$, $L_u(T)$ and $C_u(T)$ at 1 GHz addressed in Table 2.

<table>
<thead>
<tr>
<th>$T$ (°C)</th>
<th>$R_u$ (Ω/m)</th>
<th>$L_u$ (nH/m)</th>
<th>$C_u$ (pF/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40°</td>
<td>1.29</td>
<td>344</td>
<td>138</td>
</tr>
<tr>
<td>60°</td>
<td>1.62</td>
<td>353</td>
<td>138</td>
</tr>
<tr>
<td>85°</td>
<td>1.93</td>
<td>360</td>
<td>137</td>
</tr>
<tr>
<td>100°</td>
<td>2.12</td>
<td>369</td>
<td>135</td>
</tr>
<tr>
<td>120°</td>
<td>2.33</td>
<td>370</td>
<td>133</td>
</tr>
<tr>
<td>140°</td>
<td>3.54</td>
<td>370</td>
<td>127</td>
</tr>
</tbody>
</table>

The thermo-electromagnetic characterization method under study presents potential applications for:

- The EMC engineering in particular with the EM shielding effectiveness prediction [18-20] by overcoming the limitation in terms of the frequency band in addition to the temperature effects.
- The RF engineering with the use of unknown complex structure material absorption in the broadband frequency band [21].
- And facing to the open questions on the integration of the composite materials in the different areas, the present characterization method offers a possibility of the effective parameter modelling of the innovative materials as the complex composites [22].

IV. CONCLUSION

A simple and efficient characterization method of dielectric substrate constant and loss tangent is developed. The method is particular innovative with its possibility to operate in super UWB frequency with temperature influence. The proposed method is based on the use of microstrip TL properties. The analytical concept illustrating the methodology principle is presented. To illustrate the proposed method functionality, a proof of concept was designed, fabricated, simulated and experimented. The relevance of the method was verified with MoM numerical tests. Then, an application with a prototype of microstrip TL printed on FR4 epoxy substrate is presented. The dielectric constant $\varepsilon_r(f,T)$ and loss tangent $\tan[\delta(f,T)]$ from DC to 5 GHz was extracted by considering the temperature variation from 40°C to 140°C. Moreover, since the linear thermal coefficient of copper is $18.10^{-6}$ m/mK, the temperature from 40°C to 140°C, i.e., by 100°C will increase the length of microstrip line from 164 mm to 164.3 mm, i.e., by 0.18%.

The present method is limited to the prediction of the PCB substrate global characteristic. The main drawback is for the characterization of typically
micrometric size materials. In addition, the method is particularly sensitive to the measurement artefacts.

The exploitation of the proposed method for the microwave PCBs reliability prediction, the EM compatibility investigation and signal integrity analysis with respect to the temperature influence is in progress.
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A Novel Printed Antenna with Square Spiral Structure for WiMAX and WLAN Applications
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Abstract — A new printed antenna with multiband characteristic suitable for WiMAX and WLAN operating frequency bands is presented. For this purpose, two square spiral arms as radiating elements and partial ground plane are considered in the antenna structure. By adding the square spirals and adjusting the number of turns of the square spirals, new resonances are excited and desired resonant frequencies at 2.56, 3.94, 5.20, 5.80, and 10.18 GHz can be achieved to cover WLAN and WiMAX systems. Parametric simulation of the main parameters affecting the antenna performance are presented and discussed. The designed antenna with full size of 20×20 mm\(^2\) is fabricated and tested. The radiation pattern is approximately omnidirectional in operating bands. The simulated and the experimental results are in acceptable agreement and confirm good performance for the offered antenna.

Index Terms — Multiband characteristic, square spiral arms.

I. INTRODUCTION

It is now common practice to integrate several radios in a single wireless platform that uses one antenna or one single radio device to handle multiple standards. To this end, the antennas need to cover multiple frequency bands [1]. Multiband antennas are one of the desirable candidates to be employed in services with various operating bands. The characteristic of the printed antenna can easily satisfy the technical requirements for high performance, being light weight and low profile. So, printed monopole antennas and the dipole antennas play an important role in many aspects of multiband antennas [2]. Wireless local area network (WLAN) and worldwide interoperability for microwave access (WiMAX) with standard operating frequency bands including 2.4 GHz (2.4-2.484 GHz)/5.2 GHz (5.15-5.356 GHz)/5.8 GHz (5.725-5.825 GHz) and 2.56 GHz (2.5-2.69 GHz)/3.5 GHz (3.4-3.696 GHz)/5.5 GHz (5.25-5.85 GHz), respectively, have been widely applied in mobile devices such as handheld computers and intelligent phones [3]. Recently, several multiband printed monopole and dipole antennas for WLAN and WiMAX applications have been presented in [2-13]. A dipole antenna using double-side layer and the flared arms is presented in [2]. The proposed antenna consists of three branch strips. The longer strip is employed as a reflector and the shorter one is as a director. The desired operating bands can be achieved by optimizing the length of the branch strips. In [3], a hybrid design of a microstrip-fed parasitic coupled ring fractal monopole antenna is investigated. By adding fractal strip and inserting parasitic element in the back side, WiMAX and WLAN operating bands can be covered. In [4], a coplanar waveguide-fed (CPW) antenna includes a square spiral patch to increase resonance frequencies and two L-shaped strips for achieving wider impedance bandwidth. In [5], a monopole antenna with one branch strip and two hook-shaped strips suited for WLAN/WiMAX applications is designed. The return loss curves of the presented antenna is significantly influenced by the rectangular slit in the ground plane. In [6], two rectangular split-ring resonators subjoined on the radiating patch to obtain a tri-band resonant characteristic. In [7], folded T-shaped arms are used to tune frequency bands. Also, H-shaped slot on the ground plane has an important effect on producing wider impedance bandwidth. In [8], a novel PIFA configuration is proposed of T-shaped on the radiating patch and rectangular slot in the ground plane. These modifications lead to enhanced impedance bandwidth. In [9], a monopole antenna has a dual-layer metallic structure which is embedded on both sides of the substrate. 3 GHz and 5 GHz frequency bands can be achieved by adding the S-shaped strip to the feed line and a special structure on the bottom layer, respectively. In [10], a monopole antenna with several narrow strips, acted as resonance paths, are connected to a 50-ohm CPW feed line. In the offered antenna, multiband characteristic can be obtained by using quarter-wavelength long patch.

In this paper, a simple printed antenna with a novel configuration is suggested for WLAN and WiMAX applications. The proposed antenna consists of two square spiral arms connected to a microstrip feed line.
on the top layer of the substrate and a defected ground plane on the bottom layer. By using square spirals, new resonances are generated, and so multiband operation can be achieved. Modified turns of the square spirals and optimized dimensions of the ground plane lead to favorable frequency bands of 245 MHz (2.498-2.743 GHz), 254 MHz (3.789-4.043 GHz), 365 MHz (5.063-5.428 GHz), 397 MHz (5.601-5.998 GHz), and 580 MHz (9.911-10.491 GHz).

The presented structure has an efficient performance with the lower cost and simple design. The final size of presented antenna is smaller than most multiband antennas which are mentioned recently. Good return loss and radiation characteristics are gained in the frequency band of interest.

II. ANTENNA CONFIGURATION AND DESIGN

Figure 1 shows geometrical configuration of the suggested antenna which is printed on an FR4 substrate with a size of 20(x-axis)×20(y-axis)×1 mm$^3$, relative permittivity of 4.4, and loss tangent of 0.022. Two square spirals as radiating element and 50 Ω microstrip line with fixed width ($W_0$) and length ($L_0$) is used on the upper side of the substrate. The partial ground plane with constant width of $L_G = 6$ mm is embedded on the other side of substrate. The square spirals have critical effects on exciting new resonances and controlling frequency resonances. To investigate the importance of square spirals, four steps of the designing process, as illustrated in Fig. 2, for different turns of the square spirals are presented and studied. Ansoft simulation software high-frequency structure simulator (HFSS) [14] is used for the parametric analysis and optimization of the designs. All the optimized values of the parameters are written in Table 1.

At first, the main innovation of the design including two special arms with unequal strips [see Fig. 2 (a)] is considered. In the second, third, and last steps [see Figs. 2 (b), 2 (c), and 2 (d)], excess strips are sequentially added to the arms to configure the turns of the square spirals. By connecting any strip to the arms, additional current paths on the radiating elements is generated. In this case, the new coupling paths between square spirals and ground plane can be obtained, and thus, the number of frequency resonance is increasing. Return loss curves for all the mentioned steps are demonstrated in Fig. 3.

<table>
<thead>
<tr>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_0$</td>
<td>8</td>
<td>$L_1$</td>
<td>9</td>
<td>$L_2$</td>
<td>7</td>
</tr>
<tr>
<td>$L_3$</td>
<td>2.4</td>
<td>$L_4$</td>
<td>4</td>
<td>$L_5$</td>
<td>2.4</td>
</tr>
<tr>
<td>$W_0$</td>
<td>1.7</td>
<td>$W_1$</td>
<td>0.3</td>
<td>$W_2$</td>
<td>7.4</td>
</tr>
<tr>
<td>$W_3$</td>
<td>6.5</td>
<td>$W_4$</td>
<td>4.5</td>
<td>$W_5$</td>
<td>4.4</td>
</tr>
<tr>
<td>$W_6$</td>
<td>3.5</td>
<td>$L_G$</td>
<td>6</td>
<td>$h_{sub}$</td>
<td>1</td>
</tr>
<tr>
<td>$W_{sub}$</td>
<td>20</td>
<td>$L_{sub}$</td>
<td>20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Geometry of the proposed antenna: (a) side view, (b) top view, and (c) bottom view.

Fig. 2. (a) The antenna in step 1, (b) the antenna in step 2, (c) the antenna in step 3, and (d) the proposed antenna in step 4.
In the optimized case, resonant frequencies at 1.6, 2.7, 3.7, 5.1, 5.8, and 10.4 GHz are educed. For more expression of the significance of the dimension of square spiral arms, parametric study for the substantial parameters of the arms have been done. Note that in parametric analysis, one parameter is changed while the others are fixed. Simulated return loss curves with different values of key parameters named \( W_3, W_6, L_3, L_5, \) and \( W_4 \) are shown in Fig. 4, Fig. 5, and Fig. 6. From Fig. 4, it is found that the increment of the \( W_3 \) and \( W_6 \) has a great effect on moving resonant frequency to lower frequencies. As illustrated in Fig. 5, various values of the \( L_3 \) and \( L_5 \) control the impedance matching of the higher resonant frequencies. Finally, as indicated in Fig. 6, by increasing \( W_4 \), the matching and the location of higher frequency bands can be improved.

For more clarification of the frequency performance of the square spirals, current distribution of the exhibited proposed antenna for desirable resonant frequencies at 2.7, 3.7, 5.1, and 5.8 GHz are displayed in Fig. 7. From Fig. 7 (a) and Fig. 7 (b), it is clearly observed that the surface current distribution is concentrated around small and large square spiral arms at 2.7 and 3.7 GHz, respectively. Furthermore, as seen in Fig. 7 (c) and Fig. 7 (d), surface currents are nearly equal around both arms. Therefore, multiband operation can be achieved by different radiated parts of square spirals.
III. RESULTS AND DISCUSSIONS

The photograph of the manufactured antenna is shown in Fig. 8. Simulated and measured return loss characteristics of the discussed antenna are plotted in Fig. 9. Figure 9 indicates that there is a discrepancy between the simulated and measured results. This discrepancy is commonly due to the a number of parameters, such as the wider range of simulation frequencies, the fabricated antenna dimensions as well as the thickness, and dielectric constant of the substrate, on which the antenna is fabricated. To confirm the accurate return loss characteristics for the designed antenna, it is recommended that the manufacturing and measurement process need to be performed carefully; besides, SMA soldering accuracy and FR4 substrate quality need to be taken into consideration [15].

![Fig. 8. Photograph of the fabricated antenna prototype with proposed patch.](image)

![Fig. 9. Measured and simulated return losses of the proposed antenna.](image)

Fig. 8. Photograph of the fabricated antenna prototype with proposed patch.

Fig. 9. Measured and simulated return losses of the proposed antenna.

As shown in Fig. 9, multiband operation at 245 MHz (2.498-2.743 GHz), 254 MHz (3.789-4.043 GHz), 365 MHz (5.063-5.428 GHz), 397 MHz (5.601-5.998 GHz), and 580 MHz (9.911-10.491 GHz) can be attained to cover WiMAX frequency bands at 2.5 GHz (2500-2690 MHz), and WLAN frequency bands at 5.2/5.8 GHz (5150-5350 MHz)/(5725-5825 MHz). The simulated and measured peak gains for the proposed antenna for the lower, middle and higher bands are shown in Fig. 10. The normalized co-polarization and cross-polarization radiation patterns of the antenna at 2.56, 3.94, 5.2, and 5.8 GHz are illustrated in Fig. 11. The radiation pattern in x-z plane is approximately omnidirectional.

![Fig. 10. Measured and simulated gain curves of the proposed antenna.](image)

![Fig. 11. Normalized radiation patterns of the proposed antenna at: (a) 2.56, (b) 3.94, (c) 5.2, and (d) 5.8 GHz.](image)
IV. CONCLUSION

A novel multiband printed antenna for WiMAX/WLAN applications has been reported. We showed that by using two square spiral arms as radiating elements and a partial ground plane, five frequency bands at 245 MHz (2.498-2.743 GHz), 254 MHz (3.789-4.043 GHz), 365 MHz (5.063-5.428 GHz), 397 MHz (5.601-5.998 GHz), and 580 MHz (9.911-10.491 GHz) can be obtained, so WiMAX/WLAN standard frequency bands can be covered. Also, the radiation patterns in both H-plane and E-plane are omnidirectional at covered frequency bands. The proposed antenna is attractive and can be practical for various multi frequency systems.
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Abstract — A type of low-barrier Schottky barrier diode (SBD), based on InGaAs/InP, is designed and fabricated, and then a 340-400 GHz zero-biased waveguide detector utilizing this diode is proposed. To predict the performance of the SBD, firstly we present a self-consistent analytical method to find the accurate values of the parameters of the SBD by using the on-wafer measured S-parameter under different bias conditions up to 40 GHz and an auxiliary de-embedding structure. The extracted values show a very good agreement with the theoretical values. Then a concept called effective capacitance is proposed to model the high frequency (340-400 GHz) properties of the SBD. This concept has greatly improved the consistency of the simulated and measured results of the detector. The measured maximum voltage responsivity and the minimum noise effective power (NEP) of the detector are 800 mV/mW and $3.46 \times 10^{-11}$ W/Hz$^{0.5}$ at 382 GHz, respectively.

Index Terms — Detector, effective capacitance, InGaAs/InP, low barrier, modeling technology, parameter extraction, Schottky barrier diode.

I. INTRODUCTION

Terahertz (THz) detection technology is becoming more and more attractive for its applications in astronomy, imaging and bio-sensing [1,2]. There is a number of ways to achieve THz detection [3]. Bolometers are extremely sensitive, providing responsivity up to $10^5$ V/W, and noise equivalent power (NEP) about $10^{-13}$ W/Hz$^{0.5}$. But relatively speaking, they have a slow temporal response and require cryogenic condition [4]. A room temperature THz detector which has high responsivity, high stability, and low cost of fabrication will greatly promote the application of THz technologies. Schottky barrier diode (SBD) detectors have long been used in millimeter-wave (MMW) and THz regions because of their high sensitivity, ability to operate at an ambient or cryogenic temperature and fast response time. When the diode is optimized to have a low forward turn-on voltage, the detectors can achieve excellent frequency response and bandwidth, even with zero-bias. InGaAs/InP is verified to be a very promising material system for the detection at MMW and THz frequencies. Superior to traditional material, such as GaAs, its lower Schottky barrier height provides zero-bias detection ability that not only eliminates shot noise and hence improves crucially signal-to-noise ratio, but also simplifies the detection system [5].

In this study, a planar SBD using InGaAs/InP material system with low barrier height is designed and fabricated at Institute of Microelectronics of Chinese Academy of Sciences (IMCAS). Based on this SBD, a 340-400 GHz zero-biased waveguide detector is proposed.

The hardest and most important part of the solid-state circuit design is the modeling of the device. The deviation between the simulated and measured results is mainly due to the inaccurate modeling technique. Here, we propose a self-consistent modeling technique of SBD which is based on an analytic method to extract the parameters of SBD from the on-wafer measured S-parameter data. The extracted values of the parameters agree well with the theoretical values. Then an extrapolation process and a concept called effective capacitance are also presented, which greatly improve the consistency between the simulated and measured results.

II. DESIGN AND MODELING OF THE SBD

A common structure of a planar SBD is depicted in Fig. 1 (a). As mentioned above, detectors based on SBDs with low forward turn-on voltage can achieve excellent frequency response and bandwidth. Hence, InGaAs/InP material system which has a low barrier height is used here. The doping levels and the thicknesses of epitaxial
layer and buffer layer need to be carefully designed to meet the demand of the detector. In order to minimize the series ohmic contact resistance, the buffer doping concentration \(N_{\text{buffer}}\) should be as high as possible; for instance, \(3 \times 10^{19} \text{ cm}^{-3}\), which is near to the upper limit of InGaAs. The thickness of buffer layer \(t_{\text{buffer}}\) should be larger than one skin depth at the operating frequency, but larger thickness leads to larger cost. So the trade-off value is chosen to be 1.5 μm. Both epitaxial doping concentration \(N_{\text{epi}}\) and epi-layer thickness \(t_{\text{epi}}\) should be considered at the same time. \(t_{\text{epi}}\) should be slightly larger than the maximum depletion depth, which is also relative to \(N_{\text{epi}}\). The decision of \(N_{\text{epi}}\) is a compromise between series resistance and reverse breakdown voltage. Here, \(N_{\text{epi}}\) and \(t_{\text{epi}}\) are chosen as \(2 \times 10^{17} \text{ cm}^{-3}\) and 0.2 μm, respectively. The diameter of the Schottky contact was chosen as 2 μm to obtain a reasonable junction capacitance which satisfies the demand of the detector at specified frequencies [6, 7].

The fabrication process of the SBD is described briefly as follows. Firstly, the epitaxial lattice matched In_{0.53}Ga_{0.47}As structure including a 1.5 μm thick heavily doped n-type buffer layer and a 0.2 μm thick n-type epitaxial layer was grown on a semi-insulating (SI) InP substrate using molecular beam epitaxy (MBE). The doping concentration of the two layers are \(3 \times 10^{19} \text{ cm}^{-3}\) and \(2 \times 10^{17} \text{ cm}^{-3}\), respectively. Secondly, the ohmic contact was formed at the epi-layer by etching through the n-type buffer layer and depositing a Ti-Pt-Au metal. Thirdly, a SiO\(_2\) layer was deposited on the epi-layer to provide passivation and insulation. Fourthly, the Schottky contact was formed by opening a current window on the insulating layer followed by depositing a metal contact on the epi-layer. Fifthly, a narrow metal connection was formed across the surface-channel to route the Schottky anode path towards a large anode contact pad. This narrow metal connection is known as the air-bridge finger. Finally, the In_{0.53}Ga_{0.47}As material beneath the air-bridge finger was removed to isolate the anode and cathode pads. Here, the SI-InP substrate serves as a supporting structure for the diode [8].

Figure 1 (b) illustrates the equivalent circuit model of the InP/InGaAs based planar SBD. Figure 2 shows the images of the diode which is identical to the one used in the detector and its auxiliary de-embedding structure. They are both in coplanar waveguide (CPW) configuration, since the ground-signal-ground (GSG) probe is used in the on-wafer S-parameter measurement.

In the extraction process, three equivalent circuits are used, which are “open”, “short” and “actual”, as shown in Fig. 3. “Open” represents the auxiliary de-embedding structure as shown in Fig. 2 (b). “Short” represents the SBD which is working at relatively large forward bias conditions, such as 1V. “Actual” represents the SBD which is working at bias conditions ranging from -1 V to 0.15 V. Notice that in all the three equivalent circuits, there should be a series resistance (denoted by \(R_{\text{pad}}\)) which represents the probe connection resistance and the resistance of the microstrip line. \(R_{\text{pad}}\) is removed from the circuits since it is very small (less than 1 Ω). The coupling between the signal and ground lines is modeled as \(C_{\text{pad}}\). The self-inductance of the signal line is modeled as \(L_{\text{pad}}\). For planar diodes, \(L_{f}\) is in the range of several to tens pico-henrys, whereas the capacitances are in the range of a tenth to tens of a femto-farad. At the measured frequencies, capacitances are dominant, in the range of a tenth to tens of a femto-farad. The series resistance \(R_{s}\) is negligible small in comparison with \(L_{f}\). And in “actual” mode, \(R_{s}\) is negligible small in comparison with the junction resistance.

In “open” mode, \(C_{\text{pad}}\) is extracted by using:

\[
C_{\text{pad}} = \frac{\text{Im}(Y_{11,\text{open}})}{\omega}. \tag{1}
\]

In “short” mode, \(L_{\text{pad}}\) is extracted by using:
In “actual” mode, the total capacitance ($C_{\text{total}}$) is extracted by using:

$$C_{\text{total}} = \frac{1}{\omega} \left( \frac{1}{\text{Im}(Y_{11,\text{actual}} - Y_{11,\text{short}})} + \frac{1}{\text{Im}(Y_{11,\text{open}} - Y_{11,\text{short}})} \right),$$

where $Y$ is the Y-parameter calculated from the on-wafer measured S-parameter, and $\omega$ is the angular frequency.

![Microscope images of: (a) diode and (b) auxiliary de-embedding structure in CPW configuration.](image)

Fig. 2. Microscope images of: (a) diode and (b) auxiliary de-embedding structure in CPW configuration.

![Equivalent circuits for: (a) “open”, (b) “short”, and (c) “actual”.](image)

Fig. 3. Equivalent circuits for: (a) “open”, (b) “short”, and (c) “actual”.

The measured S-parameter is from 10 to 40 GHz. Within this range, the extracted values of $C_{\text{pad}}$, $L_{\text{pad}}$, and $C_{\text{total}}$ are about 19 fF, 95 pH and 18 fF, respectively, as shown in Fig. 4 (a), which is the case of the zero-bias condition. $C_{\text{pad}}$ and $L_{\text{pad}}$ do not change with different bias conditions, while $C_{\text{total}}$ does; since it contains $C_j$, which is the voltage-dependent junction capacitance. The values of $C_{\text{total}}$ under different bias conditions are shown in Fig. 4 (b), which is the case of 40 GHz.

According to the Schottky theory, the total capacitance is described as:

$$C_{\text{total}} = C_{j0}(1 - \frac{V}{V_{bi}})^{0.5} + C_{\text{par}},$$

where $C_{j0}$ is the zero-bias junction capacitance, $V$ is the bias voltage, $V_{bi}$ is the build-in potential and $C_{\text{par}}$ is the total parasitic capacitance ($C_{pp} + C_{fp}$).

By fitting (3) to (4), $C_{j0}$, $V_{bi}$ and $C_{\text{par}}$ are extracted, which are useful in the design and simulation of the detector. From the curve-fitting procedure at 40 GHz, $C_{j0}$, $V_{bi}$, and $C_{\text{par}}$ are extracted as 9.6 fF, 0.26 V, and 8.8 fF, respectively. A comparison between the extracted and fitted $C_{\text{total}}$ is depicted in Fig. 4 (b), showing a very good agreement. By using the same equation and values of $C_{j0}$, $V_{bi}$, and $C_{\text{par}}$, good agreements are also obtained at the band of 10-40 GHz.

The theoretical values of $C_{j0}$ and $V_{bi}$ are deduced from the DC-IV curve as 9.56 fF and 0.25 V respectively, which are consistent with the extracted values. Details of the deduction can be found in [6]. The values of these parameters are listed in Table 1.

![Extracted $C_{\text{total}}$, $C_{\text{pad}}$, and $L_{\text{pad}}$ versus frequency at zero-biased voltage, and (b) extracted and fitted $C_{\text{total}}$ versus bias voltage at 40 GHz.](image)

Fig. 4. (a) Extracted $C_{\text{total}}$, $C_{\text{pad}}$, and $L_{\text{pad}}$ versus frequency at zero-biased voltage, and (b) extracted and fitted $C_{\text{total}}$ versus bias voltage at 40 GHz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DC-IV Theory Value</th>
<th>Extracted Value (40 GHz)</th>
<th>Effective Value (400 GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{j0}$</td>
<td>9.56 fF</td>
<td>9.6 fF</td>
<td>$C_{j0,\text{eff}}$=15.7 fF</td>
</tr>
<tr>
<td>$V_{bi}$</td>
<td>0.25 V</td>
<td>0.26 V</td>
<td>$V_{bi,\text{eff}}$=0.26 V</td>
</tr>
<tr>
<td>$C_{\text{par}}$</td>
<td>-</td>
<td>8.8 fF</td>
<td>$V_{bi,\text{eff}}$=0.26 V</td>
</tr>
<tr>
<td>$C_{\text{pad}}$</td>
<td>-</td>
<td>19 fF</td>
<td></td>
</tr>
<tr>
<td>$L_{\text{pad}}$</td>
<td>-</td>
<td>95 pF</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of the values of parameters
To verify our extraction method further, S-parameter comparison between equivalent circuit model simulation and diode measurement is presented. Figure 5 shows the simulated equivalent circuit as well as the value of each parameter which is obtained by our extraction method. The values of $R_j$ is calculated by the DC-IV curve using:

$$R_j = \frac{dV}{dl} = \frac{\eta kT}{q},$$

(5)

where $\eta$ is the ideal factor, $q$ is the elementary charge, $k$ is the Boltzmann’s constant and $T$ is the ambient temperature. The comparison between the simulated and measured S11 is shown in Fig. 6. Good agreements of both magnitude and phase are observed. Only S11 is compared here since the one-port measurement setup is used.

![Fig. 5. Equivalent circuit simulation model with the values extracted by the proposed method.](image)

![Fig. 6. Comparison between the simulated and measured S11 of the SBD.](image)

The results in Fig. 4, Table 1 and Fig. 6 indicate that our method aiming at finding the accurate values of the parameters is valid, self-consistent and useful. The accurate values not only help us to get a deep insight of the diode which can help us to improve the diode, but also are the key to the diode modeling which is very important in the following detector design process.

However, the diode is expected to be used in a 340-400 GHz detector, which is beyond the extraction range (10-40 GHz). To solve this problem, an extrapolation process is conducted up to 400 GHz, as shown in Fig. 7. Only $C_{\text{total}}$ is extrapolated since $C_{\text{pad}}$ and $L_{\text{pad}}$ are used to model the GSG configuration which has nothing to do with the modeling of the detector. It is observed that $C_{\text{total}}$ varies with the frequency. The reason is that the parasitic effect becomes stronger at higher frequencies, which makes the circuit model in Fig. 1 (b) and Fig. 3 insufficient. However, fully considering the parasitic effect at high frequencies leads to a very complex question.

![Fig. 7. Extracted and extrapolated $C_{\text{total}}$ versus frequency at zero-biased voltage (markers are the extracted data calculated from the 10-40 GHz measured S-parameter, and dashed lines are the corresponding extrapolation up to 400 GHz).](image)

So we proposed a concept called effective capacitance, which contains the high frequency parasitic effect while maintaining the same simplicity. In Section IV, we will see that the effective capacitance has greatly improved the consistency between the simulated and measured results of the detector. Figure 7 is the case of zero-biased condition. Extrapolation at other biased-conditions can be conducted in a similar way. Then a fitting procedure, which is similar to that in Fig. 4 (b) is conducted to obtain the effective $C_{\beta,0}$, $V_{bi}$ and $C_{par}$ under 400 GHz, noted as $C_{\beta,0,\text{eff}}$, $V_{bi,\text{eff}}$ and $C_{\text{par,eff}}$, respectively. All the values of the parameters are summarized in Table 1. It is observed that $V_{bi}$ keeps the same value at DC, 40 GHz and 400 GHz, which is consistent with the physical properties of the material. $C_{\beta,0,\text{eff}}$ and $C_{\text{par,eff}}$ are different from $C_{\beta,0}$ and $C_{\text{par}}$, since they now contain the high frequency parasitic effect.

In conclusion, the procedure of our modeling technology is as follows. Firstly, the extracted values at 10-40 GHz are obtained by using the proposed parameter extraction method. Then, an extrapolation process up to the operation frequency (400 GHz) is conducted to obtain the effective capacitance, which contains the high frequency effect and are used in the final circuit simulation. There are many other modeling technologies for SBD. For example, the model of drift-diffusion [11], hydrodynamic [12], and Monte Carlo [13] contains some physical effects, all of which could increase the accuracy, but are very complex and hard to implement with the conventional CAD tools. Other equivalent circuit models are always based on an I-V or C-V fitting procedure at low frequencies [14], which have too little physical insight.
And the lack of the extrapolation process makes the model inaccurate at high frequencies.

### III. DESIGN OF THE DETECTOR

Generally, the detector can be divided into two parts, the linear part and the nonlinear part, which are analyzed by Ansoft’s High Frequency Structure Simulator (HFSS) and Agilent’s Advanced Design System (ADS), respectively. The proposed detector consists of four parts: waveguide (WG) to microstrip line transition, input matching, diode part, and output matching with low pass filter (LPF). The design process is shown in Fig. 8. Details of the design process are discussed as follows.

A 3D electromagnetic (EM) simulation model of the diode part including the connection to microstrip line is built in HFSS, as depicted in Fig. 9. This model is based on accurate geometric dimensions with the setup shown in Table 2. The definition of wave port representing the entrance to the Schottky junction is very important to achieve a correct simulation, which is defined as a circular sheet between the epi-layer and buffer layer with a perfect cylindrical conductor through the epi-layer.

### Table 2: Material properties setup in HFSS

<table>
<thead>
<tr>
<th>Material</th>
<th>Relative Permittivity</th>
<th>Bulk Conductivity (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n InGaAs</td>
<td>12.3</td>
<td>0</td>
</tr>
<tr>
<td>SiO₂</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>InP</td>
<td>12.5</td>
<td>0</td>
</tr>
</tbody>
</table>

The passive linear parts of detector are designed and analyzed in HFSS and the nonlinear simulation is carried on in ADS by harmonic balance (HB) method. The circuit design process is introduced as follows. First, a WG to microstrip line transition and a LPF which stops the RF signal from leaking into the output port are designed. With the S-parameter data of the two structures, an ideal whole detector circuit model is built in ADS. After the optimization process, the initial structures of the input and output matching parts are obtained, which are then re-built in HFSS to verify the simulated results for the operating frequency is very high (340-400 GHz). The models in HFSS are modified to obtain the simulated results which are similar to those in ADS. Finally, the whole detector is built in HFSS, as depicted in Fig. 10, and simulated in ADS. A photograph of the detector is shown in Fig. 11.
IV. RESULTS

Voltage responsivity and NEP are two important characters of detectors. Voltage responsivity is defined as:

\[ R_v = \frac{\text{mag}(V_{\text{out}})}{P_{\text{in}}}, \]  

(6)

where \( V_{\text{out}} \) is the output voltage and \( P_{\text{in}} \) the power of the pumped signal. The terahertz signal is pumped into the detector and then the output voltage is measured by a phase-locked amplifier. A comparison between the simulated and measured voltage responsivity of the detector is shown in Fig. 12. It is observed that the maximum measured voltage responsivity is 800 mV/mW at 382 GHz. Two different values of \( C_{j0} \) are used in the simulation. One is deduced from the DC-IV theory or extracted at 40 GHz, and the other is the effective value at 400 GHz using the concept of effective capacitance (see Table 1). Both the simulated results show the same trend of the measured result. However, a much better agreement is observed when using the effective capacitance at 400 GHz, which proves that our parameter extraction method, the corresponding extrapolation process and the concept of effective capacitance are valid and correct. Frankly speaking, there still exists some deviation, which may be due to the processing and assembling errors or even still the modeling technology. Although the deviation problem at high frequencies has not yet been completely solved, the proposed concept of effective capacitance is a very promising attempt.

NEP is defined as:

\[ \text{NEP} = \frac{N_r}{R_v}, \]  

(7)

where \( N_r \) is the noise voltage of detector, which is measured by noise analyzer. Commonly \( N_r \) is measured with zero RF power. Under this condition only thermal noise is generated, which is different from the actual condition. In fact, as the input power increases, excess noise such as flicker noise, is generated. Flicker noise becomes increasingly important as the input power is increased [15]. \( N_r \) is measured as \( 27.7 \times 10^{-9} \text{ V/Hz}^{0.5} \) with a RF power level of about 4 µW, and then NEP is calculated, as shown in Fig. 13. The minimum NEP is 3.46×10^{-11} W/Hz^{0.5} at 382 GHz.

V. CONCLUSION

In this study, firstly, we design and fabricate a type of InGaAs/InP material system based planar SBD with the feature of low barrier height which can improve the performance of detectors.

Secondly, a modeling technology for SBD is presented, which is based on an analytical parameter extraction method (working at 10-40 GHz) and a corresponding extrapolation process up to 400 GHz. The concept of effective capacitance is proposed to describe the high frequency effect, which greatly improve the consistency between the simulated and measured results of the detector.

Finally, based on the proposed SBD and the modeling technology, a 340-400 GHz zero-biased waveguide detector is designed and measured. By utilizing the topology of zero-bias (no DC path), the proposed detector becomes simple, compact and low cost. The measured results show that the maximum voltage responsivity and the minimum NEP are 800 mV/mW and 3.46×10^{-11} W/Hz^{0.5} at 382 GHz, respectively. The consistency between the simulated and measured results of the detector has been greatly improved with the help of the effective capacitance.
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Abstract — Teaching-learning-based optimization (TLBO) is a rising star technique among metaheuristic techniques with highly competitive performance. This technique, which has been recently introduced, is based on the effect of influence of a teacher on learners and learners on their colleagues. This paper intends to apply an improved version of TLBO in the field of electromagnetics. To demonstrate its effectiveness in this area, the proposed technique is applied to two benchmarks related to brushless direct current wheel motor problem and testing electromagnetic analysis methods problem number 22. The quality of the results presented shows that the proposed technique is very competitive with other well-known optimization techniques; hence, it is a promising alternative technique for optimization in the field of electromagnetics.

Index Terms — electromagnetics, metaheuristics, optimization, teaching-learning-based-optimization.

I. INTRODUCTION

Optimization is a commonly encountered mathematical problem in all engineering disciplines where the efficient and effective design of products and systems is crucial [1]. It is even so in the field of electromagnetics, where the designers are faced with the challenge of optimizing ever more complex components, devices and systems [2], [3], [4]. Many electromagnetic problems require optimization; some examples are electrical machines design, antenna design, target image reconstruction, anti-reflective coating design for low radar cross section and microstrip filters design.

Recently, a new metaheuristic that is the teaching-learning-based optimization (TLBO) technique has been introduced. This technique has not yet received much attention by the electromagnetic optimization community. This technique is mainly based on the effect of influence of a teacher on learners and the interaction between learners themselves.

The main contribution of this paper is developing and applying an improved version of the TLBO technique to solve electromagnetics optimization problems (this will be referred to as ITLBO). Furthermore, in order to assess the performance of the developed technique, it is compared with that of other techniques provided in the literature.

The remainder of this paper is organized as follows. Section 2 introduces the concept and main features of the TLBO technique and the improvements that have been made. In Section 3, the brushless DC wheel motor (BLDC) and testing electromagnetic analysis methods (TEAM) number 22 benchmarks are presented. In Section 4, ITLBO is tested on the considered benchmarks and the results detailed. Finally, the paper conclusions are drawn in Section 5.

II. TEACHING-LEARNING-BASED-OPTIMIZATION

Design optimization process comprises three elements: objective functions, feasible solutions and optimization methods [5]. The optimization method searches for the optimal design among all available feasible designs. Generally, nature-inspired heuristic optimization methods seem to work better than traditional (deterministic) methods, and hence, are widely used [5]. Among all nature-inspired techniques, genetic algorithm (GA) is the most widely used which provides a near optimal solution for a complex design problem with large number of variables and constraints [5]. However, the algorithm performance is affected by its specific control parameters [6]. This triggers the need for parameter-free optimization techniques where no algorithm parameters are required.

TLBO is a parameter-less metaheuristic technique introduced recently by Rao and colleagues [5]. In contrast with the other techniques, TLBO only requires such
controlling parameters as population size and maximum number of iterations for its operation [6]. Moreover, TLBO outperforms some other widespread metaheuristics with regard to constrained benchmark functions, constrained mechanical design, and continuous non-linear numerical optimization problems [7].

TLBO is a population-based optimization technique that uses a population of solutions to advance to the global solution [5], [8]. The technique is based on the principle of sharing knowledge by a teacher with his students in a classroom environment (i.e., Teacher Phase) and then sharing knowledge by learners with their classmates (i.e., Learner Phase) [7]. Therefore, TLBO works on the influence of a teacher on learners and influence of learners on their colleagues. The influence is usually manifested by the learners’ results or outcomes. Better results of a class are typically represented by the students’ mean grade. In general, the teacher attempts to distribute knowledge among learners to increase their knowledge level and help them enhance their grades. Consequently, the teacher will increase the mean grade of the class according to his capability. On the other hand, students will not only gain knowledge based on teaching quality, but also on the quality of students sitting in the class. Quality of the students is assessed through the mean value of the population. Moreover, the teacher puts effort to increase the mean of students to a higher level, at which students will require another teacher of better quality to teach them [5]. The TLBO algorithm is given in Algorithm 1.

Algorithm 1: TLBO pseudocode.
1 n: dimension of the problem
2 m: population size
3 MAXITER: maximum number of iterations
4 Initialization()
5 while ITER<MAXITER
6   Elite ← SelectBest(P,Elite)
7   for i=1:m
8      TF=round(1+rand)
9      Xmean ← mean(Xi)
10     Xteacher ← best(Xi)
11     Xnew,i = Xi + rand · (Xteacher-TF· Xmean))
12     if f(Xnew,i)<f(Xi)
13        Xi ← Xnew,i
14     end if
15     j ← rand(m)
16     if j≠i
17        if f(Xi)<f(Xj)
18           Xnew,j = Xj + rand · (Xj-Xi)
19        else
20           Xnew,j = Xj + rand · (Xj-Xi)
21        end if
22     end if
23     if f(Xnew,i)<f(Xi)
24        Xnew,i ← Xnew,i
25     end if
26   end for
27   P ← ReplaceWorstWithElite(P,Elite)
28   P ← RemoveDuplicateIndividuals(P)
29   ITER = ITER + 1
30 end while

As aforesaid, the process of TLBO is divided into two phases namely: the ‘Teacher Phase’ and the ‘Learner Phase’.

In the teacher phase, consider \( M_i \) as the mean and \( T_i \) as the teacher at any iteration \( i \). \( T_i \) will try to move mean \( M_i \) towards its own (new) level denoted by \( M_{new} \). The solution is modified according to the difference between the existing and the new mean given by:

\[
\text{Difference}_{\text{Mean}} = r_i (M_{new} - T_i M_i),
\]

where \( T_i \) is a teaching factor that decides the value of mean to be changed, and \( r_i \) is a random number in the range \([0,1]\). \( T_i \) has the value of either 1 or 2, which is a heuristic step and decided randomly with equal probability as \( T_i = \text{round}(1 + \text{rand}(0, 1))[2 - 1] \). This difference updates the existing solution using the following expression:

\[
X_{\text{new},i} = X_{\text{old},i} + \text{Difference}_{\text{Mean}}.
\]

In the learner phase, a learner interacts randomly with other learners through group discussions, presentations, formal communications, etc. A learner increases his knowledge if the other learner is more knowledgeable than him. To express the learner modification, if \( X_i \) and \( X_j \) are two different learners \( (i \neq j) \), and \( X_i \) is more knowledgeable than \( X_j \), then:

\[
X_{\text{new},i} = X_{\text{old},i} + r_i (X_i-X_j).
\]

On the contrary, if \( X_i \) is more knowledgeable than \( X_j \), then:

\[
X_{\text{new},i} = X_{\text{old},i} + r_i (X_j-X_i).
\]

In order to implement the TLBO for optimization problem, the following five steps are required: 1) Define the optimization problem and initialize the optimization parameters; 2) Initialize the population; 3) Apply the teacher phase; 4) Apply the learner phase; and 5) Apply the termination criterion.

In the first step, the population size (m), the maximum number of iterations (MAXITER), the number of design variables (n) need to be initialized, and design variables limits defined \((U_l, L_l)\). Moreover, the optimization problem should be defined as: minimize \( f(X) \), where \( f(X) \) is the objective function, \( X \) is a vector for design variables such that \( L_l \leq x_i \leq U_l \), and \( X_i \in [1, 2, \ldots, n] \).

In the second step, a random population is generated according to the population size and number of design variables.

In the third step, mean of the population is calculated to give the mean for the particular subject as:

\[
M = [m_1, m_2, \ldots, m_n].
\]
For each iteration, the best solution acts as a teacher; that is:
\[
X_{teacher} = X_f(X) - min. \quad (6)
\]

The teacher will try to move the mean value towards \(X_{teacher}\), which will act as a new mean for the iteration: see (1).

The value of \(T_f\) is selected as 1 or 2. The obtained difference is added to the current solution to update its values using the relation in (2).

\(X_{new}\) is then accepted if it gives better function value, and so on.

In the fourth step, learners increase their knowledge through their interaction with their colleagues: see (3) and (4).

In the fifth step, if the stopping criterion is achieved, for example the maximum number of iterations, the whole process is stopped; otherwise, it will be repeated from the third step, and so on.

**III. THE IMPROVED TEACHING-LEARNING-BASED-OPTIMIZATION**

In the improved version of the TLBO (i.e., ITLBO), the lines between 16 – 25 in Algorithm 1 are replaced by the lines between 16 – 31 in Algorithm 2. The objective of introducing this improvement is to test the new vector \(X_{new}\) after every update in the \(k\) dimension of this vector \((k = 1: n)\). This improvement is inspired, somehow, from the differential evolution algorithm where only one dimension (not all the vectors) is updated at a time.

Algorithm 2: ITLBO pseudocode.

1: \(n\): dimension of the problem
2: \(m\): population size
3: MAXITER: maximum number of iterations
4: Initialization()
5: while ITER<MAXITER
6: \(\text{Elite} \leftarrow \text{SelectBest}(P, \text{Elite})\)
7: for \(i = 1:m\)
8: \(T_f = \text{round}(1 + \text{rand})\)
9: \(X_{mean} \leftarrow \text{mean}(X_i)\)
10: \(X_{teacher} \leftarrow \text{best}(X_i)\)
11: \(X_{new,i} = X_i + \text{rand} \cdot (X_{teacher} - T_f \cdot X_{mean})\)
12: if \(f(X_{new,i}) < f(X_i)\)
13: \(X_i \leftarrow X_{new,i}\)
14: end if
15: \(j \leftarrow \text{randi}(m)\)
16: if \(j \neq i\)
17: if \(f(X_i) < f(X_j)\)
18: for \(k = 1:n\)
19: \(X_{new,k} = X_k + \text{rand} \cdot (X_{k} - X(k))\)
20: end if
21: if \(f(X_{new,k}) < f(X_k)\)
22: \(X_k \leftarrow X_{new,k}\)
23: end for
24: for \(k = 1:n\)
25: \(X_{new,k} = X_k + \text{rand} \cdot (X_{k} - X(k))\)
26: if \(f(X_{new,k}) < f(X_k)\)
27: \(X_k \leftarrow X_{new,k}\)
28: end if
29: end for
30: end if
31: end if
32: end for
33: \(P \leftarrow \text{ReplaceWorstWithElite}(P, \text{Elite})\)
34: \(P \leftarrow \text{RemoveDuplicateIndividuals}(P)\)
35: ITER = ITER + 1
36: end while

**IV. APPLICATIONS**

A. BLDC benchmark

The application of TLBO in electromagnetics optimization is first illustrated on the BLDC benchmark designed for a race solar vehicle. This benchmark is presented in [9]. The authors proposed a benchmark with five design variables and one objective function to be maximized, that is the efficiency (which is equivalent to minimizing the motor losses) [10]. Figure 1 shows the prototype of the motor and Table 1 summarizes the five design variables with mapping ranges used in this study. In addition to the constraints imposed on the design variables, the problem is subject to six inequality constraints. These last constraints are related to technological and operational considerations regarding the specific wheel motor [10]. Thus, the optimization problem can be formulated as follows:

\[
\text{OF} = -\eta. \quad (7)
\]

Subject to:

\[
M_{tot} \leq 15 \text{ [kg]}, \quad (8)
\]
\[
D_{ext} \leq 340 \text{ [mm]}, \quad (9)
\]
\[
D_{int} \geq 76 \text{ [mm]}, \quad (10)
\]
\[
I_{max} \geq 125 \text{ [A]}, \quad (11)
\]
\[
\text{discr}(D_s, \delta, B_s, B_r) \geq 0, \quad (12)
\]

where, OF is the objective function (the minus sign is for transforming the minimization problem to a maximization one), \(\eta\) is the efficiency, \(M_{tot}\) is the total mass of the active parts, \(D_{ext}\) is the outer diameter, \(D_{int}\) is the inner diameter, \(I_{max}\) the current in the phases and \(\text{discr}(D_s, \delta, B_s, B_r)\) is the determinant used for the calculation of the slot height. One of the main advantages of the BLDC benchmark is the availability of the source code to compute the objective function and constraints. Thus, the comparison of optimization results for different techniques is independent of differences in the calculation. These features make this benchmark ideal for comparing the performance of different techniques.
Fig. 1. Prototype of the wheel motor. The inner stator is visible with the coils rolled up around the teeth [9].

Table 1: Design variables and their ranges for the BLDC benchmark

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s$ [mm]</td>
<td>Bore (stator) diameter</td>
<td>150</td>
<td>330</td>
</tr>
<tr>
<td>$B_e$ [T]</td>
<td>Air gap induction</td>
<td>0.50</td>
<td>0.76</td>
</tr>
<tr>
<td>$\delta$ [A/mm$^2$]</td>
<td>Conductor current density</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>$B_d$ [T]</td>
<td>Teeth magnetic induction</td>
<td>0.9</td>
<td>1.8</td>
</tr>
<tr>
<td>$B_{cs}$ [T]</td>
<td>Stator back iron induction</td>
<td>0.6</td>
<td>1.6</td>
</tr>
</tbody>
</table>

B. TEAM22 benchmark

The TEAM Workshop Problem 22 or TEAM22 concerns the optimal design of a superconducting magnetic energy storage (SMES) device (Fig. 2). The goal of the optimization is to find the SMES configurations that offer an energy stored as close as possible to a defined reference value and a value for the stray field, as small as possible compared to a reference value [14], [15], [16].

There are two formulations of TEAM22 benchmark, based on the number of design variables of the optimization problem. The problem studied in this paper consists in the continuous, constrained, eight-parameter problem, shown in Fig. 2. The design variables are given in Table 2. Moreover, the system has two constraints: the first one is a design constraint where the solenoids should not overlap each other, and the second one is that the superconducting material should not violate the quench condition that links together the value of the current density and the maximum value of magnetic flux density. Thus, the optimization problem can be formulated as follows [14], [15]:

$$\text{OF} = \frac{B_{norm}^2}{B_{norm}^2} + w \frac{|E - E_{ref}|}{E_{ref}}.$$  \hspace{1cm} (13)

Subject to:

$$R_1 + \frac{d_1}{2} < R_2 - \frac{d_2}{2},$$  \hspace{1cm} (14)

$$|\mathbf{J}| = (-6.4|B_{\text{max}}| + 54) A/\text{mm}^2,$$  \hspace{1cm} (15)

where, $E_{ref}$ is the reference value of the energy and it is equal to 180MJ, $B_{\text{norm}}$ is the reference value of the stray field and it is equal to 200$\mu$T, $B_{\text{max}}$ represent the maximum values of the magnetic induction, $w$ is a penalty factor with value equal to 100 (this factor has been introduced in [15] in order to make the two terms of the objective function, i.e., the stray field and energy terms error, of roughly the same magnitude) and the stray field $B_{\text{stray}}$ (evaluated along 22 equidistant points along line a and line b in Fig. 2) is defined as:

$$B_{\text{stray}}^2 = \frac{\sum_{i=1}^{22} |B_{\text{stray},i}|^2}{22}.$$  \hspace{1cm} (16)

Fig. 2. TEAM22 configuration: (a) 3D representation of the SMES device, and (b) representation of the right-half transverse cut over the SMES device.
Table 2: Design variables and their ranges for TEAM22 benchmark

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 [m]</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>R2 [m]</td>
<td>1.8</td>
<td>5</td>
</tr>
<tr>
<td>h1 [m]</td>
<td>0.2</td>
<td>3.6</td>
</tr>
<tr>
<td>b2 [m]</td>
<td>0.2</td>
<td>3.6</td>
</tr>
<tr>
<td>d1 [m]</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>d2 [m]</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>J1 [MA/m²]</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>J2 [MA/m²]</td>
<td>-30</td>
<td>-10</td>
</tr>
</tbody>
</table>

V. OPTIMIZATION RESULTS

A. BLDC benchmark

In order to show the robustness and effectiveness of both the TLBO and ITLBO techniques, they have been applied to the BLDC benchmark, where 100 independent trials have been performed for four cases corresponding to four different population sizes. The results of this investigation are shown in Table 3. We can notice that the best, the mean, the median and the worst values of the objective function for the four cases after 100 trials are very close. This is also shown by the low values of standard deviations calculated.

A small comparison of results obtained using the TLBO and the ITLBO techniques, shows the effect of the improvements that has been introduced. We can see clearly that the ITLBO technique outperforms the standard TLBO technique. Furthermore, this investigation reveals the effectiveness of the ITLBO technique and its ability to reach either the optimum value or very near to it in every trial and with different sizes of population. The results obtained here using the TLBO and ITLBO techniques are compared to some other well-known techniques reported in the literature, i.e., sequential quadratic programming (SQP) genetic algorithm (GA), ant colony optimization (ACO), particle swarm optimization (PSO) and modified imperialist competitive algorithm (MICA).

The results of this comparison are reported in Table 4. It appears from this table that the results obtained using the proposed ITLBO technique correspond to the optimal motor configuration as reported in the literature.

Table 3: Simulation results of the BLDC benchmark in 100 trials

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Method</th>
<th>Worst</th>
<th>Mean</th>
<th>Median</th>
<th>Best</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>TLBO</td>
<td>94.92</td>
<td>95.29</td>
<td>95.31</td>
<td>95.32</td>
<td>0.0549318</td>
</tr>
<tr>
<td></td>
<td>ITLBO</td>
<td>95.11</td>
<td>95.30</td>
<td>95.31</td>
<td>95.32</td>
<td>0.0453629</td>
</tr>
<tr>
<td>20</td>
<td>TLBO</td>
<td>95.30</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00270286</td>
</tr>
<tr>
<td></td>
<td>ITLBO</td>
<td>95.31</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00066817</td>
</tr>
<tr>
<td>30</td>
<td>TLBO</td>
<td>95.31</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00083383</td>
</tr>
<tr>
<td></td>
<td>ITLBO</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00035885</td>
</tr>
<tr>
<td>40</td>
<td>TLBO</td>
<td>95.31</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00062436</td>
</tr>
<tr>
<td></td>
<td>ITLBO</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00023746</td>
</tr>
<tr>
<td>50</td>
<td>TLBO</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00036394</td>
</tr>
<tr>
<td></td>
<td>ITLBO</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>95.32</td>
<td>0.00017832</td>
</tr>
</tbody>
</table>

Table 4: Comparison of results using different optimization techniques

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ITLBO</td>
<td>201.37</td>
<td>0.6481</td>
<td>2.051</td>
<td>1.8</td>
<td>0.89</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>239.1</td>
<td>95.26</td>
</tr>
<tr>
<td>TLBO</td>
<td>201.24</td>
<td>0.6482</td>
<td>2.044</td>
<td>1.8</td>
<td>0.8963</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>238.9</td>
<td>95.35</td>
</tr>
<tr>
<td>SQP [11]</td>
<td>201.20</td>
<td>0.6481</td>
<td>2.044</td>
<td>1.8</td>
<td>0.8959</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>238.9</td>
<td>95.35</td>
</tr>
<tr>
<td>GA [12]</td>
<td>201.50</td>
<td>0.648</td>
<td>2.060</td>
<td>1.8</td>
<td>0.8817</td>
<td>95.31</td>
<td>15</td>
<td>125</td>
<td>239.2</td>
<td>95.21</td>
</tr>
<tr>
<td>GA &amp; SQP [12]</td>
<td>201.20</td>
<td>0.6481</td>
<td>2.062</td>
<td>1.8</td>
<td>0.87</td>
<td>95.31</td>
<td>15</td>
<td>125</td>
<td>238.9</td>
<td>95.31</td>
</tr>
<tr>
<td>ACO [13]</td>
<td>201.20</td>
<td>0.6481</td>
<td>2.044</td>
<td>1.8</td>
<td>0.8959</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>238.9</td>
<td>95.35</td>
</tr>
<tr>
<td>PSO [13]</td>
<td>202.10</td>
<td>0.6476</td>
<td>2.042</td>
<td>1.8</td>
<td>0.9298</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>239.8</td>
<td>94.98</td>
</tr>
<tr>
<td>MICA [10]</td>
<td>201.20</td>
<td>0.6481</td>
<td>2.044</td>
<td>1.8</td>
<td>0.8959</td>
<td>95.32</td>
<td>15</td>
<td>125</td>
<td>238.9</td>
<td>95.35</td>
</tr>
</tbody>
</table>

B. TEAM22 benchmark

The second example studied in this paper is the TEAM 22 benchmark. The numerical experiments were conducted for 30 independent trials. The parameters of the optimal configurations found using the TLBO and the ITLBO techniques are tabulated in Table 5. Further,
the magnetic flux equipotentials and the magnetic flux density of the optimal configuration found using the ITLBO are represented in Fig. 3 and Fig. 4, respectively.

In Table 6, the ITLBO technique is compared with the TLBO technique and with some other optimizations techniques that are GA, PSO, differential evolution (DE), league championship algorithm (LCA) and electromagnetism-like mechanism (EM). From this comparison, it is worth to mention the superiority of the proposed ITLBO technique over some well-known optimization techniques. In addition, it is to be noted that, the ITLBO performances are better than the standard TLBO. In other words, the ITLBO is more efficient and more robust than the TLBO.

Table 5: Optimal configuration of TEAM22 benchmark obtained using ITLBO

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TLBO</th>
<th>ITLBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁ [m]</td>
<td>1.27</td>
<td>1.20</td>
</tr>
<tr>
<td>R₂ [m]</td>
<td>1.96</td>
<td>1.95</td>
</tr>
<tr>
<td>h₁₁ [m]</td>
<td>2.09</td>
<td>2.80</td>
</tr>
<tr>
<td>h₂₂ [m]</td>
<td>2.97</td>
<td>3.60</td>
</tr>
<tr>
<td>d₁ [m]</td>
<td>0.61</td>
<td>0.80</td>
</tr>
<tr>
<td>d₂ [m]</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>J₁ [MA/m²]</td>
<td>14.85</td>
<td>10.29</td>
</tr>
<tr>
<td>J₂ [MA/m²]</td>
<td>-27.65</td>
<td>-23.35</td>
</tr>
<tr>
<td>E [MJ]</td>
<td>179.55</td>
<td>179.96</td>
</tr>
<tr>
<td>Bstray [mT]</td>
<td>0.08</td>
<td>0.08</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This paper starts by describing the TLBO technique which is a powerful yet easy technique for optimization of various design problems including electromagnetic ones. The TLBO has the advantage of being a parameterless optimization technique, i.e., its algorithm has no specific control parameters to tune.

In this study, an improved version of the TLBO technique was developed and applied to the BLDC and TEAM22 benchmarks. Considering the quality of the obtained results, it is possible to conclude that the ITLBO constitutes an efficient and robust technique for optimization in electromagnetics area. Further benchmarks for other common electromagnetic problems are currently under investigation. Also, implementing multi-objective ITLBO is a possible extension of the current work in the area concerned with in this study.
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Abstract — In this paper, a simple compact ultrawideband (UWB) microstrip slot antenna with triple band notched characteristics is presented. In the proposed antenna, a good impedance matching over a very wide frequency range is achieved by adding two rectangular stubs to the bottom section of the simple rectangular patch. Moreover, by employing an inverted T-shaped stub connected to the ground plane and two U-shaped and Ω-shaped slots in the modified patch, triple band notched properties are obtained. This proposed triple band notched antenna with dimensions of $26 \times 26 \text{ mm}^2$ has a very wide bandwidth from 2.5 GHz up to 19 GHz, which is about 150% fractional bandwidth of the center frequency. Unlike the most previous works reported in the literature, the triple band notched feature applied in the proposed antenna does not deteriorate the impedance bandwidth at higher frequencies. The radiation results such as gain, efficiency and radiation patterns as well as time domain properties of the proposed antenna show that it can be a good candidate for new super wideband applications.

Index Terms — Band notched characteristics, radiation patch, resonant slots, system fidelity factor.

I. INTRODUCTION

With advances in wireless communications and portable devices, designing of small planar UWB antennas has attracted more attentions. These planar antennas have many advantages such as simple structure, easy fabrication, and omnidirectional radiation pattern. More importantly, they have wide impedance bandwidth which comes up with an increased transmission data rate. Lately, many methods have been used to enhance the antenna impedance bandwidth, for instance, using L-shaped stubs on the back of the substrate [1], inverse T-shaped stubs cut in the ground plane [2], employing truncated radiation patch [3], and a trident shaped feedline [4]. Due to the low power of UWB signals, low interferences with other narrowband signals can inherently occur. However, many techniques are presented to avoid interferences between UWB systems and other narrowband wireless systems such as WiMAX (3.3-3.6), WLAN (5.15-5.35 and 5.75-5.85), and X band with downlink frequency bandwidth 7.25-7.75 GHz. Hence, the structures with proper shape and size should be used to design band notched functions. They should reject only the undesired bands while their effects over the other pass band frequencies should be negligible. Some of these techniques include etching split ring resonators in the radiation patch [5] and embedding a pair of rotated V-shaped slots in the ground plane [6]. In this paper, a simple and compact UWB slot antenna with triple notched bands is presented. Two rectangular stubs with proper dimensions are added to the bottom of the rectangular radiation patch to enhance the impedance bandwidth to about 19 GHz. An inverted T-shaped stub connected to the ground plane and two resonant slots etched out from the radiation patch are employed to create triple band notched characteristics of the proposed antenna. In most antennas reported in the literature, band notched structures have limited upper edge of the frequency band. In fact, the higher-order harmonics of the band notched structures occur at the higher frequencies and deteriorate the impedance bandwidth. In [7], two methods have been presented to design a triple band notched antenna. One method uses multiple etched slots on the radiation patch, and the other one uses split ring resonators (SRRs) coupled to the feed line. In both of the above methods, a spurious stop-band emerged in vicinity of 10 GHz and accordingly, the bandwidth of the antenna is limited at higher frequencies. Moreover, the UWB antennas presented in [8-10] are the other examples that their band notched structures generate a spurious stop band at higher frequencies. The proposed triple band notched structure presented in this paper does not generate spurious stop bands at higher frequencies. Hence, the impedance bandwidth of the proposed antenna with and without band notched structure is almost the same at higher frequencies. The rest of the
The paper is organized as follows. In Section II, the antenna structure is described. The antenna design analogy is explained in Section III. In the next section, the radiation characteristics of the proposed antenna such as gain, radiation efficiency and patterns are discussed and explained. Moreover, time domain behaviors of the proposed antenna are studied at Section V. Finally, Section VI concludes the paper.

II. ANTENNA STRUCTURE

The proposed antenna contains a wide quasi-circle slot with radius of 12 mm in the ground plane and a simple rectangular radiation patch with size of $6.6 \times 8 \text{ mm}^2$. Figure 1 shows the structure of the proposed triple band notched UWB slot antenna. A 50 Ω coplanar waveguide (CPW) feed line including a center strip of width 2.6 mm and two gaps of width 0.3 mm is used to excite the antenna. The antenna is fabricated on FR4 substrate with relative permittivity $\varepsilon_r = 4.4$, loss tangent of 0.018 and height of 1.6 mm. For good impedance matching over the operating bandwidth, two rectangular stubs are added to the bottom of the rectangular patch as shown in Fig. 1. An inverse T-shaped resonant stub inside the quasi-circle slot connected to the ground plane, and two Ω-shaped and U-shaped resonant slots cut from the radiation patch are employed to achieve notched bands. The proposed antenna has a simple structure and compact size of $26 \times 26 \text{ mm}^2$.

![Fig. 1. Geometry of the proposed antenna (mm).](image1)

III. ANTENNA DESIGN AND DISCUSSIONS

A. Full-band UWB antenna design

High frequency structure simulator (HFSS) software, which works based on finite element method, is employed to obtain the simulation results. A quasi-circle slot and simple rectangular patch with proper dimensions are employed to satisfy UWB requirements. To further enhance the impedance bandwidth, two rectangular stubs with dimensions of $L_1 \times W_1$ are added to the lower section of the radiation patch as shown in Fig. 1. Figure 2 shows the VSWR diagrams of the antenna with and without these rectangular stubs. It can be seen from the figure that the lower cut off frequency is slightly decreased, and the VSWR at higher frequencies of the band is greatly improved. The middle band is slightly damaged but it is still acceptable ($\text{VSWR} < 2$).

Furthermore, to better clarify the role of these rectangular stubs, the VSWR diagrams of the modified antenna for different values of $L_1$ and $W_1$ are depicted in Fig. 3 and Fig. 4, respectively. In Fig. 3, $L_1$ varies from 0.5 mm to 1.5 mm, while $W_1$ is fixed at 0.8 mm. It can be seen that by increasing parameter $L_1$ to a specified value, the impedance bandwidth is improved at higher frequencies. However, further increasing the parameter $L_1$ causes the lower cutoff frequency to increase. The optimum value of $L_1$ is equal to 1 mm. Figure 4 shows the variations of $W_1$ when $L_1$ is fixed at 1 mm. Like the previous case, it is seen from the figure that by increasing $W_1$ to a specified value the impedance bandwidth can be improved, while further increasing $W_1$ deteriorates the bandwidth at lower frequencies. The optimum value of $W_1$ is obtained equal to 0.8 mm.

![Fig. 2. VSWR of the antenna with and without rectangular stubs.](image2)

![Fig. 3. VSWR of the antenna with different values of $L_1$ when $W_1$ is fixed at 0.8 mm.](image3)
B. Band notched structures design

To prevent the interferences between the UWB and WiMAX systems, an inverse T-shaped stub is connected to the ground plane of the proposed UWB antenna in order to provide a band notched property at WiMAX frequency band. The T-shaped stub, with a horizontal arm of 13 mm and a vertical arm of 3.2 mm, acts as a quarter wavelength resonator at 3.8 GHz (center frequency of the first notched band). At this frequency, the electrical current is mainly concentrated on the T-shaped stub and due to its resonance feature a band notched characteristic with center frequency of 3.8 GHz appears. To create band notched properties for WLAN band (5-6 GHz band), the Ω-shaped resonant slot with given values is etched out from the radiating patch. Finally, to reject the 7-8 GHz band, a U-shaped slot is cut from the radiating patch. The width of the T-shaped stub is fixed at 0.3 mm, while the width of the Ω-shaped and U-shaped slots are fixed at 0.5 mm. Figure 5 depicts the VSWR diagram of the three different single band notched antennas.

The proposed antenna, simultaneously applies these band notched structures in a single design and therefore an UWB antenna with triple band notched characteristics can be achieved.

Figure 6 shows the simulated and measured VSWR of the proposed antenna. The computer simulation technology (CST) software is also used to emphasize accuracy of the antenna design. As seen from the figure, by combining the band notched structures in the proposed antenna, the resonant frequencies are shifted to lower values. It is due to the mutual coupling of these filtering structures on each other. This phenomenon is more visible for WLAN and X band, because both the Ω-shaped and U-shaped slots are inserted in the radiation patch and placed near each other. Consequently, they have more effects on each other. Moreover, in the final design the size of these resonant stub and slots are slightly modified to have better impedance matching over the entire band.

It can be seen that the measured and simulated results are in good agreement. As mentioned earlier, unlike most antennas reported recently, the triple band notched structure introduced in this paper does not deteriorate the bandwidth of the proposed antenna, especially at higher frequencies. It is noted that by tuning the length of these filtering structures (inverse T-shaped stub, Ω-shaped and U-shaped slots), the center frequency of the notched bands can be controlled.

IV. FAR FIELD RADIATION CHARACTERISTICS

Figure 7 shows the measured gain and simulated radiation efficiency of the proposed antenna. It is observed from the figure that the gain is almost constant with variations of less than 3.5 dB over the entire operating bandwidth, except at the notched bands. There are three high reductions in the gain and radiation efficiency diagrams due to the effect of the band notched structures. Figure 8 shows the radiation patterns of the proposed antenna in the two cut planes, E-plane (y-z plane) and H-plane (x-z plane) at three sample frequencies (2.8, 7.5 and 12 GHz). The radiation patterns are almost constant and omnidirectional in the H-plane and bi-directional in the E-plane.
V. TIME DOMAIN CHARACTERISTICS

A significant property of UWB systems is the transmission of very narrow pulses in time. Antenna designing in the pulse-based UWB systems (impulse radio UWB communication systems), has a unique collection of design requirements. Therefore, further studies and investigations should be performed on time domain behavior of an UWB antenna.

In this section, two transmitting and receiving antenna systems including the reference antenna (antenna without band notched structures) system and proposed antenna (antenna with triple band notched structures) system in face to face and side by side scenarios are investigated. The CST software is employed to simulate time domain behaviors. In both scenarios, two identical antennas placed at a distance of 30 cm from each other, are employed for transmitting and receiving the UWB signal. A sixth derivative Gaussian pulse with a frequency spectrum corresponding to 3.1-10.6 GHz is used as the input signal. Figure 9 shows the input and received signals of the reference and proposed antenna systems in face to face and side by side scenarios, respectively. Figure 10 also demonstrates their power spectral density. FCC’s outdoor and indoor mask are also shown for comparison. It can be seen that the proposed antenna system has a more distortion in the received pulse compared to the reference antenna system. It is due to the band notched properties of the proposed antenna. The power spectral density of the proposed antenna has three sharp nulls at the notched frequencies. It indicates that a portion of the input signal cannot be received effectively as shown in Fig. 10. Moreover, it can be seen that compared to the face-to-face scenario, both reference and proposed antenna system experience more distortion in received pulse for side-by-side scenario. This is due to the maximum radiation of the antenna in the Z-direction (see Fig. 1).

Fig. 7. Measured gain and simulated radiation efficiency of proposed antenna.

Fig. 8. Normalized far field radiation patterns of proposed antenna.

Fig. 9. Input signal and received signals for reference antenna system and proposed antenna system: (a) in face to face scenario, and (b) in side by side scenario.

Fig. 10. Power spectral density of the input signal and received signals for reference and proposed antenna systems.
In the time domain method, an important factor indicating the performance of the antenna is the fidelity factor. The fidelity is employed as a factor of similarity between the input and received signal and obtained as follows [11]:

$$F = \text{Max}_\tau \left| \frac{\int_{-\infty}^{\infty} S(t) r(t-\tau) dt}{\sqrt{\int_{-\infty}^{\infty} S(t)^2 dt \int_{-\infty}^{\infty} r(t)^2 dt}} \right|$$

where $S(t)$ and $r(t)$ are the input and received signals, respectively. The values of the system fidelity factor vary between 0 and 100%. A system fidelity factor value of 100% shows that the received signal perfectly fits the input signal, while a value of 0 indicates that the received signal is completely different than the input signal. A distortion higher than 50% can cause the pulse approximately unrecognizable [12]. The system fidelity factor of the reference antenna system and proposed antenna system in both face-to-face and side-by-side scenarios is calculated and reported in Table 1. It is observed that the system fidelity factor of the reference antenna pair is good (more than 90%). For the proposed antenna pair, the fidelity factor is slightly deteriorated because of the filtering structures of the proposed antenna.

### Table 1: System fidelity factor for different scenarios

<table>
<thead>
<tr>
<th>Different Scenarios</th>
<th>Fidelity Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference antenna system in face to face scenario</td>
<td>94%</td>
</tr>
<tr>
<td>Reference antenna system in side by side scenario</td>
<td>91%</td>
</tr>
<tr>
<td>Proposed antenna system in face to face scenario</td>
<td>84%</td>
</tr>
<tr>
<td>Proposed antenna system in side by side scenario</td>
<td>77%</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

In this paper, a novel and simple triple band notched slot antenna is presented. In this antenna, the impedance bandwidth is highly improved by inserting two rectangular stubs between the rectangular patch and CPW feed line. Moreover, by using an inverse T-shaped stub connected to the ground plane, and two Ω-shaped and U-shaped slots in the radiation patch, triple band notched characteristics are achieved. The results reveal that the radiation properties as well as time domain behavior of the proposed antenna are satisfied. Due to these advantages, the proposed antenna can be a proper candidate for super wide band applications.
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Abstract — In this paper, anatomical models of the human body are used to evaluate the radar cross section (RCS) of breathing subjects. The study is performed by using a self-developed finite difference time domain (FDTD) code implemented in the message passing interface environment (MPI). The realized models represent three different phases of the breathing activity taking into account the respiration physiology and the pulmonary mechanics. In particular, the end expiration phase (resting state), the end of a normal inspiration phase (tidal), and the end of a deep inspiration phase (deep) were considered. Computed results show RCS values of the resting state model in agreement with literature data, and appreciable variations of the RCS determined by the breathing activity. Simulations performed with homogeneous body models suggest that these differences depend both on the model anatomy and on the tissue dielectric properties.

Index Terms — Breathing models, electromagnetic scattering, radar cross section.

I. INTRODUCTION

Ultra-wide band (UWB) radars for remote sensing of vital signs, as the breath and cardiac activity, can be useful for monitoring the breathing of patients during hospital confinement, for through-the-wall sensing, and for the rescue of people under rubbles or snow. UWB radars detect the time of arrival and the amplitude variations of UWB pulses once reflected by the human body to evaluate the thorax and heart movements, and then derive the cardio-respiratory activities [1]. The knowledge of the radar cross section (RCS) of men in correspondence of different respiration phases is of great importance for the design of UWB radars for remote monitoring of respiratory activity. In particular, the RCS is essential in predicting the time behavior of the radar-received signal, thus helping designing stand-alone apparatuses [1].

In literature, few works deal with the RCS of the human body including experimental investigations [2]-[5] and recent numerical studies [1], [6]-[7]. These works indicate RCS absolute values of the order of 1 m², with large fluctuations with the frequency. However, these limited data are based on man models at rest and they do not consider variations of the tissue properties with frequency.

In this paper, a finite-difference time-domain (FDTD) parallel code was used to evaluate the RCS of anatomical models of the human body as a function of the frequency. Models of men in resting state and previously developed models representing a tidal breath and a deep breath were considered [8], [9]. The RCS was evaluated in a frequency range between 1 and 9 GHz with 1 GHz step, taking into account the frequency behavior of the tissues’ dielectric parameters and the variations of the lung geometry and dielectric parameters with the respiration.

II. METHODS AND MODELS
A. FDTD method

The RCS was computed by using a parallel self-developed code based on the FDTD method and implemented in the MPI environment [10]. Figure 1 shows the simulated geometry: a plane wave with sinusoidal time dependence propagating along the y-axis impinges on the human body (front-back of the body model) with the electric field linearly polarized along the z-axis (height of the body model). To excite the plane wave, the code divides the whole volume under study in a total-field and a scattered-field region by means of a Huygens’ surface [11], [12]. The scattered-field region is closed by applying a uniaxial perfectly matched layer (UPML) absorbing boundary condition made by a 5-cell layer with parabolic profile and a 0.01% nominal reflection coefficient. At steady state, the scattered electric field values obtained on a surface surrounding the human body were stored and used to evaluate the RCS of the considered body model by way of a near-far field transformation.
Fig. 1. Simulated geometry: the human body anatomical model faces the plane wave propagating towards the positive y-axis with a linear vertical polarization (i.e., the electric field is aligned with the z-axis).

B. Human anatomical models

Two different anatomical models were considered: the Visible Human [13] (VH) and Duke of the Virtual Family [14]. In particular, the VH was used for validation purposes, while the Duke, representing a model closer to the standard man than the VH, was used to study the RCS as a function of the breathing activity. To this end, it is worth mentioning that the body models usually considered in dosimetry studies represent resting state bodies (RS); i.e., a body at the end of the respiration phase, when little air is present into the lungs.

To take into account the breathing activity, in [8] two models were developed considering the respiration physiology and the pulmonary mechanics [15]. In brief, starting from the RS Duke model, constituted by a three-dimensional matrix of integer numbers representing 77 different tissues, lung cells were added simulating both a diaphragm displacement and an enlargement of the rib cage.

Changing the entity of the diaphragm displacement and of the rib cage enlargement, two respiration phases were obtained: the tidal breath (TB), corresponding to a state of normal inspiration with an inhaled volume of air equal to about 500 cm$^3$ [15], and the deep breath (DB), corresponding to a state in which a high volume of air, approximately 860 cm$^3$, is inhaled into the lungs [15].

Figure 2 (a) shows the Duke thorax model, with the lungs highlighted, while Fig. 2 (b) illustrates the number of lung cells in each horizontal section of the human body, as a function of the height from the feet. In particular, the figure reports the number of lung cells in the model representing the resting state (RS); i.e., the original model, and in the two realized models, the tidal breath (TB) and the deep breath (DB), respectively.

From the figure, an overall view of the levels where the lung expansion occurred is obtained. In particular, it can be noted that the rib cage expansion in the TB and DB models follows the behavior of the RS model in the higher sections (from 140 cm to 150 cm in Fig. 2 (b)). Then the expansion becomes more irregular; this is due to the drop in the diaphragm of 2 cm and 4 cm for the TB model and DB model, respectively.

Fig. 2. (a) Thorax model of the Duke with lungs highlighted, and (b) number of lung cells in the transversal plane, for the RS, TB and DB models, as a function of the height from the feet.

The two new lung models have a final volume of 4262.171 cm$^3$ and 4530.206 cm$^3$, for TB and DB respectively, obtained from an initial volume of 3849.216 cm$^3$ (RS). Each model is made by 77 different tissues whose dielectric properties’ values were obtained as a function of the frequency from the database available online at http://www.itis.ethz.ch/itis-for-health/tissueproperties/database/database-summary and based on data of Gabriel et al. [16].
In particular, the dielectric properties of the lung were assumed equal to that of inflated lung for the TB and DB models, and equal to the deflated lung for the RS model.

Moreover, the lung mass density was assumed equal to that of inflated lung (\(\rho_{LI} = 394 \text{ kg/m}^3\)) in both TB and DB models, while for the RS model (man at the end of the expiration phase) an average value between the inflated lung mass density (\(\rho_{LI}\)) and deflated lung mass density (\(\rho_{LD} = 1050 \text{ kg/m}^3\)) was used, in order to take into account that the lung is never totally deflated; i.e., there is always a certain percentage of air within it.

To insert the VH into the FDTD code, a spatial resolution of 2 mm was chosen between 1 GHz and 5 GHz, that was reduced to 1 mm between 6 GHz and 9 GHz. On the other hand, for the Duke models, a 1 mm resolution was used at all frequencies. At the highest frequency of interest (9 GHz), the 1 mm resolution corresponds to less than 1/5 of the wavelength for all body tissues and is almost equal to 1/10 of the penetration depth of the electromagnetic field [17].

**III. RESULTS**

**A. Validation**

Table 1 reports the RCS of the human body obtained from literature data, both experimental [2], [4]-[5] and numerical [1], [6]-[7]. In particular, in [6] and [7] the human body model considered is the Visible Human, while in [1] a scaled version (i.e., a thinner version) of the Visible Human was studied. The reported data indicates that, in the considered frequency range, RCS absolute values show large fluctuations with frequency and with the anatomical model considered, with values between 0.01 \(\text{m}^2\) and 6.3 \(\text{m}^2\). In particular, these variations can be attributed to the positioning and shape of the various sub-scatterers on which each considered subject can be divided [6].

In order to validate the numerical procedure, the RCS of the VH was studied between 1 and 9 GHz and compared with the data reported in [6]. In these simulations, the dielectric properties of tissues were varied with the frequency according to [16].

Figure 3 shows the backward RCS; i.e., the RCS obtained for \(\theta = 90^\circ\) and \(\phi = 270^\circ\) (see Fig. 1).

From the figure a good agreement with [6] is obtained, with differences within 20% up to 7 GHz. At 8 GHz a very high value is obtained in [6], which seems to be outside the trend of the other data.

It must be noted here that, in [6] a cell resolution of 2 mm was used for all the considered frequencies, even if, at the highest frequencies considered, such values are higher than the standard used criteria for FDTD stability and accuracy.

Furthermore, it is worth noting that similar discrepancies in the RCS results were also obtained in [7], where the RCS was computed, for the same human body model, by using two different numerical codes; i.e., FDTD and Xpatch.
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B. Duke RS model

The Duke anatomical model in the resting state condition was then considered. The Duke RCS was evaluated with 1-degree resolution. Figure 4 shows the RCS at the frequency of 3 GHz as a function of the azimuth (φ). A persistent feature of the RCS is the strong value from the back of the body (φ = 90°), while lower values are obtained along the other directions.

Figure 5 shows the RCS for the Duke RS model as a function of the frequency in the xy plane along the propagation direction; i.e., for θ = 90° and φ = 270°. In the figure, the RCS values previously obtained from the Visible Human (Fig. 3) are also reported for comparison purposes. From the figure, the great variability of the RCS is evident (see also Table 1): it shows an oscillating behavior with peaks and valleys depending both on the frequency and on body models. In particular, with reference to the body models it can be noted that the VH is 1.80 m tall and weighs 105 kg, while the Duke is 1.77 m tall and weighs 72.4 kg.

C. Breath anatomical model results

Exploiting the TB and DB models described in Section II.B, simulations were conducted sweeping the frequency in the 1 GHz - 9 GHz range, with 1 GHz step.

Figure 6 shows the RCS obtained for the three developed models in the direction of the incident plane wave (θ = 90°; φ = 270°). Observing the data, the RCS values are different for the three models, suggesting that the RCS changes during respiration and that this change varies with the frequency.

To interpret the obtained results, it can be noted that the three models have a different geometry both of the lungs and of the external surface, due to the rib cage enlargement and to the drop of the position of the diaphragm during respiration. Moreover, also the lung tissue characteristics change among the three models, both with reference to the dielectric properties and to the lung mass density, as previously detailed. It is worth mentioning that a similar result, i.e., an oscillating behavior of the RCS values, was also obtained experimentally in [5], for the end-inspiration and end-expiration breathing phases.

D. Homogeneous model

To understand if the results of the previous section are conditioned by the geometry rather than by the dielectric parameter differences, a homogeneous man model was considered.

In particular, the TB model was simulated substituting all the 77 tissues with the skin dielectric parameters at each computed frequency. Obtained RCS results for the homogeneous tidal breath (HTB) model are shown in Fig. 7 compared with those of the non-homogeneous TB model.

Results show differences between the HTB and the TB models, less evident at high frequencies where, due to superficial absorption of the field, the homogeneous skin
model behaves like the inhomogeneous one. Moreover, it is interesting to note that low differences between TB and HTB are obtained at low frequencies also, where probably the different dimensions of the thorax due to the different lung geometries influence most the electromagnetic reflection process.

In order to understand if the computed results were more influenced by the different geometries of the thorax or by the dielectric parameters, a homogeneous tidal breath model was considered. Results showed that RCS changes are due both to the different anatomy between the two models and to the differences in tissues dielectric parameters; in particular, the dielectric properties values seem responsible for most of the differences obtained in the frequency range between 4 and 6 GHz.

It is worth noting that the obtained behavior of the RCS with the frequency can be understood observing that the RCS of the human body is influenced by resonances of the various body segments. Therefore, small variations of the body geometry and of the tissue dielectric properties have a strong influence on the RCS values.

IV. CONCLUSION
The knowledge of the RCS of the human body is of vital importance in the development of UWB radar for the remote detection of the respiratory activity. In fact, these radars rely on the electromagnetic field scattered by the human body towards the receiving antenna. Several studies were devoted to the evaluation of the human body RCS, finding very different results, so that it is very difficult to obtain a general rule to be used in UWB radar design. Moreover, the published studies considered resting state human body; i.e., bodies at the end of the respiration, when the lungs are almost empty.

In this paper, the RCS values of breathing subjects as a function of frequency were evaluated in the 1-9 GHz frequency band using a self-developed numerical code. In particular, three phases of the respiration activity were considered: resting state, tidal breath and deep breath. The three human body models had different geometries, both of the lungs and of the surrounding thorax, as well as different dielectric properties values to represent the different states of the lungs; i.e., empty (RS), partially filled with air (TB), almost completely filled with air (DB).

Obtained RCS absolute values for the resting model showed large fluctuations with the frequency, with values between 0.5 m² and 6.7 m² in agreement with the literature. With reference to breathing subjects, it was shown that the RCS changes between the three considered models, and that the entity of this change depends on the frequency.

Fig. 7. Comparison between the tidal breath Duke model and the homogeneous tidal break Duke model.
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Bandwidth Enhancement of Small Square Monopole Antenna Using Self-Complementary Structure for Microwave Imaging System Applications
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Abstract — A novel printed monopole antenna for ultra-wideband (UWB) applications is designed based on self-complementary structure as a matching network. The proposed antenna consists of a square radiating patch and a self-complementary structure located next to feed line, which provides a wide usable fractional bandwidth of more than 100% (3.04-11.43 GHz). Self-complementary matching network is created, by cutting two rectangular ring slots on the ground plane and by inserting two rectangular rings coupled elements in the top layer; hence, additional resonances are excited and much wider impedance bandwidth can be produced. The designed antenna has a small size of 14×22 mm², about 0.15λ×0.25λ at 4.3 GHz. It is shown that simulated and measured results agree well with each other and demonstrate the usefulness of the proposed antenna for UWB applications. The proposed antenna exhibits almost omni-directional radiation patterns with low cross-polarization levels and provides an acceptable gain over whole band.

Index Terms — Babinet’s equivalence principle, microwave imaging system, self-complementary structure, square monopole antenna.

I. INTRODUCTION

One of key issues in ultra-wideband (UWB) imaging systems is the design of a compact antenna while providing wideband radiation characteristics over the whole operating band. Consequently, a number of printed microstrip antennas with different geometries have been experimentally characterized [1]-[2]. These types of UWB antennas are also suitable for the short-range indoor and outdoor communications [3]. However, for radar systems, such as an UWB microwave imaging system for detection of breast tumor, a moderate gain directional antenna is advantageous. In addition to an UWB impedance bandwidth, as defined by the minimum return loss of 10 dB, the UWB antenna is required to support a very short pulse transmission with negligible distortion. This is necessary to achieve precision imaging without ghost targets. Several UWB antenna designs with compact size and low distortion have been proposed for the use in the medical imaging systems [4-6]. Each has its own merits and drawbacks. Some of the proposed antennas have no planar structure, whereas others have low-gain and/or low radiation efficiency. The unipolar and antipodal Vivaldi antennas presented in the literature [7, 8] satisfy the requirements for imaging systems in terms of bandwidth, gain, and impulse response. However, the achieved performance is at the expense of significant size, which has a length of several wavelengths.

In this paper, a simple method for designing a novel and compact microstrip-fed monopole antenna with multi resonance performance based on self-complementary structure for UWB applications has been presented and discussed. The proposed self-complementary structure is designed using the Babinet’s equivalence principle to achieve impedance matching throughout a wide frequency range, such that \( Z_{in} \) has constant value for all frequencies [9]. To the authors’ knowledge, it is the first time that a self-complementary matching network consisting of two rectangular ring slots on the ground plane and two rectangular ring coupled elements in the top layer is used to increase the bandwidth of an ordinary square patch monopole antenna. The size of the designed antenna is smaller than the UWB antennas reported recently [2]-[8]. Good return loss and radiation pattern characteristics are obtained in the frequency band of interest, 3.04-11.43 GHz.

II. ANTENNA CONFIGURATION

The square monopole antenna fed by a 50 Ω microstrip line is shown in Fig. 1, which is printed on an FR4 substrate with the thickness of 0.8 mm, dielectric constant of 4.4, and the loss tangent of 0.018. The basic antenna structure consists of a square patch, a feed line, and a ground plane. All dimensions of the antenna are given in Table 1. To increase the bandwidth of the antenna, we propose to insert a self-complementary structure as shown in Fig. 1. Self-complementary structure includes two rectangular rings on the patch side and two rectangular ring slots in the ground plane. The
resonant behavior of the self-complementary structures used here introduces new resonance frequencies and consequently improves the bandwidth of the antenna. Opening two rectangular ring slots of suitable dimensions on the ground plane results in a much enhanced impedance bandwidth. Regarding defected ground structures (DGS), creating slots in the ground plane provides an additional current path. Moreover, this structure changes the inductance and capacitance of the input impedance, which in turn leads to a change in the bandwidth. The DGS applied to a microstrip line causes a resonant character of the structure transmission with a resonant frequency controllable by changing the shape and size of the slot [10]. Therefore, by cutting two rectangular ring shaped slots at the ground plane and carefully adjusting its parameters, much enhanced impedance bandwidth can be achieved.

In addition, the complementary coupled rings on the top layer are playing an important role in the broadband characteristics of this antenna, because it can adjust the electromagnetic coupling effects between the patch and the ground plane, and improves its impedance bandwidth without any cost of size or expense. This phenomenon occurs because, with the use of a complementary coupled structure in transmission line distance, additional coupling is introduced between the bottom edge of the square patch and the ground plane [8].

The first step in the design of the antenna is to determine the initial dimensions of the structure. These parameters, including the substrate are $W_{Sub} \times L_{Sub} = 14 \times 22$ or about $0.15 \times 0.25$ at 4.3 GHz (the first resonance frequency). There is flexibility in choosing the width of the radiating patch. This parameter mostly affects the antenna bandwidth. As $W$ decreases, so does the antenna bandwidth, and vice versa. The length of the radiating patch is approximately $\frac{\lambda_{lower}}{4}$, where $\lambda_{lower}$ is the wavelength of the lower frequency of the bandwidth. $\lambda_{lower}$ frequency of lower edge of the usable band depends on a number of parameters such as the width of the radiating patch as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated [8]. The important step in the design is to choose $L_r$ (the length of the new resonators). $L_r$ is set to resonate at $0.25\lambda_g$, where $L_{r1} = 2L_P + 1.75W_p$, and $L_{r2} = 2L_P + 0.75W_p$, $\lambda_g$ corresponds to wavelength of resonance frequencies (10.5 GHz is the third resonance frequency and 11.4 GHz is the fourth resonance frequency) [8]. The parameters of this antenna are studied by changing one parameter at a time while others are kept fixed. Ansys HFSS simulations are used to optimize the design and agreement between the simulation and measurement is obtained [11].

![Fig. 1. Geometry of the proposed square monopole antenna with self-complementary matching network.](image)

### III. RESULTS AND DISCUSSION

The designed square monopole antenna is fabricated on FR4 substrate by fast PCB prototyping machine. The simulated and experimental results of the input impedance and radiation characteristics are presented and discussed in this section.

Figure 2 shows the return loss characteristics for an ordinary printed square monopole antenna, a monopole antenna with two modified rectangular ring slots on the ground plane, and a monopole antenna with a pair of rectangular ring self-complementary structures. As shown in Fig. 2, in the proposed antenna configuration, the ordinary square monopole can provide the fundamental and next higher resonant radiation band at 4.3 and 8.1 GHz, respectively, in the absence of the self-complementary structure. The upper frequency bandwidth is significantly affected by using the rectangular ring slots on the ground plane. This behavior is mainly due to the fact that creating slots in the ground plane provides an additional current path. In addition, by inserting two rectangular ring coupled elements on the top of these slots, the impedance bandwidth is effectively improved at the upper frequency [10]. It is observed that by using this modified self-complementary structure, additional third (10.5 GHz) and fourth

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (mm)</th>
<th>Parameter</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{Sub}$</td>
<td>14</td>
<td>$L_{Sub}$</td>
<td>22</td>
</tr>
<tr>
<td>$W_f$</td>
<td>1.5</td>
<td>$L_f$</td>
<td>8</td>
</tr>
<tr>
<td>$W$</td>
<td>12</td>
<td>$L_g$</td>
<td>5</td>
</tr>
<tr>
<td>$W_p$</td>
<td>5</td>
<td>$L_P$</td>
<td>3</td>
</tr>
<tr>
<td>$W_g$</td>
<td>2</td>
<td>$d$</td>
<td>1</td>
</tr>
<tr>
<td>$d_1$</td>
<td>2</td>
<td>$g$</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 1: The proposed monopole antenna dimensions
(11.4 GHz) resonances are excited respectively, and hence, the bandwidth is increased. It is also noticed that the resonance frequencies introduced by self-complementary structure are different and smaller than the ones due to having only slot rings in the ground and ones due to having only metallic rings on the upper plane.

The simulated current distributions on the radiating patch and the ground plane for the proposed antenna at 10.5 GHz (third resonance) and at 11.4 GHz (fourth resonance) are plotted in Figs. 3 and 4, respectively. As shown in Figs. 3 and 4, the current is concentrated on the edges of the interior and exterior of the rectangular ring slots and coupled elements at these resonance frequencies.

In order to understand the phenomenon behind the self-complementary structure effects on decreasing resonance frequency and generation of new additional resonance frequencies, the electrical lengths of the corresponding resonating parts due to electromagnetic coupling between self-complementary structures are plotted on Fig. 5. Regarding coupling between the elements of self-complementary structure, since the polarization of the two antennas are reversed, the surface current direction is changed on the other side of the structure [12]. Therefore, we can claim that the resonator lengths shown in Fig. 5 are longer than the ones of the isolated rings and slots so that new resonance frequencies are appeared in the lower frequencies as shown in Fig. 2. In addition, by inserting coupled elements on the other side of substrate, the electromagnetic coupling is effectively improved. The rectangular rings coupled elements can be regarded as parasitic resonators electrically coupled to the rectangular ring slots. As shown in Fig. 5, the electrical current for the new generated resonances frequency does continue its direction along the bottom or top side of substrate.

In order to investigate the effects of the separation distance between self-complementary matching network and microstrip feed-line on the proposed antenna, the return loss characteristics for various gap distance lengths are analyzed and results are illustrated in Fig. 6. It is observed that the impedance bandwidth is effectively improved at the upper frequency band as
separation distance is changed. It is seen that the frequency of the lower edge of bandwidth is improved with decreasing the gap, but the matching becomes poor for lower frequencies. By adjusting this separation distance, the electromagnetic coupling between the lower edge of the square patch and the ground plane can be properly controlled [10].

Another important parameter of this structure is the rectangular ring length \( W_P \). By adjusting \( W_P \), the upper edge of the frequency bandwidth can be properly controlled. The simulated return loss characteristics for various rectangular ring lengths are illustrated in Fig. 7. It is seen that the upper-edge frequency of the impedance bandwidth is increased with decreasing \( W_P \), but the matching becomes poor for lower band.

Figure 8 shows the effects of the self-complementary structure on the maximum gain in comparison to the same antenna without them. As shown in Fig. 8, the ordinary square antenna has a gain that is low at 3 GHz and increases with frequency. However, the gain of the ordinary square antenna is decreased in the higher frequency band with the use of the self-complementary structure; the proposed antenna gain has a flat property which is advantageous for microwave imaging applications.

In UWB microstrip antennas analysis, the transfer function is transformed to time domain by performing the inverse Fourier transform. Fourth derivative of a Gaussian function is selected as the transmitted pulse. Therefore, the output waveform at the receiving antenna terminal can be expressed by convoluting the input signal and the transfer function. The input and received wave forms for the face-to face and side-by-side orientations of the antenna are shown in Fig. 9. The results of the calculations using the CST software [13] indicated that the shape of the pulse is preserved in most cases, especially in the first configuration. Using the reference and received signals, it becomes possible to quantify the level of similarity between signals [3].
The proposed antenna with optimal design is fabricated as shown in Fig. 10 and measured. Figure 11 compares the measured and simulated VSWR characteristics of the proposed antenna. The fabricated antenna has the frequency band of 3.04 to over 11.43 GHz. The slight discrepancy between simulated and measured results is mostly due to a number of parameters such as possible errors in fabricated antenna dimensions as well as nonuniformity of the thickness and the dielectric constant of the low cost FR4 substrate over the wide range of simulation frequencies.

Figure 12 and Fig. 13 depict the measured and simulated radiation patterns, the co-polarization and cross-polarization in the \( H \)-plane (\( x-z \) plane) and \( E \)-plane (\( y-z \) plane), at different frequencies in the operation band. These patterns demonstrate that the antenna actually radiates over a wide frequency band. It can be seen that the radiation patterns in \( x-z \) plane are nearly omni-directional even at higher frequencies, and also the cross-polarization levels are low. These radiation characteristics show that the proposed antenna is a promising candidate for UWB microwave imaging applications.

Fig. 10. Photograph of the realized printed square monopole antenna: (a) top view, and (b) bottom view.

Fig. 11. Measured and simulated VSWR for the proposed antenna.

Fig. 12. Measured and simulated radiation patterns of the proposed antenna: (a) first resonance frequency (4.3 GHz), and (b) second resonance frequency (8.1 GHz).

Fig. 13. Measured and simulated radiation patterns of the proposed antenna: (a) third resonance frequency (10.5 GHz), and (b) fourth resonance frequency (11.4 GHz).

IV. CONCLUSION

In this paper, a compact printed monopole antenna with multi resonance characteristics with a novel
matching network based on self-complementary structure has been proposed for UWB applications. In this structure, by cutting two rectangular ring slots on the ground plane and by inserting two rectangular ring coupled elements in the top layer, the self-complementary structure is created; hence, additional resonances are excited and much wider impedance bandwidth is achieved. The fabricated antenna has an impedance bandwidth of 3.04 to 11.43 GHz which covers the frequency range of UWB systems. Furthermore, in this band gain level is satisfactory varying between 3 to 5 dBi. The proposed antenna is small, low cost and can be easily fabricated.
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