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#### Abstract

MEMS are minimized electromechanical devices and systems that are realized using integrated micro fabrication methods. And the technology is growing rapidly in RF field, because of the advantages over p-i-n diode or FET switches. The main application areas of MEMS devices in the future are Information Technology, Bioelectromagnetic, Medical Science. For the accurate design of RF MEMS structures, effective computationally modeling of their transient and steady state behaviors including the accurate analysis of their time-dependent moving boundaries is essential. This is because an accurate knowledge of the electromagnetic field (EM) evolution around a moving or rotating body is very important for the realization of new optical devices or microwave devices, such as the RF-MEMS structures used in phase-shifters, couplers, filters, tuners or antennas. The technique proposed in this paper to model MEMS structures is based on the finite-difference time-domain (FDTD) method with an adaptive implementation of grid generation. Here, this simulation method is applied to the analysis of a two-dimensional MEMS variable capacitor with non-uniform motions, such as accelerated motions. The acceleration of the MEMS capacitor is derived under the equilibrium between the spring force and electrical force. Using this acceleration, the motion characteristic for each time step is derived. The numerical results that express the relationship between the acceleration of the plates and the spring constant and the mass of the plates are shown and the transient effect is accurately modeled.


## 1. Introduction

As compared with PIN diode and Transistor switches, RF MEMS have many excellent advantages such as high isolation and low power consumption, and, as a result, MEMS technology is growing rapidly in RF field [1]-[3]. An addition, RF MEMS have many application areas, such as switches, antennas or tuners.

For the modeling and optimization of microwave devices, as in the case of the RF MEMS structures used in phase-shifters, couplers, filters, tuners or antennas, an accurate knowledge of the electromagnetic field distribution around a moving or rotating body is required. But due to the limitations of the conventional numerical techniques for the time changing boundaries, it is tedious to solve these problems numerically for the electromagnetic fields [4]. Computational techniques for moving boundary problems have been pursued mainly in heat and fluid flow area [5]-[8]. In this paper, we propose a new numerical approach for the analysis of this type of problems that alleviates the limitations of the conventional time-domain techniques. This method is expanded to analyze MEMS devices with moving parts with the FDTD method for EM fields [9]-[10]. Employing a transformation in the time factor, it is possible to apply the grid generation technique of [11] to the time-domain analysis of a moving object. With such a grid, the FDTD method [12] can be solved very easily on a "static" (time-invariant) rectangular mesh regardless of the shape and the motion of the physical region, something that makes it an especially good tool to analyze structures of arbitrary shape and motion.
In this paper, this simulation method is applied to the analysis of a two-dimensional MEMS variable capacitor with accelerated motion. The acceleration of the plates are derived from the equilibrium between the spring force and electrical force. Using this acceleration, the relation between the mass, the spring constant and the oscillation of the plates are shown. This acceleration is useful in determining the switching time of the MEMS device. For the validation of this method, the computational results of the transient capacitance are compared with the theoretical results.

## 2. Two-Dimensional Variable Capacitor with Acceleration Effect

The dynamic behavior of the MEMS structure is shown in Fig. 1. The top plate is suspended by a spring.

Under the combined effect of mechanical and electrical force, the top plate moves until the equilibrium between the electrostatic and mechanical forces is reached. $F_{m}$ means spring force and $F_{e}$ means electrostatic force, that is defined as the gradient of the stored energies and these forces are expressed in the following equations, respectively,

$$
\begin{align*}
& F_{m}=m x^{\prime \prime}+b x^{\prime}+k x,  \tag{1}\\
& F_{e}=\frac{1}{2} \frac{\partial C}{\partial x} V^{2}, \tag{2}
\end{align*}
$$

where $m$ is the mass of the plate, $b$ is the mechanical resistance, $k$ is the spring constant, and $V$ is the bias voltage. From the equilibrium between the spring force and the electrostatic force, the following equation is derived,

$$
\begin{equation*}
m x^{\prime \prime}=\frac{1}{2} \frac{\partial C}{\partial x} V^{2}-b x^{\prime}-k x \tag{3}
\end{equation*}
$$

From eq. (3), the acceleration $x^{\prime \prime}$ is obtained.
The geometry to be considered here is shown in Fig. 2. Under the combined effect of mechanical and electrical force, the two fingers are assumed to move with different velocities for the $x$-direction. For the two-dimensional TM-propagation case, as shown in Fig. 2, there are only $E x, E y$, and $H z$ nonzero components with a time variation given by the following equations,

$$
\begin{align*}
\frac{\partial H_{z}}{\partial t} & =\frac{1}{\mu}\left(\frac{\partial E_{x}}{\partial y}-\frac{\partial E_{y}}{\partial x}\right)  \tag{4}\\
\frac{\partial E_{x}}{\partial t} & =\frac{1}{\varepsilon}\left(\frac{\partial H_{z}}{\partial y}-J_{x}\right)  \tag{5}\\
\frac{\partial E_{y}}{\partial t} & =-\frac{1}{\varepsilon}\left(\frac{\partial H_{z}}{\partial x}+J_{y}\right) \tag{6}
\end{align*}
$$

where $\varepsilon, \mu$ are the constitutive parameters of the respective medium. The configurations of the physical and of the computational regions are shown in Fig. 2.

Employing the transformation with the time factor, the partial differential equation in the physical region $(x, y, t)$ is related to the computational region $(\xi, \eta, \tau)$ as follows:

$$
\begin{align*}
& x=x(\xi, \eta, \tau)  \tag{7}\\
& y=y(\xi, \eta, \tau)  \tag{8}\\
& t=t(\xi, \eta, \tau) \tag{9}
\end{align*}
$$

The inverse transformation is given by

$$
\begin{align*}
& \xi=\xi(x, y, t),  \tag{10}\\
& \eta=\eta(x, y, t),  \tag{11}\\
& \tau=\tau(x, y, t) . \tag{12}
\end{align*}
$$

According to the transformation, the first derivatives are transformed as follows,

$$
\left[\begin{array}{l}
\partial / \partial x  \tag{13}\\
\partial / \partial y \\
\partial / \partial t
\end{array}\right]=K\left[\begin{array}{l}
\partial / \partial \xi \\
\partial / \partial \eta \\
\partial / \partial \tau
\end{array}\right]
$$

The inverse transformation is given by,

$$
\left[\begin{array}{l}
\partial / \partial \xi  \tag{14}\\
\partial / \partial \eta \\
\partial / \partial \tau
\end{array}\right]=L\left[\begin{array}{l}
\partial / \partial x \\
\partial / \partial y \\
\partial / \partial t
\end{array}\right]
$$



Fig. 1. Functional model of MEMS capacitor
where the matrices $K$ and $L$ are given by

$$
K=\left[\begin{array}{lll}
\partial \xi / \partial x & \partial \eta / \partial x & \partial \tau / \partial x  \tag{15}\\
\partial \xi / \partial y & \partial \eta / \partial y & \partial \tau / \partial y \\
\partial \xi / \partial t & \partial \eta / \partial t & \partial \tau / \partial t
\end{array}\right]
$$

and

$$
L=K^{-1}=\left[\begin{array}{lll}
\partial x / \partial \xi & \partial y / \partial \xi & \partial t / \partial \xi  \tag{16}\\
\partial x / \partial \eta & \partial y / \partial \eta & \partial t / \partial \eta \\
\partial x / \partial \tau & \partial y / \partial \tau & \partial t / \partial \tau
\end{array}\right]
$$

By this transformation, there is a unique correspondence between the computational region and the physical region. The transformed region can be easily solved in the rectangular computational region by FD-TD method.

Under the combined effect of mechanical and electrical force, the plates are assumed to move for $x$-direction with velocities $v$ and $u$, and the acceleration $a_{v}, a_{u}$, respectively. Using a coordinate transformation technique, written from eq. (7) to eq. (16), the time-changing physical region $(x, y, t)$
can evolve to a time-invariant computational domain. For the geometry of Fig. 2, the transform equations between the physical and the computational regions are chosen as:

$$
\begin{align*}
& \xi=\frac{x-h_{n}(t)}{h_{n+1}(t)-h_{n}(t)},  \tag{17}\\
& \eta=\frac{y-y_{m}(t)}{y_{m+1}(t)-y_{m}(t)}, \tag{18}
\end{align*}
$$


(a)

$$
\begin{equation*}
\tau=t \tag{19}
\end{equation*}
$$

where $\mathrm{n}=1,2,3, \mathrm{~m}=1,2,3$, and $h_{1}(t), h_{2}(t), h_{3}(t), h_{4}(t)$ are written in the following form assuming that the plate accelerations and velocities remain time changing values for the whole time of their motion,

$$
\begin{align*}
& h_{1}(t)=x_{1}+v t+\frac{1}{2} a_{v} t^{2},  \tag{20}\\
& h_{2}(t)=x_{2}+u t+\frac{1}{2} a_{u} t^{2},  \tag{21}\\
& h_{3}(t)=x_{3}+v t+\frac{1}{2} a_{v} t^{2},  \tag{22}\\
& h_{4}(t)=x_{4}+u t+\frac{1}{2} a_{u} t^{2} . \tag{23}
\end{align*}
$$

The functions $h_{1}(t), h_{2}(t), h_{3}(t), h_{4}(t)$ describe the movement along the $x$ axis, and allow for the realization of a rectangular grid with stationary boundary conditions. The partial time-derivatives in the transformed domain $(\xi, \eta, \tau)$ can be expressed in terms of the partial derivatives of the original domain ( $x, y, t$ ) using eqs. (17)-(23). The FDTD technique can provide the time-domain solution of the rectangular $(\xi, \eta, \tau)$ grid. The stability criterion in this case is chosen as $c \Delta t \leq \delta / \sqrt{2}$, where $\delta=\Delta x_{0}=\Delta y_{0}$, assuming the grid is uniformly discretized in both directions. In general, $\delta$ is a space increment for $x$ and $y$ direction when the grid increment is minimum (minimum cell size).

(b)

Fig. 2. (a) Physical region and (b) computational region.

## 3. Numerical Results

To validate this approach, numerical results are calculated for a two-dimensional variable capacitor with the movement of the finger only to the $x$-direction. The grid includes $200 \times 200$ cells, input frequency is f $=20 \mathrm{GHz}$
and $L_{x}=L_{y}=L_{z}=L=5 \lambda, \Delta x=\Delta y=L / 200$, and $\Delta t=3.125 \times 10^{-13}(\mathrm{sec})$. The initial plate separation is $L / 5$ and the grid is terminated with Mur's absorbing boundary conditions. Here, the left plate is assumed to move due to the coupling of the electrostatic and the


Fig. 3. Computational Algorithm.


Fig. 4. Time dependence of the capacitance for bias voltage in the range of $\mathrm{V}=0(\mathrm{~V})$ to $50(\mathrm{~V})$ are compared with the theoretical result.
mechanical forces. Fig. 3 displays the computational algorithm used in this calculation. Initial values of the velocity are assumed $u_{0}=0, v_{0}=0$, and $a_{u}=0$. From eq.(3), the acceleration value is derived. Inputting this acceleration value into the transform function $h_{1}(t)$, $h_{3}(t)$, the new capacitance $C$ and displacement $\Delta d$, transformation function $h_{1}(t), \quad h_{3}(t)$, and acceleration $a_{v}$ are obtained. Then from the capacitance and displacement, the new acceleration is obtained. Iterating this algorithm, it is easy to obtain the capacitance, acceleration and displacement controlled by the coupling of spring and electrostatic force.

Numerical results are given in Fig. 4, Fig. 5, and Fig. 6. Fig. 4 shows the computational results of the time dependence of the capacitance for bias voltage values in the range of $V=0(V)$ to $V=50(V)$, for a motion lasting 3010 time steps. The stationary values, when the velocity is zero, are displayed as a reference, and show that stationary values have good agreement with the theoretical values. Fig. 5 displays the time dependence of the acceleration for each mechanical resonant frequency values in the range of $\omega=\sqrt{\mathrm{k} / \mathrm{m}}=10^{17 / 2}$ to $\omega=\sqrt{\mathrm{k} / \mathrm{m}}=10^{19 / 2}$, when the plate moves away from the bottom one. The mechanical resonant frequency in Fig. 5(c) is $\sqrt{10}$ times of the resonant frequency in Fig. 5(b) and 10 times of the resonant frequency in Fig. 5(a). According to these values, the ratio of the resonant frequency is shown accurately in each figure. In Fig. 5, when the mechanical resonant frequency is low, the amplitude remains almost constant value. In Fig. 6, time dependence of the acceleration, the velocity and the displacement are shown, where $\omega=10^{17 / 2}, V=10(V)$. It is effectively demonstrated that when the value of the acceleration is zero, the velocity value takes on a stationary value and, conversely, when the value of the velocity is zero, the value of the acceleration takes on a stationary value.

Since the typical MEMS device has low mass around $10^{-10} \mathrm{~kg}$ and spring constant around $5-30 \mathrm{~N} / \mathrm{m}$, the mechanical resonant frequency is $30-100 \mathrm{kHz}$ and bias voltage is $10-30 \mathrm{~V}$ [13]. In this paper, the values of the mechanical resonant frequency are in the order of $10^{7}$, but if a longer computation time is taken, it is possible to obtain results around the order of $10^{5}$. The results derived in this paper for acceleration and mechanical resonant frequency are very important for determing the switching time.


Fig. 5. Time dependence of the acceleration for each resonant frequency (a) $\omega=10^{17 / 2}$, (b) $\omega=10^{9}$, and (c) $\omega=10^{19 / 2}$ for $V=10(V)$.

(a) acceleration

(b) velocity

(c) displacement

Fig. 6. Time dependence of the (a) acceleration, (b) velocity, and (c) displacement $\omega=10^{11 / 2}$ for $V=10(V)$.

## Conclusions

A novel time-domain modeling technique that has the capability to accurately simulate the transient effect of variable capacitors with accelerated motion controlled by the coupling of the electrostatic and mechanical forces is proposed. This technique is a combination of the FDTD method and the body fitted grid generation technique. The key point of this approach is the enhancement of a space and a time transformation factor that leads to the development of a time-invariant numerical grid. Using this technique, the numerical results of the relation between the acceleration, the velocity and the displacement of the motion are shown for a MEMS capacitor that demonstrate its unique computational advantages in the modeling of microwave devices with moving boundaries.
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#### Abstract

Radio Frequency Microeletromechanical System (RF MEMS) switches are useful for providing lowloss switching elements in high frequency devices. Since these devices contain a mechanical and an electrical component to their operation, predicting their performance is not trivial. Computational analysis can be extremely complicated due to the large number of variables that need to be incorporated. Using a multi-physics simulation tool seems like the only solution, but most simulators are optimized for only one engineering realm (i.e. mechanics or electronics). Combining different engineering realms into one simulated model will usually compromise the accuracy of the results. Often simulators cannot model a multi-realm device at all. This paper offers a solution to this problem by proposing a technique for combining computational analysis with simulation to determine the pull-down voltage and RF characteristics of an RF MEMS switch. Measurement results agree closely with the simulated results using this technique.


## I. INTRODUCTION

RF MEMS switches have become a popular area of research in recent years due to their small size, low loss, good isolation, and low cost. Solid-state switches at high frequencies are lossy and cause more distortion. An example of a doubly-supported (air-bridge type) capacitive MEMS switch is shown in Figure 1.


Fig. 1. Rendering of RF MEMS switch in UP and DOWN state.

The switch works by deflecting the beam towards the bottom metal layer and causing an RF short circuit. The inductive regions behave like springs and make it easier to deflect the beam. A spring constant can be determined which evaluates the amount of force necessary to deflect the beam a given distance. Changing the shape or dimensions of the inductive region will increase or decrease the spring constant. The capacitive regions are responsible for creating an electrostatic force between the DC biased beam and the metal layer below it. This force is responsible for decreasing the "gap" between the metal layers. Changing the gap length, height, or the area of the capacitive region will increase or decrease the electrostatic force necessary to deflect the beam.

Across the capacitive region, the charge density in the metal should be uniform. Otherwise, the beam will not deflect parallel to the bottom metal layer. Any skewing of the beam caused by fabrication misalignment or nonsymmetric inductive regions will result in a larger capacitance and a poor RF open circuit. As long as the switch is adequately thick ( $2-3$ skin depths), made from a high-quality, highly conductive metal (copper or gold, usually), and properly aligned (to equalize the fringing electric fields on all sides) charge density in the metal will be uniform. MEMS switches that are not deflecting uniformly are usually caused by fabrication misalignment, non-uniform metal thickness, or contaminants in the capacitive region metal. The latter two issues prevent the charge density from being uniform by hampering the flow of electrons in the metal and can be rectified by altering the fabrication recipe.

Electrically, the inductive and capacitive regions behave as their name implies. Changes in these regions will change the RF performance of the switch. The dielectric layer provides high capacitance when the switch is in the down state and is used to prevent stiction between the two metal layers. A very thin layer ( $\sim 2000 \AA$ ) of silicon nitride is typically used and generally has a negligible effect on the mechanics of the switch. That is, the bending of the beam is not directly effected by the presence of the silicon nitride. However, electrons can accumulate in this thin layer which can build up a large enough charge to effect the electrostatic actuation of the switch. Dielectric charging is especially pronounced in silicon nitride layers that are deposited using Plasma

Enhanced Chemical Vapor Deposition (PECVD) because of the large number of atomic defects generated from the plasma. Charging effects can be greatly reduced by properly grounding the silicon nitride to prevent electron accumulation. This can be improved further by thermally growing the dielectric layer instead of using PECVD [1].

Modeling MEMS switches for optimal electrical and mechanical performance can be a daunting task and is often substituted with a less accurate method. For instance, MEMS switches are often designed for optimal electrical properties (such as a low RC time constant [2]) or optimal mechanical properties (such as a low actuation voltage [3]). There are four popular inductive region configurations [4]. These designs, labeled 1-4, are shown in Figure 2.


Fig 2. Switch designs 1-4.
Deriving the equations for predicting MEMS switch performance that utilizes these inductive and capacitive regions is difficult. Very general equations can be investigated but the results can only be used as rough estimates [5-6]. Those who have tried predicting MEMS switch behavior using only theory often report a discrepancy upwards of a factor of ten between predicted and measurement results [7]. Certainly design optimization can not be done this way. Using simulation software is the only way to take into account most of the idiosyncrasies of device performance. However, it is not always possible, or effective, to use a simulator to predict mechanical performance due to an electrostatic force.

RF MEMS switch feature sizes are often on the order of $\lambda / 1000$ or smaller. This is much smaller than the typical element size of a Finite Element Method (FEM) or Finite-Difference Time-Domain (FDTD) simulator, whose typical element sizes are $\lambda / 20$ to $\lambda / 10$, although simulations with small feature sizes are still possible with these methods [8]. A Method of Moments (MOM) simulator could be used to model the small feature sizes, but if the switch is being simulated with other devices (i.e. filters or antennas) or on a multilayer substrate then an FEM simulator would be more accurate because of the improved cell size. Clearly there is a trade off. Alternatively, hybrid simulators have been investigated which attempt to utilize the advantages of both types of simulation. No matter which type of simulator is used,
when devices with small feature sizes (i.e. RF MEMS switches) are simulated in a complex environment (i.e. when surrounded by an electric field) assumptions must be made within the simulator and results will be compromised [9].

Often, when multiple physical realms are involved in a problem, the optimal solution method is to use a simulator to solve the problem in the more complicated realm and to combine those results manually with theory from the simpler realm. For the RF MEMS switch, we are combining a mechanical beam dynamics problem with an electrostatic problem. The theory that deals with the electrostatics of a capacitive region is well known and straightforward, whereas the dynamics of a beam with complicated springs is much more difficult to solve. Solving the problem in one simulation that couples the two physical realms does not always give the most accurate results because of assumptions and simplifications used in the simulator. Instead, this paper presents a straightforward method for modeling an RF MEMS switch by simulating first in an optimized FEM mechanical simulator then calculating the pull-down voltage by using simple electrostatic equations. The measured results match very closely with the results from this method, which demonstrates its effectiveness.

## II. MECHANICAL ANALYSIS of RF MEMS SWITCHES

Equations for predicting the bending of cantilever and doubly-supported beams have been around for decades [10]. Unfortunately, applying simplistic equations to complex MEMS devices can be cumbersome. The two most important mechanical features of a MEMS switch are the pull-down voltage and the deflection. Both of these quantities can be calculated by treating the MEMS switch as a mechanical spring. In order to calculate the pull-down voltage, one must equate the force pulling down on the beam by the electrostatic force between the metal layers

$$
\begin{equation*}
f_{\text {down }}=\frac{\varepsilon A V^{2}}{2 g^{2}} \tag{1}
\end{equation*}
$$

and the force pushing up from the spring (Hooke's Law) [11],

$$
\begin{equation*}
f_{u p}=-k\left(g_{o}-g\right) \tag{2}
\end{equation*}
$$

For these equations, $\varepsilon$ is the permittivity, A is the area, V is the voltage, k is the spring constant, $\mathrm{g}_{0}$ is the initial gap, and $g$ is the evaluated gap. We can use these simple, spatially independent equations since we know the charge density (and therefore the force) is uniform across the capacitive region. It has been well documented that for parallel plate electrostatic actuation, when the gap reduces to $2 / 3$ of the original gap, the beam becomes unstable and experiences a "pull-in" effect [11]. That is, the MEMS switch does not deflect over the entire gap according to the formula in (1). Instead, when the gap
reaches a certain threshold, namely $2 / 3$ the original gap, the switch will snap down. Magnets experience the same effect. As two magnets of opposite polarity are brought closer together the attractive force is barely noticeable until they reach a certain distance apart. At this point they snap together and the force between them is great.

Equating (1) and (2) where the gap is $2 / 3$ the original gap and solving for the pull down voltage gives

$$
\begin{equation*}
V_{P I}=\sqrt{\frac{8 k g_{o}^{3}}{27 \varepsilon A}} . \tag{3}
\end{equation*}
$$

The maximum deflection can also be calculated from the spring constant by the equation [10]

$$
\begin{equation*}
\delta=-F / k \tag{4}
\end{equation*}
$$

where $\delta$ is the deflection, F is the force pushing down on the spring (in Newtons) and k is the spring constant.

The values for the permittivity, area, and gap can be designed for and implemented in fabrication. The only two unknowns for a given MEMS switch are the spring constant and the downward force. The spring constant can be derived for a meandered line by the equation [4]:

$$
\begin{equation*}
k_{m}=\frac{E w\left(\frac{t}{L_{c}}\right)^{3}}{1+\frac{L_{s}}{L_{c}}\left(\left(\frac{L_{s}}{L_{c}}\right)^{2}+12 \frac{1+v}{1+\left(\frac{w}{t}\right)^{2}}\right)} \tag{5}
\end{equation*}
$$

where $w$ is the width of the meander, $t$ is the thickness of the metal, $v$ is the Poisson's Ratio of the metal, $L_{s}$ is the overall width of the spring, and $L_{c}$ is the distance from the end of the spring to the start of the meander. These dimensions are illustrated below.


Fig.3. Illustration of dimensions for (5).
For a non-meandered spring, the spring constant is given by [12]

$$
\begin{equation*}
k_{n o n-m}=\frac{32 E W H^{3}}{L^{3}} \tag{6}
\end{equation*}
$$

where E is the Young's Modulus, W is the width, H is the thickness, and L is the length.

The effective spring constant, $\mathrm{k}_{\text {eff }}$, for the entire MEMS switch can be determined by combining the simple spring equations in a fashion similar to capacitors. That is,
springs in parallel add directly and springs in series add as the inverse of the sum of the reciprocals. Therefore, the effective spring constants for the four switch designs presented in this paper are:

$$
\begin{gather*}
\text { Design 1 } \\
k_{\text {eff }}=\frac{32 E W H^{3}}{L^{3}}  \tag{7}\\
\underline{\text { Design 2 }} \\
\frac{1}{k_{e f f}}=\frac{1}{k_{m}}+\frac{1}{k_{n-m}}+\frac{1}{k_{m}} \\
\therefore k_{e f f}=\frac{k_{m} k_{n-m}}{k_{m}+2 k_{n-m}}  \tag{8}\\
\frac{1}{k_{e f f}}=\frac{1}{k_{m}}+\frac{1}{k_{m}}+\frac{1}{k_{n-m}}+\frac{1}{k_{m}}+\frac{1}{k_{m}} \\
\therefore k_{e f f}=\frac{k_{m} k_{n-m}}{k_{m}+4 k_{n-m}} \\
\frac{1}{k_{e f f}}=\frac{1}{2 k_{m}}+\frac{1}{k_{n-m}}+\frac{1}{2 k_{m}} \\
\therefore k_{e f f}=\frac{k_{m} k_{n-m}}{k_{m}+k_{n-m}}
\end{gather*}
$$

where $\mathrm{k}_{\mathrm{m}}$ is the meandered spring constant given by (5) and $\mathrm{k}_{\mathrm{n}-\mathrm{m}}$ is the non-meandered spring constant given by (6). Substituting $\mathrm{k}_{\text {eff }}$ from (7)-(10) into (3) for k will give the theoretical pull down voltages.

## III. MECHANICAL SIMULATION of RF MEMS

Before any complex mechanical simulations are performed, it is necessary to validate the model. Careful attention must be given to material properties, boundary conditions, and the applied forces. One way to validate a simulation model is to compare simulated values with theoretical values for a simple case. If the results agree, more complicated configurations can be simulated and the results can be trusted.

## A. Verification of Simulation Tool

The FEMLAB 3.0 static structural mechanics module from Comsol was used for the mechanical simulations. FEMLAB is a multiphysics simulation tool, which is commonly used in industry and university settings [13]. The 3D MEMS switch structure with non-meandered springs (Design 1) was simulated with a uniform force pushing down on the center capacitive region.

The theoretical deflection profile can be determined by taking advantage of spring superposition. This procedure
is demonstrated in the figure below for the distribution of force, $q$.


Fig. 4. Spring superposition.

The deflection equation for a uniformly actuated beam is given by [10]

$$
\begin{equation*}
\delta(x)=\frac{x^{2}\left(L^{2}-2 L x+x^{2}\right) q}{2 E W H^{3}} \tag{11}
\end{equation*}
$$

where x is the position along the beam, L is the length of the beam, and q is the force applied per length. These parameters are exemplified in Figure 5.


Fig. 5. Illustration of dimensions for (11).
The deflection equation for a partially actuated beam is given by [11]:
$\delta= \begin{cases}-\frac{q b x^{2}}{12 E I}(3 L+3 a-2 x) & \text { for } 0 \leq \mathrm{x} \leq \mathrm{a} \\ -\frac{q}{24 E I}\left(x^{4}-4 L x^{3}+6 L^{2} x^{2}-4 a^{3} x+a^{4}\right) & \text { for } \mathrm{a} \leq \mathrm{x} \leq L\end{cases}$
where a is the distance from the anchor that the force begins, $b$ is the length of the beam that the force is applied to, and I is the moment of inertia given by [12]:

$$
\begin{equation*}
I=\frac{H W^{3}}{12} \tag{13}
\end{equation*}
$$

where H is the thickness and W is the width of the beam. Figure 6 shows a plot of the deflection given by FEMLAB and the results from the superposition of (11) and (12).


Fig. 6. Comparison of Simulated and Analytical displacement of non-meandered switch.

Since the simulation results agree closely with the analytical results, it is safe to assume that the simulator will be reasonably accurate for the more complicated spring configurations. The simulated deflection profile of the four switch designs is shown in Figure 7.


Fig.7. 3D Deflection Profile of RF MEMS Switches.

## B. Deriving Pull-down Voltage from Simulation

Using FEMLAB, it is easy to determine the force necessary to deflect the MEMS switch a desired distance. Ideally, it is necessary to deflect the MEMS switch the same distance as the gap between the beam and the metal layer below it (usually $1.5-3 \mu \mathrm{~m}$ ). The equation that relates force to pull-down voltage in terms of the gap is given by [10]

$$
\begin{equation*}
V_{P I}=\sqrt{\frac{2 g^{2} F}{\varepsilon}} \tag{14}
\end{equation*}
$$

where F is the force per area. This equation is derived from the pull-down voltage in (3), where F incorporates the spring constant. Doing a unit analysis between (3) and (14) will result in the same outcome, volts.

Changing the force per area acting on the capacitive region until the deflection matches the gap will determine the force. Although a guess-and-check method is necessary to determine the value, this can be performed quickly using interpolation since force and deflection are linearly related. This force can then be used in (14) to calculate the pull-down voltage.

## IV. ELECTRICAL SIMULATION of RF MEMS

In addition to the mechanical performance of MEMS switches, it is important to evaluate the RF characteristics. The springs exhibit an inductance, the actuation region exhibits a capacitance, and the metal beam exhibits a resistance. All together, the beam behaves like a series RLC circuit. These values can be calculated within an order of magnitude by using fundamental RLC equations. The resistance can be calculated using [14]:

$$
\begin{equation*}
R=\frac{\rho L}{H W} \tag{15}
\end{equation*}
$$

where $\rho$ is the metal resistivity and L is the length of the beam. The capacitance can be calculated using [14]:

$$
\begin{equation*}
C=\frac{\varepsilon A}{g} \tag{16}
\end{equation*}
$$

Knowing the resonant frequency from measurements, the inductance can be calculated using [14]:

$$
\begin{equation*}
L=\frac{1000}{4 \pi^{2} C f^{2}} \tag{17}
\end{equation*}
$$

where f is the resonant frequency given in $\mathrm{GHz}, \mathrm{C}$ is given in pF , and L is calculated in nH . Papers have been published which investigate elaborate circuit models for MEMS switches [15-16]. However, if results within an order of magnitude are suitable, these simple equations are more than adequate.

## V. MEASUREMENTS

All four switch designs were fabricated and measured to determine the actual pull-down voltage and resonance frequency. The process steps are shown in Figure 8. The coplanar waveguide (CPW) signal lines were fabricated by electron beam evaporating a titanium - gold ( $\mathrm{Ti}-\mathrm{Au}$ ) layer. Silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$ was deposited using Plasma Enhanced Chemical Vapor Deposition (PECVD) and patterned using a Reactive Ion Etch (RIE). A sacrificial photoresist layer was spun on and hard baked. The sacrificial layer was removed using a photoresist stripper and a carbon dioxide $\left(\mathrm{CO}_{2}\right)$ critical point drying process was used to release the switches.

Scanning electron pictures of two of the switches are shown in Figure 9.

Measurements were taken with Thru-Reflect Line (TRL) calibration to deembed the cable and connector losses.

## VI. RESULTS

Results for the mechanical and electrical characteristics of the four spring designs are presented in the following sections. Measurement results were taken for each design. The measured pull-down voltage is within 5 V of the minimum pull-down voltage. Voltage ramping must be done quickly to minimize charge accumulation in the underlying dielectric region.


Fig. 8. Fabrication process for MEMS switches.


Fig. 9. SEM photos of fabricated switches.

## A. Comparison of Mechanical Analysis

Table 1 displays the comparison between the purely theoretical, the simulated method presented in this paper, and the measured pull-down voltage.

TABLE I
COMPARISON OF THEORETICAL, SIMULATED, AND MEASURED VPI

| Design | Theoretical | Simulated | Measured | Avg | Avg \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Error | Error |
| 1 | 117.135 V | 127.5 V | 100 V | 13.75 | 11.97\% |
| 2 | 40.547 V | 38.4 V | 35 V | 3.85 V | 10.14\% |
| 3 | 31.875 V | 27.8 V | 30 V | 2.98 V | 9.97\% |
| 4 | 69.050 V | 72.8 V | 70 V | 2.35 V | 3.33\% |

The measurement results agree closely with the theoretical and simulated results. The average error is within the measurement ramping tolerance ( 5 V ).

The theoretical results are generally within 5-8\% of the simulated values. The small discrepancy is mainly due to the Poisson ratio of the metal, which the simulator takes into account and theory does not $[10,13]$. The Poisson ratio relates a change in the width as the length of the beam is increased. There is a small discrepancy between
simulated and theoretical values due to simulator meshing tolerances.

## B. Comparison of Electrical Analysis

The switches were measured to determine the resonance frequency. This is shown in the figure below.


Fig. 10. Resonance frequency of MEMS switches.
Using the measured resonance frequency and the capacitance calculated from (16), the inductance can be determined by (17). The resistance can be calculated from (15). Table 2 shows the resonance frequency values and the calculated capacitance, inductance, and resistance.

TABLE II
CAPACITANCE, INDUCTANCE, AND RESISTANCE OF RF MEMS

| Design | Resonant <br> Frequency | $\underline{\mathbf{C}}$ | $\underline{\mathbf{L}}$ | $\underline{\mathbf{R}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\underline{22.8175 \mathrm{GHz}}$ | 2.2 pF | 22 pH | $0.3 \Omega$ |
| 2 | 11.3625 GHz | 2.9 pF | 65 pH | $0.6 \Omega$ |
| 3 | 12.1525 GHz | 2.8 pF | 60 pH | $0.5 \Omega$ |
| 4 | 21.83 GHz | 1.9 pF | 28 pH | $0.2 \Omega$ |

The measurement results were compared to a series RLC circuit with the same values as Table 2 to verify the model. One such comparison is shown in Figure 11.


Fig. 11. RLC Circuit vs. Measurement Results.
These results agree very closely with each other. The electrical model is satisfactory.

## VII. CONCLUSION

In this paper, four different RF MEMS switch designs were analyzed using theory and simulations. By combining mechanical simulation results with simple electrostatic equations, a prediction for the pull-down voltage and RF performance was achieved. This prediction was more accurate and much easier to determine than using only theory or only simulations. To verify our mechanical simulation model, it was shown that for a simple switch geometry, the simulated deflection closely matched the theoretical displacement found by using spring superposition. A pull-down voltage for each switch was determined by using the pulldown force given by the mechanical simulator with an equation that relates force to voltage. Measuring the resonant frequency and calculating the resistance, capacitance and inductance determined the electrical circuit model. These RLC values can be used to design other RF MEMS switches. Measurement results agreed very well with predicted values, thus demonstrating that simulation results can be conveniently combined with analytical results to achieve accurate predictions.
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#### Abstract

In this paper a numerical approach for the analysis of the behaviour of micro electro mechanical systems (MEMS) is presented. The method is applied to the simulation of movable plate MEMS variable capacitors that are of common use in the CMOS voltage controlled oscillators (VCOs). An accurate study of MEMS devices requires a coupled electro-mechanical analysis. The mechanical analysis has to take into account the deformation of the plates of the capacitor and the electromagnetic one has to consider the distribution of charges and currents and the presence of dielectric materials. We first perform a coupled elastic-electrostatic analysis in order to obtain the tuning characteristic of the system; subsequently, once the positions of the plates have been determined, an electromagnetic analysis of the system is performed via an integral formulation based on an electric equivalent circuit. The proposed method has been validated by analysing two and three plate tuneable parallel-plate capacitors.


Keywords: Integral Formulations, Method of Moments, MEMS, Finite Element Method.

## 1 Introduction

Micro Electro Mechanical System (MEMS) is a technology able to produce miniature mechanical structures, devices and systems by the use of the state of the art of integrate circuit (IC) fabrication [1] - [3]. The advantages inherited by IC technology are mainly the cost reduction (through batch fabrication) and the opportunity of the dimensional downscaling. As a consequence of the latter, the power consumption has been decreased with an important improvement of the overall performance. The mechanical property of silicon has given the opportunity of the fabrication of MEMS by compatible materials with the IC technology. This has led to the realization of monolithic integrated electromechanical systems including accelerometers, pressure sensors and micro switches.
When used as radio frequency (RF) components MEMS devices are showing great potentialities. They
demonstrate higher linearity and lower loss than similar components built by other technologies. In this perspective RF MEMS, such as RF switches, tuneable capacitors and high-Q inductors, may serve as fundamental building blocks and are becoming more and more used in several critical applications where increased functionality has to be conjugated with reduced power consumption and severe constraints of electromagnetic compatibility [3] - [5].
As an example it is sufficient to consider modern communication systems, such as the GSM cellular telephone system, where stringent requirements on the intermediate filters and on the VCOs are present. In particular the dynamic range of the filters and the noise level of a RF VCO depend (in opposite fashion) on the overall Q-factor of the resonator.
A proper design procedure for these devices depends on an accurate analysis of the resonator whose tuneable component can be advantageously realized by a MEMS capacitor [6] - [8]. Unbiased base capacitance, tuning ratio, quality factor, associated inductance and consequent electric self resonance frequency are figures of merit of current use in association with tunable capacitors. Their evaluation requires a deep analysis of the device. The long computation times usually required by full wave coupled analysis result in the introduction of approximations with consequent inaccurate predictions producing an unacceptable design process through trial and error.
A MEMS simulator should be able to perform a coupled electro-mechanical analysis [4], [5], [9]. The rigid-body motion hypothesis of the movable plate is no longer valid because of the high width to thickness ratio. The deformations of the moving plate may heavily affect the overall performance of the system as the effective stiffness of the system decreases and as a consequence the mechanic self resonant frequency and the pull-in voltage decrease as well. The accurate determination of the electrical figures of merit of MEMS tunable capacitors requires the evaluation of the charge and current distributions. Fringing effects and the presence of dielectric materials influence the values of the capacity at the various bias levels; the effective distribution of the currents in the device determines the
actual ohmic losses that, in conjunction with the dielectric losses, are used to evaluate the quality factor. A correct evaluation of the quality factor has to take into account the inductive effects of the currents influencing the overall reactance of the system at a given frequency. In addition the evaluation of the inductive effects is essential in the calculation of the electric self resonant frequency.
The mechanic self resonant frequency of a MEMS capacitor usually lies in the range $10 \div 100 \mathrm{KHz}$ while the RF signal is in the range $0.1 \div 10 \mathrm{GHz}$. The RF frequencies are at least three orders of magnitude of mechanical bandwidth; as known this wide separation allows a simplified electromechanical coupling. The position and the deformations of the moving plate are unlikely to be caused by the RF signal and may be determined as a function of the bias voltage only. At the corresponding low frequencies the charge distribution and the electric field play a dominant role in the evaluation of the force distribution. The system in the new geometric configuration so determined is considered at rest under the effects of the RF signal.
This paper discusses various aspects of a method for the electromagnetic analysis based on an integral formulation via an equivalent network.
Conductors and dielectrics (assumed linear) are subdivided in elementary volumes in which uniform distributions of current density and electric polarization are assumed. Ohm's law and continuity equation for the current are written for conductive materials; these are coupled with the constitutive equation for the dielectrics leading to a set of equations that can be viewed as the equilibrium equations of an electric network.
The knowledge of the currents, charges and distribution of the polarization allows evaluating the most important figures of merit of the device.

## 2 Formulation

As stated in the introduction two analyses have to be performed on a MEMS device: first a coupled electromechanical analysis and subsequently an electromagnetic one.
The first one is a fully three-dimensional analysis that iterates between a mechanical Finite Element Method (FEM) solution and an electrostatic Method Of Moment (MOM) solution.
The second one is purely electromagnetic and uses results and parameters obtained by the former.
The electromechanical analysis is explained in detail in the literature and it will be summarized with the objective to define the parameters that will be exported to the electromagnetic analysis.

Let us consider a system constituted by a conductor and by a linear dielectric body. The system is discretized in elementary volumes (slabs, cylindrical sectors of rectangular cross section).
Let $N_{d}$ be the number of the elementary volumes resulting by the discretization of the dielectric bodies, and $N_{c}$ the number of the elementary conductive volumes. A uniform distribution of the polarization is assumed in each dielectric elementary volume.

### 2.1 Electro-mechanical Analysis

The discretization of the conductive body produces a discretization of the surface of the body itself in $N_{s}$ elementary surface elements. Let us assume a uniform distribution of the charges on these surface elements.
The deformable regions (i.e. the moving plate), where a mechanical FEM is used, are further meshed according with the used structural analysis software [10].
Two meshes are defined on the same region: the first one is used to evaluate the force, the second one to calculate the displacements and the deformations.
The force distribution on the moving plate can be evaluated once the charge and polarization distribution are known.
Because of the assumed uniform distribution of the electrical quantities we can write the following expression for the electric scalar potential:

$$
\begin{gather*}
\varphi(P)=\frac{1}{4 \pi \varepsilon_{0}} \sum_{j=1}^{N_{S}} \int_{S_{j, \text { cond }}} \frac{\sigma_{j}(Q)}{r_{P, Q}} d Q+\frac{1}{4 \pi \varepsilon_{0}} \sum_{j=1}^{N_{d}} \int_{S_{j, p o l}} \frac{\boldsymbol{P}_{j}(Q) \cdot \boldsymbol{n}}{r_{P, Q}} d Q= \\
=\sum_{j=1}^{N_{S}} \alpha_{P, j} \sigma_{j}+\sum_{j=1}^{N_{d}} \boldsymbol{\beta}_{P, j} \cdot \boldsymbol{P}_{j} . \tag{1}
\end{gather*}
$$

In the above expression $\alpha_{P, j}$ represents the potential in $P$ due to a charge uniformly distributed with unit density on the $j^{\text {th }}$ elementary surface of a conductor; the vector $\beta_{P, j}$ relates the electric potential in $P$ to the $j^{\text {th }}$ elementary volume where a uniform polarization is assumed. In the second integral in (1) $S_{j, p o l}$ represents the entire surface of the $j^{\text {th }}$ elementary volume resulting by the discretization of the dielectric regions. A similar expression can be derived for the electric field at P :

$$
\begin{equation*}
\boldsymbol{E}(P)=-\nabla \varphi(P)=\sum_{j=1}^{N_{S}} \boldsymbol{\delta}_{P, j} \sigma_{j}+\sum_{j=1}^{N_{d}} \boldsymbol{\Theta}_{P, j} \boldsymbol{P}_{j} \tag{2}
\end{equation*}
$$

The meaning of the symbols in (2) is easily understood: $\boldsymbol{\delta}_{P, j}$ is a vector column and $\Theta_{P, j}$ is a second order tensor represented by a square matrix. The coefficients
$\alpha_{P, j}, \quad \beta_{P, j}, \delta_{P, j}$, and $\Theta_{P, j}$ can be quickly and accurately evaluated by means of analytical expressions.
The $N_{s}$ charge densities and the $3 N_{d}$ components of the polarization vector are unknown quantities whose determination is achieved by enforcing the equipotential nature of the conductors and the constitutive equation of dielectrics.
Let $\varepsilon_{r}$ be the relative permittivity of the linear dielectric materials. We write the relation between $\boldsymbol{P}$, $\boldsymbol{E}$, and $\boldsymbol{D}$ inside the $i^{\text {th }}$ dielectric elementary volume:
$\boldsymbol{D}_{i}=\varepsilon_{0} \boldsymbol{E}_{i}+\boldsymbol{P}_{i}$.
Substituting it in the constitutive equation of the material $\boldsymbol{D}=\varepsilon_{r} \varepsilon_{0} \boldsymbol{E}$ yields:

$$
\begin{equation*}
\boldsymbol{P}_{i}(P)=\varepsilon_{0}\left(\varepsilon_{r}-1\right) \boldsymbol{E}_{i}(P) \tag{4}
\end{equation*}
$$

Equation (4) is enforced by using the Galerkin procedure at every dielectric elementary volume [11]:

$$
\begin{equation*}
\boldsymbol{P}_{i}=\varepsilon_{0}\left(\varepsilon_{r}-1\right)\left(\sum_{j=1}^{N_{S}} \delta_{i, j} \sigma_{j}+\sum_{j=1}^{N_{d}} \Theta_{i, j} \boldsymbol{P}_{j}\right) \quad i=1, . ., N_{d} \tag{5}
\end{equation*}
$$

and the result is projected along the reference axes.
In the usual operation the bias voltage of every conductor with respect to an arbitrarily chosen reference conductor is known. Galerkin method is used to enforce the equipotential nature of the conductors. If a proper numbering of the elementary surfaces is performed (the indexes of the surfaces of a conductors are contiguous), we can write:
$V_{k}=\sum_{j=1}^{N_{S}} \alpha_{k, j} \sigma_{j}+\sum_{i=1}^{N_{d}} \beta_{k, i} \cdot \boldsymbol{P}_{i}, \quad k=1, . ., N_{s}$.
The terms $V_{k}$ s have to be constant if the elementary surfaces identified by the index $k$ are on the same (equipotential) conductor.
The coefficients $\delta_{i, j}, \Theta_{i, j}, \alpha_{k, j}$, and $\boldsymbol{\beta}_{k, j}$ in eqs. (5) and (6) are obtained by the corresponding ones in eqs. (1) and (2) by averaging them on the $i^{\text {th }}$ dielectric elementary volume and on the $k^{t h}$ elementary surface [12].
Once the linear algebraic system formed by eqs. (5) and (6) is solved (giving the charge and polarization distributions) it is possible to evaluate the force distribution on the moving plate.
The structural analysis software is then able to evaluate the movement and the deformation of the armatures. At this newly evaluated geometric configuration we have to repeat the above described electrostatic analysis. A new force distribution is evaluated and the structural
analysis is again performed. Usually a reduced number of iterates are necessary to reach the convergence.

### 2.2 Electromagnetic Analysis

In the most general case the deformed geometry cannot be discretized by using slabs and cylindrical sectors of rectangular cross section. General hexahedral elements are needed. The described analysis can be performed with these volumes but with longer calculation time because of the non availability of fast and accurate analytical expressions for the evaluation of the fields and potentials. Because of the limited extent of the deformations the hexahedra can be "approximated" by slabs with a negligible loss of accuracy and the analytical expressions can still be used.
This same approximation is used in the electromagnetic analysis; the $N_{c}$ conductive volumes are advantageously considered as slabs or cylindrical sectors of rectangular cross section.

We now consider the centers of the elementary volumes of the discretized conductor and connect the centres of nearby elements (by segments or by circle arches). We also consider the centre of each exterior surface and connect it to the centre of the elementary volume to which it belongs. A 3-D grid is so obtained [13]. The total number of the points of the grid is then: $N_{c}+N_{S}$.

We then associate to each segment of the grid a new elementary volume having four edges parallel to the segment and the faces normal to the segment with their centres placed at the nodes of the grid. Inside each elementary volume a uniform distribution of current density $\boldsymbol{J}$ is assumed. This current is directed parallel to the segment above used. Its direction is then perpendicular to the two bases of the new elementary volumes, and is parallel to its lateral surface. These newly built volumes are the branches of the equivalent electric network; let $N_{b}$ their number. The nodes of this network are the $N_{c}+N_{S}$ points introduced above. The procedure is shown in fig. 1.
Let us consider a volume of the original discretization and the associated node; we see that it is located at the centre of an intersection of branches crossing its surfaces. This is shown in the figure 1 f . This volume is in the inner part of the conductor and the sum of the currents flowing in the branches leaving the node is zero.
If the node is on the boundary of the conductor, i.e. it is associated to an exterior surface, charges may accumulate on it. The governing equation can be deduced by the continuity equation of the electric current.


Fig. 1. Construction of the branches of the equivalent network.
Because of the assumed (uniform) distribution of currents and charges we can write:
$J_{k, h}^{i n}=-\frac{\partial \sigma_{k}^{e x t}}{\partial t}$.
In eq. (7) $h$ refers to the node associated with a volume in the inner part of a conductor and $k$ refers to the node associated to an exterior surface. $J_{k, h}^{i n}$ and $\sigma_{k}^{\text {ext }}$ respectively are the current leaving the surface and the charge densities on it.

Because of the assumed distribution of the currents on the branches, the vector potential at a point $P$ can be written as:

$$
\begin{equation*}
\boldsymbol{A}(P, t)=\frac{\mu_{0}}{4 \pi} \sum_{j=1}^{N_{b}} \int_{V_{j, b r a n c h}} \frac{\boldsymbol{J}_{j}(t)}{r_{P, Q}} d Q=\sum_{j=1}^{N_{b}} \gamma_{P, j} \boldsymbol{J}_{j}(t) \tag{8}
\end{equation*}
$$

Let us consider the $i^{\text {th }}$ branch and write the Ohm's law at a point $P$ inside it:
$\rho \boldsymbol{J}(P, t)=\boldsymbol{E}(P, t)=-\nabla \varphi(P, t)-\frac{\partial}{\partial t} \boldsymbol{A}(P, t)$.
Evaluating the line integral along the direction of the current, and averaging the result on the transverse cross section we obtain:
$R_{i} I_{i}(t)=-\Delta U_{i}(t)-\sum_{j=1}^{N_{b}} M_{i, j} \frac{d}{d t} I_{j}(t)$,
where $R_{i}$ is the resistance of the $i^{\text {th }}$ branch along the direction of the current, $M_{i, j}$ is the coefficient of magnetic coupling with the current of the $j^{\text {th }}$ branch and $\Delta U_{i}(t)$ is the voltages between the terminals of the branch produced by the distribution of charges on the surface of the conductors and by the polarization charges on the dielectrics.
The electromagnetic analysis of the system can be carried on the electric network formed by the interconnection of the $N_{b}$ branches described by eq.
(9). Kirchhoff laws can be used to solve for the currents in this circuit. When the Kirchhoff Current Laws (KCLs) are written at the boundary volumes they assume the form of eq. (7) and the charge densities are added to the set of the unknown branch currents.
Let us now consider a path inside the conductors and write the total voltage along this path; this results in imposing the Kirchhoff Voltage Law (KVL) and the resultant of the $\Delta U_{i}(t) \mathrm{s}$ is zero on the closed loops.
The introduction of new unknowns calls for new equations. A relationship has been already obtained involving the charge densities on the surfaces and the voltages between points on the armatures; it is given by the last electrostatic problem solved in iterative procedure used to solve for the coupled electro-mechanical problem. Equations (5) and (6) have to be added to the eqs. (7) and (9).
Before using (5) and (6) we have to consider that at RF the armatures cannot be considered as equipotential regions. As a consequence elementary surfaces lying on the same armature can have different voltages $V_{k}$.
We solve eq. (5) in terms of the unknown polarizations of the dielectric elementary volumes expressing them as a linear function of the charge densities:
$\boldsymbol{P}_{i}=\sum_{j=1}^{N_{S}} \lambda_{i, j} \sigma_{j}, \quad i=1, . ., N_{d}$.
Substituting in eq. (6) we obtain:
$V_{k}=\sum_{j=1}^{N_{S}} \alpha_{k, j} \sigma_{j}+\sum_{i=1}^{N_{d}} \beta_{k, i} \cdot \sum_{j=1}^{N_{S}} \lambda_{i, j} \sigma_{j}=\sum_{j=1}^{N_{S}} \xi_{k, j} \sigma_{j}, \quad k=1, . ., N_{s}$.

Performing the inversion we have:
$\sigma_{k}=\sum_{j=1}^{N_{S}} \eta_{k, j} V_{j}, \quad k=1, . ., N_{s}$.
Substituting eq. (12) in (7) we write:
$J_{h, k}^{i n}=-J_{k, h}^{i n}=\frac{\partial}{\partial t} \sum_{j=1}^{N_{S}} \eta_{k, j} V_{j}, \quad k=1, . ., N_{s}$.

Equation (13), written at the $N_{S}$ nodes corresponding to the exterior surfaces, may be viewed as the nodal equilibrium equations of a network. Each node is fed with current generators ( $J_{h, k}^{i n}$ ) entering it, and is connected to $N_{S}$ purely capacitive branches. The reference for the voltages involved in (13) is the external to the circuit and coincides with the reference potential used in the determination of the coefficients $\alpha_{P, j}$ and $\boldsymbol{\beta}_{P, j}$ in eq. (1).
This capacitive network has to be coupled to the network formed by the branches described by eq. (9) connected in correspondence of the $N_{c}$ nodes associated to the inner elementary volumes. The coupling is performed by observing that the feeding currents of the capacitive subnetwork flow through the impedances built by the procedure described in fig. 1 that connect the centres of the external faces with the centre of the elementary volume they belong to. It is worth to note that these latter impedances are described by eq. (9) too.


Fig. 2. An example of the equivalent network.

Figure 2 shows an example of the complete equivalent network used for the electromagnetic analysis of a MEMS capacitor in the RF range. A very coarse discretization consisting in four elementary volumes for each armature has been adopted and the system is fed by a voltage generator. For the sake of clarity the capacitors connecting each couple of exterior nodes (those labelled with integer numbers) are not shown; only the capacitors with respect to the reference node of the voltages are indicated. For the same reason the inductive coupling between the impedances is not shown. The nodes labelled with capital letters (A - H) are in the inner of the armature; the nodes labelled with integer numbers (1-32) are on the external surfaces. Node A is connected to the inner nodes B and D and to the external nodes $1,8,9$, and 13 .
Modified Nodal Analysis (MNA) can be used to evaluate currents and voltages of the equivalent network. The structure of the network and the "localization" of the inductive coupling mostly in the inner branches and of the capacitive coupling in the exterior ones of the network suggest an "ad hoc" procedure.
Figure 3 shows a simplified version of equivalent network and it is used to illustrate the procedure under the hypothesis of sinusoidal steady state.
Let us consider the subnetworks derived by the armatures; for each subnetwork we can build a surface that cuts the branches connecting the inner with the outer nodes. The capacitors, not shown in fig. 3, are all outside the dashed closed lines that represent the surface in this simplified scheme. Let us label with $I_{j}^{b}$ the current on the cut branch directed toward the $j^{t h}$ outer node exiting the surface. The total number of these currents is $N_{S_{1}}+N_{S_{2}}$, having indicated with $N_{S_{1}}$ and
$N_{S_{2}}$ the number of external surfaces of the armature. The portion of network enclosed by these surfaces does not contain capacitors and it is constituted by branches that are magnetically coupled each other.
A mesh analysis of the subnetworks enclosed by the surfaces may be advantageously performed. Let us label the $N_{m}$ loop currents with $I_{j}^{m}$. The mesh equations written to the central loops of the two subcircuits are:
$0=\sum_{j=1}^{N_{m}} Z_{k, j}^{m, m} I_{j}^{m}+\sum_{j=1}^{N_{S_{1}}+N_{S_{2}}} Z_{k, j}^{m, b} I_{j}^{b}, \quad k=1, \ldots, N_{m}$.
Superscript $m$ stands for mesh and $b$ stands for branch. The first superscript in the coefficients $Z_{k, j}^{m, m}$ and $Z_{k, j}^{m, b}$ indicates that we are performing a mesh analysis, the second superscript selects between "mesh" or "branch" current.
The nodal equations at the nodes outside the surfaces are:

$$
\begin{equation*}
I_{k}^{b}=\sum_{j=1}^{N_{S_{1}}+N_{S_{2}}} Y_{k, j}^{n, n} V_{j}^{n} \quad k=1, \ldots, N_{S_{1}}+N_{S_{2}} ; k \neq 6 ; k \neq 22 \tag{15a}
\end{equation*}
$$

The equations at node 6 and 22 respectively are:
$I_{6}^{b}=\sum_{j=1}^{N_{S_{1}}+N_{S_{2}}} Y_{6, j}^{n, n} V_{j}^{n}+I_{E}^{b}$,
$I_{22}^{b}=\sum_{j=1}^{N_{S_{1}}+N_{S_{2}}} Y_{22, j}^{n, n} V_{j}^{n}-I_{E}^{b}$,
where $I_{E}^{b}$ is the current on the voltage generator directed from node 6 to node 22 and $n$ stands for nodal.


Fig. 3. Simplified equivalent network.

The KCL has to be explicitly imposed on the two closed surfaces:
$0=\sum_{j=1}^{N_{S_{1}}} I_{j}^{b}$,
$0=\sum_{j=1+N_{S_{1}}}^{N_{S_{2}}} I_{j}^{b}$.
The coupling of the mesh and nodal equations is performed by expressing the voltage between couples of external nodes in terms of the voltage drops along paths that connect the two nodes and that are constituted by branches lying in the inner parts of the subnetworks.
As an example we can write:
$V_{1}-V_{2}=\sum_{j=1}^{N_{m}} Z_{(1,2), j}^{v, m} I_{j}^{m}+\sum_{j=1}^{N_{S_{1}}+N_{S_{2}}} Z_{(1,2), j}^{v, b} I_{j}^{b}$.
The superscript $v$ is for voltage; the meaning of the symbols is similar to that of eq. (14). The number of independent paths is $N_{S_{1}}-1$ for the first subnetworks and $N_{S_{2}}-1$ second one.
A further equation governing the branch with the voltage generator connected to the armatures has to be added,
$V_{6}=Z_{E} I_{E}^{b}+E+V_{22}$.
The total number of the eqs. (14) - (18) is $N_{m}+2 \cdot\left(N_{S_{1}}+N_{S_{2}}\right)+1$ and it is the same as the number of the unknown quantities.
By inverting eq. (14) we write:
$\boldsymbol{I}^{m}=-\left(\boldsymbol{Z}^{m, m}\right)^{-1} \boldsymbol{Z}^{m, b} \boldsymbol{I}^{b}$
where bold characters are used to denote vectors and matrices.
Coupling eqs. (15) and (18) we can write for the voltages at the external nodes the expression:
$\boldsymbol{V}=\boldsymbol{K} \boldsymbol{I}^{b}+\boldsymbol{H} E$.
Equation (17) may be written in matrix form by the introduction of the matrix $\boldsymbol{D}$ that performs the difference between two elements of the vector $\boldsymbol{V}$,

$$
\begin{equation*}
\boldsymbol{D} \boldsymbol{V}=\boldsymbol{Z}^{v, m} \boldsymbol{I}^{m}+\boldsymbol{Z}^{v, b} \boldsymbol{I}^{b} \tag{21}
\end{equation*}
$$

Substituting eqs. (19) and (20) in (21) we obtain:

$$
\begin{equation*}
\boldsymbol{D}\left(\boldsymbol{K} \boldsymbol{I}^{b}+\boldsymbol{H} E\right)=-\boldsymbol{Z}^{v, m}\left(\boldsymbol{Z}^{m, m}\right)^{-1} \boldsymbol{Z}^{m, b} \boldsymbol{I}^{b}+\boldsymbol{Z}^{v, b} \boldsymbol{I}^{b} \tag{22}
\end{equation*}
$$

that coupled with eq.(16) allows the evaluation of the currents $\boldsymbol{I}^{b}$. Back substitution in (19) and (20) completes the solution of the equations.

## 3 Example of application

Before showing two examples of application let us discuss some properties of the proposed formulation that can be of great usefulness in the analysis of MEMS capacitors.
The typical geometries of the conductive and dielectric domains are characterized by poor aspect ratios. The thickness of the armatures of the capacitor is of the order of micron or less, while the other dimensions are more than two magnitude orders greater. Realistic discretizations of these domains (in terms of number of elementary volumes) result in elementary volumes with very poor aspect ratio. As a consequence the use of analysis tools based on the Finite Element Method (FEM) may result in low accuracy. The proposed formulation belongs to the class of the integral formulations and inherits their properties. In particular the aspect ratio of the elementary volumes produced by the discretization does not affect the accuracy of the computations as in the FEM formulations.
Without appreciable loss of accuracy it is possible to use elementary volumes with poor aspect ratio especially in the central portions of the domains where the polarization vector, the current and the charge densities are likely to be uniformly distributed over relatively large regions. The presence of elementary volumes having one dimension (the thickness) a magnitude order lower than the other two is a common practice in those regions.
The regions near the edges where fringing effects are present may be discretized using elementary volumes "stick" shaped parallel to the edges. The corners and the points where the currents are injected require a finer discretization. This is automatically obtained because of the structured nature of the discretization.
The use of elementary volumes with poor aspect ratio may cause long computation times in the evaluation of the coefficients in eqs. (5) and (6) and of the auto and mutual inductance terms in eq. (9). The availability of analytical expressions for these coefficients mitigates this drawback.
The presence of the holes in the moving armature can be easily modelled and does not result in a dramatic increase of the unknowns because the limited fringing effects in correspondence of the edges of the holes do not require a refinement of the discretization.
Dielectric materials that at RF may present dispersive behaviour with consequent power losses may be easily modelled by the proposed method. A complex frequency dependent electric permittivity in eqs. (4) and (5), when they are written in the frequency domain, implies the presence in eq. (13) of complex $\eta_{k, j}$ coefficients. As a consequence the equivalent network portion built starting from eq. (13) has to be completed by inserting proper resistances parallel connected to the
capacitors already inserted. If a transient analysis has to be performed convolution integrals appear in the equilibrium equations and long computational time may be required unless the dispersive medium is a Lorentz or Debye one [14].
The reduction of the electromagnetic analysis to a network analysis makes very easy the coupling of the MEMS capacitors with the external circuit and allows an accurate, though extremely CPU consuming, analysis of the overall system.
The proposed formulation has been used to analyse two tunable parallel plate capacitors. The complete description of the geometries of the devices is reported in [6]. The principle of operation assumes that the moving plates in both the capacitors behave as rigid bodies, i.e move without deformation. This hypothesis is not valid because of the shape of the plates whose thickness is far less than the other two dimensions. The effective stiffness of the systems is lower than that estimated by considering the stiffness of the T-type suspension only. As a result the pull in voltage and the natural frequency also decrease.


Fig. 4. Two plate MEMS capacitor natural frequency.


Fig. 5. Three plate capacitor natural frequency vs. $\mathrm{V}_{2}$ with $\mathrm{V}_{1}=0$.

Figures 4-6 show the natural frequency versus the bias voltage for the two and three plates MEMS capacitors respectively.


Fig. 6. Three plate capacitor natural frequency vs. $\mathrm{V}_{1}$ with $V_{2}=0$.


Fig. 7. Tuning characteristics of the two plate capacitor.


Fig. 8. Tuning characteristics of the three plate capacitor vs. $V_{2}$ with $V_{1}=0$.


Fig. 9. Tuning characteristics of the three plate capacitor vs. $V_{1}$ with $V_{2}=0$.

As expected the natural frequencies are smaller than those evaluated in [6] where the rigid motion of the armature is assumed; furthermore a dependence of the natural frequencies with the applied bias voltage is evidenced.
Figure (7) shows the tuning characteristic of the two plate tunable capacitor. The tuning ratio is approximately 1.45 and the pull-in occurs at about 4 V . Figures 8 and 9 show the tuning characteristics of the three plates capacitors with respect to two bias voltages. Figure 8 refers to the voltage between the bottom and the suspended plate, and fig. 9 to the voltage between the top and the moving plate. Pull -in occurs when 4.2 V are applied to the bottom plate and when 1.65 V are applied to the top plate.
All the three simulated tuning characteristics significantly differ from the experimental ones reported in [6]. The cause of these differences is likely due to the effects of the deformations produced by the compressive stress in polysilicon layer that in our analysis has been neglected.


Fig. 10. Simulated "Q" quality factor.

Figure 10 shows the simulated quality factor for the two plate capacitor. A satisfactory agreement with the data reported in [6] is obtained so confirming the ability of the proposed method.

## 4 Conclusion

In this paper we propose a numerical technique for the simulation of MEMS devices. The method is based on the coupling between electrical and mechanical analysis, taking into account both the deformations and the electromagnetic interactions. A standard FEM structural formulation is coupled with the MoM for the bias analysis; an equivalent network approach based on an integral formulation is used for the electromagnetic analysis and allows to be interfaced with a full wave model of the entire devices.
The method has been tested on a MEMS capacitor, giving consistent results.
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#### Abstract

Two-dimensional (2-D) coupled electrostatic-mechanical model of RF MEMS switches has been developed, in which the effect of residual stress due to the fabrication process and axial force resulting from the beam stretching have been taken into account. The electrostatic model is based on the application of the finite difference (FD) technique to quasi-static solution of a 2-D plane cut of the MEMS switch structure. The electrostatic model calculates the induced electrostatic force on the membrane due to the applied dc bias voltage. From the resulting electrostatic potential, the force distribution, the switch capacitance, and the beam deformation have been calculated. The computed pull down voltage for different structures agrees well with published data. The developed simulation program combines the electrostatic and mechanical analyses together and gives accurate results in short running time.
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## 1. Introduction

RF MEMS switches are constructed using thin metal membrane, which can be electrostatically actuated using dc-bias voltage. Since they are designed on scales where the electrostatic force is capable to move or deform the membrane, 3-D or at least 2-D coupled electrostatic-mechanical model is needed for accurate prediction of the switch behavior. A simple one-dimensional lumped model, assumes that the shape of the deformed beam remains flat independent of its position has been presented earlier in [1]. This model is the simplest and most intuitive analytically, but its accuracy is very poor. Its purpose is for quick analysis to gain physical insight and understand overall behavior of the MEMS switches for RF and microwave application.

Two-dimensional electromechanical simulations assuming that the beam is made up of many horizontal-plate-to-ground-plane capacitors connected in parallel


Fig. 1. Schematic diagram of fixed-fixed beam RF MEMS switch, (a) 3-D structure, (b) 2-D structure, $x$ - $y$ plane section.
along the length of the beam have also been analyzed [2]. A three-dimensional quasi-static electromechanical model, as an application of CoSolve-EM software by combining the electromagnetic and mechanical simulators to determine the beam deformation, has been addressed in [3]. Although the latter gives very accurate results, the 3-D EM and mechanical simulators are sophisticated, expensive and require huge simulation time. An accurate solution, without sophistication, can easily be obtained using a two-dimensional mechanical model that is coupled to the electrostatic force distribution, and this is the core of this article.

The studied switch in this paper is electrostatically actuated and is doubly supported beam. A doubly supported or fixed-fixed beam RF MEMS switch usually consists of two parallel plates. One plate is fixed on the substrate, lower electrode, and the other is a movable membrane and is formed by a thin film metal that has good mechanical properties like Au or Cu prepared by electroplating process. A schematic diagram of a fixed-fixed beam shunt-capacitive RF MEMS switch is shown in Fig. 1. When a dc voltage is applied between the fixed and movable plates of the switch, the movable plate can move down onto the fixed electrode as a result of the electrostatic force induced due to the applied voltage. When the threshold (pull down) voltage is reached, the switch goes into the down state or OFF-state, and when no voltage is applied it goes into the up state or ON-state.

The purpose of this paper is to improve the algorithm, which has been presented elsewhere [4] to determine the deformation of the bridge in the shuntcapacitive RF MEMS switch as a function of the applied voltage. In [4] the effects of the residual and the axial stresses were not considered and also the electrostatic model was based on solving Laplace's equation. Most of the publications, either neglect the effect of the residual stress or the axial force or both of them [5]. To the authors' knowledge, the electrostatic force calculated in the literature is not in very accurate; some time the fringing field is neglected or used an approximate expression or the electrostatic force assumes uniformly distributed along the membrane [67]. Through this study the effect of the residual stress and the axial stress have been considered as well as the electrostatic force which has been calculated very accurately and as a non-uniform force distributed along the beam. The electrostatic model is based on Gauss's law applied to an inhomogeneous region with nonuniform discretization for accurate numerical simulation. The pull down voltage required to actuate the MEMS switch has been evaluated using the developed simulator. The main advantages of the proposed solution is that both electrostatic and mechanical models are combined in one simple Matlabbased program to determine the deformation of the switch's bridge, which is based on quasi-static solution in two-dimensions using the finite difference method (FDM). The choice of the fixed-fixed beam is based on the fact that this mechanical structure is the most common and the most basic to the surface-micromachined MEMS structures. However, the developed simulation tool is easy to adapt to other configurations of MEMS structures.

## 2. Mathematical Algorithm

The starting point is to solve for the quasi-static potential in two-dimensions. Hence, the field distributions and the force induced on the membrane can be determined. Having the force distribution on the membrane makes it possible to activate the mechanical model in order to calculate the deformation in the membrane, which in turns alters the electrostatic field distribution. This cycle of electromechanical model is considered as one iteration. The program goes back and forth between the electrostatic and mechanical models until the difference between the maximum-deformation in the membrane in two successive iterations is less than $10^{-4} \mu \mathrm{~m}$, which can be the program convergence criterion as defined by the user.

## A. Electrostatic Model

The electrostatic model starts by generating the meshes with non-uniform grid sizes in both directions to get the minimum execution time with the highest possible accuracy. Next, Gauss's law is applied in the meshed region along with the finite difference technique to approximate the derivatives. The boundary conditions are $\mathrm{V}=\mathrm{V}_{\mathrm{o}}$ on the lower electrode (CPW signal line) and $\mathrm{V}=0$ on the upper electrode (MEMS bridge) and the outer boundary. On the dielectric interface and at any node in the computational domain other than those on the electrodes, Gauss's law is applied.

The solution of the potential at the nodes of the grid inside the computational domain based on Gauss's law starts with


Fig. 2. A general voltage node C in the computational domain is surrounded by four voltage nodes, $\mathrm{L}, \mathrm{R}, \mathrm{B}$, and T with four different media and the Gauss's contour.

$$
\begin{equation*}
-\oint_{l} \varepsilon\left(\frac{\partial V}{\partial x} \hat{a}_{x}+\frac{\partial V}{\partial y} \hat{a}_{y}\right) \bullet \hat{a}_{n} d l=0 \tag{1}
\end{equation*}
$$

where the finite difference approximations translate this integral equation on the closed contour described in Fig. 2 to the following [8],

$$
\begin{align*}
& \frac{V_{R}-V_{C}}{x_{R}-x_{C}}\left[\left(y_{T}-y_{C}\right) \varepsilon_{2}+\left(y_{C}-y_{B}\right) \varepsilon_{3}\right]-\frac{V_{C}-V_{L}}{x_{C}-x_{L}}\left[\left(y_{T}-y_{C}\right) \varepsilon_{1}+\left(y_{C}-y_{B}\right) \varepsilon_{4}\right] \\
& +\frac{V_{T}-V_{C}}{y_{T}-y_{C}}\left[\left(x_{C}-x_{L}\right) \varepsilon_{1}+\left(x_{R}-x_{C}\right) \varepsilon_{2}\right]-\frac{V_{C}-V_{B}}{y_{C}-y_{B}}\left[\left(x_{R}-x_{C}\right) \varepsilon_{3}+\left(x_{C}-x_{L}\right) \varepsilon_{4}\right]=0 \tag{2}
\end{align*}
$$

where the subscripts $\mathrm{L}, \mathrm{R}, \mathrm{T}$, and B denote left, right, top, and bottom, respectively. This equation can be rearranged in the following general form:

$$
\begin{equation*}
V_{C}=C_{R} V_{R}+C_{L} V_{L}+C_{T} V_{T}+C_{B} V_{B} \tag{3}
\end{equation*}
$$

where $C_{R}=C_{o} \frac{\left(y_{T}-y_{C}\right) \varepsilon_{2}+\left(y_{C}-y_{B}\right) \varepsilon_{3}}{x_{R}-x_{C}}$,

$$
\begin{aligned}
C_{L} & =C_{o} \frac{\left(y_{T}-y_{C}\right) \varepsilon_{1}+\left(y_{C}-y_{B}\right) \varepsilon_{4}}{x_{C}-x_{L}} \\
C_{T} & =C_{o} \frac{\left(x_{R}-x_{C}\right) \varepsilon_{2}+\left(x_{C}-x_{L}\right) \varepsilon_{1}}{y_{T}-y_{C}} \\
C_{B} & =C_{o} \frac{\left(x_{R}-x_{C}\right) \varepsilon_{3}+\left(x_{C}-x_{L}\right) \varepsilon_{4}}{y_{C}-y_{B}}
\end{aligned}
$$

and

$$
C_{o}=\frac{1}{\left[\begin{array}{l}
\left(\frac{y_{C}-y_{B}}{x_{R}-x_{C}}+\frac{x_{R}-x_{C}}{y_{C}-y_{B}}\right) \varepsilon_{3}+\left(\frac{y_{T}-y_{C}}{x_{R}-x_{C}}+\frac{x_{R}-x_{C}}{y_{T}-y_{C}}\right) \varepsilon_{2} \\
+\left(\frac{y_{C}-y_{B}}{x_{C}-x_{L}}+\frac{x_{C}-x_{L}}{y_{C}-y_{B}}\right) \varepsilon_{4}+\left(\frac{y_{T}-y_{C}}{x_{C}-x_{L}}+\frac{x_{C}-x_{L}}{y_{T}-y_{C}}\right) \varepsilon_{1}
\end{array}\right] .}
$$

Equation (3) has been solved using an iterative technique to find out the potential distribution everywhere in the computational domain. After solving for the potential distribution, the electric field vector can be calculated from the relation $\bar{E}=-\nabla V$ at every node, such that

$$
E_{x}=-\frac{\partial V}{\partial x} \quad \text { and } \quad E_{y}=-\frac{\partial V}{\partial y}
$$

Since we are using non-uniform grid, the potential can best be described at any arbitrary node using Lagrange's polynomials approximation, where


Fig. 3. Lagrange interpolation.

Lagrange's interpolating polynomial is described as:

$$
\begin{aligned}
& V(x) \approx P_{2}(x)=\frac{\left(x-x_{C}\right)\left(x-x_{R}\right)}{\left(x_{L}-x_{C}\right)\left(x_{L}-x_{R}\right)} V\left(x_{L}\right) \\
& +\frac{\left(x-x_{L}\right)\left(x-x_{R}\right)}{\left(x_{C}-x_{L}\right)\left(x_{C}-x_{R}\right)} V\left(x_{C}\right)+\frac{\left(x-x_{L}\right)\left(x-x_{C}\right)}{\left(x_{R}-x_{L}\right)\left(x_{R}-x_{C}\right)} V\left(x_{R}\right)
\end{aligned}
$$

where $P_{2}(x)$ is a second order degree polynomial which coincides with the exact function $V(x)$ at three nodes $L$, $R$, and $C$ as shown in the Fig. 3.

Lagrange's interpolating polynomial is differentiated to obtain an approximation for the first order derivative and thus, the electric field vector components can be computed at any node $x$ by

$$
\begin{align*}
& E_{x}(x)=-\frac{d V(x)}{d x}=-\frac{2 x-x_{C}-x_{R}}{\left(x_{L}-x_{C}\right)\left(x_{L}-x_{R}\right)} V_{L} \\
& -\frac{2 x-x_{L}-x_{R}}{\left(x_{C}-x_{L}\right)\left(x_{C}-x_{R}\right)} V_{C}-\frac{2 x-x_{L}-x_{C}}{\left(x_{R}-x_{L}\right)\left(x_{R}-x_{C}\right)} V_{R} \tag{4}
\end{align*}
$$

In the same way, the $y$-component at any node $y$ can be computed.

The electrostatic model calculates the electrostatic force induced on the movable beam when a dc-bias voltage is applied between the upper and lower electrodes. When a dc-bias voltage is applied between the two plates, charges are induced on the membrane and opposite charges accumulate on the lower electrode. The induced charges per unit length $\rho$ induced on the membrane are calculated using Gauss's law in two-dimensions as follows:

$$
\begin{equation*}
\rho=-\oint_{l} \varepsilon \frac{\partial V}{\partial n} \hat{n} \bullet \hat{a}_{n} d l \tag{5}
\end{equation*}
$$

where $l$ is a closed contour surrounding each subsection of the membrane as shown in Fig 4. Here $\hat{a}_{n}$ is the normal unit vector to the contour segments. By dividing the contour to four segments we obtain,

$$
\begin{aligned}
\rho= & -\int_{\text {right }} \varepsilon(y) \frac{\partial V}{d x} d y-\int_{\text {top }} \varepsilon(x) \frac{\partial V}{d y} d x \\
& +\int_{\text {left }} \varepsilon(y) \frac{\partial V}{d x} d y+\int_{\text {bottom }} \varepsilon(x) \frac{\partial V}{d y} d x .
\end{aligned}
$$

Assuming the field outside the metallic boundary and the voltage applied to the bridge to be zero, and the adjacent medium to the bridge surface is air with $\varepsilon_{\mathrm{r}}=1$. Thus, the accumulated charge per unit length distributed in the $z$-direction for any segment on the membrane centered at $\left(x_{c}, y_{c}\right)$ can be calculated as:

$$
\rho\left(x_{C}\right)=\varepsilon_{o} \frac{V_{B}}{y_{C}-y_{B}}\left[\frac{x_{R}-x_{L}}{2}\right] .
$$



Fig. 4. (a) Notation of the potential and media properties in terms of the node coordinates for 2-D problem (b) Computational domain with the mesh distribution.

Dividing this equation by the segment length $\left(x_{R}-x_{L}\right) / 2$ to find the charge density and multiplying it by $b$, the beam width, one can obtain the distributed charge per unit length on the bridge along the $x$-axis for any segment centered at $x_{c}$ as:

$$
\begin{equation*}
\rho\left(x_{C}\right)=\varepsilon_{o} \frac{V_{B}}{y_{C}-y_{B}} b \tag{6}
\end{equation*}
$$

Having the electric field components, the electrostatic force induced on the bridge can be determined. The normal electrostatic force per unit length can be determined in terms of the storage energy $U$ per unit length as: $f(x)=-d U(x, y) / d y$, where $U$ is defined as $U=(1 / 2) \int_{s} \varepsilon E^{2} d x d y$, and $s$ is the surface contour shown in Fig. 4. Thus, $f(x)=(1 / 2) \int_{l} \varepsilon E^{2} d x$ in Newton per unit length
along the $z$-direction. Therefore, the amount of the electrostatic force induced on a certain segment of length $\Delta x$ on the membrane is calculated by:
$\Delta f(x)=(1 / 2) \varepsilon_{o} E^{2}(x, y$ at the bridge $) \Delta x$.
Dividing this equation by $\Delta x$ to find the force density and multiplying it by the beam width $b$ gives the distributed force per unit length in the $x$-direction induced on the bridge, thus at any arbitrary node $x$ the distributed force per unit length is given as:

$$
\begin{equation*}
f(x)=\frac{b}{2} \varepsilon_{o}\left(E_{x}^{2}+E_{y}^{2}\right) \tag{7}
\end{equation*}
$$

In order to calculate the switch capacitance one needs to compute the total charge on the lower electrode then divide it by the applied voltage. Applying Gauss's law around the lower electrode as shown in Fig. 5. This leads to the following expression for the total enclosed charge.

$$
\begin{align*}
\rho^{\text {enc }}= & -\sum_{\text {right }} \frac{V_{R}-V_{C}}{x_{R}-x_{C}}\left[\frac{\varepsilon_{2}\left(y_{T}-y_{C}\right)+\varepsilon_{3}\left(y_{C}-y_{B}\right)}{2}\right] \\
& -\sum_{\text {top }} \frac{V_{T}-V_{C}}{y_{T}-y_{C}}\left[\frac{\varepsilon_{1}\left(x_{C}-x_{L}\right)+\varepsilon_{2}\left(x_{R}-x_{C}\right)}{2}\right] \\
& +\sum_{\text {left }} \frac{V_{C}-V_{L}}{x_{C}-x_{L}}\left[\frac{\varepsilon_{1}\left(y_{T}-y_{C}\right)+\varepsilon_{4}\left(y_{C}-y_{B}\right)}{2}\right] . \\
& +\sum_{\text {bottom }} \frac{V_{C}-V_{B}}{y_{C}-y_{B}}\left[\frac{\varepsilon_{4}\left(x_{C}-x_{L}\right)+\varepsilon_{3}\left(x_{R}-x_{C}\right)}{2}\right] . \tag{8}
\end{align*}
$$

The capacitance $C$ per unit length is given next by $C=\rho^{\text {enc }} / V_{o}$, where $V_{o}$ is the applied voltage between the lower and upper electrodes.


Fig. 5. Computation of the total charge accumulated on the lower electrode.

The accuracy of the results is completely dependant on the number of iterations, for this reason the program has been run for different numbers of iterations to get the optimal number. The maximum induced electrostatic force, the maximum deformation, and the switch capacitance in terms of the number of iterations are illustrated in Fig. 6-a, 6-b, and 6-c, respectively. The CPU time on a PC with Pentium IV, 1.4 GHz processor, and 2.0 GB RAM in terms of the number of iterations is plotted in Fig. 6-d as well. The maximum electrostatic force and the maximum deflection have been saturated after about 1000 iterations but the capacitance saturated after 2000 iterations. All subsequent data presented in this paper are generated on basis of 2000 iterations.


(d)

Fig. 6. (a) Maximum force vs. number of iterations (b) Maximum displacement vs. number of iterations (c) Capacitance vs. number of iterations (d) CPU time vs. number of iterations. The number of meshes are $n_{x}=72, n_{y}$ $=88$ in the $x$ and $y$ directions, respectively. The mesh size is non-uniform in both $x$ and $y$ directions for more accurate solution, and it's minimized where fine geometrical details are present. $d x_{\text {min }}=2.8$ (over the lower electrode region, where most of the field is confined), $d x_{\max }=9$ (at the end of the bridge, where approximately no field), $d y_{\min }=0.0375$ (in dielectric layer, the smallest thickness in the $y$ direction), and $d y_{\max }=2.23$ (at the bottom of substrate, where the field is decayed), all dimensions are in $\mu \mathrm{m}$.

For the shunt-capacitive RF MEMS switch given in [1], where $L$ (bridge length) $=300 \mu \mathrm{~m}, b$ (membrane width) $=80 \mu \mathrm{~m}, t$ (membrane thickness) $=2 \mu \mathrm{~m}, g_{o}$ (initial gap height) $=1.5 \mu \mathrm{~m}, W$ (lower electrode width) $=100 \mu \mathrm{~m}, t_{m}$ (lower electrode thickness) $=0.8 \mu \mathrm{~m}, t_{o x}$ (oxide layer thickness) $=0.4 \mu \mathrm{~m}, t_{d}$ (dielectric layer thickness) $=0.15 \mu \mathrm{~m}$, the potential distribution after solving the static problem in the computation region is shown on Fig. 7. The charge distribution per unit length on the bridge based on Eq. (6) has been calculated with dc bias voltage of 30 Volts and plotted in Fig. 8-a. The corresponding distributed electrostatic force per unit length calculated using Eq. (7) is depicted in Fig. 8-b.


Fig. 7. Potential distribution in the computational domain with dc bias voltage of 30 Volts.


Fig. 8. (a) Charge distribution per unit length over the membrane with bias voltage of 30 Volts, (b) Force distribution per unit length induced on the membrane at bias voltage of 30 Volts.

## B. Mechanical Model

Figures 1 and 9 show the fixed-fixed beam diagram and the load configuration, respectively. The step-up support in this beam has been approximated as a "fixed" boundary condition [9]. The transverse deflection of the movable beam $w(x)$ is governed by Euler-Bernoulli beam equation given in [10] as:

$$
\begin{equation*}
\hat{E} \widetilde{I} \frac{\partial^{4} w}{\partial x^{4}}-\left(T_{r}+T_{a}\right) \frac{\partial^{2} w}{\partial x^{2}}=f(x) \tag{9}
\end{equation*}
$$



Fig. 9. Schematic diagram of the deformed electrostatic loaded double-supported beam.
where $f(x)$ is the distributed force per unit length (the beam here is electrostatically loaded and $f(x)$, which is the electrostatic force calculated from the electrostatic model couples the mechanical model and the electrostatic model). $w(x)$ is the beam displacement, $\widehat{E}=E /\left(1-v^{2}\right)$ is the beam modulus where $E$ is Young's modulus, $v$ is Poisson's ratio, $\widetilde{I}=b t^{3} / 12$ is the beam moment of inertia, $t$ and $b$ are the beam thickness and width, respectively. $T_{r}$ is the residual force and is formulated by $T_{r}=\hat{\sigma} b t$, where $\hat{\sigma}$ is the residual stress which equals $\sigma_{o}(1-v)$ for the doubly supported beam, where $\sigma_{o}$ is the biaxial residual stress. $T_{a}$ is the axial force and is formulated by $T_{a}=\frac{\hat{E} b t}{2 L} \int_{0}^{L}\left(\frac{d w}{d x}\right)^{2} d x$.
To find the general solution of equation (9), it is more convenient to rewrite it in the form:

$$
\begin{equation*}
\frac{d^{4} w}{d x^{4}}-k^{2} \frac{d^{2} w}{d x^{2}}=F(x) \tag{10}
\end{equation*}
$$

where $k^{2}=\frac{\hat{\sigma} b t}{\tilde{E} \widetilde{I}}+\frac{6 b}{L t^{2}} \int_{0}^{L}\left(\frac{d w}{d x}\right)^{2} d x$, and $F(x)=\frac{f(x)}{\hat{E} \tilde{I}}$.
Equation (10) is a fourth order nonlinear, nonhomogenous differential equation. If the axial force term $\frac{6 b}{L t^{2}} \int_{0}^{L}\left(\frac{d w}{d x}\right)^{2} d x$ is neglected $k$ will be constant equals to $\sqrt{\frac{\hat{\sigma} b t}{\widehat{E I}}}$. Thus the $4^{\text {th }}$ order differential equation will be linear but still non-homogenous. The general solution of a higher order non-homogenous linear differential equation can be found easily using the method of variation of parameters [11]. The general solution of this equation while, initially, assuming $k$ is constant can be found by assuming the general solution of the homogenous equation of $(10)$ to be in the form

$$
\begin{equation*}
w_{c}(x)=a_{o}+a_{1} x+a_{2} e^{k x}+a_{3} e^{-k x} . \tag{11}
\end{equation*}
$$

Furthermore, by setting $w_{o}(x)=1, w_{l}(x)=x, w_{2}(x)=e^{k x}$, and $w_{3}(x)=e^{-k x}$ in the last equation, one can use the method of variation of parameters for determining the particular solution $w_{p}(x)$ of Eq. (10) by determining four functions $u_{o}, u_{1}, u_{2}$, and $u_{3}$ such that

$$
\begin{equation*}
w_{p}(x)=u_{o}(x) w_{o}(x)+u_{1}(x) w_{1}(x)+u_{2}(x) w_{2}(x)+u_{3}(x) w_{3}(x) . \tag{12}
\end{equation*}
$$

For these functions to be determined, four conditions must be specified. The Wronskian $W$ of functions $w_{o}$, $w_{1}, w_{2}$, and $w_{3}$ is the determinant:
$W\left(w_{o}, w_{1}, w_{2}, w_{3}\right)=\left[\begin{array}{llll}w_{o}(x) & w_{1}(x) & w_{2}(x) & w_{3}(x) \\ w_{o}^{\prime}(x) & w_{1}^{\prime}(x) & w_{2}^{\prime}(x) & w_{3}^{\prime}(x) \\ w_{o}^{\prime \prime}(x) & w_{1}^{\prime \prime}(x) & w_{2}^{\prime \prime}(x) & w_{3}^{\prime \prime}(x) \\ w_{o}^{\prime \prime \prime}(x) & w_{1}^{\prime \prime \prime}(x) & w_{2}^{\prime \prime \prime}(x) & w_{3}^{\prime \prime \prime}(x)\end{array}\right]$
while $u_{k}^{\prime}=\frac{W_{k}}{W}$, where $W_{k}$ is the determinant obtained by replacing the $k^{\text {th }}$ column of the Wronskian by the column consisting of the elements $(0,0,0, F(x))$. Simple integration can be used to obtain $u_{o}(x), u_{l}(x), u_{2}(x)$, and $u_{3}(x)$, while substitution in Eq. (12) yields the particular solution
$u_{o}(x)=\frac{1}{a_{o} k^{2}} \int x F(x) d x, u_{1}(x)=-\frac{1}{a_{1} k^{2}} \int F(x) d x$,
$u_{2}(x)=\frac{1}{2 a_{2} k^{3}} \int e^{-k x} F(x) d x, u_{3}(x)=-\frac{1}{2 a_{3} k^{3}} \int e^{k x} F(x) d x$
with
$w_{p}(x)=\frac{1}{k^{2}} \int x F(x) d x-\frac{x}{k^{2}} \int F(x) d x+\frac{e^{k x}}{2 k^{3}} \int e^{-k x} F(x) d x-\frac{e^{-k x}}{2 k^{3}} \int e^{k x} F(x) d x$.
Thus, the general solution of $w(x)$ equals $w_{c}(x)+w_{p}(x)$, which can be found as:

$$
\begin{align*}
w(x) & =a_{o}+a_{1} x+a_{2} e^{k x}+a_{3} e^{-k x}+\frac{1}{k^{2}} \int_{0}^{x} \lambda F(\lambda) d \lambda-\frac{x}{k^{2}} \int_{0}^{x} F(\lambda) d \lambda \\
& +\frac{e^{k x}}{2 k^{3}} \int_{0}^{x} e^{-k \lambda} F(\lambda) d \lambda-\frac{e^{-k x} x}{2 k^{3}} \int_{0}^{k \lambda} e^{k \lambda} F(\lambda) d \lambda \tag{13}
\end{align*}
$$

where $a_{0}, a_{1}, a_{2}$, and $a_{3}$ are constants to be determined by applying the boundary conditions $w(0)=0=w^{\prime}(0)$ and $w(L)=0=w^{\prime}(L)$, with assumed clamped-clamped beam. The coefficients $a_{0}, a_{1}, a_{2}$, and $a_{3}$ can be determined from the following matrix equation:
$\left[\begin{array}{l}a_{0} \\ a_{1} \\ a_{2} \\ a_{3}\end{array}\right]=\left[\begin{array}{cccc}1 & 0 & 1 & 1 \\ 0 & 1 & \mathrm{k} & -\mathrm{k} \\ 0 & \mathrm{~L} & \mathrm{e}^{\mathrm{kL}} & \mathrm{e}^{-\mathrm{kL}} \\ 0 & 1 & \mathrm{ke}^{\mathrm{kL}} & -\mathrm{ke}^{-\mathrm{kL}}\end{array}\right]^{-1}\left[\begin{array}{l}0 \\ 0 \\ b_{1} \\ b_{2}\end{array}\right]$
where

$$
\begin{aligned}
b_{1}= & -\frac{1}{k^{2}} \int_{0}^{L} \lambda F(\lambda) d \lambda+\frac{L}{k^{2}} \int_{0}^{L} F(\lambda) d \lambda \\
& -\frac{e^{k L}}{2 k^{3}} \int_{0}^{L} e^{-k \lambda} F(\lambda) d \lambda+\frac{e^{-k L}}{2 k^{3}} \int_{0}^{L} e^{k \lambda} F(\lambda) d \lambda
\end{aligned}
$$

and

$$
\begin{aligned}
b_{2}= & \frac{1}{k^{2}} \int_{0}^{L} F(\lambda) d \lambda-\frac{e^{k L}}{2 k^{2}} \int_{0}^{L} e^{-k \lambda} F(\lambda) d \lambda \\
& -\frac{e^{-k L}}{2 k^{2}} \int_{0}^{L} e^{k \lambda} F(\lambda) d \lambda
\end{aligned}
$$

The integrals for the $b$ coefficients are all finite and are computed numerically.

Now to include the axial force in this analysis, we use the resulting $w(x)$ to determine the axial force term $\frac{6 b}{L t^{2}} \int_{0}^{L}\left(\frac{d w}{d x}\right)^{2} d x$ and then calculate the new value of $k$ and substitute back in Eq. (13) using the new values of the $a$ coefficients calculated from Eq. (14) to determine the new $w(x)$. Repeating this process until the difference between two successive iterations for $k$ is within pre-determined value. In our procedure the error was set to be lower than $10^{-10} \mathrm{~m}^{-1}$.

## C. Coupled Electrostatic-Mechanical Model

When a dc voltage is applied to the un-actuated MEMS switch shown in Fig. 1, it induces charges on the surface of the membrane that in turn induce a normal electrostatic force over the membrane, as given by Eq. (7). The electrostatic force causes the beam to deform. Such deformation will lead to a reorganization of the surface charges. The force distribution on the beam is schematically shown in Fig. 6-b. If this reorganization of charges is large enough to cause further deformation, the process is necessary to resolve the electrostatic problem to recalculate the new induced electrostatic force and this is considered as a coupled electro-mechanical behavior. The new electrostatic force is used by the mechanical model to determine the new transverse deflection. Going back and forth between these two models is carried out until the difference between two successive iterations for the transverse deflection is in a pre-determined specified error. In our procedure the error has been set to be less than $10^{-10} \mathrm{~m}$.

For MEMS analysis, it is usually assumed that the pull down occurs when the microstructure deflects down to $(2 / 3) g_{0}$, where $g_{o}$ is the initial gap height. This is considered the unstable mechanical position of the bridge. Hence the back and forth switching between the electric and mechanical models converges as long as the switch works in the mechanical stability region other-wise it may diverge. Therefore, the iterations is stopped when the maximum deflection is greater than or equal $(2 / 3) g_{o}$, which corresponds to the pull down voltage for the MEMS switch.

## 3. Results and Discussion

To validate the obtained numerical results, we compare the results of the maximum deflection calculated using our approach to those reported in [1] with the parameters shown in Fig. 1 for doubly supported beam of the dimensions given in section 2-A. The silicon-nitride $\mathrm{Si}_{3} \mathrm{~N}_{4}$ and silicon-oxide $\mathrm{SiO}_{2}$ dielectric layers have relative dielectric constants of 7.6 and 3.9 , respectively. The Young's modulus $E$ amounts to 80 GPa , the Poison's ratio $v$ is equal to 0.42 , and the biaxial residual stress $\sigma_{0}$ is equal to 20 MPa .

The computed maximum displacement and the gap capacitance as functions of the number of iterations are shown in Fig. 10. The steady state condition has been reached after 9 iterations between the electrostatic and mechanical solutions. The iterations stopped when the error in the maximum deflection curve falls below a tolerance value (here given as $10^{-4} \mu \mathrm{~m}$ ) or the maximum deflection increases than $(2 / 3) g_{o}$, which means the applied voltage is greater than or equals the pull down voltage. Figure 11-a illustrates the gap height versus applied voltage, while Fig. 11-b illustrates the gap capacitance versus applied voltage. The shape of the bridge as a function of applied voltage is investigated in Fig. 12. The computed pull down voltage amounts to 35 Volts while the experimental value for similar configuration is usually reported to be


Fig. 10. (a) Maximum displacement and (b) Switch capacitance as a function of the number of iterations of going and back between the electrostatic and mechanical models at dc bias voltage of 30 Volts.
in the range of 30 Volts. The computed up-position capacitance of the MEMS switch is 85 fF while the experimental value is 70 fF . The theoretical results are very close to the experimental values reported in the literatures.


Fig. 11-a. Gap height versus applied voltage.


Fig. 11-b. Capacitance versus applied voltage.


Fig. 12. Shape of the membrane as a function of applied voltage.

## 4. Conclusion

In this paper, a novel two-dimensional coupled electro-mechanical model has been developed, where the axial and residual stresses are taken into consideration. A Simulation program is developed to
determine the deformation of the bridge in RF MEMS switches as a function of the applied voltage. The electrostatic model is based on solving Gauss's law in a two-dimensional Cartesian coordinates system using the central difference approximation for the derivatives. An iterative procedure is implemented for the solution of the potential distribution. The algorithm is very efficient to determine the pull down voltage of the shunt-capacitive MEMS switch. However, it can be used for other types of MEMS switches like series or shunt configuration, capacitive or resistive contact as well.

The developed algorithm and the program presented are capable to determine the bridge deformation, pull-in voltage and to investigate the effect of source fluctuations on the switch performance efficiently. Due to its numerical efficiency and small CPU time requirement, the proposed technique can be integrated easily in computer-aided design tools for MEMS switches.
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#### Abstract

Dielectric resonator antennas (DRA) are characterized for operation in a guided-wave environment with the ultimate goal of their use in modeling of waveguide-based DRA amplifier arrays for spatial power combining. Performance of a single probe-fed DRA element in rectangular waveguide is analyzed by varying design parameters of the DRA and the feeding probe to optimize the structure for the scattering characteristics (port matching and coupling). The effect of hard walls on the DRA behavior is also studied. The numerical analysis of waveguide-based DRA elements is based on the Finite-Difference Time-Domain (FDTD) method and a coaxial probe is modeled by a thin wire approximation implemented in the FDTD algorithm. The numerical results are compared with those generated by using commercial software and exhibit a very good agreement.


Index Terms-Dielectric resonator antenna, rectangular waveguide, hard wall, Finite-Difference Time-Domain method.

## I. Introduction

DIELECTRIC resonator antennas (DRA) became potentially useful as antenna elements a few decades ago [1]. The DRA's have several attractive features, such as small size, light weight, inherently wideband nature, high radiation ef cienc $y$, and high power handling capability as compared with microstrip antennas, which suffer from higher conduction loss and surface waves in antenna array applications. The use of additional structural parameters (shape, volume, etc.) and a wide range of permittivities makes the design of DRA's more e xible. In addition, different feeding mechanisms can be used for the excitation of DRA elements, which allows for control of DRA input impedance, bandwidth, and radiation pattern. This includes the excitation by slots, probes, microstrip lines, coplanar lines, and dielectric image guides [2]-[4]. Also, the use of dielectric materials with high permittivity in DRA's enables enhancement of the radiation resistance of electrically short probes and loops [5]. Subsequently, systematic theoretical and experimental investigations of DRA's have been reported in [6]-[12] and extensive results of DRA's of cylindrical [1], [3], [8]-[10], rectangular [6], and spherical [7] shapes have been published.

In this paper, coaxial probe-fed DRA elements are studied for operation in a rectangular waveguide with the ultimate goal of their use in waveguide-based DRA ampli er arrays for spatial power combining. Traditionally, the spatial power combiner is formed by an array of amplifying unit cells, with

[^0]each cell receiving, amplifying, and then radiating a signal into free space [13]-[15]. The key challenges of spatial power combining design are the modeling of receive/transmit antenna elements and the uniform excitation of the antenna arrays. Thus, modeling of one element in rectangular waveguide is important to fully understand the behavior of the DRA in the waveguide environment. Regarding the uniform excitation of ampli er arrays, hard electromagnetic walls have been recently realized by dielectric loading along narrow sides of the waveguide to obtain a uniform eld distribution in the waveguide cross-section [16], [17]. The interaction between the DRAs and the hard walls needs to be studied since it signi cantly affects the resonance frequency and matching characteristics of the DRA.

Here, a single probe-fed DRA element is rst investigated for operation in a rectangular waveguide. The scattering parameters are studied by varying geometrical and material parameters of the DRA and the coaxial probe feed. Then, the effect of a dielectric-loaded waveguide on the DRA performance is analyzed. The FDTD method [18], [19] is chosen for the numerical analysis since it provides a full-wave solution of the electrically large and complicated structures, which include different dielectric materials. In the proposed FDTD algorithm, DRA elements and the rectangular waveguide are discretized by using a traditional Yee-cell gridding and the coaxial probe is modeled by a thin wire approximation. The scattering parameters are computed using the FDTD method and compared with the results obtained using the commercial software QuickWave3D [20] and HFSS [21].

The paper is organized as follows. In Section II, a brief description of the FDTD method used in the numerical analysis of waveguide-based probe-fed DRA's is presented. In Section III, an initial design of a single free-space DRA element is presented, followed by the analysis of DRA behavior in an open-ended rectangular waveguide using WIPL-D [22]. Next, the developed FDTD algorithm is used for the parametric analysis of a probe-fed DRA element in a rectangular waveguide to optimize the structure for the scattering characteristics (port matching and coupling). Section IV presents the analysis of a dielectric-loaded waveguide and the effect of hard walls on the DRA performance. Conclusions are summarized in Section V.

## II. Theory

The structure to be analyzed here consists of a coaxial probe-fed DRA element inside a rectangular waveguide as shown in Fig. 1. The geometry is analyzed by using the FDTD
method, wherein the DRA element and rectangular waveguide are discretized by traditional Yee cells. A sinusoidally modulated Gaussian pulse is used for the excitation, and the PML absorbing boundary [23] is implemented to terminate both the waveguide port [24] and the coaxial line port. The scattering parameters are calculated in terms of port voltages normalized by characteristic impedances of the waveguide and coaxial probe, respectively. The S-parameters of the waveguide section with coaxial probe-fed DRA are given by


Fig. 1. Geometry of a waveguide-based coaxial probe-fed DRA.

$$
\begin{array}{r}
S_{11}=\frac{V_{w}^{-}}{V_{w}^{+}}=\frac{V_{w}^{\text {total }}-V_{w}^{+}}{V_{w}^{+}} \\
S_{21}=\frac{V_{c}^{+}}{V_{w}^{+}} \sqrt{\frac{Z_{w}}{Z_{c}}} \tag{1}
\end{array}
$$

where $V_{w}^{-}$is the voltage calculated from the re ection eld at the waveguide port, $V_{w(c)}^{+}$is the voltage calculated from the incident eld at the waveguide (coaxial) port, $V_{w}^{\text {total }}$ is the voltage obtained from the total (incident plus re ected) eld at the waveguide port, and $Z_{w(c)}$ is the characteristic impedance of the waveguide (coaxial line), given by

$$
\begin{align*}
Z_{w}=\frac{\omega \mu}{\beta} & =\frac{\omega \mu c}{\sqrt{\omega^{2}-\omega_{c}^{2}}} \\
Z_{c} & =\frac{V_{k} e^{-j \omega \Delta t / 2}}{\sqrt{I_{k-1} I_{k}}} . \tag{2}
\end{align*}
$$

Here, $c$ is the velocity of light, $\beta$ and $\omega_{c}$ are the phase constant and cutoff frequency of the dominant mode of rectangular waveguide, and $V_{k}$ and $I_{k}$ are the voltage and current of the $k$ th cell in the coaxial line. Since both the electric and magnetic elds are separated by half a cell in space and time, the geometric average of two currents ( $I_{k-1}$ and $I_{k}$ ) is taken to compensate for the space difference, and a time delay (exponential term in (2)) is introduced to compensate the difference in time [25].

The time-domain modal voltage in the rectangular waveguide can be calculated from the total electric eld as the
following integral over the waveguide cross-section $a \times b$

$$
\begin{equation*}
V\left(z_{0}, t\right)=\int_{0}^{b} \int_{0}^{a} \vec{E}\left(x, y, z_{0}, t\right) \cdot \vec{e}(x, y) d x d y \tag{3}
\end{equation*}
$$

where $V\left(z_{0}, t\right)$ is the time-domain modal voltage of the dominant mode at $z=z_{0}, \vec{E}\left(x, y, z_{0}, t\right)$ is the total time-domain electric eld in the waveguide cross-section, and $\vec{e}(x, y)$ is the electric- eld vector wave function of the dominant mode [26].

The integral over the waveguide cross-section in (3) can be discretized as follows (Fig. 2),

$$
\begin{align*}
V\left(z_{0}, t\right) & =\sum_{i=1}^{N_{x}} \int_{0}^{b} \int_{x_{i-1}}^{x_{i}} E_{x}\left(x_{i}, y, z_{0}, t\right) e_{x}(x, y) d x d y \\
& +\sum_{j=1}^{N_{y}} \int_{y_{j-1}}^{y_{j}} \int_{0}^{a} E_{y}\left(x, y_{j}, z_{0}, t\right) e_{y}(x, y) d x d y \tag{4}
\end{align*}
$$

where $N_{x}$ and $N_{y}$ are the numbers of cells in the $x-$ and $y$-direction, respectively. The components of electric- eld vector wave function can be written in the following form by separating the $x-$ and $y$-variables

$$
\begin{align*}
& e_{x}(x, y)=C_{x} \phi_{x}(x) \phi_{x}(y) \\
& e_{y}(x, y)=C_{y} \phi_{y}(x) \phi_{y}(y) \tag{5}
\end{align*}
$$

where $C_{x}$ and $C_{y}$ are constants.


Fig. 2. Discretization of waveguide cross-section in the calculation of voltage.
Substituting equations (5) into equation (4), we obtain

$$
\begin{align*}
& V\left(z_{0}, t\right)=C_{x} \sum_{i=1}^{N_{x}} \int_{0}^{b} E_{x}\left(x_{i}, y, z_{0}, t\right) \phi_{x}(y) d y \int_{x_{i-1}}^{x_{i}} \phi_{x}(x) d x \\
& +C_{y} \sum_{j=1}^{N_{y}} \int_{0}^{a} E_{y}\left(x, y_{j}, z_{0}, t\right) \phi_{y}(x) d x \int_{y_{j-1}}^{y_{j}} \phi_{y}(y) d y \tag{6}
\end{align*}
$$

where the integrals in (6) can be discretized as follows,

$$
\begin{array}{r}
\quad \int_{0}^{b} E_{x}\left(x_{i}, y, z_{0}, t\right) \phi_{x}(y) d y \\
=\sum_{j=1}^{N_{y}} \int_{y_{j-1}}^{y_{j}} E_{x}\left(x_{i}, y, z_{0}, t\right) \phi_{x}(y) d y
\end{array}
$$

$$
\begin{align*}
= & \sum_{j=1}^{N_{y}} \frac{\Delta y_{j}}{2}\left[E_{x}\left(x_{i}, y_{j}, z_{0}, t\right) \phi_{x}\left(y_{j}\right)\right. \\
& \left.+E_{x}\left(x_{i}, y_{j-1}, z_{0}, t\right) \phi_{x}\left(y_{j-1}\right)\right] \\
& \int_{0}^{a} E_{y}\left(x, y_{j}, z_{0}, t\right) \phi_{y}(x) d x \\
= & \sum_{i=1}^{N_{x}} \int_{x_{i-1}}^{x_{i}} E_{y}\left(x, y_{j}, z_{0}, t\right) \phi_{y}(x) d x \\
= & \sum_{i=1}^{N_{x}} \frac{\Delta x_{i}}{2}\left[E_{y}\left(x_{i}, y_{j}, z_{0}, t\right) \phi_{y}\left(x_{i}\right)\right. \\
& \left.+E_{y}\left(x_{i-1}, y_{j}, z_{0}, t\right) \phi_{y}\left(x_{i-1}\right)\right] \tag{7}
\end{align*}
$$

Integrals $\int_{x_{i-1}}^{x_{i}} \phi_{x}(x) d x$ and $\int_{y_{j-1}}^{y_{j}} \phi_{y}(y) d y$ in (6) are calculated in closed form.

The coaxial line is modeled by rectangular prisms instead of two concentric cylinders, since the amount of power travelling into the coaxial line is mainly dependent on the characteristic impedance of the coaxial line [27] and weakly dependent on its speci c shape. The inner conductor of the coaxial line can be represented either by a thin wire or by a number of cells. In our work the inner conductor is approximated as a thin wire with radius smaller than half of the FDTD mesh size [28]. With $E_{z}(i, j, k)=0$ along the wire axis, the spatial dependence of magnetic elds in the vicinity of the wire can be calculated by

$$
\begin{align*}
H_{y}^{n+\frac{1}{2}}(i, j, k) & =H_{y}^{n-\frac{1}{2}}(i, j, k) \\
& +\frac{\Delta t}{\mu \Delta z}\left[E_{x}^{n}(i, j, k)-E_{x}^{n}(i, j, k+1)\right] \\
& +\frac{2 \Delta t}{\mu \Delta x \ln \left(\frac{\Delta x}{r_{0}}\right)} E_{z}^{n}(i+1, j, k)  \tag{8}\\
H_{x}^{n+\frac{1}{2}}(i, j, k) & =H_{x}^{n-\frac{1}{2}}(i, j, k) \\
& +\frac{\Delta t}{\mu \Delta z}\left[E_{y}^{n}(i, j, k+1)-E_{x}^{n}(i, j, k)\right] \\
& -\frac{2 \Delta t}{\mu \Delta y \ln \left(\frac{\Delta y}{r_{0}}\right)} E_{z}^{n}(i, j+1, k) \tag{9}
\end{align*}
$$

where the wire radius $r_{0}$ is assumed to be less than half of the cell size.

## III. Single DRA ELEmENT IN RECTANGULAR WAVEGUIDE

Our investigation begins with information available in the literature and then we learn step by step about the DRA in different environments. Therefore, we start with a DRA in free space and end up with a DRA in a waveguide loaded with hard walls. Since the FDTD method is one of the methods used in the analysis, the rectangular DRA is a geometry that can be easily analyzed. A single, probe-fed rectangular DRA placed on an in nite ground plane and radiating in free space, as shown in Fig. 3(a), is considered rst, and is analyzed by commercial Method of Moments (MoM) software WIPL-D


Fig. 3. (a) Geometry of in nite conductor-backed, probe-fed DRA; (b) Geometry of probe-fed DRA inside semi-in nite waveguide.


Fig. 4. Re ection coef cient for different con gurations of the DRA. Case A: DRA of Fig. 3(a); Case B: DRA with parameters of Fig. 3(a) placed in waveguide as in Fig. 3(b); Case C: DRA in waveguide with $h_{d}=9.5 \mathrm{~mm}$ and $\delta_{d}=1.5 \mathrm{~mm}$ as in Fig. 3(b).
[22]. The initial dimensions of the DRA structure $a_{d}=5.0$ $\mathrm{mm}, h_{d}=12.0 \mathrm{~mm}, \varepsilon_{r d}=12.0$ are chosen so that the resonant frequency of the $\mathrm{TE}_{11 \delta}$ mode is centered around 10 GHz [29]. The probe length $l_{d}$ is 4 mm , the probe axis is offset by $\delta_{d}=1.0 \mathrm{~mm}$ from the waveguide centerline in the vertical direction, and the probe radius $r_{w}$ is 0.3 mm . Then, the probe-fed DRA with dimensions from case A (Fig. 3(a)) was placed into an open-ended standard X-band waveguide with cross-sectional dimensions $a=22.86 \mathrm{~mm}$ and $b=10.16$ mm (case B with geometry shown in Fig. 3(b)).

Figs. 4 shows dispersion behavior of the re ection coefcient for the geometries shown in Figs. 3(a) and 3(b) (cases A and $B$ in Fig. 4). Due to placement of the DRA inside of the rectangular waveguide, the resonant frequency of the DRA in case B is shifted to a frequency higher than 11 GHz , which is out of frequency band of interest. Subsequently, the height of the DRA and the probe position were tuned to $h_{d}=9.5 \mathrm{~mm}$ and $\delta_{d}=1.5 \mathrm{~mm}$, respectively, and results are presented as case C. Considerable changes of the resonant frequency and bandwidth are observed in Fig. 4. These dimensions serve as starting values for a numerical study that follows.

An analysis of the waveguide-based coaxial probe-fed DRA (Fig. 1) with the parameters from case C is performed by the full-wave FDTD method described in Section II. For the rectangular coax of radius 1.2 mm and lled with the dielectric


Fig. 5. S-parameters for the waveguide-based probe-fed DRA ( $a_{d}=5.0 \mathrm{~mm}$, $\left.h_{d}=9.5 \mathrm{~mm}, \delta_{d}=1.5 \mathrm{~mm}, l_{d}=4.0 \mathrm{~mm}\right)$.
of permittivity $\varepsilon_{r}=2.56$, the characteristic impedance $Z_{0}$ is $51.98 \Omega$, and only the TEM mode is supported as the cutoff frequency of the $\mathrm{TE}_{11}$ coaxial line mode is approximately 26 GHz [30]. The probe length $l_{d}$ is 4 mm and the probe position is offset by $\delta_{d}=1.5 \mathrm{~mm}$ from the waveguide centerline in the vertical direction. Fig. 5 shows the dispersion behavior of the S-parameters. The bandwidth for this case, based on -10 dB level, is $10 \%$ (compared to the $3 \%$ bandwidth of a microstrip patch antenna used in a similar con guration [31]). The results in Fig. 5 are veri ed with commercial FDTD software QuickWave3D [20] and HFSS [21] and exhibit very good agreement. Once our FDTD code is veri ed, we depend on it in the following analysis.

The effect on port matching and bandwidth of different parameters of the DRA are then investigated. For the structure operating in the X-band, it is found that position and length of the probe both have a signi cant effect on the matching as well as the overall frequency response. Figs. 6(a) and 6(b) show the return loss and insertion loss of the structure with different values of $l_{d}$. It is found that a short probe couples weakly to the DRA. As the probe length increases, the coupling is increased and a shift to lower resonant frequency is observed. When the probe lengths equal 3.5 mm and 4.0 mm , wide bandwidth and less re ections are achieved, respectively. As the probe is increased to 4.5 mm and beyond, the coupling to the DRA starts decreasing.

The effect of the probe position $\delta_{d}$ with respect to the waveguide centerline is illustrated in Figs. 7(a) and 7(b), which show the return loss and insertion loss of the structure for different values of $\delta_{d}$ with $l_{d}=4.0 \mathrm{~mm}$. It is found that the maximum - 10 dB bandwidth occurs when $\delta_{d}$ reaches 2.0 mm and also good insersion loss is achieved. It is clear that both the probe length and position can be used to tune and control the response for both port matching as well as wide bandwidth.


Fig. 6. Effect of varying the probe length $l_{d}$ in the DRA on (a) return loss and (b) insertion loss, $\left(a_{d}=5.0 \mathrm{~mm}, h_{d}=9.5 \mathrm{~mm}, \delta_{d}=1.5 \mathrm{~mm}\right)$.

## IV. Single DRA ELEMENT IN DIELECTRIC LOADED RECTANGULAR WAVEGUIDE

The ultimate goal of this work is to design an ef cient spatial power combining system which needs to achieve a uniform power division among the antenna elements in the DRA array by using hard walls. For one element design, hard electromagnetic walls in the hollow rectangular waveguide can be created by loading its narrow walls with dielectric material. By appropriately choosing the dielectric thickness for a given dielectric material, a uniform eld distribution can be achieved over the cross-section of the waveguide. In a standard X-band waveguide, the PEC boundary de nes the $\mathrm{TE}_{10}$ mode of propagation. The dielectric material loading along the sidewalls in the rectangular waveguide changes the boundary condition so that the $\mathrm{LSE}_{10}$ mode will propagate. The $\mathrm{LSE}_{10}$ mode provides a uniform eld distribution in the inner waveguide region (in between dielectric slabs) when the dielectric thickness $d$ is calculated according to the following


Fig. 7. Effect of varying the probe position $\delta_{d}$ with respect to the DRA centerline on (a) return loss and (b) insertion loss, ( $a_{d}=5.0 \mathrm{~mm}, h_{d}=$ $\left.9.5 \mathrm{~mm}, l_{d}=4.0 \mathrm{~mm}\right)$.
formula [32]:

$$
\begin{equation*}
d=\frac{\lambda}{4 \sqrt{\varepsilon_{r}-1}} \tag{10}
\end{equation*}
$$

where $\lambda$ is the wavelength in free space and $\varepsilon_{r}$ is the relative permittivity of the dielectric material. Hence, at the center frequency of operation, the thickness of the dielectric wall is approximately $\lambda_{d} / 4$, where $\lambda_{d}$ is the wavelength in the dielectric. In Fig. 8, the electric eld amplitudes for the $\mathrm{LSE}_{10}$ mode of the dielectric loaded waveguide and the $\mathrm{TE}_{10}$ mode of the hollow waveguide are plotted along the $x$-axis at 10 GHz . Both of these amplitudes are normalized to unity power.

Since the eld distribution for the $\mathrm{TE}_{10}$ mode of operation in a standard X-band rectangular waveguide is sinusoidal in the waveguide cross-section as shown in Fig. 8, the electric eld in the middle of the waveguide is stronger than that offset from the centerline. Consequently, the coaxial probefed DRA couples more energy when it is placed in the middle


Fig. 8. The electric eld magnitude of the $\mathrm{TE}_{10}$ mode in a hollow rectangular waveguide and the $\mathrm{LSE}_{10}$ mode in rectangular waveguide with hard walls at 10 GHz .


Fig. 9. (a) return loss and (b) insertion loss of the DRA element offset from the centerline of the waveguide, $\left(a_{d}=5.0 \mathrm{~mm}, h_{d}=9.5 \mathrm{~mm}, \delta_{d}=1.5 \mathrm{~mm}\right.$, $\left.l_{d}=4.0 \mathrm{~mm}\right)$.
of the waveguide. As seen in Figs. 9(a) and 9(b), the scattering parameters are obtained for the cases when the DRA is placed in three different positions: in the rst case the DRA is in the middle of waveguide, the second and the third cases are for the DRA placed 2.5 mm and 5 mm offset from the waveguide centerline in the horizontal direction, respectively. Figs. 10(a) and $10(\mathrm{~b})$ show the eld distributions (at 10 GHz and $\lambda / 2$ away from the surface of the DRA) for the coaxial probe-fed DRA in the center of the waveguide and 5 mm offset from the centerline, respectively. In Fig. 10(b), 8 dB power difference between the middle and 5 mm offset can be observed from the magnitude of the eld. These results verify that the element closest to the side wall of the waveguide will couple less power from the source than the one in the middle.


Fig. 10. (a) return loss and (b) insertion loss of the DRA element offset from the centerline of the waveguide loaded with hard walls, $\left(a_{d}=5.0 \mathrm{~mm}\right.$, $h_{d}=7.5 \mathrm{~mm}, \delta_{d}=2.0 \mathrm{~mm}, l_{d}=3.5 \mathrm{~mm}$ ).

As seen in the inset in Fig. 11(a), a coaxial probe-fed DRA is placed in the rectangular waveguide with dielectric hard walls. The approximate depth of the hard wall, $d=6.48 \mathrm{~mm}$, is calculated by Eq. (10) and the length of the hard wall $L$
equals to 30 mm . The choice of dielectric material affects the bandwidth of the uniform eld. It has been found that dielectrics with permittivities from 1.2 to 2.2 can be used to achieve a good uniform eld distribution across the waveguide aperture [32] and, therefore, $\varepsilon_{r}=2.2$ is used in our analysis. The coaxial probe-fed DRA element is placed in three different positions: in the middle of waveguide, and 2.5 mm and 5 mm offset from the waveguide centerline. Figs. 10(a) and 10(b) demonstrate that the resonance frequency and scattering parameters of these three cases do not change signi cantly as compared to the cases of DRA in the waveguide without hard walls (Figs. 9(a) and 9(b)). The eld distributions (at 10 GHz and $\lambda / 2$ away from the surface of the DRA) for the coaxial probe-fed DRA in the center of the waveguide loaded with hard walls and 5 mm offset from the centerline are shown in Figs. 12(a) and 12(b). One can see (Fig. 12(b)) that 3 dB power difference between the middle and 5 mm offset is achieved, so the DRA element couples approximately the same energy around the center frequency for these three different positions, which veri es that the uniform eld distribution is achieved across the waveguide aperture as shown in Fig. 8.


Fig. 11. Field distribution of the DRA element; (a) in the center of the harded waveguide and (b) offset 5 mm from the centerline of the waveguide loaded with hard walls, $\left(a_{d}=5.0 \mathrm{~mm}, h_{d}=9.5 \mathrm{~mm}, \delta_{d}=2.0 \mathrm{~mm}, l_{d}=3.5 \mathrm{~mm}\right)$.

## V. Conclusion

A coaxial probe-fed DRA in a rectangular waveguide excited by the dominant mode was analyzed by using a custom FDTD technique. This analysis provides the necessary information for the optimization of design parameters, such as DRA dimensions and the position and length of the feeding probe. Consequently, $10 \%$ bandwidth was achieved over the frequency band of interest. A waveguide loaded with hard walls was studied to obtain a uniform eld distribution at the waveguide aperture. It is shown that the DRA element couples approximately the same energy around the center frequency when it is placed in the middle of the waveguide and offset from the centerline. This study is a useful step in the extension to the case of the DRA array for increasing the output power and the power combining ef cienc $y$ of waveguide-based spatial power combiner.

## Acknowledgment

This work was partially supported by the National Science Foundation under Grant No. ECS-0220218 and NASA EPSCoR Cooperative Agreement No. NCC5-574.

## REFERENCES

[1] S. A. Long, M. W. McAllister, and L. C. Shen, "The resonant cylindrical dielectric cavity antenna," IEEE Trans. Antennas Propagat., vol. AP-31, pp. 406-412, May 1983.
[2] M. S. Al Salameh and Y. M. M. Antar, "Coplanar-waveguide-fed slotcoupled rectangular dielectric resonator antenna," IEEE Trans. Antennas Propagat., vol. 50, no. 10, pp. 1415-1419, Oct. 2002.
[3] G. P. Junker, A. A. Kishk, and A. W. Glisson, "Input impedance of dielectric resonator antennas excited by a coaxial probe," IEEE Trans. Antennas Propagat., vol. 42, pp. 960-966, July 1994.
[4] G. P. Junker, A. A. Kishk, and A. W. Glisson, "Input impedance of aperture coupled dielectric resonator antennas," IEEE Trans. Antennas Propagat., vol. 44, pp. 600-607, May 1996.
[5] O. Sager and F. Tisi, "On eigenmodes and forced resonance modes of dielectric sphere," Proc. IEEE, vol. 56, pp. 1593-1594, Sept. 1968.
[6] M. W. McAllister, S. A. Long, and G. L. Conway, "Rectangular dielectric resonator antenna," Electron. Lett., vol. 19, pp. 219-220, Mar. 1983.
[7] M. W. McAllister and S. A. Long, "Resonant hemispherical dielectric antenna," Electron. Lett., vol. 20, pp. 657-659, Aug. 1984.
[8] A. A. Kishk, H. A. Auda, and B. Ahn, "Radiation characteristics of cylindrical dielectric resonator antenna with new applications," IEEE Trans. Antennas Propagat. Soc. Newsletter, vol. 31, pp. 7-16, Feb. 1989.
[9] A. A. Kishk, B. Ahn, and D. Kajfez, "Broadband stacked dielectric resonator antennas," Electron. Lett., vol. 25, pp. 1232-1233, Aug. 1989.
[10] A. A. Kishk, M. R. Zunoubi, and D. Kajfez, "A numerical study of a dielectric disk antenna above grounded dielectric substrate," IEEE Trans. Antennas Propagat., vol. 41, pp. 813-821, June 1993.
[11] A. A. Kishk, Y. Yin, and A. W. Glisson, "Conical dielectric resonator antennas for wideband applications," IEEE Trans. Antennas Propagat., vol. 50, pp. 469-474, Apr. 2002.
[12] A. A. Kishk, "Wideband dielectric resonator antenna in a truncated tetrahedron form excited by a coaxial probe," IEEE Trans. Antennas Propagat., vol. 51, pp. 2913-2917, Oct. 2003.
[13] A. B. Yakovlev, S. Ortiz, M. Ozkar, A. Mortazawi, and M. B. Steer, "A waveguide-based aperture-coupled patch ampli er array - full-wave system analysis and experimental validation," IEEE Trans. Microwave. Theory Tech., vol. 48, no. 12, pp. 2692-2699, Dec. 2000.
[14] S. Ortiz, J. Hubert, L. Mirth, E. Schlecht, and A. Mortazawi, "A highpower Ka-band quasioptical ampli er array," IEEE Trans. Microwave. Theory Tech., vol. 50, no. 2, pp. 487-494, Feb. 2002.
[15] M. Ozkar and A. Mortazawi, "Electromagnetic modeling and optimization of spatial power combiners/dividers with hard horns," IEEE Trans. Antennas Propagat., vol. 53, pp. 144-150, Jan. 2005.
[16] M. A. Ali, S. C. Ortiz, T. Ivanov, and A. Mortazawi, "Analysis and measurement of hard-horn feeds for the excitation of quasioptical ampli ers," IEEE Trans. Microwave Theory Tech., vol. 47, pp. 479-487, Apr. 1999.

17] M. N. M. Kehn and P. S. Kildal, "Miniaturized rectangular hard waveguides for use in multifrequency phased arrays," IEEE Trans. Antennas Propagat., vol. 53, no. 1, pp. 100-109, Jan. 2005.
[18] K. S. Yee, "Numerical solution of initial boundary value problems involving Maxwell's equations in isotropic media," IEEE Trans. Antennas Propagat., vol. 14, pp. 302-307, 1966.
[19] A. Ta o ve and S. C. Hagness, , Computational Electrodynamics: The Finite-Difference Time-Domain Method, 3rd edition, Norwood, MA: Artech House, 2005.
[20] QuickWave3D: A General Purpose Electromagnetic Simulator Based on Conformal Finite-Difference Time-Domain Method, v. 2.2, QWED Sp. Zo.o, Dec. 1998.
[21] HFSS: High Frequency Structure Simulator Based on the Finite Element Method, v. 9.2.1, Ansoft corporation, 2004.
[22] B. M. Kolundzija, J. S. Ognjanovic, and T. K. Sarkar, WIPL-D: Electromagnetic Modeling of Composite Metallic and Dielectric Structures, Software and User's Manual. Reading, MA: Artech House, 2000.
[23] J. P. Berenger, "A perfectly matched layer for the absorption of electromagnetic waves," J. Comp. Phys., vol. 114, pp. 185-200, 1994.
[24] C. E. Reuter, R. M. Joseph, E. T. Thiele, D. S. Katz, and A. Ta o ve, "Ultrawideband absorbing boundary condition for termination of waveguiding structures in FDTD simulations," IEEE Microwave Guided Wave Lett., vol. 4, pp. 344-346, Oct. 1994.
[25] J. Fang and D. Xeu, "Numerical errors in the computation of impedances by FDTD method and ways to eliminate them," IEEE Microwave Guided Wave Lett., vol. 5, pp. 6-8, Jan. 1995.
[26] R. E. Collin, Field Theory of Guided Waves, 2nd ed. New York: McGraw-Hill, IEEE Press, 1991.
[27] C. Wu, K. -L. Wu, Z. Bi, and J. Litva, "Modeling of coaxial-fed microstrip patch antenna by nite difference time domain method," IEEE Eletrocnics Lett., vol. 27, pp. 1691-1692, Sept. 1991.
[28] K. R. Umashankar, A. Ta o ve, and B. Beker, "Calculation and experimental validation of induced currents on coupled wires in an arbitrary shaped cavity," IEEE Trans. Antennas Propagat., vol. 35, pp. 1248-1257, Nov. 1987.
[29] K. M. Luk and K. W. Leung, Dielectric Resonator Antennas, Hertfordshire, England: Research Studies Press Ltd., 2002.
[30] D. M. Pozar, Microwave Engineering, 2nd ed, NY: Wiley, 1998.
[31] M. Ozkar, Electromagnetic Modeling for the Optimized Design of Spatial Power Ampli ers with Hard Horn Feeds, Ph.D. Dissertation, North Carolina State University, 2001.
[32] G. N. Tsandoulas and W. D. Fitzgerald, "Aperture ef cienc y enhancement in dielectrically loaded horns," IEEE Trans. Antennas Propagat., vol. 20, pp. 69-74, 1972.


Yizhe Zhang received the B.Sc and M.Sc degrees in electrical engineering from Southeast University, China, in 2000 and 2003, respectively. She is currently working toward the Ph.D. degree in electrical engineering at the University of Mississippi, University.

From 2000 to 2003, she was a Research Assistant in the Department of Electrical Engineering, Southeast University. Her research interests include dielectric resonator antennas, microstrip antennas, numerical methods in electromagnetics, and modeling of high-frequency ampli er arrays for spatial power combining.


Ahmed A. Kishk is a Professor of Electrical Engineering, University of Mississippi (since 1995). He was an Associate Editor of Antennas \& Propagation Magazine from 1990 to 1993. He is now an Editor of Antennas \& Propagation Magazine. He was a Coeditor of the special issue on Advances in the Application of the Method of Moments to Electromagnetic Scattering Problems in the ACES Journal. He was also an editor of the ACES Journal during 1997. He was an Editor-in-Chief of the ACES Journal from 1998 to 2001. He was the chair of Physics and Engineering division of the Mississippi Academy of Science (2001-2002). He was a guest Editor of the special issue on arti cial magnetic conductors, soft/hard surfaces, and other complex surfaces, on the IEEE Transactions on Antennas and Propagation, January 2005.
His research interest includes the areas of design of millimeter frequency antennas, feeds for parabolic re ectors, dielectric resonator antennas, microstrip antennas, soft and hard surfaces, phased array antennas, and computer aided design for antennas. He has published over 150 refereed Journal articles and book chapters. He is a coauthor of the Microwave Horns and Feeds book (London, UK, IEE, 1994; New York: IEEE, 1994) and a coauthor of chapter 2 on Handbook of Microstrip Antennas (Peter Peregrinus Limited, United Kingdom, Ed. J. R. James and P. S. Hall, Ch. 2, 1989). Dr. Kishk received the 1995 outstanding paper award for a paper published in the Applied Computational Electromagnetic Society Journal. He received the 1997 Outstanding Engineering Educator Award from Memphis section of the IEEE. He received the Outstanding Engineering Faculty Member of the 1998. He received the Award of Distinguished Technical Communication for the entry of IEEE Antennas and Propagation Magazine, 2001. He received the 2001 Faculty research award for outstanding performance in research. He received the 2005 School of Engineering Senior Faculty Research Award. He received the 2005 Faculty research award for outstanding performance in research. He also received The Valued Contribution Award for outstanding Invited Presentation, "EM Modeling of Surfaces with STOP or GO Characteristics Arti cial Magnetic Conductors and Soft and Hard Surfaces" from the Applied Computational Electromagnetic Society. He received the Microwave Theory and Techniques Society Microwave Prize 2004. Dr. Kishk is a Fellow member of IEEE since 1998 (Antennas and Propagation Society and Microwave Theory and Techniques), a member of Sigma Xi society, a member of the U.S. National Committee of International Union of Radio Science (URSI) Commission B, a member of the Applied Computational Electromagnetics Society, a member of the Electromagnetic Academy, and a member of Phi Kappa Phi Society.


Alexander B. Yakovlev was born in the Ukraine in 1964. He received the Ph.D. degree in Radiophysics from the Institute of Radiophysics and Electronics, National Academy of Sciences, Ukraine, in 1992, and the Ph.D. degree in Electrical Engineering from the University of Wisconsin at Milwaukee, in 1997.
From 1992 to 1994, he was an Assistant Professor with the Department of Radiophysics at Dniepropetrovsk State University, Ukraine. From 1994 to 1997, while working toward his doctorate degree, he was employed as a Research and Teaching Assistant in the Department of Electrical Engineering and Computer Science at the University of Wisconsin in Milwaukee. From 1997 to 1998, he was an R\&D Engineer in Ansoft Corporation/Compact Software Division, Paterson, NJ, and in Ansoft Corporation, Pittsburgh, PA. From 1998 to 2000, he was a Postdoctoral Research Associate with the Electrical and Computer Engineering Department at North Carolina State University, Raleigh, NC. In summer of 2000, he joined the Department of Electrical Engineering at the University of Mississippi as an Assistant Professor, and was promoted to the rank of Associate Professor in 2004.
His research interests include mathematical methods in applied electromagnetics, analysis of arti cial magnetic conductor surfaces and guidedwave structures, modeling of high-frequency interconnection structures and ampli er arrays for spatial and quasi-optical power combining, microstrip and waveguide discontinuities, integrated-circuit elements and devices, theory of leaky waves, transient elds in layered media, catastrophe and bifurcation theories.
Dr. Yakovlev received the Young Scientist Award at the 1992 URSI International Symposium on Electromagnetic Theory, Sydney, Australia, and the Young Scientist Award at the 1996 International Symposium on Antennas and Propagation, Chiba, Japan. In 2003, he received a Junior Faculty Research Award in the School of Engineering at The University of Mississippi. Dr. Yakovlev is an Associate Editor-in-Chief of the ACES Journal and in September 2005 he became an Associate Editor of the IEEE Transactions on Microwave Theory and Techniques. He is a Senior Member of the IEEE (Microwave Theory and Techniques Society and Antennas and Propagation Society) and Member of URSI Commission B. He is coauthor of the book Operator Theory for Electromagnetics: An Introduction, Springer, New York, NY, 2001.


Allen W. Glisson received the B.S., M.S., and Ph.D. degrees in electrical engineering from the University of Mississippi, in 1973, 1975, and 1978, respectively. In 1978, he joined the faculty of the University of Mississippi, where he is currently a Professor and Chair of the Department of Electrical Engineering. He was selected as the Outstanding Engineering Faculty Member in 1986, 1996, and 2004. He received a Ralph R. Teetor Educational Award in 1989 and in 2002 he received the Faculty Service Award in the School of Engineering. His current research interests include the development and application of numerical techniques for treating electromagnetic radiation and scattering problems, and modeling of dielectric resonators and dielectric resonator antennas.

Dr. Glisson is a Fellow of the IEEE, a member of Commission B of the International Union of Radio Science, and a member of the Applied Computational Electromagnetics Society. He has received a best paper award from the SUMMA Foundation, twice received a citation for excellence in refereeing from the American Geophysical Union, and he was a recipient of the 2004 Microwave Prize awarded by the Microwave Theory and Techniques Society. Since 1984, he has served as the Associate Editor for Book Reviews and Abstracts for the IEEE Antennas and Propagation Society Magazine. He has served on the Board of Directors of the Applied Computational Electromagnetics Society, is currently Treasurer of ACES, and is a member of the AP-S IEEE Press Liaison Committee. He has previously served as a member of the IEEE Antennas and Propagation Society Administrative Committee, as the secretary of Commission B of the U.S. National Committee of URSI, as an Associate Editor for Radio Science, as Co-Editor-in-Chief of the Applied Computational Electromagnetics Society Journal, and as the Editor-in-Chief of the IEEE Transactions on Antennas and Propagation.

# Introducing a Sub-cell Tensor Technique into a $(2,4)$ FDTD Method 

R.S. Schechter, S.T. Chun, M.S. Kluskens, M. Kragalott, and D. A. Zolnick

## Authors are in Code 5310 of the Radar Division of the Naval Research Laboratory, Washington DC 20375 richard.schechter@nrl.navy.mil


#### Abstract

A sub-cell tensor based technique for modeling dielectric interfaces is introduced into a $(2,4)$ FDTD method. For each cell containing an interface, a tensor based method that enforces continuity conditions is used to determine the fields on both sides the sloped interface. These fields are then volumetrically averaged. The approach is used to calculate a corrected field value at each grid point of the large fourth-order stencil. The combined algorithm is computationally homogeneous, unlike most previous algorithms of this type, and thus lends itself to parallel processing. Additionally, the method may be used with other higher-order stencils. The accuracy is tested using the exact Mie series solution for scattering from a dielectric sphere. It is shown that using the $(2,4)$ tensor method results in $\sim 50-70 \%$ less error than the $(2,4)$ standard Yee method in the vicinity of a dielectric sphere.


Introduction: The finite-difference time domain (FDTD) method is one of the most widely employed methods in computational electromagnetics. As it has been pointed out in many articles, the method has problems when there are curved boundaries, which are represented by staircases on a Cartesian grid. If continuity conditions are not properly maintained across these curved interfaces, inaccuracies in the field components can occur. Nadobny et. al. [1] developed a 3D tensor method for the treatment of dielectric interfaces to enforce continuity of the appropriate field components. Their paper was a major extension of the work of Lee and Myung [2] and demonstrated much improved accuracy for the standard $(2,2)$ algorithm.

In this paper we adapt the tensor method for use with fourth-order methods. Fourth and other higher order methods permit modeling on coarser grids. This is important because fourth-order methods, although very accurate in homogeneous regions, generally present accuracy problems at material boundaries. One remedy for this problem
is to employ a hybrid formulation of $(2,4)$ FDTD and sub-grid $(2,2)$ FDTD methods [3], where $(2,4)$ stands for second-order accurate in time and fourthorder accurate in space. In [3] a coarse $(2,4)$ grid is used in the homogeneous regions and a finer $(2,2)$ sub-grid near conducting walls and other structures. Another method [4] uses a large $(2,4)$ region and a buffer layer of $(2,2)$ cells between the $(2,4)$ region and the interfaces.

In [5] an efficient higher-order alternatingdirection implicit (ADI) finite-difference timedomain method for unconditionally stable analysis of curvilinear electromagnetic compatibility (EMC) problems is presented. The method is practically dispersionless and offers improved accuracy for curved boundaries. Another paper [6] also discusses the reduction of numerical dispersion of the finitedifference time-domain method based on a $(2,4)$ computational stencil. Rather than implementing the conventional approach, based on Taylor analysis for the determination of the finitedifference operators, two alternative procedures that result in numerical schemes with diverse wide-band behavior are proposed. The method is shown to outperform the standard $(2,4)$ method.

The method proposed here uses the same $(2,4)$ algorithm and grid spacing for the homogenous regions and across boundaries as opposed to mixing different accuracy (second and fourth-order) algorithms. This is important for parallel processing, i.e. using the Message Passing Interface (MPI), where having a homogeneous algorithm is a great advantage so that each processor executes the same instructions. It also is an advantage computationally if a fourth-order accurate method can be used to model an electrically large structure on a smaller coarser grid, without any special subgridding. We gauge the relative accuracy of the standard Yee fourth-order and combined sub-cell tensor fourth-order methods by comparing computed results with the exact Mie series solution for plane waves scattering from a dielectric sphere.

Sub-cell Tensor Method: The differential form of Maxwell's equations is given by:
$\nabla \times \mathbf{E}=-\mu \frac{\partial \mathbf{H}}{\partial t}$,
$\nabla \times \mathbf{H}=\frac{\partial \mathbf{D}}{\partial t}+\mathbf{J}$,
where
$\mathbf{D}=\varepsilon \mathbf{E}$.
In the homogeneous cells, where there are no interfaces, Eq. (3) can be used to obtain E. However, in those cells with interfaces, boundary conditions must be explicitly satisfied.

At a dielectric interface these continuity conditions must be maintained at the interface between media 1 and 2 :
$\left(\varepsilon_{1} \mathbf{E}_{1}-\varepsilon_{2} \mathbf{E}_{2}\right) \cdot \mathbf{n}=0$,
(Continuity of the normal components of $\mathbf{D}$ ),
$\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right) \times \mathbf{n}=0$,
(Continuity of the tangential components of $\mathbf{E}$ ),
where $\mathbf{n}$ is the unit normal vector to the interface.
Eqs. (4) and (5) can be solved for $\mathbf{E}_{2}$ in terms of $\mathbf{E}_{1}$ :
$\mathbf{E}_{2}=\widetilde{A} \mathbf{E}_{1}$
where the elements of the transformation matrix $\tilde{A}$ are:
$a_{11}=n_{x}^{2}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}\right)+n_{y}^{2}+n_{z}^{2}$,
$a_{12}=n_{x} n_{y}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}-1\right)$,
$a_{13}=n_{x} n_{z}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}-1\right)$,
$a_{21}=a_{12}$,
$a_{22}=n_{x}^{2}+n_{y}^{2}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}\right)+n_{z}^{2}$,
$a_{23}=n_{y} n_{z}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}-1\right)$,
$a_{31}=a_{13}$,
$a_{32}=a_{23}$,
$a_{33}=n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\left(\frac{\varepsilon_{1}}{\varepsilon_{2}}\right)$.

For Yee cell faces cut by an interface the electric fluxes through the faces are broken into two parts:
$\iint D_{x} d S=\varepsilon_{1} E_{x}^{1} S_{x}^{1}+\varepsilon_{2} E_{x}^{2} S_{x}^{2}$,
$\iint D_{y} d S=\varepsilon_{1} E_{y}^{1} S_{y}^{1}+\varepsilon_{2} E_{y}^{2} S_{y}^{2}$,
$\iint D_{z} d S=\varepsilon_{1} E_{z}^{1} S_{z}^{1}+\varepsilon_{2} E_{z}^{2} S_{z}^{2}$,
where the S's are areas and the superscripts stand for side 1 or 2. This is illustrated in Fig. 1.

Combining Eqs. (6) with (7), the following tensor relationship is obtained between the average electric flux density and electric field in medium 1 ,

$$
\begin{equation*}
\overline{\mathbf{D}}=\widetilde{\boldsymbol{\varepsilon}} \cdot \mathbf{E}_{1} \tag{8}
\end{equation*}
$$

where $\widetilde{\boldsymbol{\varepsilon}}$ is a 3 by 3 permittivity tensor with components:
$\varepsilon_{11}=\varepsilon_{1}\left(\frac{S_{x}^{1}}{S}\right)+\varepsilon_{2}\left(\frac{S_{x}^{2}}{S}\right) a_{11}$,
$\varepsilon_{12}=\varepsilon_{2}\left(\frac{S_{x}^{2}}{S}\right) a_{12}$,
$\varepsilon_{13}=\varepsilon_{2}\left(\frac{S_{x}^{2}}{S}\right) a_{13}$,
$\varepsilon_{21}=\varepsilon_{2}\left(\frac{S_{y}^{2}}{S}\right) a_{21}$,
$\varepsilon_{22}=\varepsilon_{1}\left(\frac{S_{y}^{1}}{S}\right)+\varepsilon_{2}\left(\frac{S_{y}^{2}}{S}\right) a_{22}$,
$\varepsilon_{23}=\varepsilon_{2}\left(\frac{S_{y}^{2}}{S}\right) a_{23}$,
$\varepsilon_{31}=\varepsilon_{2}\left(\frac{S_{z}^{2}}{S}\right) a_{31}$,
$\varepsilon_{32}=\varepsilon_{2}\left(\frac{S_{z}^{2}}{S}\right) a_{32}$,
$\varepsilon_{33}=\varepsilon_{1}\left(\frac{S_{z}^{1}}{S}\right)+\varepsilon_{2}\left(\frac{S_{z}^{2}}{S}\right) a_{33}$,
and where $S=S^{1}+S^{2}$.


Fig. 1. Center slice (face) of Yee cell centered around $E_{x}(i, j, k)$. There are two flux areas separated by the dielectric interface.

At each point in the stencil for updating the H field components the volume average of the E fields is used. The fourth-order update equation for $H_{z}$ obtained by discretizing Eq. 1 is:
$H_{z}^{n+1 / 2}(i, j, k)=H_{z}^{n-1 / 2}(i, j, k)+\frac{r}{24} \times$
$\left[\left(-\bar{E}_{x}^{n}(i, j+2, k)+27 \bar{E}_{x}^{n}(i, j+1, k)\right.\right.$
$\left.-27 \bar{E}_{x}^{n}(i, j, k)+\bar{E}_{x}^{n}(i, j-1, k)\right)-$
$\left(-\bar{E}_{y}^{n}(i+2, j, k)+27 \bar{E}_{y}^{n}(i+1, j, k)\right.$
$\left.\left.-27 \bar{E}_{y}^{n}(i, j, k)+\bar{E}_{y}^{n}(i-1, j, k)\right)\right]$
where $r=\frac{\Delta t}{\Delta x \mu_{0}}$ and for example,

$$
\begin{equation*}
\bar{E}_{x}=\frac{\left(V_{1} E_{x}^{1}+V_{2} E_{x}^{2}\right)}{V}, \quad V=V_{1}+V_{2} \tag{10}
\end{equation*}
$$

where $V_{1}$ and $V_{2}$ are the volumes on sides one and two of the interface. It should be noted that Eq. (9) is identical in form to the standard $(2,4)$ update equation, the only difference being that each term is replaced by the volume averaged field. There are analogous update equations for $H_{x}$ and $H_{y}$.

Standard fourth-order update equations for $D_{x}, D_{y}$ and $D_{z}$ may be obtained by discretizing Eq. 2. For example:
$\bar{D}_{y}^{n+1}(i, j, k)=\bar{D}_{y}^{n}(i, j, k)+\frac{s}{24} \times$
$\left[\left(-H_{x}^{n+1 / 2}(i, j, k+1)+27 H_{x}^{n+1 / 2}(i, j, k)\right.\right.$
$\left.-27 H_{x}^{n+1 / 2}(i, j, k-1)+H_{x}^{n+1 / 2}(i, j, k-2)\right)-$
$\left(-H_{z}^{n+1 / 2}(i+1, j, k)+27 H_{z}^{n+1 / 2}(i+1, j, k)\right.$
$\left.\left.-27 H_{z}^{n+1 / 2}(i-1, j, k)+H_{z}^{n+1 / 2}(i-2, j, k)\right)\right]$
where $s=\frac{\Delta t}{\Delta x \varepsilon_{0}}$.
The term $\bar{E}_{x}(i, j, k)$ in Eq. (9) represents the volume averaged field in the Yee cell centered on $E_{x}(i, j, k)$. For any point in the stencil with an interface in that cell, Eq. (10) is used to correct for
the interface. This concept is illustrated in Fig. 2. If there is no interface, then

$$
\begin{equation*}
\bar{E}_{x}=\frac{\bar{D}_{x}}{\varepsilon} . \tag{12}
\end{equation*}
$$

This algorithm amounts to using a corrected field value at each point in the stencil to account for any interfaces cutting through the stencil volume in an arbitrary way. If the stencil volume has no interfaces the algorithm reduces to the standard $(2,4)$. The entire algorithm may be briefly summarized as follows for one update:
[1] Perform standard (2,4) update of $\overline{\mathbf{D}}$
using $H_{x}, H_{y}$ and $H_{z}$.
[2] Test all $8 E$ cells for interfaces within the fourth-order stencil for updating $H$.
If $E$ cell has an interface then use the sub-cell tensor method:
(a) Compute electric field from average electric flux density, $\mathbf{E}_{1}=\widetilde{\boldsymbol{\varepsilon}}^{-1} \cdot \overline{\mathbf{D}}$.
(b) Obtain electric field on other side of interface, $\mathbf{E}_{2}=\tilde{A} \mathbf{E}_{1}$.
(c) Volume average electric field,

$$
\bar{E}_{x}=\frac{\left(V_{1} E_{x}^{1}+V_{2} E_{x}^{2}\right)}{V}
$$

else if the $E$ cell has no interface then,
(a) Compute electric field from $\bar{E}_{x}=\frac{\bar{D}_{x}}{\varepsilon}$
[3] Perform standard $(2,4)$ update for $\mathbf{H}$ using $\bar{E}_{x}, \bar{E}_{y}$ and $\bar{E}_{z}$.


Fig. 2. The stencil for the $(2,4)$ FDTD method showing the 8 E field cells (squares) and H field cell (circle). Two of the E field cells are cut by an interface (dotted line) at an angle and require the sub-cell corrections.

Computational Cases: Six computational cases are performed to test the accuracy of the standard $(2,4)$ and tensor $(2,4)$ algorithms. Scattering problems are done with a plane wave scattering from a dielectric sphere with a large dielectric change to emphasize errors near the interface. The incident plane wave is polarized in the $z$ direction and travels in the +y direction, as illustrated in Fig. 3. The total-field/scattered-field (TF/SF) formulation is used to introduce a plane wave into the volume. Uniaxial perfectly matched layers (UPML), 10 cells wide, are used for the absorbing boundaries. Case I uses a sphere with a relative dielectric constant of 4 and a uniform grid spacing of 10 points per wavelength (ppw) in the sphere. The parameters for various cases are summarized in Table I.

Table I. Parameters for Cases.

|  | Freq. <br> (GHz) | Dielectric <br> Constant | ppw | Sphere <br> Radius |
| :--- | :---: | :---: | :---: | :---: |
| Case I | 5.0 | 4 | 10 | 7.5 |
| Case II | 5.0 | 4 | 20 | 15.0 |
| Case III | 5.0 | 8 | 10 | 7.5 |
| Case IV | 5.0 | 8 | 20 | 15.0 |
| Case V | 5.0 | 12 | 10 | 7.5 |
| Case VI | 5.0 | 12 | 20 | 15.0 |



Fig. 3. Diagram of incident wave, dielectric sphere, coordinate system and y -cut at z value.

Fig. 4 shows a typical computed cut for Case III, parallel to the $y$-axis and through grid point ( $\mathrm{x}=0, \mathrm{z}=1$ ), near the sphere center. Shown is $\mathrm{E}_{\mathrm{y}}(0, \mathrm{y}, 1)$ computed using the $(2,4)$ tensor method and the $(2,4)$ standard Yee method against the exact Mie series solution. Fig. 4 shows that the $(2,4)$ tensor method agrees much better with the exact solution than the $(2,4)$ standard method, along the entire cut.


Fig. 4. Case III. Comparison of $(2,4)$ tensor and $(2,4)$ standard methods with exact Mie series. The sphere lies between grid points 24 and 40.

Fig. 5 shows a comparable cut for $\mathrm{E}_{\mathrm{y}}(0, \mathrm{y}, 5)$ for Case V. The $(2,4)$ tensor method is closer to the exact solution inside the sphere, at the sphere boundaries, and outside the sphere. The standard Yee method also exhibits pronounced overshoots at the interfaces.


Fig. 5. Case V. Comparison of $(2,4)$ tensor and $(2,4)$ standard methods with exact Mie series. The sphere lies between grid points 56 and 72 .

Error Evaluation: In order to assess the relative errors of the tensor and standard methods a numerical comparison is made between the computed values and the exact Mie series solution. The solution is computed in spherical coordinates and transformed into Cartesian coordinates along cuts through the sphere (shown in Fig. 3), to correspond in space to the FDTD spatial cuts.

The following error measure function is used:
error $=\frac{\sum\left|E_{\text {exact }}-E_{\text {computed }}\right|}{\sum\left|E_{\text {exact }}\right|}$.
This error function is computed along a cut through the sphere and extending 1 radius beyond the sphere boundary on both sides so that the cuts are 4 radii in length. The exact value is taken to be the average of the analytical value at center of the Yee cell, obtained from the Mie series solution. Using the spatial average of the exact solution is necessary near the jump discontinuities to properly compare to the computed values which are really the average values at the center of the Yee cells. Table II shows the errors computed for the six cases along y-cuts at 4 different $z$ values for increasing dielectric constants. The ratio $r$ shown is the tensor average error divided by the standard average. Table II shows that r is about 0.3 at 20 ppw and .6 at 10 ppw for the six cases. Cases II and IV both show a decrease of about $50 \%$ in the average error by going from 10 ppw to 20 ppw for the tensor method. The standard method shows worse convergence. Case VI shows only about a $20 \%$ decrease in the average error by going to 20 ppw .

Table II. Errors for Cases I - VI.

| Case I | ez(1) | ez(4.5) | ey(1) | ey(4) | av. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ten(2,4) | 1.79 | 2.30 | 2.31 | 2.11 | 2.13 |
| sta(2,4) | 1.94 | 3.53 | 4.85 | 4.06 | 3.60 |
|  |  |  |  |  | $\mathrm{r}=.59$ |
| Case II | ez(1) | ez(8.5) | ey(1) | ey(8) | av. |
| ten(2,4) | 0.61 | 0.88 | 1.46 | 0.98 | 0.98 |
| sta(2,4) | 1.80 | 1.78 | 4.83 | 4.41 | 3.21 |
|  |  |  |  |  | $\mathrm{r}=.31$ |
| Case III | ez(1) | ez(4.5) | ey(1) | ey(4) | av. |
| ten $(2,4)$ | 3.98 | 5.62 | 2.54 | 3.13 | 3.82 |
| sta (2,4) | 6.67 | 11.30 | 6.99 | 5.68 | 7.66 |
|  |  |  |  |  | $\mathrm{r}=.50$ |
| Case IV | ez(1) | ez(8.5) | ey(1) | ey(8) | av. |
| ten $(2,4)$ | 2.15 | 2.16 | 1.94 | 1.48 | 1.93 |
| sta(2,4) | 4.64 | 4.95 | 6.26 | 7.00 | 5.71 |
|  |  |  |  |  | $\mathrm{r}=.34$ |
| Case V | ez(1) | ez(4.5) | ey(1) | ey(4) | av. |
| ten $(2,4)$ | 3.45 | 3.25 | 2.77 | 3.26 | 3.18 |
| sta (2,4) | 3.86 | 5.33 | 8.31 | 5.32 | 5.71 |
|  |  |  |  |  | $\mathrm{r}=.56$ |
| Case VI | ez(1) | ez(8.5) | ey(1) | ey(8) | av. |
| ten(2,4) | 2.66 | 2.90 | 2.67 | 1.67 | 2.48 |
| $\mathbf{s t a}(2,4)$ | 5.87 | 3.55 | 8.48 | 8.88 | 6.70 |
|  |  |  |  |  | $\mathrm{r}=.37$ |

Efficiency: The $(2,4)$ tensor is compared with the $(2,4)$ standard Yee for total CPU time and additional memory requirements. The computations were all performed on an IBM p690 parallel computer using 16 processors. This case uses a grid size of $168 \times 168 \times 168$ and 2000 time steps. The $(2,4)$ tensor method uses 373 s of CPU time compared to 251 s for the $(2,4)$ standard Yee, or a ratio of 1.49 . The tensor method also requires some additional memory primarily to store the $9 \widetilde{\boldsymbol{\varepsilon}}^{-1}$ tensor components and the 9 transformation matrix components of the $\widetilde{A}$ matrix for each interface cell. For this case there are 786 interface cells for each of the staggered field positions $E_{x}, E_{y}$ and $E_{z}$. Also the volume fractions must be stored for each interface cell. The total additional memory overhead compared with the standard $(2,4)$ method amounts to only about 0.2 Mbytes for this case.

Conclusions: A tensor method to handle dielectric interfaces has been combined in a straightforward way with a standard $(2,4)$ FDTD algorithm and results in a computationally homogeneous algorithm suitable for parallel computing. The numerical cases, using scattering from a dielectric sphere, demonstrate that the combined $(2,4)$ tensor method significantly improves the accuracy of the $(2,4)$ standard Yee method near interfaces. The tensor method may be combined with any higherorder FDTD algorithm, involving a large stencil.
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#### Abstract

A mixed element approach using right hexahedral elements and right prism elements for the finite element-boundary integral method is presented and discussed for the study of planar cavity-backed antennas. The mixed element method is shown to decrease the required computation time for geometrically constrained geometries by reducing the unknown count on the open aperture on the cavity. By reducing the unknown count on the surface, the memory and computational cost associated with the boundary integral portion of the solution is decreased versus solutions using only prism elements. The accuracy of the mixed element approach is shown to be comparable with that of a single element approach, especially for far field parameters such as radiation pattern and radar cross section.


## I. INTRODUCTION

Efficient numerical modeling of antennas is an integral part of the antenna design process. Numerical modeling can aid in the rapid design of an antenna prior to prototype fabrication, therefore drastically reducing the design time and reducing cost. One of the challenges inherent in the numerical modeling of antennas is how to model the antenna in the most accurate, yet efficient manner.

Various numerical techniques have been used to model antennas with size on the order of a few wavelengths. One of the most popular of
these techniques is formulated using an integral equation (IE) and implemented using the Method of Moments (MoM) or one of its variants. One particularly relevant example, a spiral antenna, is given in [0]. While this method is highly accurate and well studied, it suffers from the fact that it produces fully dense matrices leading to memory demands of $\mathrm{O}\left(\mathrm{N}^{2}\right)$ and computational complexity of $\mathrm{O}\left(\mathrm{N}^{3}\right)$ where N is the order of system. In addition, the most efficient MoM formulations are based on surface equivalence and hence are restricted to piecewise homogeneous materials.

Recently, techniques have been developed to reduce the computational complexity of integral equation formulations to $\mathrm{O}\left(\mathrm{N}_{\log }^{2} \mathrm{~N}\right)$ by exploiting the fact that many of the unknowns are physically distant from other unknowns [0]. A different approach, the Finite Element (FE) method [0-0], is based on a partial differential equation (PDE) approach and therefore leads to very sparse system matrices that can be stored and solved in a very efficient manner. In addition, since it is a PDE-based approach, the FE method readily permits analysis of inhomogeneous materials in an antenna design. However, the FE method does not enforce the Sommerfeld radiation condition for electromagnetic waves as part of its formulation and hence is susceptible to spurious reflections from the mesh truncation surface. To solve this problem, often local conditions, such as an absorbing boundary condition (ABC) or

Perfectly Matched Layers (PML) are used. These methods are particularly useful for scattering calculations since the Radar Cross Section (RCS) is a far-zone quantity and hence the effect of local errors on the solution tends to be diminished via integration. Solution accuracy is a particular concern for antenna modeling using such an approximate condition since important antenna parameters (e.g. input impedance, mutual impedance, etc.) depend on accurate local field solutions. A technique combining the FE method and an integral equation, termed the Finite Element-Boundary Integral (FE-BI) method, is an attractive alternative since it implements an exact relationship between tangential electric and magnetic fields on the mesh boundary as well as the Sommerfeld radiation condition [0-0] via a properly constructed Green's function. A third approach uses a harmonic expansion of the exterior field as a mesh closure condition [0]. An excellent summary of these various conditions is given in [0].

However, the FE-BI method suffers from a well-known drawback: The boundary integral portion of the system takes up the majority of memory and time for solution. In two dimensional cases, the use of triangular elements on the surface of the geometry to achieve the greatest modeling flexibility can lead to electrical oversampling which causes larger than needed memory demand and computational time. Quadrilateral elements, while not as flexible in modeling, can be used to reduce the unknown count for some cases [0], e.g. narrow slots. The mixture of triangular and quadrilateral elements can therefore allow a flexible modeling solution while reducing the effects of oversampling. For the case of three-dimensional cavitybacked antennas, quadrilateral elements can be extruded into right hexahedral elements while triangular elements can be extruded into right prism elements. Hence, the volumetric efficiency of quadrilateral elements can be
combined with the flexibility of prisms to reduce overall complexity of a solution.

This paper presents the mixed element formulation as applied to three-dimensional cavity-backed antennas. Section II of the paper develops the theory for the mixed element formulation. Section III shows some numerical results comparing the mixed element formulation with the single element formulation. Section IV compares the computational time required for the two methods. Section V presents some conclusions and future directions for this work.

## II. FORMULATION

Figure 1 illustrates a cavity-backed aperture lying in an infinite, metallic groundplane. The computational, and antenna, volume is denoted by V while the aperture is denoted by S . The portion of the groundplane, including any metal in the aperture, is indicated by $\mathrm{S}_{\mathrm{pec}}$. The fields within the computational volume are denoted by $\left(\mathbf{E}^{\text {int }}, \mathbf{H}^{\text {int }}\right)$ while the external fields are indicated by $\left(\mathbf{E}^{\text {ext }}, \mathbf{H}^{\text {ext }}\right)$. The material within the cavity may in general be inhomogeneous and anisotropic; however, for this work a simplified formulation assuming isotropic materials is presented. Expressions for anisotropic cases can be found for prisms in [0] while expressions for hexahedral elements may be similarly developed.


Figure 1: Cavity backed aperture recessed in an infinite ground plane with multiple loading layers.

This type of geometry represents flushmounted cavity-backed antennas where the local surface in the vicinity of the antenna is planar. Antennas found in this type of configuration include both narrow bandwidth apertures (e.g. microstrip and slot antennas) as well as wide bandwidth apertures (e.g. packed elements such as I-dipoles as well as spiral and log-periodic antennas). A systematic modeling of these antennas through the use of highly efficient computational algorithms is important to determine the optimal configuration of these systems.

The problem domain is separated into two distinct regions, the region composed of the interior volume of the geometry, and the region composed of the surrounding free space area above the ground plane. The interior, FE, region is then coupled to the exterior, BI, region by enforcing tangential magnetic field continuity, $\hat{\mathrm{n}} \times \mathbf{H}^{\text {ext }}=\hat{\mathrm{n}} \times \mathbf{H}^{\text {int }}$, on the aperture surface $(S)$ while tangential electric field continuity, $\hat{\mathrm{n}} \times \mathbf{E}^{\text {ext }}=\hat{\mathrm{n}} \times \mathbf{E}^{\text {int }}$, on that same surface is assured via the use of similar basis function for the interior and exterior representations. The final hybrid expression, usually known as the finite element-boundary integral equation, is given by

$$
\frac{1}{\mu_{r}} \int_{V_{i}}\left(\nabla \times \mathbf{L}_{i}\right) \cdot\left(\nabla \times \mathbf{E}^{\mathrm{int}}\right) d V-k_{0}^{2} \varepsilon_{r} \int_{V_{i}} \mathbf{L}_{i} \cdot \mathbf{E}^{\mathrm{int}} d V-
$$

$$
k_{0}^{2} \int_{S_{i}} \int_{S_{j}} \mathbf{L}_{i} \cdot\left(\hat{z} \times \overline{\bar{G}}_{e 2}\left(x, y \mid x^{\prime}, y^{\prime}\right) \times \hat{z}\right) \cdot \mathbf{E}^{\mathrm{int}} d S \quad d S=
$$

$$
\begin{equation*}
-j k_{0} Z_{0} \int_{V_{i}} \mathbf{L}_{i} \cdot \mathbf{J}^{i m p} d V \tag{1}
\end{equation*}
$$

where $\mathbf{L}_{i}$ is the vector testing function associated with the $i^{\text {th }}$ row while $\mathbf{J}^{\text {imp }}$ represents an impressed current source as the antenna feed. The relative material parameters, $\varepsilon_{\mathrm{r}}$ and $\mu_{\mathrm{r}}$, are associated with each element and may vary on an element-by-element basis while $\mathrm{k}_{0}$ and $\mathrm{Z}_{0}$ are the free-space wavenumber and wave impedance, respectively. The electric dyadic Green's
function of the second kind, $\overline{\bar{G}}_{\mathrm{e} 2}$, is taken to be the half-space Green's function [0].

The unknown electric field is expanded using the same functions as used for testing (e.g. Galerkin's method) is

$$
\begin{equation*}
\mathbf{E}^{\mathrm{int}}=\sum_{\mathrm{j}=1}^{\mathrm{N}} \mathrm{E}_{\mathrm{j}} \mathbf{L}_{\mathrm{j}} \tag{2}
\end{equation*}
$$

where $E_{j}$ indicates complex-valued unknown expansion coefficients. Inserting (2) into (1), the final expression is given as

$$
\begin{align*}
& \sum_{j=1}^{N} E_{j}\left\{\begin{array}{l}
\frac{1}{\mu_{r}} \int_{V_{i}}\left(\nabla \times \mathbf{L}_{i}\right) \cdot\left(\nabla \times \mathbf{L}_{j}\right) d V-k_{0}^{2} \varepsilon_{r} \int_{V_{i}} \mathbf{L}_{i} \cdot \mathbf{L}_{j} d V \\
-k_{0}^{2} \int_{S_{i}} \int_{S_{j}} \mathbf{L}_{i} \cdot\left(\hat{z} \times \overline{\bar{G}}_{e 2}\left(x, y \mid x^{\prime}, y^{\prime}\right) \times \hat{z}\right) \cdot \mathbf{L}_{j} d S^{\prime} d S
\end{array}\right\}= \\
& -j k_{0} Z_{0} \int_{V_{i}} \mathbf{L}_{i} \cdot \mathbf{J}^{i n p} d V . \tag{3}
\end{align*}
$$

This matrix equation is separated into two parts, one representing the finite element portion, written as $I_{\mathrm{ij}}^{\mathrm{FE}}$, and the other representing the boundary integral portion, written as $I_{i j}^{B I}$ as

$$
\begin{align*}
& I_{i j}^{F E}=\frac{1}{\mu_{r}} \int_{V_{i}}\left(\nabla \times \mathbf{L}_{i}\right) \cdot\left(\nabla \times \mathbf{L}_{j}\right) d V \\
& -k_{0}^{2} \varepsilon_{r} \int_{V_{i}} \mathbf{L}_{i} \cdot \mathbf{L}_{j} d V  \tag{4}\\
& \quad \mathrm{I}_{\mathrm{ij}}^{\mathrm{BI}}= \\
& \quad-\mathrm{k}_{0}^{2} \int_{\mathrm{S}_{\mathrm{i}}} \int_{\mathrm{S}_{\mathrm{j}}} \mathbf{L}_{\mathrm{i}} \cdot\left(\hat{\mathrm{z}} \times \overline{\overline{\mathrm{G}}}_{\mathrm{e} 2}\left(\mathrm{x}, \mathrm{y} \mid \mathrm{x}^{\prime}, \mathrm{y}^{\prime}\right) \times \hat{\mathrm{z}}\right) \cdot \mathbf{L}_{\mathrm{j}} \mathrm{~d} \mathrm{~S}^{\prime} \mathrm{dS} \tag{5}
\end{align*}
$$

where the latter has support only when both test and source edges lie in the aperture. These integrals represent the matrix entries in the following linear system

$$
\left[\begin{array}{ll}
\mathrm{I}_{\mathrm{ij}}^{\mathrm{FE}}+\mathrm{I}_{\mathrm{ij}}^{\mathrm{BI}} & \mathrm{I}_{\mathrm{ij}}^{\mathrm{FE}}  \tag{6}\\
\mathrm{I}_{\mathrm{ij}}^{\mathrm{FE}} & \mathrm{I}_{\mathrm{ij}}^{\mathrm{FE}}
\end{array}\right]\left\{\begin{array}{c}
\mathrm{E}_{\mathrm{j}}^{\mathrm{S}} \\
\mathrm{E}_{\mathrm{j}}^{\mathrm{int}}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
\mathrm{f}_{\mathrm{i}}^{\mathrm{int}}
\end{array}\right\}
$$

where $E_{j}^{S}$ indicates unknown field expansion coefficients associates with the aperture surface, $E_{j}^{\text {int }}$ are the expansion coefficients for the interior basis vectors and $f_{i}^{\text {int }}$ is the excitation term associated with an interior
current source. Evaluation of (4) and (5) require specification of the basis functions, $\mathbf{L}_{\mathrm{j}}$. These will be different for the different types of elements used in the mesh; hence their will be two different specifications of $\mathrm{I}_{\mathrm{ij}}^{\mathrm{FE}}$, one for prisms and one for hexahedra, and four different specifications of $I_{i j}^{B I}$ to represent all possible combinations of surface element coupling. The functions for a right prism are presented first followed by those for a right hexahedral.

## Right Prisms

Right prism elements have been used successfully in the FE-BI method in the past [0]. These basis functions posses the required properties to be used in the FE-BI method. They enforce tangential field continuity across element faces and are curl conforming. The elements used in this work are also divergence-free and CT/LN elements [0].

Prisms have the advantage of providing great flexibility in modeling geometries that are irregular in two dimensions but regular in the third dimension, such as cavities recessed in ground planes, the case presented here. Prisms also have the advantage of making it quite simple to extrude a three-dimensional mesh from a two-dimensional mesh composed of triangles. In addition, the prism basis functions are derived from the two dimensional basis functions for triangles so they reduce to the two-dimensional triangular basis functions used in the boundary integral; hence, prisms are similar to triangle elements and therefore automatically enforce the essential boundary condition in the aperture. However, for some geometries such as narrow slot spiral antennas, prism elements have the
disadvantage of oversampling the aperture and therefore inefficiently using resources. Figure 2 illustrates one possible realization of a right prism element where the local node numbering scheme is shown along with the encircled local edge numbering scheme.


Figure 2: Right prism element shown with its defined local nodes and local edges (encircled numbers).
The nodes are ordered in a counter-clockwise direction in order to ensure that the normal vector of the element points towards the top of the element and therefore points out of the computational volume in the aperture of a cavity-backed antenna. The edge-based expansion functions for the prism element are derived from the Rao-Wilton-Glisson (RWG) basis functions for triangles [0] with a linear depth variation to allow for three-dimensional support. Assigning prism vector expansion functions as $\mathbf{L}_{i}=\mathbf{W}_{\mathrm{i}}$, the nine vector functions associated with the prism are given by

$$
\begin{array}{ll}
\mathbf{W}_{\chi i}=\mathbf{V}_{i}=\frac{\left(z-z_{i}\right)}{c} \frac{l_{i} s_{i}}{2 S^{e}}\left[\left(x-x_{i}\right) \hat{\mathbf{y}}-\left(y-y_{i}\right) \hat{\mathbf{x}}\right], & \chi=1,2,3, \\
\mathbf{W}_{\chi i}=\mathbf{M}_{i}=\frac{\left(z_{i}-z\right)}{c} \frac{l_{i} s_{i}}{2 S^{e}}\left[\left(x-x_{i}\right) \hat{\mathbf{y}}-\left(y-y_{i}\right) \hat{\mathbf{x}}\right], & \chi=4,5,6, \\
\mathbf{W}_{\chi i}=\mathbf{K}_{i}=\frac{\hat{\mathbf{z}}}{2 S^{e}}\left[\left(x_{k 1} y_{k 2}-x_{k 2} y_{k 1}\right)+\left(y_{k 1}-y_{k 2}\right) x+\left(x_{k 2}-x_{k 1}\right) y\right], & \chi=7,8,9,
\end{array}
$$

where $l_{i}$ is the length of the $i^{\text {th }}$ edge, $s_{i}$ is the sign of the $i^{\text {th }}$ edge to ensure field continuity between elements, $\left(x_{i}, y_{i}\right)$ are the global coordinates the local nodes, $\left(z_{l}, z_{u}\right)$ are the global coordinates of the upper and lower faces of the prism, $c=z_{u}-z_{l}$ is the height of the prism, and $S^{e}$ is the area of the triangle that forms the top (or bottom) of the prism. For the vertical edges, $k_{1}$ and $k_{2}$ are defined in Table 1

Table 1. Definition of the indices used to construct the vertical prism expansion functions.

| $\chi$ | $\mathrm{k}_{1}$ | $\mathrm{k}_{2}$ |
| :--- | :--- | :--- |
| 7 | 2 | 3 |
| 8 | 3 | 1 |
| 9 | 1 | 2 |

where $\chi$ is the local edge number and $\left(\mathrm{k}_{1}, \mathrm{k}_{2}\right)$ indicate local nodes. The curls of these basis functions are defined as

$$
\begin{align*}
& \nabla \times \mathbf{V}_{i}=-\frac{l_{i} s_{i}}{2 c S^{e}}\left[\left(x-x_{i}\right) \hat{\mathbf{x}}+\left(y-y_{i}\right) \hat{\mathbf{y}}-2\left(z-z_{l}\right) \hat{\mathbf{z}}\right], \\
& \nabla \times \mathbf{M}_{i}=\frac{l_{i} s_{i}}{2 c S^{e}}\left[\left(x-x_{i}\right) \hat{\mathbf{x}}+\left(y-y_{i}\right) \hat{\mathbf{y}}+2\left(z_{u}-z\right) \hat{\mathbf{z}}\right], \\
& \nabla \times \mathbf{K}_{i}=\frac{\left[\left(x_{k 2}-x_{k 1}\right) \hat{\mathbf{x}}+\left(y_{k 1}-y_{k 2}\right) \hat{\mathbf{y}}\right]}{2 S^{e}} . \tag{8}
\end{align*}
$$

Note that these expansion functions are functionally identical to [0]; however, since they are expressed in global rather than local coordinates, it is relatively easy to use these functions in conjunction with anisotropic materials specified in terms of global properties.

## Right Distorted Hexahedrals

A common example of a regular hexahedra element is the brick element where all the edges are either parallel or orthogonal to any other edge in the element [0]. Distorted hexahedral elements have edges that are not necessarily parallel or orthogonal to the other edges. Distorted hexahedral have been used by [0] and discussed in [0]; however, not in conjunction with other elements. The edges in the extrusion direction are orthogonal to the quadrilateral element used to form the hexahedron. Distorted hexahedral elements are important because they have the ability to model irregular surface geometries with potentially fewer edges than prisms (e.g. narrow slots). This leads to less computational and memory demand for the same geometry modeled with hexahedral elements as opposed to prism elements. Distorted hexahedral elements, however, have the disadvantage of not having closed-form matrix entry formulae and hence require more computational effort as compared to prisms with similar field representation capability.

The basis functions used for hexahedral elements are the so-called rooftop functions. Rooftop basis functions are most often used in brick elements [0-0]. Brick elements are very easy to use but suffer from the fact that they can only model Cartesian-type geometries effectively. In order to model more irregular geometries distorted hexahedral elements can be used. Due to their distortion however the integrals in (5) can be very difficult to compute numerically. Numerical integration over brick shaped volumes is readily
implemented and for this reason it is mapped into a brick before integration. advantageous if a hexahedral element is Figure 3 shows the transformation of a distorted hexahedral element in the $(x, y, z)$ coordinate system to a unit cube in the $(\xi, \eta, \varsigma)$ coordinate system.



Figure 3: Hexahedral in ( $\mathbf{x}, \mathbf{y}, \mathbf{z}$ ) coordinates mapped into a cube in $(\xi, \eta, \zeta)$ coordinates.
where the edges of the hexahedral and the brick are defined in Table 2.

Table 2 : Local edge numbering for a distorted hexahedral element.

| Edge | Node 1 | Node2 |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 3 | 4 |
| 3 | 1 | 4 |
| 4 | 2 | 3 |
| 5 | 5 | 6 |
| 6 | 7 | 8 |
| 7 | 5 | 8 |
| 8 | 6 | 7 |
| 9 | 1 | 5 |
| 10 | 2 | 6 |
| 11 | 3 | 7 |
| 12 | 2 | 6 |

From [0] the vector edge-based basis functions can be written as

$$
\mathbf{N}_{i}=\frac{l_{i} s_{i}}{8}\left(1+\eta_{i} \eta\right)\left(1+\zeta_{i} \zeta\right) \nabla \xi
$$

for the edges parallel to the $\xi$ direction

$$
\begin{equation*}
\mathbf{N}_{i}=\frac{l_{i} s_{i}}{8}\left(1+\xi_{i} \xi\right)\left(1+\zeta_{i} \zeta\right) \nabla \eta \tag{10}
\end{equation*}
$$

for the edges parallel to the $\eta$ direction, and finally

$$
\begin{equation*}
\mathbf{N}_{i}=\frac{l_{i} s_{i}}{8}\left(1+\xi_{i} \xi\right)\left(1+\eta_{i} \eta\right) \nabla \zeta \tag{11}
\end{equation*}
$$

for the edges parallel to the $\zeta$ direction, where $l_{i}$ denotes the length of the $i^{\text {th }}$ edge. Based on the definition of the gradient, these equations can be equivalently written as

$$
\begin{align*}
& \mathbf{N}_{\mathrm{i}}=\frac{1_{\mathrm{i}} \mathrm{~s}_{\mathrm{i}}}{8}\left(1+\eta_{\mathrm{i}} \eta\right)\left(1+\zeta_{\mathrm{i}} \zeta\right) \hat{\xi}, \\
& \mathbf{N}_{\mathrm{i}}=\frac{1_{\mathrm{i}} \mathrm{~s}_{\mathrm{i}}}{8}\left(1+\xi_{\mathrm{i}} \xi\right)\left(1+\zeta_{\mathrm{i}} \zeta\right) \hat{\eta}, \\
& \mathbf{N}_{\mathrm{i}}=\frac{1_{\mathrm{i}} \mathrm{~s}_{\mathrm{i}}}{8}\left(1+\eta_{\mathrm{i}} \eta\right)\left(1+\xi_{\mathrm{i}} \xi\right) \hat{\zeta} . \tag{12}
\end{align*}
$$

Therefore, the basis functions for hexahedral elements are now defined in the mapped coordinate system where numerical integration can be performed over a cube rather than a hexahedral volume.

The integrands in (5) are still represented in terms of global Cartesian coordinates. Defining the Jacobian matrix as

$$
\mathbf{J}=\left[\begin{array}{ccc}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi}  \tag{13}\\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{array}\right]
$$

the elemental volume of the integral can be written as [0]

$$
\begin{equation*}
d V=d x d y d z=\operatorname{det}[\mathbf{J}] d \xi d \eta d \zeta . \tag{14}
\end{equation*}
$$

From [0] the following vector operations can be defined

$$
\hat{\mathbf{z}} \cdot(\nabla \times \mathbf{N})=\frac{1}{\operatorname{det}[\mathbf{J}]}\left[\frac{\partial N^{\eta}}{\partial \xi}-\frac{\partial N^{\xi}}{\partial \eta}\right]
$$

$$
\begin{align*}
(\nabla \times \mathbf{N}) & =\frac{1}{\operatorname{det}[\mathbf{J}]} \times  \tag{15}\\
& {\left[\hat{\xi}\left(\frac{\partial N^{\zeta}}{\partial \eta}-\frac{\partial N^{\eta}}{\partial \zeta}\right)+\hat{\boldsymbol{\eta}}\left(\frac{\partial N^{\xi}}{\partial \zeta}-\frac{\partial N^{\zeta}}{\partial \xi}\right)+\hat{\zeta}\left(\frac{\partial N^{\eta}}{\partial \xi}-\frac{\partial N^{\xi}}{\partial \eta}\right)\right] . }
\end{align*}
$$

The above equations can be used to derive the equations needed to implement the FE-BI method using hexahedral elements.
Mixed Element Formulation
Traditional formulations of the FE-BI method use one of the previous two elements described as the sole type of element used to model the geometry. This works well in practice and many implementations of this type have been successful. Each method has its advantages and disadvantages as described previously. To gain benefits not obtainable
using one element or the other, the two types of elements can be combined. This allows the use of prism elements where their flexibility is needed, such as at sharp contours and areas of rapid varying fields, while still allowing the use of hexahedral elements where fewer unknowns are needed, such as areas of slowly varying fields or for narrow slots. Only a few additional equations need to be introduced in order to make this mixed element formulation possible. To be more specific, only the boundary integral terms where a prism edge is interacting with a hexahedral edge need to be derived.

The equations for mixed element interactions via the boundary integral can be derived by using the basis functions for the triangular and quadrilateral elements in (5). For the case when triangles are used as test elements and quadrilaterals are used as source elements, the following equations are used

$$
\begin{align*}
& I_{i j}^{B(1)}=\frac{k_{0}^{2}}{2 \pi} \iint_{S-1-1}^{1} \int_{i}^{1}\left[\mathbf{W} \cdot(\hat{\mathbf{x}} \mathbf{x}+\hat{\mathbf{y}} \hat{\mathbf{y}}) \cdot \mathbf{N}_{j}\right] \frac{e^{-j k_{6} R}}{R} \operatorname{det}\left[\mathbf{J}_{j}\right] d \xi \dot{\xi} d \dot{\eta} d S, \\
& I_{i j}^{B(2)}=\frac{1}{2 \pi} \int_{S-1-1}^{1} \int_{1}^{1} \nabla \cdot\left(\hat{\mathbf{z}} \times \mathbf{\mathbf { W } _ { i }}\right) \nabla \cdot\left(\hat{\mathbf{z}} \times \mathbf{N}_{j}\right) \frac{e^{-j \kappa_{6} R}}{R} \operatorname{det}\left[\mathbf{J}_{j}\right] d \xi d \dot{\eta} d S, \tag{17}
\end{align*}
$$

where $R=\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}$
Conversely when quadrilaterals are used as test elements and triangles are used as source elements, the following equations are derived.

$$
\begin{align*}
& I_{i j}^{B /(1)}=-\frac{k_{0}^{2}}{2 \pi} \int_{-1-1 S}^{1} \int_{i=1}^{1}\left[\mathbf{N}_{i} \cdot(\hat{\mathbf{x}}+\hat{\mathbf{y}} \hat{\mathbf{y}}) \cdot \mathbf{W}_{j}\right] \frac{e^{-j k_{k_{0} R}}}{R} \operatorname{det}\left[\mathbf{J}_{i}\right] d S^{\prime} d \xi d \eta, \\
& I_{i j}^{B /(2)}=\frac{1}{2 \pi} \int_{-1-1 S}^{1} \int_{j}^{1} \int_{\dot{S}} \nabla \cdot(\hat{\mathbf{z}} \times \mathbf{N}) \nabla \cdot\left(\hat{\mathbf{z}} \times \mathbf{W}_{j}\right) \frac{e^{-j k_{0} R}}{R} \operatorname{det}\left[\mathbf{J}_{i}\right] d S^{\prime} d \xi d \eta . \tag{19}
\end{align*}
$$

Using the following relations

$$
\begin{equation*}
\nabla \cdot\left(\hat{\mathbf{z}} \times \mathbf{N}_{i}\right)=\frac{l_{i} s_{i}}{\operatorname{det}\left[\mathbf{J}_{i}\right]}\left(\frac{\partial N_{i}^{\xi}}{\partial \eta}-\frac{\partial N_{i}^{\eta}}{\partial \xi}\right) \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
\nabla \cdot\left(\hat{\mathbf{z}} \times \mathbf{W}_{i}\right)=-\frac{l_{i} s_{i}}{S_{i}^{e}}, \tag{22}
\end{equation*}
$$

the equations needed to implement the mixed element formulation are written

$$
\begin{align*}
& { }^{\xi p} I_{i j}^{B I(1)}=-\frac{k_{0}^{2} l_{i} l_{j} s_{i} S_{j}}{16 \pi S_{j}^{e}} \int_{-1}^{1} \int_{-1}^{1} \int_{S^{\prime}}\left(1+\eta_{i} \eta\right)\left[\left(x^{\prime}-x_{j}\right) \frac{\partial \xi}{\partial y}-\left(y^{\prime}-y_{j}\right) \frac{\partial \xi}{\partial x}\right] \frac{e^{-j k_{0} R}}{R} \operatorname{det}\left[\mathbf{J}_{i}\right] d S^{\prime} d \xi d \eta, \\
& { }^{\eta p} I_{i j}^{B I(1)}=-\frac{k_{0}^{2} l_{i} l_{j} s_{i} S_{j}}{16 \pi S_{j}^{e}} \int_{-1}^{1} \int_{-1}^{1} \int_{S^{\prime}}\left(1+\xi_{i} \xi\right)\left[\left(x^{\prime}-x_{j}\right) \frac{\partial \eta}{\partial y}-\left(y^{\prime}-y_{j}\right) \frac{\partial \eta}{\partial x}\right] \frac{e^{-j k_{0} R}}{R} \operatorname{det}\left[\mathbf{J}_{i}\right] d S^{\prime} d \xi d \eta, \\
& { }^{p \xi} I_{i j}^{B I(1)}=-\frac{k_{0}^{2} l_{i} l_{j} s_{i} S_{j}}{16 \pi S_{i}^{e}} \int_{S}^{1} \int_{-1}^{1} \int_{-1}^{1}\left(1+\eta_{j} \eta\right)\left[\left(x-x_{i}\right) \frac{\partial \xi^{\prime}}{\partial y}-(y-y) \frac{\partial \xi^{\prime}}{\partial x}\right] \frac{e^{-j k_{0} R}}{R} \operatorname{det}\left[\mathbf{J}_{j}\right] d S d \xi^{\prime} d \eta^{\prime},  \tag{23}\\
& { }^{p \eta} I_{i j}^{B I(1)}=-\frac{k_{0}^{2} l_{i} l_{j} s_{i} S_{j}}{16 \pi S_{i}^{e}} \int_{S}^{1} \int_{-1}^{1} \int_{-1}^{1}\left(1+\xi_{j} \xi\right)\left[\left(x-x_{i}\right) \frac{\partial \eta^{\prime}}{\partial y}-(y-y) \frac{\left.\partial \eta^{\prime}\right]}{\partial x}\right] \frac{e^{-j k_{0} R}}{R} \operatorname{det}\left[\mathbf{J}_{j}\right] d S d \xi^{\prime} d \eta^{\prime},
\end{align*}
$$

and

$$
\begin{align*}
& { }^{{ }^{\xi p} I_{i j}^{B I(2)}}=-\frac{l_{i} l_{j} s_{i} s_{j} \eta_{i}}{8 \pi S_{j}^{e}} \int_{-1}^{1} \int_{-1}^{1} \int \frac{e^{-j k_{0} R}}{R} d S^{\prime} d \xi d \eta, \\
& { }^{\eta p} I_{i j}^{B I(2)}=\frac{l_{i} l_{j} s_{i} s_{j} \xi_{i}}{8 \pi S_{j}^{e}} \int_{-1}^{1} \int_{-1}^{1} \int_{S} \frac{e^{-j k_{0} R}}{R} d S^{\prime} d \xi d \eta, \\
& { }^{p \xi} I_{i j}^{B I(2)}=-\frac{l_{i} l_{j} s_{i} s_{j} \eta_{j}}{8 \pi S_{i}^{e}} \int_{S}^{1} \int_{-1}^{1} \int_{-1}^{1} \frac{e^{-j k_{0} R}}{R} d S d \xi^{\prime} d \eta^{\prime},  \tag{24}\\
& { }^{p \eta} I_{i j}^{B I(2)}=\frac{l_{i} l_{j} s_{i} s_{j} \xi_{j}}{8 \pi S_{i}^{e}} \int_{S}^{1} \int_{-1}^{1} \int_{-1}^{1} \frac{e^{-j k_{0} R}}{R} d S d \xi^{\prime} d \eta^{\prime},
\end{align*}
$$

where p denotes the fact the either the test or source edge are associated with a prism element.

## III. Numerical Results

To validate this mixed element formulation, two simple test cases were constructed. The first was a $3 \mathrm{~cm} \times 2 \mathrm{~cm}$ slot antenna cut into a $6 \mathrm{~cm} \times 5 \mathrm{~cm} \times 2 \mathrm{~cm}$ cavity. The cavity was filled with a dielectric material with a dielectric constant of $\varepsilon_{\mathrm{r}}=2.17$. The geometry was modeled once with only prism elements and a second time with a mixture of prism elements and hexahedral elements. The RCS of this antenna is shown in Figures 4 and 5.


Figure 4: Radar Cross Section of a $\mathbf{6 c m} \times 5 \mathbf{c m} \times 2 \mathrm{~cm}$ cavity with a $3 \mathrm{~cm} \times 2 \mathrm{~cm}$ slot aperture, $\theta \theta-\mathrm{pol}$.


Figure 5: Radar Cross Section of a $\mathbf{6 c m} \times 5 \mathrm{~cm} \times 2 \mathrm{~cm}$ cavity with a $3 \mathrm{~cm} \times 2 \mathrm{~cm}$ slot aperture, $\varphi \varphi$-pol.

The results above show that the mixed element formulation is nearly identical to the single element formulation when modeling the radar cross-section of the slot antenna.

The second test case consisted of a $3 \mathrm{~cm} \times 2 \mathrm{~cm}$ patch antenna residing in a $6 \mathrm{~cm} \times 4 \mathrm{~cm} x$ 0.0762 cm cavity filled with a dielectric material with $\varepsilon_{\mathrm{r}}=3.2$. The patch antenna was excited by a probe feed located at $\mathrm{x}=3 \mathrm{~cm}, \mathrm{y}=$ 2.1 cm . As with the slot antenna this antenna was modeled once with only prisms and again with a mixture of prism elements and hexahedral elements. Figure 6 shows the radiation pattern of the patch antenna at 5.4 GHz and Figure 7 shows the input resistance of the probe feed from $5-6 \mathrm{GHz}$.


Figure 6: Normalized radiation pattern for a $3 \mathrm{~cm} x$ 2 cm patch antenna in $6 \mathrm{~cm} \times 4 \mathrm{~cm} \times 0.0762 \mathrm{~cm}$ cavity.


Figure 7: Input resistance of a $3 \mathrm{~cm} x 2 \mathrm{~cm}$ patch antenna in $6 \mathrm{~cm} \times 4 \mathrm{~cm} \times 0.0762 \mathrm{~cm}$ cavity.

The above results show that the mixed element formulation again matches the prism-only formulation results very closely. Different mesh densities around the feed point for the two different methods cause the discrepancy in the value of the input resistance at the resonant point of the patch antenna. Due to the extreme local nature of input impedance small changes in electric field values caused by slightly different sampling rates at the feed point can lead to moderately different results for the value of the input impedance. Also, probe feeds such as the one used in the above example can be extremely sensitive to small changes in the field, which makes them somewhat unreliable for accurate simulations of input impedance value. The most important result in the above example is that the structure has a resonant point at the same frequency using both the prism element formulation and the mixed element formulation.

## IV. Solution Efficiency Comparison

To compare and contrast the computational demand required to model geometries with only prism elements as opposed to a mixture of prism and hexahedral elements a few, more complex, cases were considered. These cases were chosen since they represent a class of problems where the triangles used with prisms to represent the aperture, "oversample" the aperture from an electromagnetic viewpoint. This is best understood by considering a narrow slot antenna. Since the electric fields in the slot have only a component perpendicular to the slot sides, quadrilateral elements very efficiently model this slot. In contrast, using an identical sampling density, triangle elements would require one additional degree-offreedom (e.g. edge) per equivalent quadrilateral element.
The first of these cases included a four-arm spiral antenna with one, two, and three turns. The second was an I-dipole array consisting of one, four, nine, and sixteen dipoles. The time required computing a single radiation pattern
cut, with an INTEL XEON 550 MHz processor running the Linux operating system, was recorded for each of the aforementioned geometries. Figure 8 shows examples of the different geometries used for the results along with the meshing used. Table 3 describes the different mesh parameters for the example geometries. A single pattern cut was computed in the $\mathrm{X}-\mathrm{Z}$ plane at a frequency of

12 GHz for the spiral antenna and 4 GHz for the I-dipole array. Figure 9 illustrates the time required to compute a radiation pattern cut for the four-arm spiral antenna versus the number of turns in the spiral. Figure 10 illustrates the time required to compute a single radiation pattern cut for the I-dipole array versus the number of dipoles in the array.


Figure 8: A four-arm, one-turn spiral and a $3 \times 3$ I-Dipole array (a) spiral with mixed elements, (b) spiral with prism elements, (c) I-Dipole array with mixed elements, (d) I-Dipole with prism elements.

Table 3: Mesh comparison for a four-arm, one-turn spiral antenna and a 3x3 I-Dipole array.

|  | Spiral Mixed | Spiral Prism | I-Dipole Mixed | I-Dipole Prism |
| :--- | :--- | :--- | :--- | :--- |
| Surface Elements | 1313 | 2338 | 2280 | 3600 |
| Surface Edges | 2544 | 3569 | 3980 | 5437 |
| Surface Unknowns | $\mathbf{1 2 9 6}$ | $\mathbf{1 9 4 1}$ | $\mathbf{2 8 8 0}$ | $\mathbf{4 0 1 3}$ |
| Total Elements | 14443 | 25718 | 15960 | 25200 |
| Total Edges | 44080 | 56380 | 43747 | 56362 |
| Total Unknowns | $\mathbf{3 7 6 8 4}$ | $\mathbf{4 8 5 7 9}$ | $\mathbf{3 7 7 0 5}$ | $\mathbf{4 8 5 3 9}$ |



Figure 9: Required computation time for a single radiation pattern cut for a four arm spiral antenna.


Figure 10: Required computation time for a single radiation pattern cut for an I-dipole array antenna.

As can be seen from the above results the mixed element formulation scales much better for geometrically constrained problems, such as spiral antennas and I-dipole arrays, as compared to the prism-only formulation.

## V. Conclusions

A mixed element formulation was developed to model three-dimensional planar cavity-backed aperture antennas. This formulation was shown to be equivalent to a formulation using only prism elements but was more efficient in terms of memory and
computational demand. The main memory and computational savings were due to the fact that the mixed element formulation produced fewer surface unknowns, for a comparable electromagnetic representation, than the prism element formulation for the same geometry.

Slight discrepancies between the mixed element and prism element formulations were seen in the modeling of impedance for complex geometries. Dissimilar mesh densities surrounding the feed points causing different input powers to be produced at the feeds caused these discrepancies. These discrepancies were not seen in radar crosssection simulations as RCS measurements do not include a feed model.
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#### Abstract

The performance of an explicit, residual-based, a posteriori error indicator for directing a single level $p$-refinement of the finite element method, electromagnetic analysis of multiport waveguide structures is evaluated experimentally by considering three different structures. The error indicator consists of a linear combination of element volume and element face residuals. It is found that the indicator is generally very effective in identifying elements that need to be refined. It is also found that the relative weighting of the volume and face residual contributions to the error indicator plays an important role in its performance.


## I. Introduction

The Finite Element Method (FEM) can be used very effectively in the analysis of waveguide structures. References [1], [2], [3], [4] represent some examples of the driven problem and [5], [6] represent some examples of the eigenvalue problem. There are fundamental differences between the driven- and eigenvalue problems. The eigenvalue problem is typically a 2 D analysis of the waveguide transverse plane with the purpose of finding the modal field distributions and cutoff frequencies, whereas the driven problem can be in 2D (see [4]), but is generally constructed in 3D (see [1], [2], [3]). The driven problem needs to include the waveguide port(s) within the variational formulation as an inhomogeneous, Dirichlet boundary condition (the voltage-current approach, see [4]) or as a special type of Neumann boundary condition (the incident-reflected approach, see [1], [2], [3]).

In this paper we will use curl-conforming, vector elements to analyze 3D, multi-port, inhomogeneously filled, waveguide structures at specific frequencies (a driven problem), using Neumann boundary conditions to model the ports. These elements posses fundamental advantages over scalar elements, as discussed in numerous publications [6], [7], [8], [9]. The waveguide port variational boundary value problem and the resulting FEM is discussed in Section II.

The main contribution of this paper is the experimental performance evaluation of an explicit, residual-based, a posteriori error indicator when used to direct a single level $p$-refinement. Error indicators are commonly used for refining finite element discretizations in an iterative manner.

The error indicator is presented in Section III and is a proper bound on an approximate energy norm. It can be
derived from the waveguide port variational boundary value problem, as shown in [10], [11]. It is explicit in nature and based on volume and trace residuals. The indicator is of the same general form as a residual-based indicator presented in [12, eq.(3.18)] for the general, scalar, elliptic boundary value problem case, bounding the proper energy norm. There are clearly some important differences between our indicator and the one in [12], but these will not be discussed further. Other examples of indicators, similar to the one used here, can be found in the literature. Reference [6, Appendix G] presents an explicit, residual-based indicator tailored to the vector wave equation, but it does not incorporate the waveguide port formulation that we employ and only deals with 2D problems. Reference [13] presents an explicit, residual-based estimator for 3D, electrostatic problems. Explicit, residualbased indicators that bound the $L^{2}$ norm of the error as opposed to the (approximate) energy norm, can also be derived - see [12], [14] for the scalar elliptic case and [15] for the Maxwell system case where an open boundary, hybrid FEM is considered, employing spherical harmonics, similar in some respect to the unimoment method [16].

Ideally, one would like to investigate the performance of an error indicator experimentally by considering problems with analytical solutions. Unfortunately, very few such problems are available for the type of multi-port waveguide structures that are considered here. Therefore, we resorted to considering the errors with respect to higher order solutions as a measure of the true performance. This still is of great practical value, since the maximum available order solution represents the closest possible approximation of the true solution for a given discretization, in any case. We restrict ourselves to two elements of different order that are widely used: the Constant Tangential/Linear Normal (CT/LN) and Linear Tangential/Quadratic Normal (LT/QN) elements [9]. Section IV describes the investigative procedure followed. In Sections V, VI and VII, investigative results of three different waveguide port structures are presented and discussed.

We end by drawing some overall conclusions in light of all the available results.

In this paper, the subscript $w$ will indicate entities associated with the feeding waveguides and/or their corresponding port apertures.

## II. The waveguide, finite element formulation

The electric field, vector wave equation, boundary value problem on the volume $\Omega$, is as follows [1]:

$$
\left\{\begin{align*}
\nabla \times \frac{1}{\mu_{r}} \nabla \times \mathbf{E}-k_{0}^{2} \epsilon_{r} \mathbf{E} & =-j k_{0} Z_{0} \mathbf{J} & & \text { on } \Omega,  \tag{1}\\
\hat{n} \times \mathbf{E} & =0 & & \text { on } \Gamma_{D}, \\
\hat{n} \times \nabla \times \mathbf{E} & =\mathbf{N} & & \text { on } \Gamma_{N},
\end{align*}\right.
$$

where $\Gamma_{D}$ represents the homogeneous, Dirichlet boundary and $\Gamma_{N}$ represents the inhomogeneous, Neumann boundary. J represents an impressed current distribution and $\mathbf{N}$ represents a general Neumann boundary condition.

The electric field, vector wave equation, boundary value problem can be expressed as a variational boundary value problem [11], yielding

$$
\left\{\begin{array}{c}
\int_{\Omega}\left\{\frac{1}{\mu_{r}} \nabla \times \mathbf{E} \cdot \nabla \times \mathbf{W}-k_{0}^{2} \epsilon_{r} \mathbf{E} \cdot \mathbf{W}\right\} d V  \tag{2}\\
=-\int_{\Gamma_{N}} \frac{1}{\mu_{r}} \mathbf{N} \cdot \mathbf{W} d S-j k_{0} Z_{0} \int_{\Omega} \mathbf{J} \cdot \mathbf{W} d V \\
\forall \mathbf{W} \in W ; \quad \mathbf{E} \in W
\end{array}\right.
$$

with

$$
\begin{equation*}
W=\left\{\mathbf{a} \in H(\operatorname{curl}, \Omega) \mid \hat{n} \times \mathbf{a}=0 \text { on } \Gamma_{D}\right\} \tag{3}
\end{equation*}
$$

Dominant, $T E_{10}$ mode modeling of a waveguide port is included in the variational boundary value problem via a Neumann boundary condition at the port aperture $S_{w}$, as described in [1]. The resulting variational boundary value problem is as follows:

$$
\left\{\begin{array}{c}
\int_{\Omega}\left\{\frac{1}{\mu_{r}} \nabla \times \mathbf{E} \cdot \nabla \times \mathbf{W}-k_{0}^{2} \epsilon_{r} \mathbf{E} \cdot \mathbf{W}\right\} d V \\
\quad+\frac{j k_{w}}{\mu_{r w}} \int_{S_{w}}(\hat{n} \times \mathbf{E}) \cdot(\hat{n} \times \mathbf{W}) d S  \tag{4}\\
=\frac{2 j k_{w}}{\mu_{r w}} \int_{S_{w}}\left(\hat{n} \times \mathbf{E}_{w}^{\mathrm{inc}}\right) \cdot(\hat{n} \times \mathbf{W}) d S \\
\forall \mathbf{W} \in W ; \quad \mathbf{E} \in W
\end{array}\right.
$$

Note that the impressed, electric current source term was dropped in equation (4), since no such sources will be present in the waveguide problems considered here.
$\mathbf{E}_{w}^{\mathrm{inc}}$ and $k_{w}$ represent the incident, $T E_{10}$ wave at the port and the feeding waveguide, $T E_{10}$ mode propagation constant, respectively. They are defined in terms of the local port coordinate system shown in Figure 1, as follows [17]:

$$
\begin{align*}
\mathbf{E}_{w}^{\mathrm{inc}} & =E_{w}^{\mathrm{inc}} \sin \left(\frac{\pi x}{a}\right) \hat{y} .  \tag{5}\\
k_{w} & =\sqrt{k_{0}^{2}-\left(\frac{\pi}{a}\right)^{2}} . \tag{6}
\end{align*}
$$

A finite element discretization is employed in order to solve equation (4) in an approximate manner. The electric field is represented as

$$
\begin{equation*}
\mathbf{E}_{h}=\sum_{i=1}^{N_{F}} E_{i} \mathbf{N}_{i} \tag{7}
\end{equation*}
$$

with the $E_{i}$ representing the unknown degrees of freedom and the $\mathbf{N}_{i}$ representing the basis functions. By choosing the


Fig. 1. Waveguide aperture. Definitions of the local coordinate system and dimensions.
testing functions equal to the basis functions, equation (4) leads to a symmetric matrix equation $[A]\{E\}=\{b\}$ in terms of the degrees of freedom.

Curl-conforming, hierarchal, vector basis functions of mixed order are used [9]. Since the elements are of mixed order, they model the unknown field and its curl to the same polynomial degree, with the least possible degrees of freedom [18]. Note that both of these quantities play roles of equal importance in equation (4). Normal field continuity is not enforced by curlconforming elements; the associated benefits are outlined in [7]. The elements are hierarchal, which means that elements of different polynomial order can easily be used within the same mesh.

In the rest of this paper, the hierarchal property of the elements is of great importance, since CT/LN $\left(\mathrm{H}_{0}\right.$ (curl)) and LT/QN ( $\mathrm{H}_{1}$ (curl)) elements are used together. The definitions of the basis functions used, can be found in [19].

## III. THE WAVEGUIDE, EXPLICIT, RESIDUAL-BASED, ERROR INDICATOR

Define the error field as

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{E}-\mathbf{E}_{h} . \tag{8}
\end{equation*}
$$

Define $K$ as a single, elemental volume of the mesh and define $f$ as a single, facial area of the mesh, with $N_{K}$ as the number of elements in the mesh and $N_{f}$ as the number of faces in the mesh. Further define
$h_{K(i)}=\operatorname{diam}\left(K_{i}\right)$,
$h_{f(m)}= \begin{cases}\max \left\{\operatorname{diam}\left(K^{(1)}\right), \operatorname{diam}\left(K^{(2)}\right)\right\} & \text { internal face }, \\ \operatorname{diam}\left(K^{(1)}\right) & \text { boundary face },\end{cases}$
where the superscripts (1) and (2) indicate the two elements sharing the face concerned and $\operatorname{diam}(K)$ indicates the diameter (maximum dimension) of element $K$.

The following explicit, residual-based, error bound can be derived for the discretized, waveguide variational boundary value problem of equation (4) [10], [11]:

$$
\begin{align*}
\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}^{2} \leq & C_{V} \sum_{i=1}^{N_{K}} h_{K(i)}^{2}\left\|\mathbf{R}_{V}\right\|_{L^{2}\left(K_{i}\right)}^{2} \\
& +C_{f} \sum_{m=1}^{N_{f}} h_{f(m)}\left\|\mathbf{R}_{f}\right\|_{L^{2}\left(f_{m}\right)}^{2} \tag{11}
\end{align*}
$$

with the approximate energy norm defined as

$$
\begin{align*}
\|\mathbf{a}\|_{E^{a}(\Omega)} \equiv & {\left[\sum_{i=1}^{N_{K}}|\mathbf{a}|_{\left(H^{1}\left(K_{i}\right)\right)^{3}}^{2}\right]^{-\frac{1}{2}} } \\
& \cdot \left\lvert\, \int_{\Omega}\left\{\frac{1}{\mu_{r}} \nabla \times \mathbf{a} \cdot \nabla \times \mathbf{a}-k_{0}^{2} \epsilon_{r} \mathbf{a} \cdot \mathbf{a}\right\} d V\right. \\
& \left.+\frac{j k_{w}}{\mu_{r w}} \int_{S_{w}}(\hat{n} \times \mathbf{a}) \cdot(\hat{n} \times \mathbf{a}) d S \right\rvert\, \tag{12}
\end{align*}
$$

where $|\mathbf{a}|_{\left(H^{1}(K)\right)^{3}}$ designates the Sobolev semi-norm of order 1 , on elemental volume $K$ [20]. The volume and face residuals in equation (11) are defined as

$$
\begin{align*}
& \mathbf{R}_{V}=-\nabla \times \frac{1}{\mu_{r}} \nabla \times \mathbf{E}_{h}+k_{0}^{2} \epsilon_{r} \mathbf{E}_{h} \quad \text { in } K_{i} ; i=1, \ldots, N_{K} \\
& \mathbf{R}_{f}=\left\{\begin{array}{r}
\hat{n}^{(12)} \times\left[\frac{1}{\mu_{r}^{(1)}} \nabla \times \mathbf{E}_{h}^{(1)}-\frac{1}{\mu_{r}^{(2)}} \nabla \times \mathbf{E}_{h}^{(2)}\right] \\
\text { on } f_{m} \backslash S_{w} ; m=1, \ldots, N_{f} \\
\frac{1}{\mu_{r}} \hat{n} \times \nabla \times \mathbf{E}_{h}-\frac{j k_{w}}{\mu_{r w}} \hat{n} \times\left[\hat{n} \times\left(2 \mathbf{E}_{w}^{\mathrm{inc}}-\mathbf{E}_{h}\right)\right] \\
\text { on } f_{m} \cap S_{w} ; m=1, \ldots, N_{f} .
\end{array}\right. \tag{13}
\end{align*}
$$

It is clear that $\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}$ is not a proper norm of the error field, because it does not conform to the well known specifications of a proper norm [21], since $\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}=0 \nRightarrow$ $\mathbf{e}_{h}=0$. However, $\mathbf{e}_{h}=0 \Rightarrow\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}=0$ and one can further observe that the residuals (and therefore the RHS of equation (11)) will go to zero when $\mathbf{E}_{h}$ satisfies the vector wave equation and the Maxwell continuity conditions [17]. Therefore: the RHS of equation (11) can reliably indicate the presence of an error, but not the absence thereof. This is not ideal, but it will be shown to be quite useful.

Equation (11) can be rewritten in terms of elemental contributions to the bound on $\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}^{2}$. It is assumed that the facial contributions are shared equally between elements. The boundary face contributions are also scaled by $1 / 2$ even though they are not shared, since they represent the same Maxwell continuity condition as the internal face residuals and should therefore be treated in the same way. Equation (11) becomes a summation of elemental error indicators:

$$
\begin{align*}
\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}^{2} \leq & \sum_{i=1}^{N_{K}}\left(C_{V} h_{K(i)}^{2}\left\|\mathbf{R}_{V}\right\|_{L^{2}\left(K_{i}\right)}^{2}\right. \\
& \left.+\frac{1}{2} C_{f} \sum_{f_{m} \subset \partial K_{i}} h_{f(m)}\left\|\mathbf{R}_{f}\right\|_{L^{2}\left(f_{m}\right)}^{2}\right) \tag{15}
\end{align*}
$$

The unknown constants $C_{V}$ and $C_{f}$ in equation (15) can be replaced with two new constants, $C$ and $\alpha$, resulting in

$$
\begin{align*}
\left\|\mathbf{e}_{h}\right\|_{E^{a}(\Omega)}^{2} \leq & C \sum_{i=1}^{N_{K}}\left(\alpha h_{K(i)}^{2}\left\|\mathbf{R}_{V}\right\|_{L^{2}\left(K_{i}\right)}^{2}\right. \\
& \left.+\frac{1}{2}(1-\alpha) \sum_{f_{m} \subset \partial K_{i}} h_{f(m)}\left\|\mathbf{R}_{f}\right\|_{L^{2}\left(f_{m}\right)}^{2}\right) \tag{16}
\end{align*}
$$

with

$$
\begin{equation*}
0 \leq \alpha \leq 1 \tag{17}
\end{equation*}
$$

The value $\alpha$ clearly represents the relative contributions of the volume- and facial residuals to the elemental indicators. The effect of this parameter on the indicator performance will be studied in the subsequent sections.

## IV. Investigative procedure

This section describes a procedure for evaluating the effect of the parameter $\alpha$ on the performance of the error indicator of equation (16), for a specific problem and at a specific frequency.

After an all-CT/LN solution, the following elemental error indicator is calculated for every element $K_{i}, i=1, . ., N_{K}$, with fixed $\alpha$ :

$$
\begin{equation*}
\alpha h_{K(i)}^{2}\left\|\mathbf{R}_{V}\right\|_{L^{2}\left(K_{i}\right)}^{2}+\frac{1}{2}(1-\alpha) \sum_{f_{m} \subset \partial K_{i}} h_{f(m)}\left\|\mathbf{R}_{f}\right\|_{L^{2}\left(f_{m}\right)}^{2} \tag{18}
\end{equation*}
$$

The problem is then re-solved, but with a percentage of elements with the highest error indicator values upgraded to LT/QN elements. Since the quality of the upgraded solution must lie between that of an all-CT/LN- and an all-LT/QN solution, the relative solution quality error $\epsilon_{Q}$, measured in terms of the reflection coefficient $S_{11}$, is defined as follows:

$$
\begin{equation*}
\epsilon_{Q}=\left|\frac{S_{11}-S_{11}^{\mathrm{LT} / \mathrm{QN}}}{S_{11}^{\mathrm{LT} / \mathrm{QN}}}\right| \tag{19}
\end{equation*}
$$

The value $\epsilon_{Q}$ is called relative, since it is a measure of the solution quality error $\left|S_{11}-S_{11}^{\mathrm{LT} / \mathrm{QN}}\right|$, relative to the magnitude of the highest order solution, $\left|S_{11}^{\mathrm{LT} / \mathrm{QN}}\right|$.

Various $\epsilon_{Q}$ values are obtained for the current value of $\alpha$, by changing the percentage of elements that are upgraded to LT/QN. In all graphs to be presented, the following set of percentages were used: $0.0 \%, 2.5 \%, 5.0 \%, 7.5 \%, 10.0 \%$, $12.5 \%$ and $100.0 \%$. This defines a curve of $\epsilon_{Q}$ as a function of the number of degrees of freedom. A set of such curves is generated at a given frequency point by considering a range of $\alpha$ values and will henceforth be referred to as a performance graph. On every performance graph a curve denoted "Random" is included for reference purposes. These curves were generated by upgrading randomly selected elements. Considering a specific problem, a distinct performance graph can be generated by the above described procedure, at any frequency.

As an example, consider Figure 4, the performance graph of a waveguide through problem at $f=8.5 \mathrm{GHz}$, to be discussed in Section V. The first cluster of data points, around 1500 degrees of freedom, represents an upgrade of $2.5 \%$ of the elements. Following clusters represent the other upgrade percentages used. These clusters can be quite spread out, since the upgrading of two neighbouring elements results in fewer additional degrees of freedom than the upgrading of two free-standing elements (upgrading an element necessitates the partial upgrading of its neighbours in order to maintain tangential field continuity). At a specific upgrade percentage,
the number of degrees of freedom depends on the element selection scheme and will thus vary with $\alpha$. The number of degrees of freedom (rather than the upgrade percentage) was chosen as the $x$-axis variable of the performance graphs, since it is a good indicator of relative computational effort.

Various performance graphs of various problems will be considered in order to ascertain whether a pattern is present.

## V. RESULTS: PERFORMANCE GRAPHS OF A WAVEGUIDE THROUGH PROBLEM

This section considers a waveguide through problem. The geometry of the problem is a straight, empty length of standard X-band waveguide. Figure 2 shows the finite element mesh. Figure 3 compares the reflection coefficient values obtained with all-CT/LN- and all-LT/QN elements, with the analytical solution, showing that the LT/QN result is indeed an improvement upon the CT/LN result.

Performance graphs for this structure were calculated at $f=$ $8.5 \mathrm{GHz}, f=9.5 \mathrm{GHz}$, and $f=10.5 \mathrm{GHz}$. In this case the solution quality error was not divided by $\left|S_{11}^{\mathrm{LT} / \mathrm{QN}}\right|$, because the true reflection coefficient is zero. Figures 4,5 and 6 show the performance graphs.

There seems to be no consistent tendency in the performance graphs. The error indicator performance is generally poor. We propose the following reason for this behaviour:

The actual field possesses no variation in amplitude along the guide length, only a sinusoidal variation in phase. In the transverse plane there is only a sinusoidal, amplitude variation in the local (see Figure 1) $x$-direction. Since the actual field variations are clearly very slow and uniform throughout the whole structure, the actual error distribution is relatively flat, compared to the other problems considered in this paper. Thus, one actually needs to upgrade the mesh uniformly, rather than selectively, for optimal error reduction.


Fig. 2. Finite element mesh of the waveguide through problem. 1194 elements, average edge length is 4.5 mm . The ports are transverse to the longest dimension of the structure. The transverse waveguide geometry is as shown in Figure 1, with $a=22.86 \mathrm{~mm}$ and $b=10.16 \mathrm{~mm}$.

## VI. RESULTS: PERFORMANCE GRAPHS OF A WAVEGUIDE IRIS PROBLEM

This section considers a waveguide iris problem. The geometry of the problem is a straight, empty length of X-band


Fig. 3. $S_{11}$ vs. frequency of the waveguide through problem.


Fig. 4. Solution quality error vs. number of degrees of freedom for the waveguide through problem at $f=8.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which the solution quality error is zero for all $\alpha$, is 6836.
waveguide, except for an infinitely thin PEC iris located at its center. Figure 7 shows the iris geometry. Figure 8 shows the finite element mesh. Figure 9 compares the reflection coefficient values obtained with all-CT/LN- and all-LT/QN elements, with an approximate, analytical result by Marcuvitz [22], showing that the LT/QN result is indeed an improvement upon the CT/LN result. Marcuvitz's results are lumped-element circuit models; in [3] the procedure required to obtain $s$-parameters from these was outlined.

Performance graphs for this structure were calculated at $f=$ $8.5 \mathrm{GHz}, f=9.5 \mathrm{GHz}$ and $f=10.5 \mathrm{GHz}$. Figures 10,11 and 12 show the performance graphs.

Observe the following tendency in the performance graphs: when considering only a small increase in the number of degrees of freedom ( $\leq 2.5 \%$ upgraded elements), a dominant surface contribution leads to superior results ( $\alpha<0.5$ ), but if one intends to upgrade $\geq 5 \%$ of the elements, a value of


Fig. 5. Solution quality error vs. number of degrees of freedom for the waveguide through problem at $f=9.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which the solution quality error is zero for all $\alpha$, is 6836.


Fig. 6. Solution quality error vs. number of degrees of freedom for the waveguide through problem at $f=10.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which the solution quality error is zero for all $\alpha$, is 6836.
$\alpha \geq 0.5$ seems to be required.
A possible explanation for this tendency, which is also confirmed by inspection of the geometric distribution of the volume and face residual values, is as follows:
When a small enough number of elements are to be upgraded, exclusive use of the face residuals leads to the best results, because they are most effective in identifying the elements along the iris edge, where one would expect the greatest error in the approximate field representation to occur. It is well known that the electric field strength at such a reentrant corner is singular and changes direction extremely fast in its vicinity [7]. The elements are of finite size and the polynomial orders of the basis functions are also finite, thus large inter-element discontinuities will be present as a matter of course. Away from the singularity, the variation in the true
field is less intense and the volume residuals overshadow the face residuals in importance.

Figures 13 and 14 show the $2.5 \%$ elements with the largest error indicator values at $f=9.5 \mathrm{GHz}$, as identified by the $\alpha=0.1$ and $\alpha=0.9$ indicators respectively. Comparison of these two figures clearly shows the initial, superior capability of the $\alpha=0.1$ indicator in identifying the elements along the iris edge in the middle of the waveguide.

From the performance graphs it can be seen via inspection that $\alpha=0.5$ leads to the best all-round results for the waveguide iris problem. The value $\alpha=0.5$ causes the relative solution quality error to decrease at a near optimal initial gradient in two out of three cases and leads to optimal relative solution quality error values at the highest upgrade percentage (12.5\%) in all three cases.


Fig. 7. Waveguide iris geometry. $a=22.86 \mathrm{~mm}, b=10.16 \mathrm{~mm}$ and $d=5.08 \mathrm{~mm}$.


Fig. 8. Finite element mesh of the iris problem. 1889 elements, average edge length is 4.3 mm .

## VII. Results: performance graphs of a waveguide BEND PROBLEM

This section considers a waveguide bend problem. The problem geometry is an E-plane, $90^{\circ}$, standard X-band, waveguide bend. Figure 15 shows the finite element mesh. Figure 16 compares the reflection coefficient values obtained with all-CT/LN- and all-LT/QN elements, with an approximate, analytical result by Marcuvitz [22], showing that the LT/QN result is indeed an improvement upon the CT/LN result. Again, [3] discusses the relevant manipulations of Marcuvitz's lumped-element model.

Performance graphs for this structure were calculated at $f=$ $8.5 \mathrm{GHz}, f=9.5 \mathrm{GHz}$ and $f=10.5 \mathrm{GHz}$. Figures 17,18 and 19 show the performance graphs.


Fig. 9. $\quad S_{11}$ vs. frequency of the waveguide iris problem.


Fig. 10. Relative solution quality error vs. number of degrees of freedom for the waveguide iris problem at $f=8.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 10144 .

Observe the following tendency in the performance graphs: throughout the range of degrees of freedom (upgrade percentages) considered, the $\alpha \geq 0.5$ indicators resulted in superior, near-identical performances in every graph.

The observed tendency is close to that of the waveguide iris problem in Section VI, except that at small upgrade percentages ( $\leq 5 \%$ ), the $\alpha \geq 0.5$ indicators remain superior to the $\alpha<0.5$ indicators.

In the light of this similarity, we propose that the reason for the behaviour exhibited by the waveguide bend performance graphs are the same as that proposed for the waveguide iris problem's performance graphs. The difference in behaviour in the case of small upgrade percentages can be accounted for by noting that the field singularity at the re-entrant corner of the waveguide bend is of a lower order than that of the iris problem ( $r^{-\frac{1}{3}}$ vs. $r^{-\frac{1}{2}}$, where $r$ is a radial coordinate perpendicular to the re-entrant corner - see [23, p.178] for


Fig. 11. Relative solution quality error vs. number of degrees of freedom for the waveguide iris problem at $f=9.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 10144 .


Fig. 12. Relative solution quality error vs. number of degrees of freedom for the waveguide iris problem at $f=10.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 10144 .


Fig. 13. The $2.5 \%$ elements with the largest error indicator values for the waveguide iris problem at $f=9.5 \mathrm{GHz}, \alpha=0.1$.
details). This means that the upgrade percentage below which the exclusive use of face residuals leads to superior results, is smaller than in the waveguide iris case. In fact, this percentage


Fig. 14. The $2.5 \%$ elements with the largest error indicator values for the waveguide iris problem at $f=9.5 \mathrm{GHz}, \alpha=0.9$.
is below $2.5 \%$ and thus, it is not shown in Figures 17, 18 and 19.

Figure 20 shows the $2.5 \%$ elements with the highest error indicator values in the case of $\alpha=0.5$ and $f=9.5 \mathrm{GHz}$. Note how the re-entrant corner of the bend is covered, as one would expect (as motivated in Section VI for the iris edge).

As noted before within this section, $\alpha \geq 0.5$ leads to the best results for the waveguide bend problem.


Fig. 15. Finite element mesh of the waveguide bend problem. 3331 elements, average edge length is 3.5 mm . The port geometries are as shown in Figure 1 , with $a=22.86 \mathrm{~mm}$ and $b=10.16 \mathrm{~mm}$.

## VIII. Conclusion

In this experimental investigation of an explicit, residualbased, a posteriori error indicator (presented in Section III) for driving a single level $p$-refinement of a related waveguide FEM formulation (presented in Section II), it seemed that the error indicator's performance is far superior to a benchmark, random selection, element upgrade scheme. The only poor results were encountered when considering the uniform, through problem, but as it is proposed in Section V, the through problem


Fig. 16. $S_{11}$ vs. frequency of the waveguide bend problem.


Fig. 17. Relative solution quality error vs. number of degrees of freedom for the waveguide bend problem at $f=8.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 17628 .
represents a special case that should be considered separately when evaluating the error indicator's general behaviour.

Though it was seen in Section VI that the face residuals may prove more important than the volume residuals in some regions and vice a versa, it is important to keep in mind that both residuals together are needed to form an upper bound on the approximate energy norm of the error field (see equation (11)), therefore they should both be present within a general indicator. This brings us to the choice of the parameter $\alpha$ in equation (18). Although it was found that the use of the indicator nearly always results in element selections that are superior to the random scheme, no matter the value of $\alpha$, it does seem from the available results, that $\alpha \approx 0.5$ gives the most consistent results, but only marginally.

It was seen that the indicator considered here can be very effective; however, a couple of limitations should be kept in


Fig. 18. Relative solution quality error vs. number of degrees of freedom for the waveguide bend problem at $f=9.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 17628 .


Fig. 19. Relative solution quality error vs. number of degrees of freedom for the waveguide bend problem at $f=10.5 \mathrm{GHz}$. The all LT/QN number of degrees of freedom, at which $\epsilon_{Q}=0$ for all $\alpha$, is 17628 .
mind. Firstly, the error indicator only indicates relative error and not absolute error, which is a consequence of the unknown constants present within equation (11). This implies that it cannot be used as a termination condition of an iterative analysis procedure that guarantees a specified solution error bound. Secondly, the error indicator does not bound a proper norm of the true error and is therefore not guaranteed to perform consistently. Both of these limitations, which are inherently part of the indicator considered here, may possibly be overcome, to varying degrees, by considering other types of error indicators, error estimators and/or measures of the error.

Although not the topic of this present work, which has considered only the usual mixed-order elements, subsequent work has shown that for specific problems, full-order elements may be desirable. The waveguide iris problem is a good


Fig. 20. The $2.5 \%$ elements with the largest error indicator values for the waveguide bend problem at $f=9.5 \mathrm{GHz}, \alpha=0.5$.
example of such a structure. An extended discussion and results may be found in [24], and an adaptive scheme targeted specifically at such problems has been presented in [25]. A general adaptive scheme within which the error indicator discussed here could be employed, is presented in [26].
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#### Abstract

The effect of the gaps between the panels of a reflector, used as a radio-telescope, is analyzed in this paper via the multiscale and array factor approach. Initially, the simulation is carried out by numerical integration as well as the Finite Difference Time Domain (FDTD) Method for a reflector with a moderately large diameter, and the results are then scaled for the actual size, which is thousands of wavelengths in diameter in the frequency range of interest. The array factor concept is employed to demonstrate the fact that the grating lobe cannot arise for the typical gap size of the reflector.


## Multiscale approach

We investigate a large reflector antenna, which is a $120 \mathrm{ft}(36.57 \mathrm{~m})$ diameter radio-telescope, originally designed for operation up to 10 GHz , but now being considered for application at higher frequencies. However, in higher frequencies the quasi-periodic structure of the gaps in the reflector might cause grating lobes in the far-field pattern. The gaps consist of the hollow rings and strips dividing the panels similar to the Fig. 1. The width of the gaps is one wavelength (in the frequency of interest) whereas the length of the panels is in order of 1000 wavelengths. The diameter of the main parabolic reflector is on the order of 10,000 wavelengths, which makes it impractical for the direct numerical simulation. Therefore we use a multiscale approach to study the grating lobes.


Fig.1. Illustration of circular reflector (diameter 34 lambda); panels (5 lambda) and gap width 1 lambda; x and y axes show the cell numbers.

To estimate the level of the grating lobes, first we compute the far-field pattern due to the circular aperture of 34 wavelength diameter with the gaps of one wavelength (where the surface current is set to zero in the shadow of the gaps in the aperture) between the 5 -wavelength long panels shown in Fig. 1. In this approach (shadowing) the assumption is that the current is uniformly distributed on the panels. The H- and E-plane far-filed patterns of the circular aperture (solid panel) vs. slotted (with panels) are shown in Figs. 2 and 3, respectively. It is seen that the first grating lobe arises around 10 degrees.


Fig.2. H-plane far-field pattern of circular aperture with and without panels with diameter of 34 lambda (shadowing approach).

In the next step to validate the shadowing approach we compute the scattered far-field of the same size flat circular reflector with and without the gaps, illuminated by a normally incident plane wave using the Finite Difference Time Domain (FDTD) Method [1]. The scattered-field formulation of the FDTD Method is used to simulate the flat reflector [2]. The normally incident wave is analytically introduced everywhere in the computational domain particularly on the surface of the perfect electric conductor of the reflector. Next the scattered field is computed throughout the domain by setting the tangential components of scattered electric fields to
negative of those of incident field on the surface of the reflector. Upon the completion of the simulation the equivalent surface currents at the frequency of interest on the Huygens box surrounding the reflector, which was stored throughout the simulation is used to compute the scattered far-field pattern via the near-to-far-field transformation.

## Far Field Magnitude E-plane



Fig.3. E-plane far-field pattern of circular aperture with and without panels with diameter of 34 lambda (shadowing approach).

The comparison of the patterns for the solid panels in both H - and E-planes using the two methods, presented in Figs. 4 and 5, respectively, shows that the difference is limited to the far-end lobes. This is due to the fact that in the shadowing approach the edge diffraction is ignored. The same comparison is shown in Figs. 6 and 7 for the slotted case using these two methods. Once again, the difference is limited to the far-end lobes. One can conclude that the diffraction effect due to the gaps is insignificant and that the shadowing approach predicts the level of the grating lobes adequately.

Far Field Magnitude


Fig.4. H-plane far-field pattern of solid circular disc with diameter of 34 lambda.

Far Field Magnitude E-plane


Fig.5. E-plane far-field pattern of solid circular disc with diameter of 34 lambda.

Based on the above simulation we can predict the pattern of the slotted reflector_simply by arraying the panels with uniform current distributions. The grating lobes level and the locations depend on the length of each element and the inter-element separation. Consequently, we use the array factor concept to predict the performance of the slotted reflector. For simplicity we consider only the linear array of panels.

Far Field Magnitude H-plane


Fig.6. H-plane far-field pattern of circular reflector with diameter of 34 lambda with panels.

In the linear array of panels the grating lobe levels and locations depend on a, the length of each element and d, the inter-element separation, as shown in Fig. 8. At first we assume a linear array of 5 panels with $\mathrm{a}=5 \lambda$, and $\mathrm{d}=6 \lambda$ (therefore the gap between the panels is $g=\lambda$ ). The pattern of the single element,


Fig.7. E-plane far-field pattern of circular reflector with diameter of 34 lambda with panels.

On the other hand, the array factor expression is given by [3] $A F=\frac{\sin (k N d \sin \theta / 2)}{\sin (k d \sin \theta / 2)}$, which has the first peak when $\quad k d \sin \theta / 2=\pi \quad$ hence $\theta_{p}=\sin ^{-1}\left(1 / d_{\lambda}\right)=\sin ^{-1}\left(1 /\left(a_{\lambda}+g_{\lambda}\right)\right)$, where $\mathrm{a}_{\lambda}$ and $\mathrm{g}_{\lambda}$ are the electrical dimensions of the panel and gap respectively.

By comparing the expressions for the $\theta_{\mathrm{p}}$ and $\theta_{\mathrm{n}}$, one can see that as long as the gap size is small compared to the length of the panel, the difference between these angles is insignificant. This is shown in Fig. 10 for the array of 11 panels, with a length of $1170 \lambda$ and a gap of $\lambda$. The difference between the two patterns is seen to be insignificant, for the reason given above.


Fig.8. Illustration of linear array of N panels with length a and spacing d.
array factor, and pattern multiplication is shown in Fig. 9. The pattern multiplication is also compared by the pattern of the solid panels $(a=6 \lambda, d=6 \lambda$, and $g=$ 0 ). The first grating lobe again shows up around 10 degrees (first peak angle $\theta_{\mathrm{p}}$ ) where the array factor has the grating lobe. However, it can be shown as the inter-element spacing is decreased (in other words when the gap becomes small compared to the panel size) the null of the single element pattern (first null angle $\theta_{\mathrm{n}}$ ) moves closer to the grating lobe of the array factor, and this, in turn, reduces the difference between the patterns of the solid and slotted panels.

The individual panel far-field pattern has the Sinc function form $E=\frac{\sin (k a \sin \theta / 2)}{k a \sin \theta / 2}$ and the first null occurs when the argument of the Sinc function is equal to $\pi$ and, therefore, where $a_{\lambda}$ is the electrical length of the panel.


Fig.9. Far-field pattern of linear array of 5 panels $(a=5 \lambda, d=6 \lambda$, and $g=\lambda)$.


Fig.10. Far-field pattern of linear array of 11 panels $(a=1170 \lambda$, and $g=\lambda)$.

## References:

[1] K. S. Yee, "Numerical solution of initial boundary value problems involving Maxwell's equations in isotropic media," IEEE Trans. Antennas and Propagat., vol. AP-14, pp. 302307, May 1966.
[2] A. Taflove and S. C. Hagness, Computational Electromangeics: The Finite-Difference TimeDomain Method, $2^{\text {nd }} e d$. Boston, MA: Artech, pp. 224-227, 2000.
[3] "Antenna Theory, Analysis and Design", C. A. Balanis, Second Edition, John Wiley \& Sons, Inc. pp. 582-583, 1982.


Nader Farahat is Associate Professor in the Electrical Engineering Department of Polytechnic University of Puerto Rico. He is also adjunct research associate at Pennsylvania State University.


Raj Mittra is Professor in the Electrical Engineering Department of the Pennsylvania State University and the Director of the Electromagnetic Communication Laboratory. He is also the President of RM Associates, which is a consulting organization that provides services to industrial and governmental organizations, both in the U. S. and abroad.
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#### Abstract

Root-based direction finding algorithms (DF) have several advantages over search-based DF algorithms. A key advantage is the fact that they do not require the array steering vector; this is because these algorithms presume equalized element radiation patterns. In this paper, the WIPL-D code is used in designing an array of rectangular probe-fed patch antennas with equalized radiation patterns for measuring the range and bearing of RF emitters in the PCS band (1900-1920 MHz). Direction of arrival (DoA) estimation results based on simulations and measured data are presented and used as a measure of element patterns deviation from equality.


## 1. INTRODUCTION

Direction finding (DF) algorithms for DoA estimation is a topic that has been studied thoroughly in the past few decades mainly by researchers in the signal processing and antenna theory communities. From signal processing point of view the focus has been on maximizing the number of DoAs that can be accurately estimated and at the same time reducing the computational cost involved in this work. Several algorithms exist and can be used to estimate the DoA of incident signal on an antenna structure [1]-[3]. DF algorithms are classified as either search-based or root-based. We refer to the former class as S-DF algorithms and to the later class as R-DF algorithms. R-DF algorithms have several advantages over S-DF algorithms. In addition to their less computation cost, where DoAs are calculated by finding the roots of a polynomial of certain order rather than going through intensive search in the whole angular domain, a key advantage of using R-DF algorithms is the fact that they do not require the array steering vector. This is because these algorithms presume equalized element patterns and their accuracy depends on how much the element patterns deviate from equality.

This paper investigates the design and performance analysis of antenna structures with equalized element patterns for R-DF algorithms. Adding a number of passive elements around the
center active elements and terminating them using a suitable set of loads minimize the deviation of the element patterns of the center elements from equality [4]. Return loss and element patterns of two antenna structures comprised of a number of rectangular probe-fed patch antennas are calculated using the WIPL-D code [5]. The first structure consists of four elements and no passive elements. In the second structure three passive elements are added on both sides of the four active elements and were terminated in $50 \Omega$. DoA estimation results using the two antenna structures are compared with DoA estimated using measured data. The DoA accuracy is used as a measure of how much element patterns deviate from equality. The paper is organized into four sections. Following this introductory section, in section two return loss and element patterns calculated using WIPL-D are presented for the two antenna structures mentioned before. DoA estimation results using either WIPL calculated patterns or measured data are compared and presented in section three. Finally conclusions are provided in section four.

## 2. EQUALIZATION OF ELEMENT PATTERNS

As shown in figure (1), equalization of element patterns is done through adding a number of passive elements around the middle active elements. The top structure in figure (1) is for an array of 4-element of patch antennas with no passive elements. In the bottom structure 3 passive elements on each side of the active elements were used, respectively. We refer to the top and bottom structures as Array1 and Array2, respectively. Figure (2) (top) shows top and bottom view of a 4-element array of patch antennas modeled in WIPL. The dimensions of the patch, ground plane and coax were identical to those given in [6]. The inter-element spacing for Array1 and Array2 was kept fixed and equal to $\lambda / 2$. The bottom and top views of the 10-element array of patches (Array2) are shown in figure (2) (bottom). The whole structure is modeled in the same way as with Arrayl except that passive elements were terminated in $50 \Omega$.


Fig. 1. 4-element array, top, and 10-element array with 3 passive elements on each side, bottom.


Fig. 2. A 4-element (top) and 10 -element (bottom) array of patch antennas modeled in WIPL.


Fig. 3. Return loss of Array1 (top), Array2 (bottom).

The return loss in the $(1.9-1.92) \mathrm{GHz}$ frequency band of Array1 and Array 2 calculated using the WIPL-D code and are shown in figure (3). For both arrays it is observed that the resonant frequency of each of the middle elements is tuned and shifted by 1 MHz compared to the outer elements.

Element patterns of Arrayl calculated at 1.91 GHz are presented in figure (4), for fixed $\varphi$ and fixed $\theta$, respectively. Results for Array2 are presented in figure (5). It is clear from the figures that the element patterns of the four elements significantly deviate from equality.


Fig. 4. Element patterns of array Array1 at $\varphi=\pi / 4$ (top) and at $\theta=44^{\circ}$ (bottom).

The accuracy of DoA estimation using the element patterns of Array1 and Array are presented in the following section and are compared to DoA results based on measured data with Array2.


Fig. 5. Element patterns of the active 4 elements of Array2 at $\varphi=\pi / 4$ and at $\theta=44^{\circ}$ (bottom).

## 3. NARROWBAND ROOT-BASED DIRECTION FINDING ALGORITHMS

In this section accuracy of DoA estimation using the modified root-Pisarenko (MRP) [7] is analyzed. The analysis will be done for Array1 and Array2 and are compared to measured data collected from an antenna system consisting of Array2.


Fig. 6. Geometry of the antenna array.
Referring to figure (6), the narrowband signal model is assumed and is described with

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{A s}(t)+\mathbf{v}(t) \tag{1}
\end{equation*}
$$

where $\mathbf{z}(\mathrm{t})$ is the output of the I-Q channels, $\mathbf{A}$ is the steering vector, $\mathbf{s}$ is the unknown source signal and $\mathbf{v}$ is vector of additive Gaussian noise. The number of antenna elements is N and the number of sources is L. Elements of the steering matrix are

$$
\begin{equation*}
A_{n m}=-\frac{i \lambda}{\sqrt{\zeta_{0}}} \hat{f}_{n}\left(\Omega_{m}\right) e^{i \mathbf{k}_{m} \cdot \mathbf{D}_{n}} \tag{2}
\end{equation*}
$$

In equation (2) $\hat{f}_{n}$ is n-th element pattern in the terminated array environment including mutual coupling effects. For uniformly spaced linear arrays along the x -axis, the steering vector is

$$
\mathbf{a}(\theta, \varphi) \equiv-\frac{i \lambda}{\sqrt{\zeta_{0}}}\left[\begin{array}{l}
\hat{f}_{1}(\theta, \varphi) \hat{f}_{2}(\theta, \varphi) e^{i k d \xi} \ldots . . .  \tag{3}\\
\hat{f}_{N}(\theta, \varphi) e^{i k(N-1) d \xi}
\end{array}\right]^{T}
$$

where $\xi=\sin \theta \cos \varphi$ and $d$ is the inter-element spacing. When element patterns are equalized the steering vector in equation (3) reduces to

$$
\begin{align*}
\mathbf{a}(\theta, \varphi) \equiv & -\frac{i \lambda}{\sqrt{\zeta_{0}}} \hat{f}(\theta, \varphi) \times \\
& {\left[1 e^{i k d \xi} \ldots e^{i k(N-1) d \xi}\right]^{T} } \tag{4}
\end{align*}
$$

Table 1 summarizes results of DoA estimation using MRP algorithm and Uniform Linear Array (ULA) consisted of 4 active and 6 passive rectangular probe-fed patch antennas. The true position measured by transit is $19.18^{0}$. In DoA estimation from measured data one ULA with 6 passive and 4 active elements was used. The array was a part of the RF emitter range estimation system comprised of two antenna arrays. In DoA estimation from simulated data Arrayl and Array2 configuration were used with element radiation patterns calculated numerically using the WIPL-D code [5]. ULA configuration with passive elements exhibited better DoA accuracy in both cases with measured and with simulated data.

Table 1. DoA estimated from simulations and measured data using Arrayl and Array2.

| Estimated from measured data using Array2 | $19.86^{\circ}$ |
| :--- | :--- |
| Estimated from simulation using Array2 | $20.25^{\circ}$ |
| Estimated from simulation using Array1 | $21.61^{\circ}$ |



Fig. 7. DoA estimation roots using Array1 (top) and Array2 (bottom).

## 4. CONCLUDING REMARKS

An array of rectangular probe-fed patch antennas with equal radiation patterns for root-based direction finding algorithms was modeled using the WIPL-D code. Adding three passive elements on both sides of four active elements and terminating them in $50 \Omega$ sufficiently equalize patterns of the active elements. DoA estimation results using this array with equalized patterns shows the accuracy improvement when compared to array without passive elements. Finally, the DoA estimation results obtained from simulated data agree with DoA estimation results obtained from measured data.
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#### Abstract

With recent increases in operating frequencies, the modeling and extraction of on-chip inductance is becoming an increasingly significant consideration. The inductance models include the "loop inductance" models and the "partial inductance" models. In this paper, we develop a stochastic solution methodology for the extraction of partial inductances in IC interconnect structures. An important advantage of this approach is that it requires no discretization meshing of either the volume or the surface of the problem domain. As a result, it has very low memory requirements compared to the more conventional deterministic techniques. Another advantage of this approach is that it is inherently parallelizable and a linear increase in speed is expected with the increase in the number of processors. Excellent agreement has been obtained with analytical benchmark solutions.


Keywords: IC Interconnect modeling, Partial Inductance, Stochastic algorithm, Monte Carlo.

## INTRODUCTION

As a consequence of scaling in sizes, the interconnect model used in the chip industry has undergone several changes. Presently, low resistance nets are described by purely capacitive models, while high resistance nets are described by relatively more accurate RC models. However, with operating frequencies reaching the multi-GHz range, the role of on-chip inductance is becoming increasingly important, as the inductive impedance is directly proportional to the frequency of operation. The inclusion of inductance in the interconnect model is particularly necessary in clock distribution
networks, signal and power lines, which have wide wires and hence low resistance. The detrimental effects of inductive impedance on system performance include increase in signal delay times and signal overshoot which can cause breakdown of the gate-oxide layer. The introduction of low resistance copper interconnects has further increased the significance of inductance in IC design and accurate modeling and extraction of inductance is necessary.

The principal complexity in the extraction of inductance is that one needs to have the knowledge of currents in advance. However, the current distribution in today's complicated interconnect structures depends on the device and interconnect resistances, inductances and capacitances. Therefore, the modeling of the current distribution is a difficult proposition. The conventional approaches to inductance extraction involve loop inductance models [1], which make various simplifying assumptions in determining the current distribution. In these loop inductance models, typically the capacitive effects are omitted during resistance and inductance extraction. A RLC model is then constructed by adding lumped or distributed interconnect capacitance to the extracted resistance and inductance.

A radically different approach [2] to the modeling of inductance has been suggested in literature, which precludes the need to determine the current distribution in advance. This approach is based on the Partial Element Equivalent Circuit (PEEC) [3] method. In this approach, the interconnect lines are divided into wire segments and self and mutual inductances are extracted for these "partial elements". These extracted inductances are then glued together
with various resistances and capacitances to form an effective RLC circuit model. It has been demonstrated [2] that this PEEC-based approach is more accurate than the loop inductance models in that the latter overestimates the signal delay time and the undershoot. The primary reason behind this lies in the fact the PEEC-based models take into account the mutual inductances between the different "partial elements" of a particular loop, while the loop inductance models take into account only the mutual inductance between different loops. The subject of this paper is a stochastic extraction of the self and mutual inductance of these partial elements.

IC interconnect structures are rectilinear in nature. At low frequencies, when the wire segments are parallel to each other, exact analytical expressions [4] exist for the self and mutual inductances of the wire segments, assuming uniform current distribution across the wire cross sections. However, there is absence of such expressions for arbitrary wire-geometry, and even in the case of parallel rectangular wire segments, these analytical expressions for mutual inductance are numerically unstable for wire segments separated by a large distance.

In this work, we develop a novel stochastic algorithm [5] for the extraction of the self and mutual partial inductances. This algorithm is characterized by the absence of discretization meshing of either the volume or the surface of the problem domain. Hence, for today's complicated interconnect structures, the memory requirements are expected to be significantly less than discretization based algorithms. Another advantage of this proposed stochastic algorithm is that it should be completely parallelizable and the speed of computation is expected to increase linearly with the increase in the number of processors. The fundamentals of the algorithm were briefly presented in Ref. [6], along with its applications to frequency-independent inductance extraction. In this work, we present the details of the algorithm, along with its applications to both frequency-independent and frequency-dependent problems.

## INTEGRAL FORMULATION FOR INDUCTANCE

The most general formulation [7] for self and mutual inductance in conductor systems follows from a definition of inductance based on magnetic energy. The magnetic energy stored in
a two-conductor system, where the two conductors are designated as $i$ and $j$ is given as

$$
\begin{equation*}
W=\frac{1}{2} L_{i} I_{i}^{2}+\frac{1}{2} L_{j} I_{j}^{2}+M_{i j} I_{i} I_{j} \tag{1}
\end{equation*}
$$

Above, $W$ represents the magnetic energy stored in the two-conductor system; $L_{i}$ and $L_{j}$ represent the self-inductances of the $i$-th and the $j$-th conductor; $I_{i}$ and $I_{j}$ represent the respective currents, while $M_{i j}$ represents the mutual inductance between the conductors. The total magnetic energy can also be written in an integral formulation involving the current densities in the two conductors and equating that to the expression for current density in equation (1), the following expressions for self and mutual inductances are obtained [7]:

$$
\begin{align*}
L_{i} & =\frac{\mu_{\mathrm{o}}}{4 \pi I_{i}^{2}} \int_{v_{i}} d^{3} x_{i} \int_{v_{i}} d^{3} x_{i}^{\prime} \frac{\mathbf{J}\left(\mathbf{x}_{\mathbf{i}}\right) \cdot \mathbf{J}\left(\mathbf{x}_{\mathbf{i}}^{\prime}\right)}{\left|\mathbf{x}_{\mathbf{i}}-\mathbf{x}_{\mathbf{i}}^{\prime}\right|},  \tag{2}\\
M_{i j} & =\frac{\mu_{\mathrm{o}}}{4 \pi I_{i} I_{j}} \int_{v_{i}} d^{3} x_{i} \int_{v_{j}} d^{3} x_{j} \frac{\mathbf{J}\left(\mathbf{x}_{\mathbf{i}}\right) \cdot \mathbf{J}\left(\mathbf{x}_{\mathbf{j}}\right)}{\left|\mathbf{x}_{\mathbf{i}}-\mathbf{x}_{\mathbf{j}}\right|} .
\end{align*}
$$

Above, the self inductance is formulated as a sixdimensional integral over the position coordinates of the $i$-th conductor, while the mutual inductance is formulated as a sixdimensional integral over the position coordinates over the $i$-th and the $j$-th conductor; $\mathbf{x}, v, \mathbf{J}$ with an appropriate suffix represent the position coordinate, volume and current density; $d^{3} x$ with an appropriate suffix represents an infinitesimally small volume element and $\mu_{0}$ is the magnetic permeability of free space.

The current density $\mathbf{J}$, is given as a solution of Maxwell-Helmholtz equation [8] and in the frequency-domain is written as

$$
\begin{equation*}
\nabla^{2} \mathbf{J}-\gamma^{2} \mathbf{J}=\mathbf{0} \tag{3}
\end{equation*}
$$

where, $\gamma$ is the propagation constant of the medium given by $\gamma^{2}=-\mu \varepsilon \omega^{2}+i \mu \sigma \omega$; $\mu, \varepsilon, \sigma$ and $\omega$ are the permeability, permittivity, conductivity and frequency respectively. The current density, $\mathbf{J}(\mathbf{r})$ at a given point $\mathbf{r}$, subject to appropriate Dirichlet boundary conditions, can be written as a surface integral over the surface of the problem domain [9]:

$$
\begin{equation*}
\mathbf{J}(\mathbf{r})=\oint \mathbf{J}\left(\mathbf{r}^{\prime}\right)\left[\nabla_{\mathbf{r}^{\prime}} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \hat{\mathbf{n}}\right] d s^{\prime} \tag{4}
\end{equation*}
$$

Above, $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ represents the volumetric Green's function to equation (3), and is a solution to equation [9]

$$
\begin{equation*}
\nabla^{2} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)-\gamma^{2} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) . \tag{5}
\end{equation*}
$$

Above $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ is a dirac-delta function centered at $\mathbf{r}^{\prime}$ and homogeneous Dirichlet boundary conditions are imposed in calculating the volumetric Green's function. The integral formulation given in (4) can be substituted in equation (2) for the calculation of self and mutual inductances. As a result, the task of inductance extraction involves evaluating a multi-dimensional integral, which in this work has been done stochastically. At low frequencies, the current densities in equation (2) can be assumed to be constant. Hence the stochastic evaluation of self and mutual inductances is in effect a Monte Carlo integration [10] of the integrals given in equation (2) over the position coordinates of the respective conductors. We will now describe briefly the fundamentals of the Monte Carlo integration technique used in this work, known as the Sample Mean Monte Carlo [10].

Let us consider a function $f(x)$ defined over the interval $a \leq x \leq b$. Our desire is to estimate the integral

$$
\begin{equation*}
\mathbf{I}=\int_{a}^{b} d x f(x) \tag{6}
\end{equation*}
$$

In the event, the integral is improper, absolute convergence [11] is assumed. We select an arbitrary probability density function $p(x)$. A random variable $\xi$ is defined corresponding to a probability density function $p(x)$. We now introduce another random variable $\kappa$ defined as

$$
\begin{equation*}
\kappa=\frac{f(\xi)}{p(\xi)} \tag{7}
\end{equation*}
$$

Then, the expectation value of the random variable $\kappa$, written as $M(\kappa)$, is an estimate of the integral $\mathbf{I}$, which can be rewritten as

$$
\begin{equation*}
\mathbf{I}=M(\kappa)=\int_{a}^{b} d x\left[\frac{f(x)}{p(x)}\right] p(x) . \tag{8}
\end{equation*}
$$

The integral can be evaluated by sampling the quantity $f(x) / p(x)$ within box brackets according to the probability density function $p(x)$ with the help of a random-number generator [12] and averaging over a statistically large number of such samples. It can be noted that the Monte Carlo integration technique is ideally adapted to the estimation of multi-dimensional integrals such as the ones in equation (2), as only the integrand needs to be sampled irrespective of the dimensionality of the integral. Also, the integration technique is inherently parallelizable, as the stochastically independent samples can be sampled in different processors with very little inter-processor communication.

For the extraction of frequency-dependent inductance, an expression for the volumetric Green's function to the Helmholtz equation in (3) needs to be obtained in heterogeneous problem domains. However, there is an absence of an analytical expression for the volumetric Green's function in materials of arbitrary heterogeneity. Keeping that in mind, we have developed an approximate expression for the solution of equation (5) based on iterative perturbation theory. The details of this work have been published $[13,14]$ and we will discuss it briefly within the context of two-dimensional problems.

The Green's function $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is estimated over a circular problem domain and is assumed to be zero on the boundary of the circular domain, as the frequency-dependent problem studied in this work is a Dirichlet problem.

Let us define the zeroth-order approximation $G^{(0)}$ for $G$, subject to Dirichlet boundary conditions. Therefore,

$$
\begin{equation*}
\nabla^{2} G^{(0)}=\delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{0}}\right) \tag{9}
\end{equation*}
$$

Above, $\mathbf{r}(\rho, \theta)$ is the point where the zeroth-order approximation is calculated given a delta function centered at $\mathbf{r}_{\mathbf{0}}\left(\rho_{o}, \theta_{o}\right)$. Using (5) for iteration, we can then generate a first-order approximation $G^{(1)}$ in terms of $G^{(0)}$ :

$$
\begin{equation*}
\nabla^{2} G^{(1)}=\delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{o}}\right)+\gamma^{2} G^{(0)} \tag{10}
\end{equation*}
$$



Figure 1. A circle of arbitrary radius $R$ over which the Green's function given by the solution of equation (5) is estimated.

The solution to Poisson equation (9) is well known; it has the form, in polar coordinates [9]

$$
\begin{align*}
& G^{(0)}=\frac{1}{4 \pi} \ln \left[R^{2} \frac{A}{B}\right] \\
& \quad A=\rho^{2}+\rho_{\mathrm{o}}^{2}-2 \rho \rho_{\mathrm{o}} \cos \left(\theta-\theta_{\mathrm{o}}\right)  \tag{11}\\
& B=\rho^{2} \rho_{\mathrm{o}}^{2}+R^{4}-2 \rho \rho_{\mathrm{o}} R^{2} \cos \left(\theta-\theta_{\mathrm{o}}\right)
\end{align*}
$$

Now, we are in a position to evaluate $G^{(1)}$ from equation (10). Using the expression for $G^{(0)}$ from equation (11) and with the right hand side of equation (10) as the Poisson source term, we find an expression for the first-order approximation to the solution of equation (5) given by

$$
\begin{align*}
& G^{(1)}\left(\mathbf{r} \mid \mathbf{r}_{\mathbf{o}}\right)=\iint_{S} d^{2} r_{S} G^{(0)}\left(\mathbf{r} \mid \mathbf{r}_{S}\right) \\
& {\left[\delta\left(\mathbf{r}_{S}-\mathbf{r}_{\mathbf{o}}\right)+\gamma^{2}\left(\mathbf{r}_{S}\right) G^{(0)}\left(\mathbf{r}_{S} \mid \mathbf{r}_{\mathbf{o}}\right)\right]}  \tag{12}\\
& =G^{(0)}\left(\mathbf{r} \mid \mathbf{r}_{\mathbf{o}}\right)+ \\
& \iint_{S} d^{2} r_{S} \gamma^{2}\left(\mathbf{r}_{S}\right) G^{(0)}\left(\mathbf{r} \mid \mathbf{r}_{S}\right) G^{(0)}\left(\mathbf{r}_{S} \mid \mathbf{r}_{\mathbf{o}}\right) .
\end{align*}
$$

Note that $G^{(1)}$ given by equation (12), is an approximate expression for $G$ as given by the solution of equation (5). The integration variable in equation (12) represents an infinitesimal area element on the circular-domain surface $S$ in Fig. 1. It can be noted that homogeneous Dirichlet conditions are satisfied by the approximate Green's function expression in Eq. (12).

We next use this approximate Green's function $G^{(1)}$ to develop a general solution to equation (3) within our circular domain in Fig. 1. In our
problem, the two-dimensional problem domain is in $x-y$ plane, and a time-harmonic current at a given frequency is impressed in the $z$-direction. Based on [9] and equations (4) and (12), the current density at the center of the circular domain is given by a line integral about the domain circumference $C$ as

$$
\begin{align*}
& J_{z}(\text { center }) \approx \int_{0}^{2 \pi} d \theta J_{z}(R, \theta) \\
& \quad\left[\frac{1}{2 \pi}+\frac{1}{4 \pi^{2}} \sum_{q} W_{q}(\theta)\right], \tag{13}
\end{align*}
$$

where

$$
\begin{gather*}
\left.W_{q}(\theta)=\gamma_{q}^{2} \int_{0}^{R} d \eta\right\}_{(q-1) \pi / 2}^{q \pi / 2} d \xi \frac{C}{D}, \\
C=\eta \ln (\eta / R)\left(R^{2}-\eta^{2}\right),  \tag{14}\\
D=R^{2}+\eta^{2}-2 R \eta \cos (\theta-\xi) .
\end{gather*}
$$

For simplicity, above, we take $\gamma^{2}$ to be piecewise constant with respective values $\gamma_{q}$ in $\theta$-quadrants $q=1,2,3$, and 4 . The quantities within square brackets in equation (13) are 2D versions, respectively, of surface and volume Green's functions encountered in 3D problem domains. The function $W_{q}$ represents perturbative corrections arising from the $\gamma^{2} \mathbf{J}$ term in the original Maxwell-Helmholtz equation (3). In equations (13) and (14), $\eta$ and $\xi$ are variables of integration. $\eta$ takes values between 0 and $R$, while $\theta$ assumes values between $(q-1) \pi / 2$ to $q \pi / 2$ for a particular quadrant. Equations (13) and (14) constitute the starting point for defining a random-walk [13, 14] algorithm for solving (3) in 2D domains with arbitrary piecewise-constant spatial variation in $\gamma$, subject to arbitrary Dirichlet boundary conditions.

The total current, $I_{z}$, through the cross section can be calculated by integrating the current density given in equation (3) over the problem domain ( $d s$ being an infinitesimal area unit) and can be written as

$$
\begin{equation*}
I_{z}=\iint_{S} d s J_{z} . \tag{15}
\end{equation*}
$$

The integral expression for the current density from equation (13) is substituted in equation (15)
to obtain a multi-dimensional integral expression for total current through the conductor surface.

The internal impedance per unit length is defined as [8]

$$
\begin{equation*}
Z_{i}=\frac{E_{z}(d c \text { value })}{I_{z}} \tag{16}
\end{equation*}
$$

At this point, the crucial thing to note is that for estimating frequency-dependent impedance, we need not estimate electric field or current density at any point within the problem domain. The problem of impedance extraction is reduced to estimating the overall multi-dimensional integral expression for current obtained from (15) using the floating random-walk method [13, 14] and then using (16) to evaluate the internal impedance per unit length. We will now discuss the details of the floating random-walk method.

The floating random-walk algorithm is a Monte Carlo evaluation of an infinite series of multidimensional integrals. In our chosen benchmark problem, a time-harmonic current density in the $z$-direction at a single frequency is impressed on a circular conductor in the $x-y$ plane. Our goal is to calculate the current through the conductor as given by equation (15). The starting point of a random-walk is based on a pre-determined probability distribution.

The random-walks propagate as "hops" of different sizes from circle centers to circumferences, consistent with a statistical interpretation $[13,14]$ of equation (15). Maximally sized circles, subject to limitations imposed by iterative perturbation theory, are used with hop-location probability rules again consistent with equation (15).

We define, with each hop, a numerical weight factor derived from equation (15) in conjunction with equations (12), (13) and (14). The product of these weight factors over a walk, multiplied by the solution at the problem boundary-where the walk must terminate-gives a statistical estimate for $I_{z}$. We can thus obtain an accurate statistical estimate for $I_{z}$ by averaging over a statistically large number of random-walks. Mathematically, we can write such an estimate as

$$
\begin{equation*}
I_{z} \approx \frac{1}{N} \sum_{n=1}^{N} I_{z}^{(n)}, \tag{17}
\end{equation*}
$$

where $N$ is the number of walks and $I^{(n)}$ is the contribution from the $n$ th-walk. The error in the result has two components:

1) A deterministic error arising from the truncation of the iterative perturbation based Green's function in equation (12) and can be controlled by controlling the radius of the hop.
2) A statistical 1- $\sigma$ error, $\sigma$, given by [15]

$$
\begin{equation*}
\sigma=\frac{\sigma_{E}}{\sqrt{N}} \tag{18}
\end{equation*}
$$

where $\sigma_{E}$ is the standard deviation of the estimates from different random-walks and $N$ is the number of random-walks. As a result, the statistical error can be controlled by controlling the number of random-walks.

It can be seen that computational resources need not be wasted in evaluating the currents or fields at any point in the problem domain. Instead one just needs to evaluate the multi-dimensional integrals given by equation (15). It can again be noted that similar to the situation of the frequency-independent problem, the approach is completely parallelizable, as the integrand can be sampled in different processors at the same time. We now give the details of the benchmark problems that have been handled in this work.


Figure 2. A schematic diagram of a circular cross section is shown. One-, two-, and three- hop random-walks are represented.

## RESULTS

Frequency-independent benchmark problems: The algorithm has been benchmarked against several mutual inductance extraction problems in one, two and three dimensions. The numerical
results have been matched with analytical solutions given in Ref. [4] and excellent agreement has been obtained. The results are given in Table 1 and the benchmark problem geometries are presented in Figures (3) to (7). In these benchmark problems, $\mathrm{A}=\mathrm{B}=\mathrm{C}=\mathrm{D}=\mathrm{R}=$ $\mathrm{T}=5 \mu \mathrm{~m}$ and $\mathrm{Q}=\mathrm{S}=\mathrm{U}=\mathrm{V}=1 \mu \mathrm{~m}$. For each of these problems, we have taken 5000 sample points and the error from the analytical solution has been restricted to a fraction of one percent in each case. The computational time for each one of these benchmark problems has been seen to be a fraction of a second in MATLAB 6.1 on a 1.8 GHz Intel Pentium IV personal computer. The exact and statistical errors are computed and they are seen to be in close agreement.

Table 1. Analytical and numerical results for the benchmark problems. Columns: A = Benchmark problems, $B=$ Analytical results ( pH ) , $\mathrm{C}=$ Numerical results $(\mathrm{pH}), \mathrm{D}=$ Exact errors normalized to the analytical results, $\mathrm{E}=$ Statistical errors normalized to the analytical results.

| A | B | C | D | E |
| :---: | :---: | :---: | :---: | :---: |
| 1. | 0.35844 | 0.35859 | 0.0004 | 0.0005 |
| 2. | 0.28797 | 0.28830 | 0.0011 | 0.0010 |
| 3. | 0.28698 | 0.28630 | 0.0023 | 0.0025 |
| 4. | 0.21326 | 0.21323 | 0.0001 | 0.0002 |
| 5. | 0.28800 | 0.28878 | 0.0027 | 0.0024 |



Figure 3. Two parallel filaments of negligible width and thickness. The current is in the $x$ direction.


Figure 4. Two parallel tapes of negligible thickness. The current is in the $z$-direction.


Figure 5. Two tapes of negligible thickness, whose axis are parallel and widths are perpendicular. The current is in the $z$-direction.


Figure 6. A thin filament of negligible width and thickness is placed parallel to a rectangular bar. The current is in the $z$-direction.


Figure 7. Two rectangular bars placed parallel to each other. The current is in the $z$-direction.

Frequency-dependent benchmark problem: For the frequency-dependent problem, a $z$-directed time-harmonic and spatially invariant current is impressed on a single circular conductor. The frequency-dependent impedance contains a resistive term and an inductive term. Table (2) shows the results for the frequency-dependent self impedance of a cross section of radius 1.0 $\mu \mathrm{m}$ at frequencies ranging from 1 GHz to 25 GHz . The resistivity for conducting material is given by $\rho=1.8 \mu \Omega-\mathrm{cm}$ and the magnetic permeability is assumed to be that of free space. For extracting impedance, a total of only 1000 random-walks were performed at each frequency. It can be seen from Table (2), that the error in the estimate of frequency-dependent resistance and inductive impedance is around 1 percent and the absolute error is comparable to the statistical error. The resistance and inductive impedances are plotted as a function of frequency in figures (8) and (9) respectively. As in the case of the frequency-independent problem, numerical computations have been performed in MatLab 6.1 on a 1.8 GHz Intel Pentium IV personal computer, and the computation time at 25 GHz frequency is of the order of a few seconds.

Table 2. Numerical results for the frequencydependent self-impedance of a conducting circular cross section. Columns: $\mathrm{A}=$ Frequency $(\mathrm{GHz}), \mathrm{B}=$ Skin depth as a fraction of radius, C $=$ Analytical result (ohm/meter), $\mathrm{D}=$ Randomwalk result (ohm/meter), $\mathrm{E}=$ Exact error (ohm/meter), $\mathrm{F}=$ Statistical error (ohm/meter).

| A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.14 | $5735+$ <br> 314 i | $5738+$ <br> 312 i | $3-2 \mathrm{i}$ | $1+1 \mathrm{i}$ |
| 5 | 0.96 | $5870+$ <br> 1552 i | $5917+$ <br> 1534 i | $47-18 \mathrm{i}$ | $40+1$ <br> 5 i |
| 10 | 0.68 | $6262+$ <br> 2997 i | $6315+$ <br> 2962 i | $53-35 \mathrm{i}$ | $55+3$ <br> 0 i |
| 15 | 0.55 | $6827+$ <br> 4268 i | $6888+$ <br> 4225 i | $61-43 \mathrm{i}$ | $59+4$ <br> 1 i |
| 20 | 0.48 | $7482+$ <br> 5347 i | $7549+$ <br> 5297 i | $67-50 \mathrm{i}$ | $70+4$ <br> 5 i |
| 25 | 0.43 | $8159+$ <br> 6252 i | $8234+$ <br> 6193 i | $75-$ <br> 59 i | $72+5$ <br> 1 i |



Figure 8. Frequency-dependent resistance per unit length for a conductor of $1 \mu \mathrm{~m}$ radius with a resistivity of $1.8 \mu \Omega-\mathrm{cm}$ and magnetic permeability of free space.


Figure 9. Frequency-dependent inductive impedance per unit length for a conductor of 1 $\mu \mathrm{m}$ radius with a resistivity of $1.8 \mu \Omega-\mathrm{cm}$ and magnetic permeability of free space.

## CONCLUSION \& FUTURE WORK

Summarizing, a stochastic algorithm for the extraction of partial inductances in IC interconnect structures has been developed. The algorithm has been validated with the help of frequency-independent and frequency-dependent benchmarks. The extension of this algorithm to more complicated frequency-dependent benchmark problems will form the basis of future work. Stochastic solution of the PEECbased RLC circuit matrix will also be emphasized. It is believed that with additional development, this algorithm can be developed into an IC CAD tool for inductance extraction.
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#### Abstract

An extrapolation method based on the solution of induce current is introduced to rapidly perform angle and frequency sweep in the farfield calculation using the sparsely sampled solutions. This method is based on the observation of the characteristics of the current distribution as a function of incident angles and frequency. It is easy to be implemented for in core processing, and needs a small extra memory. In addition, the extrapolation applies to both angle and frequency sweeps. Numerical examples for conducting and material scatterers show that the far-field scattering results generated by the extrapolation method agree to that provided by the direct solution, but the extrapolation method uses about the same amount of memory, and much less CPU time than that of the brute-force approach.


## I. Introduction

The algorithms based on the iterative solution of the integral equations and accelerated by fast solvers provide efficient and accurate ways to calculate the scattering by large and complex objects. The application of the fast solvers such as the multilevel fast multipole algorithm [1] has greatly reduced the computational complexity of a matrix vector multiplication for the iteration process. To further increase the efficiency in producing multi-angle and multi-frequency scattering data, attentions are focused on (a) developing precondition techniques to reduce the number of iterations for a converged solution, (b) developing advanced post processing methods which use the information of the existing solution to predict as much scattering data as possible. Several algorithms have been studied such as the frequency interpolation on current or scattered field, and the bi-static to mono-static
approximation [2, 3, 5-10].
For frequency loop acceleration, a straight forward method is to perform interpolation using the scattered field samples that are obtained directly via a numerical solver. This method is simple in implementation, but it applies to densely sampled scattered field only, and has poor prediction accuracy if applied to frequencies outside the frequency samples. A more sophisticated algorithm exploits the characteristics of scattered field vs the frequency. Basically, it assumes that scattered field at a given frequency can be written as a series of exponentials. This method tries to estimate the expansion coefficients using a set of scattering field samples. Since only the field samples are used, it can be implemented out of core (i.e., it can be performed when all the field samples are available). This method can also be applied to the induced current. In this case, the induced current at target mesh samples must be saved for every frequency samples, leading to increased memory requirement and processing CPU time for in-core processing.

For angle loop acceleration, there are also similar methods as above. One of the popular and effective methods is the approximation of monostatic RCS using bi-static results. This method was originally applied to process the measurement RCS data where the exact mono-static configuration is difficult to realize.

In this paper, an approximate extrapolation method is introduced to rapidly fill the angular and frequency far-field points using the solutions at sparsely sampled points. This method is based on the characteristics of the induced current on the target surface. It assumes that the leading term of

[^1]the induced current at every surface depends on the frequency and incident angles via a complex exponential function. With this assumption, the solution at a fixed angle can be processed by replacing the angle dependency factor with a similar factor for the new incident angles. This process is called "normalization". One advantage of this method is that the normalization can be performed for angle variables as well as frequency. In the following, the exponential dependency is first verified from the point of view of the method of moment solution. Then numerical verification and application examples are provided. The time factor used in this paper is $\exp (-i \omega t)$ and is suppressed from the equations.

## II. Formulation

The following derivation is for a threedimensional perfectly conducting scatterer. The procedure can also be applied to scatterers of dielectric material and material coating on conducting object. In fact, in Sec. 3, there is an example that shows the application of extrapolation to material coated object. Consider the discretization of the surface integral equation for a scattering problem by the method of moments. For simplicity, it is assumed that the target surface is divided into a set of patches, each of which has dimension of one tenth of a wavelength. The induced current on the target surface is represented by a set of $N$ basis functions. Each basis function $\vec{f}_{n}(\vec{r})$ is defined for an interior edge, which is shared by two patches. Following the standard MoM procedure with Galerkin testing scheme, a set of linear algebra equations is obtained as

$$
\begin{equation*}
\sum_{n} Z_{m n} a_{n}=V_{m} \tag{1}
\end{equation*}
$$

where, $Z_{m n}$ is an impedance matrix element, $a_{n}$ is an expansion coefficient for basis function $\vec{f}_{n}(\vec{r})$, and $V_{m}$ is an element of excitation vector that is related to the excitation field $\vec{E}^{i n c}$ (also called incident field) as

$$
\begin{equation*}
V_{m}=-\int_{S_{m}} \vec{f}_{m}(\vec{r}) \cdot \vec{E}^{i n c}(\vec{r}) d S \tag{2}
\end{equation*}
$$

For a plane wave incidence at direction $\hat{k}^{i}$, $\vec{E}^{\text {inc }}=\vec{E}_{0} \exp \left(\vec{k}^{i} \cdot \vec{r}\right)$, where $\vec{k}^{i}=k_{0} \hat{k}^{i}$, and $k_{0}$ is the free-space wave number. Using a numerical
quadrature rule to approximately evaluate (2) gives rise to

$$
\begin{aligned}
V_{m} & =\sum_{q} w_{q}\left[-\vec{f}_{m}\left(\vec{r}_{q}\right)\right] \cdot \vec{E}_{0} e^{i \vec{k}^{i} \cdot \vec{r}_{q}} \\
& =e^{i \vec{k}^{i} \cdot \vec{r}_{m}} \sum_{q} w_{q}\left[-\vec{f}_{m}\left(\vec{r}_{q}\right)\right] \cdot \vec{E}_{0} e^{i \vec{k}^{i} \cdot\left(\vec{r}_{q}-\vec{r}_{m}\right) .}
\end{aligned}
$$

In the above equation, $\vec{r}_{m}$ is the center position of basis- $m, w_{q}$ is the weighting coefficient, $\vec{r}_{q}$ is the quadrature point that lies inside the domain $s_{m}$ of basis- $m$. Since $\left|\vec{r}_{q}-\vec{r}_{m}\right|$ is at most of the size of the domain which is about two tenth of the wavelength, the factor $\exp \left(i \vec{k}^{i} \cdot\left(\vec{r}_{q}-\vec{r}_{m}\right)\right)$ is a slow varying function of frequency and angle. Also, $\vec{E}_{0}, w_{q}$, and the test function $\vec{f}_{m}$ are not functions of angle and frequency. As a result, the excitation element $V_{m}$ can be written as

$$
\begin{equation*}
V_{m}=\tilde{V}_{m} e^{i \vec{k} i} \cdot \vec{r}_{m} \tag{3}
\end{equation*}
$$

where $\tilde{V}_{m}$ is a slow varying function of frequency and incident angle. If the system of equations in (1) is inverted symbolically and the right hand side in (3) is used to replace $V_{m}$ in (1), then the solution for the unknown expansion coefficient $a_{n}$ will be given by

$$
\begin{align*}
a_{n} & =\sum_{m}\left[Z^{-1}\right]_{n m} \tilde{V}_{m} e^{i \vec{k}^{i} \cdot \vec{r}_{m}} \\
& =e^{i \vec{k}^{i} \cdot \vec{r}_{n}} \sum_{m}\left[Z^{-1}\right]_{n m} \tilde{V}_{m} e^{i \vec{k}^{i} \cdot\left(\vec{r}_{m}-\vec{r}_{n}\right)} \tag{4}
\end{align*}
$$

where $\left[Z^{-1}\right]_{n m}$ is an element of the inverse impedance matrix. It is known that the impedance matrix elements are related to the 3D Green's function, hence it contains the factor of $\exp \left(i k_{0}\left|\vec{r}_{m}-\vec{r}_{n}\right|\right)$. As a result, if $\vec{r}_{n}$ is close to $\vec{r}_{m}$, it is a slow varying function of frequency (it is not a function of incident angles) compared to the factor of $\exp \left(i k^{i} \cdot \vec{r}_{n}\right)$. For the exponential factor $\exp \left(\vec{k}^{i} \cdot\left(\vec{r}_{m}-\vec{r}_{n}\right)\right)$ in (4), it is also a slow varying function of frequency and angle if $\vec{r}_{n}$ is close to $\vec{r}_{m}$. If the two positions are far away, this factor becomes a rapidly varying function of frequency and angles. However, for most of the elements, the interaction becomes weaker when they are far from each other (there are exceptions that will be stated later in the numerical result sections). As a
result, it is concluded that

$$
\begin{equation*}
a_{n}=\tilde{a}_{n} e^{i \hat{k}^{i} \cdot \vec{r}_{n}} \tag{5}
\end{equation*}
$$

where $\tilde{a}_{n}$ is a slow varying function of frequency and angles for most of the elements. In the following, $\tilde{a}_{n}$ is called the normalized coefficient, and $a_{n}$ is the un-normalized coefficient. Based on this observation, the solution of the current coefficient for the same basis function for any near-by incident plane wave $\vec{k}_{2}^{i}$ can be approximated by $\tilde{a}_{n} \exp \left\{i\left(\vec{k}^{i}+\vec{\Delta}^{i}\right) \cdot \vec{r}_{n}\right\}$. In this expression, $\vec{\Delta}^{i}=\vec{k}_{2}^{i}-\vec{k}^{i}$ is small in magnitude, and it represents the small shift in frequency and angles from the previous plane wave with $\vec{k}^{i}$. Since the induced current at a point in a patch is a superposition of the basis functions that are associated with that patch, the current solution has the same expression as (4), i.e., $J(r)=\tilde{J}(\vec{r}) \exp \left(i \hat{k}^{i} \cdot \vec{r}\right)$, where $\tilde{J}(\vec{r})$, a component of surface induced current, is a slow varying function
of frequency and angle, but it is a function of position.

To demonstrate the above observations, consider a target that is made by five spheres that are uniformly placed on x-axis, each of which has radius of 0.3 m , as shown in Figure 1. The center distance between two neighbor spheres is 0.45 m . The spheres are discretized into 3,000 quadrilateral patches. The frequency of the incident plane wave is 1 GHz and is vertically polarized. Figure 2 shows the solution for basis number 1345 which is centered at $(0,0.18,0)$. It can be seen that the normalized coefficient (dash lines) is indeed varying slowly with incident angle $\phi^{i}$ compared to the un-normalized version of the same coefficient (the solid lines). Because of this property of the normalized coefficient, it can be accurately represented by a linear interpolation for a large angular range.


Figure 1. Five conducting spheres on $x$-axis. Each sphere has radius $0.3 m$, and the center distance of two neighbor spheres is 0.45 m .


Figure 2. The real part (left) and imaginary part (right) of the solution for basis number 1345. The incident angle $\theta^{i}=90^{\circ}$, and the horizontal variable $\phi^{i}$ varies from $0^{\circ}$ to $90^{\circ}$.

The implementation of the current extrapolation is straighforward. It only involves two steps. First the system of equations (1) is solved to obtain the coefficient for one angle/frequency sample. From this solution, the normalized coefficient is extracted using equation (4). Then, in the second step, the normalized coefficient is multiplied by a correction factor of $\exp \left(i\left(\vec{k}^{i}+\vec{\Delta}\right) \cdot \vec{r}_{n}\right)$ to obtain the basis function coefficient for any near-by frequency and angle samples.

## III. Numerical Results

In this section, examples will be shown to demonstrate the application of the current extrapolation method. The results are generated using a multilevel fast multipole algorithm [11] that is implemented for the solution of hybrid surface-volume integral equations [1]. The first example shows the comparison of the RCS for the five-sphere target given in Figure 1. The results are plotted in Figure 3 for the V-V and $\mathrm{H}-\mathrm{H}$ polarized incident cases. It can be seen that the extrapolated results using five samples are very close to that obtained by brute-force method (in which, the solution to the system equation is obtained for every incident angles). In the plot of Figure 3, the horizontal axis AZ is defined as $-\phi^{i}$.

The second example consists of a simple airplane model that is made by two conducting plates (as wings) attached to a cone-cylinder-hemisphere structure. The mesh description is shown in Figure 4 and the radar cross sections as function of frequency, calculated using the brute-force approach (solution for every point of RCS output) and the extrapolation method, are shown in Figure 5. The mono-static angles for this result are $\theta^{i}=30^{\circ}, \phi^{i}=30^{\circ}$.

The third example considers scattering of a model airplane VFY218 [1] at 300 MHz . Figure 6 shows the comparison of the 361 RCS points ( 0.5
degrees step size) on the horizontal plane ( $0^{\circ}-180^{\circ}$ range) using (1) the brute-force approach which calculates the solution for every output point (the solid dots), (2) the current extrapolation method of this paper (the solid line) using the solutions at the sampling points (the circles), and (3) the bi-static to mono-static approximation method provided in [3] (the dash line). In both of the two approximations ((2) and (3)), the number of sampling angles is 31 . This sampling rate is determined by the approximate formula that the angle increments between two neighbor samples is $25 \sqrt{\lambda / D}$, with $D$ being the target's physical dimension. It can be seen that the agreements of the approximate methods with the direct solution are reasonably well.

It should be pointed out that the overall saving of the CPU time is slightly smaller that the ratio of the numbers of the dense sample (brute-force solution) and the sparse sample (for extrapolation). For example, in the VFY218 example introduced above, the CPU time for the direct solution of all output points is 12.03 hours on a HP Supercomputer, and the CPU times for both of the two approximate methods are 142 minutes, and 138 minutes, respectively (a theoretically expected values for the approximate method would be 120 minutes which is 6 times less than that of the brute-force approach). The reason behind the phenomena is the increased iteration number for the same convergence criterion in the brute-force solution and the extrapolation. The algorithm used in generating the data of the above examples employed an implementation for the iteration, in which the solution from the previous incidence is applied to approximate the initial guess of the next incident point. It is known that the denser the solution samples, the closer the two solutions of the adjacent sampling points.


Figure 3. The comparison between brute-force solution and extrapolation for the RCS of the five conducting spheres shown in Figure 1.


Figure 4. An airplane-like model made of 5 pieces: two trapezoidal plates (as wings), a cone, a circular cylinder, and a hemisphere. The cone's profile is parabolic with height 0.36 m , the radius of the circular cylinder and the hemisphere tail is 0.12 m , the length of the cylindrical part is 1.0 m , the two plates are identical in shape and size, the two parallel sides are 0.32 m and 0.16 m , respectively. The other parameters are shown in the sketch.


Figure 5. The comparisons of RCS that is directly calculated and extrapolated for the simple airplane model in Figure 4. The number of frequency samples used to generate the extrapolated result is 10.


Figure 6. The directly calculated (brute-force) and the extrapolated RCS results of VFY 218 at 300 MHz in the horizontal plane $\left(\theta^{i}=90^{\circ}\right)$. The circles indicate the sampling points from which the RCS of the dense output points (the solid line) are generated. The dot-dash line is the result using the bi-static to mono-static approximation method.


Figure 7. A conducting box with dielectric coating. The thickness of the box (bottom part) is 0.08 m , and the coating slab thickness is 0.04 m . The number unknowns for the conducting part is 12720, and the number of unknowns for the material part is 19140.


Figure 8. The mono-static RCS of dielectric slab calculated by brute-force, and by extrapolation. The number of RCS points is 181, and the number of samples is 13 for the extrapolation.


Figure 9. The mono-static RCS of a conducting box coated by a layer of dielectric slab calculated by brute-force, and by extrapolation. The number of RCS points is 181, and the number of samples is 13 for the extrapolation.

## IV. Discussions and Summary

There are some remarks that must be pointed out for this method. First, in section 2 above, it has been assumed that the interactions among the basis functions are typically strong when they are close, and are weak when they are far away from each other. This assumption is not valid if there are strong multi-bounce contributions to the farfield. An example is a single 90 degree corner reflector (or aligned array of such reflectors). It has strong two bounce interactions that contribute directly to the backscattered field. Another example is a deep cavity which has multiple wave bounces inside the interior walls. As a result, the simple current extrapolation method introduced above does not apply to these two types of targets. Secondly, as is seen in the numerical example, the CPU time saving does not necessarily proportional to the ratio between the numbers of actual output points and the samples. This is due to the use of the current solution as initial guess to predict the next near-by solutions. In an iterative solver, the number of iterations is normally small if a better initial guess is built. When the output points (angle and frequency) are close, then the solutions are expected to be close as well. As a result, the solution at one point can be used as the initial guess for the next (near-by) point. For the brute-force approach, solution is made for each output point. Hence, the "distance" between two neighbor points is much smaller than that of the samples in the extrapolation method, leading to a smaller number of iterations per solution in the brute-force approach. Finally, it is also noted that for the angular loop, the extrapolation method has about the same level of accuracy as the bi-static to mono-static approximation approach.

To summarize, a current extrapolation method is introduced to rapidly perform angle and frequency sweep in the far-field calculation using the sparsely sampled solutions. Numerical examples show that the results agree reasonably well to that provided by the direct solution, but the extrapolation method uses about the same amount of memory, and much less CPU time than that of the brute-force approach. There are two advantageous for this method. First, it is easy to implement (no out-of-core processing is needed), and it has small extra memory (in fact, the extra memory required is equal to $N$ complex numbers,
where $N$ is the number of basis functions used in the solution). Secondly, the extrapolation applies to both angle and frequency sweeps.

## V. References

[1] J. M. Song, C. C. Lu, and W.C. Chew, "MLFMA for electromagnetic scattering by large complex objects," IEEE Trans. Antennas Propagat., vol. 45, no. 10, pp. 1488-1493, Oct. 1997.
[2] Y. Wang and H. Ling, "RCS interpolation in frequency and angle using adaptive feature extraction," 1999 IEEE Int. Antennas Propagat. Symp. Dig. vol. 37, pp. 450-453, June 1999.
[3] Y. Wang, H. Ling, J. Song, and W. C. Chew, "A frequency extrapolation algorithm for FISC," IEEE Trans. Antennas Propagat., vol. 45, pp. 1891-1893, Dec. 1997.
[4] M. J. Schuh and A. C. Woo, "The monostatic/Bistatic Approximation", IEEE Antennas and Propagation Magazine, vol. 36, No. 4, pp. 76-78, Aug. 1994.
[5] G. J. Burke, E. K. Miller, S. Chakrabarti, K. Demarest, "Using model-based parameter estimation to increase the efficiency of computing electromagnetic transfer functions," IEEE Trans. Magn., vol. 25, pp. 2807-2809, July 1989.
[6] Yuanxun Wang, Hao Ling; "Radar signature prediction using moment method codes via a frequency extrapolation technique," IEEE Trans. Antennas Propagat., vol. 47, pp. 1008 1015, June 1999.
[7] K. Kottapalli, T. K. Sarkar, Y. Hua, E. K. Miller, G. L. Burke, "Accurate computation of wide-band response of electromagnetic systems utilizing narrow-band information," IEEE Trans. Microwave Theory Tech., vol. 39, pp. 682-687, Apr. 1991.
[8] Edward H. Newman, "Generation of wideband data from the method of moments by interpolating the impedance matrix," IEEE Trans. Antennas Propagat., vol. 36, pp. 1820 1824, December 1988.
[9] Z. Altman and R. Mittra, "A technique for extrapolating numerically rigorous solutions of electromagnetic scattering problems to higher frequencies and their scaling properties," IEEE Trans. Antennas Propagat., vol. 47, pp. 744-751, April 1999.
[10] Y. E. Erdemli, J. Gong, C. J. Reddy, J. L. Volakis, "Fast RCS pattern fill using AWE technique," IEEE Trans. Antennas Propagat., vol. 46, pp. 1752-1753, Nov.r 1998.
[11] C. C. Lu and W. C. Chew, "A coupled integral equation technique for the calculation of electromagnetic scattering from composite metallic and dielectric targets," IEEE Trans. Antenna Propagat., vol. 48, no. 12, pp. 18661868, Dec. 2000


Dr. Cai-Cheng Lu got his Ph.D. degree from University of Illinois at Urbana-Champaign in 1995, and now he is an associate professor in the Department of Electrical and Computer Engineering at the University of Kentucky. Prior to join University of Kentucky, he was with Demaco, Inc. (now SAIC). His research interests are in wave scattering, microwave circuit simulation, and antenna analysis, and is one of the authors for a CEM code FISC. He is a recipient of the 2000 Young Investigator Award from the Office of Naval Research, and a CAREER Award from the National Science Foundation. Dr. Lu is a senior member of IEEE.

# Asymptotic Waveform Evaluation Technique Based on Fast Lifting Wavelet Transform 

Chen Ming-Sheng Wu Xian-liang Sha Wei<br>Key Lab of Intelligent Computing \& Signal Processing, Anhui University, Ministry of Education<br>Hefei 230039, China


#### Abstract

The asymptotic waveform evaluation (AWE) technique based on fast lifting wavelet transform (LWT) is applied to the method of moments to solve the combined-field integral equation (CFIE). The wide-band radar cross section of an arbitrarily shaped two-dimensional perfectly electric conduct object is calculated. The employment of CFIE eliminates the interior resonance problems. Numerical results presented in this paper are compared with the results obtained by the method of moments. It is shown that the computational efficiency is improved greatly.


## I. INTRODUCTION

The solution of the combined-field integral equation (CFIE) via the method of moments (MOM) has been a very useful method for accurately predicting the radar cross section (RCS) at a certain frequency [1], but many electromagnetic applications require the computation of frequency responses over a broad band rather than at one or a few isolated frequencies. To obtain the RCS over a wide band using MOM, a set of algebraic equations must be solved repeatedly, which will greatly increase the central processing unit time and the storage required. Therefore, there is a need to find approximate solution techniques that can efficiently simulate a frequency response over a broad band.

Over past few years, a similar technique called asymptotic waveform evaluation (AWE) has been proposed for the timing analysis of very large scale integration (VLSI) circuits [2], [3]. Recently, a detailed description of AWE applied to frequency-domain electromagnetic analysis was presented in [4], [5]. The traditional AWE presents great superiority when the electrical size of the problem is small enough. But the interior resonance problems take place frequently as the target size increasing, and the dimension of the dense impedance matrix also increased. Based on these facts, the traditional AWE almost can hardly deal with electrically large targets. Therefore, a new method called asymptotic waveform evaluation technique based on fast lifting wavelet
transform (LWT-AWE) is presented here [6], in which the combined-field integral equation (CFIE) is reduced to a matrix equation, and the LWT is applied to the equation to get a new sparse matrix equation. Then the AWE technique is applied to the new equation, and finally, the inverse LWT is employed to obtain the electric current distribution quickly at any frequency point within the given frequency band. Numerical results are compared with the results obtained by the method of moments; CPU time and storage required are decreased drastically.

## II. FORMULATION

For a perfectly conducting object, the CFIE can be shown to be

$$
\begin{align*}
-\hat{\mathbf{n}} \times \mathbf{H}^{S}(\mathbf{J})-\frac{\alpha}{\eta} & \mathbf{E}_{\mathrm{tan}}^{S}(\mathbf{J}) \\
& =\hat{\mathbf{n}} \times \mathbf{H}^{i}+\frac{\alpha}{\eta} \mathbf{E}_{\mathrm{tan}}^{i} \tag{1}
\end{align*}
$$

where $\hat{\mathbf{n}}$ is the surface normal, $\mathbf{E}^{i}$ and $\mathbf{H}^{i}$, denote the incident electric and magnetic fields respectively, and $\eta$ is the wave impedance. The weighting parameter $\alpha$ can be viewed as an arbitrary real constant range between 0 and 1 [7].

## AWE implementation

By MOM method, Eq. 1 can result in a matrix equation in the following form:

$$
\begin{equation*}
\mathbf{Z}(k) \mathbf{I}(k)=\mathbf{V}(k) \tag{2}
\end{equation*}
$$

Now let us consider a wavelet matrix transform; Eq. 2 is transformed to

$$
\begin{equation*}
\tilde{\mathbf{Z}}(k) \tilde{\mathbf{I}}(k)=\tilde{\mathbf{V}}(k) \tag{3}
\end{equation*}
$$

where $\tilde{\mathbf{Z}}(k)=\mathbf{W} \mathbf{Z}(k) \mathbf{W}^{H}, \tilde{\mathbf{I}}(k)=\mathbf{W} \mathbf{I}(k)$, and $\tilde{\mathbf{V}}(k)=\mathbf{W V}(k) ; \mathbf{W}$ is assumed to be a $N \times N$ orthogonal wavelet matrix.

The $i$ th derivative of $\tilde{\mathbf{Z}}$ and the $n$th derivative of $\tilde{\mathbf{V}}$ can be computed by

$$
\begin{gather*}
\tilde{\mathbf{Z}}^{(i)}(k)=\mathbf{W} \mathbf{Z}^{(i)}(k) \mathbf{W}^{H}  \tag{4}\\
\tilde{\mathbf{V}}^{(n)}(k)=\mathbf{W} \mathbf{V}^{(n)}(k) \tag{5}
\end{gather*}
$$

To obtain the solution of (3) over a wide frequency band, we expand $\mathbf{I}(k)$ into a Taylor series

$$
\begin{equation*}
\tilde{\mathbf{I}}(k)=\sum_{n=0}^{N} \mathbf{m}_{n}\left(k-k_{0}\right)^{n} \tag{6}
\end{equation*}
$$

where $k_{0}$ is the expansion point, $\mathbf{m}_{n}$ denotes the unknown coefficients, and $N$ denotes the total number of such coefficients. Substituting this into (3), one can obtain

$$
\begin{align*}
\tilde{\mathbf{Z}}\left(k_{0}\right) \mathbf{m}_{0}= & \tilde{\mathbf{V}}\left(k_{0}\right)  \tag{7}\\
\tilde{\mathbf{Z}}\left(k_{0}\right) \mathbf{m}_{n}= & {\left[\frac{\tilde{\mathbf{V}}^{(n)}\left(k_{0}\right)}{n!}-\right.} \\
& \left.\sum_{i=1}^{n} \frac{\tilde{\mathbf{Z}}^{(i)}\left(k_{0}\right) \mathbf{m}_{n-i}}{i!}\right] . \tag{8}
\end{align*}
$$

To improve the computational efficiency, substitute (4) and (5) into (8) and carry out the associative law, one can obtain

$$
\begin{align*}
\tilde{\mathbf{Z}}\left(k_{0}\right) \mathbf{m}_{n}= & \mathbf{W}\left[\frac{\mathbf{V}^{(n)}\left(k_{0}\right)}{n!}-\right. \\
& \left.\sum_{i=1}^{n} \frac{\mathbf{Z}^{(i)}\left(k_{0}\right)\left(\mathbf{W}^{H} \mathbf{m}_{n-i}\right)}{i!}\right] . \tag{9}
\end{align*}
$$

Then the multiplications between matrices in Eq. 4 degenerated to be multiplications between matrixes and vectors. Computing the coefficients $\mathbf{m}_{n} \quad(n=0,1,2, \cdots N)$ by iterative solvers, one can easily obtain $\tilde{\mathbf{I}}(k)$ in the given frequency band from Eq.6. Then the wavelet inverse transform is applied to $\tilde{\mathbf{I}}(k)\left(\mathbf{I}(k)=\mathbf{W}^{H} \mathbf{I}(k)\right)$; the electric current distribution $\mathbf{I}(k)$ and the radar cross section over a wide band will be obtained.

For a given threshold value, $\tilde{\mathbf{Z}}\left(k_{0}\right)$ will become a sparse matrix, namely, Eq. 7 and Eq. 9 become sparse matrix equations, which can be efficiently solved by a sparse solver.

Since the Taylor expansion has a limited bandwidth, $\tilde{\mathbf{I}}(k)$ can be represented with a better-behaved rational Padé function [2],

$$
\begin{equation*}
\tilde{\mathbf{I}}(k)=\frac{\sum_{i=0}^{L} \mathbf{a}_{i}\left(k-k_{0}\right)^{i}}{\sum_{j=0}^{M} \mathbf{b}_{j}\left(k-k_{0}\right)^{j}} \tag{10}
\end{equation*}
$$

where $L+M=N, L=M$ or $M+1$, and $b_{0}=1$. The unknown coefficients can be calculated by substituting (6) into (10). Multiplying (10) by the denominator of the Padé expansion and matching the coefficients of the equal powers of $k-k_{0}$,
leads to the matrix equation


$$
=-\left[\begin{array}{c}
\mathbf{m}_{L+1}  \tag{11}\\
\mathbf{m}_{L+2} \\
\mathbf{m}_{L+3} \\
\vdots \\
\mathbf{m}_{L+M}
\end{array}\right]
$$

## Fast lifting wavelet transform scheme

In discrete wavelet transform (DWT), the wavelet matrix W can be constructed by wavelet filter coefficients [8].

However, traditional implementation method caused auxiliary memories consumed by wavelet matrices, while operating wavelet using lifting scheme can avoid this limitation.

In the lifting scheme, we don't need to construct a wavelet matrix $\mathbf{W}$, but to operate the impedance matrix itself directly.


Fig. 1.Filter bank for wavelet transform.
The finite filter wavelet transform can be viewed as subband transform using finite impulse response (FIR) filters illustrated in Fig. 1. Forward transform uses two analysis filters $\tilde{h}$ (low pass) and $\tilde{g}$ (high pass), followed by subsampling, while inverse transform first upsamples and then uses two synthesis filters $h$ (low pass) and $g$
(high pass). The perfect reconstruction (PR) property is defined by Eq. (13) [6],

$$
\begin{align*}
& \tilde{h}\left(z^{-1}\right) h(z)+\tilde{g}\left(z^{-1}\right) g(z)=2 \\
& \tilde{h}\left(-z^{-1}\right) h(z)+\tilde{g}\left(-z^{-1}\right) g(z)=0 \tag{13}
\end{align*}
$$

where $z^{-1}$ in analysis filters is time reversion that compensates the delays in filters.

The polyphase representation of filter $h$, is given by

$$
\begin{equation*}
h(z)=h_{e}\left(z^{2}\right)+z^{-1} h_{o}\left(z^{2}\right) \tag{14}
\end{equation*}
$$

where $\quad h_{e}(z)=\sum_{k} h_{2 k} z^{-k} \quad$ contains the even coefficients, $h_{o}(z)=\sum_{k} h_{2 k+1} z^{-k}$.

Define the new polyphase matrices

$$
\begin{align*}
& P(z)=\left[\begin{array}{ll}
h_{e}(z) & g_{e}(z) \\
h_{o}(z) & g_{o}(z)
\end{array}\right],  \tag{15a}\\
& \tilde{P}(z)=\left[\begin{array}{ll}
\tilde{h}_{e}(z) & \tilde{g}_{e}(z) \\
\tilde{h}_{o}(z) & \tilde{g}_{o}(z)
\end{array}\right] . \tag{15b}
\end{align*}
$$

Then the PR condition can be rewritten as

$$
\begin{equation*}
P(z) \tilde{P}\left(z^{-1}\right)^{H}=u \tag{16}
\end{equation*}
$$

where $u$ is an identity matrix.
The problem of finding an FIR wavelet transform thus amounts to finding a matrix $P(z)$. Once we have such a matrix, $\tilde{P}(z)$ and other filters for the wavelet transforms follow immediately. From (16) it follows that

$$
\begin{array}{ll}
\tilde{h}_{e}(z)=g_{o}\left(z^{-1}\right), & \tilde{h}_{o}(z)=-g_{e}\left(z^{-1}\right) \\
\tilde{g}_{e}(z)=-h_{o}\left(z^{-1}\right), & \tilde{g}_{o}(z)=h_{e}\left(z^{-1}\right) \tag{17b}
\end{array}
$$

For the transforms with Daubechies wavelets, $h_{i}$ and $g_{i}$ are the coefficients involved in the two-scale relations of the Daubechies wavelets:

$$
\begin{equation*}
\phi(x)=\sqrt{2} \sum_{n=0}^{2 N_{m}-1} h_{n} \phi(2 x-n) \tag{18a}
\end{equation*}
$$

$$
\begin{equation*}
\psi(x)=\sqrt{2} \sum_{n=0}^{2 N_{m}-1} g_{n} \phi(2 x-n) \tag{18b}
\end{equation*}
$$

where $\phi$ and $\psi$ are the scaling and wavelet functions, respectively. $N_{m}$ is the number of vanishing moments.

Daubechies has proved that given a complementary filter pair $\{h, g\}$ or $\{\tilde{h}, \tilde{g}\}$, then there always exist Laurent polynomials $s_{i}(z)$ and $t_{i}(z)$ for $1 \leq i \leq m$ and a nonzero constant $K$ so that

$$
\begin{align*}
& P(z)=\prod_{i=1}^{m}\left[\begin{array}{cc}
1 & s_{i}(z) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
t_{i}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
K & 0 \\
0 & 1 / K
\end{array}\right],  \tag{19a}\\
& \tilde{P}(z)=\prod_{i=1}^{m}\left[\begin{array}{cc}
1 & 0 \\
-s_{i}\left(z^{-1}\right) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -t_{i}\left(z^{-1}\right) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 / K & 0 \\
0 & K
\end{array}\right] . \tag{19b}
\end{align*}
$$

We can get inverse wavelet transform factoring formulation by simply inverse the forward formulation, switch additions and subtractions, and switch multiplications and divisions,

$$
\begin{align*}
& P^{-1}(z)=\prod_{i \rightarrow n}^{1}\left[\begin{array}{cc}
1 / K & 0 \\
0 & K
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-t_{i}(z) & 1
\end{array}\right]\left[\begin{array}{cc}
1 & s_{i}(z) \\
0 & 1
\end{array}\right],  \tag{20a}\\
& \tilde{P}^{-1}(z)=\prod_{i=n}^{1}\left[\begin{array}{cc}
K & 0 \\
0 & 1 / K
\end{array}\right]\left[\begin{array}{cc}
1 & t_{i}\left(z^{-1}\right) \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
s_{i}\left(z^{-1}\right) & 1
\end{array}\right] . \tag{20b}
\end{align*}
$$

We also describe lifting step by predict step and update step, which can be outlined in the following three basic operations.

Split: Divide the original data ( $\mathbf{x}[n]$ ) into odd subsets ( $\left.\mathbf{x}_{o}[n]\right)$ and even subsets $\left(\mathbf{x}_{e}[n]\right)$,

$$
\begin{equation*}
\mathbf{x}_{o}[n]=\mathbf{x}[2 n-1], \quad \mathbf{x}_{e}[n]=\mathbf{x}[2 n] \tag{21a}
\end{equation*}
$$

Predict: Generate high frequency component $\mathbf{d}(n)$ as the error in predicting odd subsets from even subsets using prediction operator $Q$,

$$
\begin{equation*}
d[n]=x_{o}[n]-Q\left(x_{e}[n]\right) \tag{21b}
\end{equation*}
$$

Update: Generate low frequency component $\mathbf{c}[n]$ as a coarse similarity to original signal by applying an update operator $U$ to the wavelet coefficients and adding to even subsets,

$$
\begin{equation*}
\mathbf{c}[n]=\mathbf{x}_{e}[n]+U(\mathbf{d}[n]) . \tag{21c}
\end{equation*}
$$

The operators $Q$ and $U$ are decided by the polyphase matrixes.

To illuminate the steps for the fast lifting wavelet transform scheme, a D4 wavelet example is presented here.

The $h$ and $g$ filters are given by:

$$
\begin{align*}
& h(z)=h_{0}+h_{1} z^{-1}+h_{2} z^{-2}+h_{3} z^{-3},  \tag{22a}\\
& g(z)=-h_{3} z^{2}+h_{2} z^{1}-h_{1}+h_{0} z^{-1} \tag{22b}
\end{align*}
$$

with $h_{0}=\frac{1+\sqrt{3}}{4 \sqrt{2}}, h_{1}=\frac{3+\sqrt{3}}{4 \sqrt{2}}, h_{2}=\frac{3-\sqrt{3}}{4 \sqrt{2}}$, and $h_{3}=\frac{1-\sqrt{3}}{4 \sqrt{2}}$.
The polyphase matrix is

$$
P(z)=\left[\begin{array}{cc}
h_{0}+h_{2} z^{-1} & -h_{3} z^{1}-h_{1}  \tag{23}\\
h_{1}+h_{3} z^{-1} & h_{2} z^{1}+h_{0}
\end{array}\right]
$$

and the factorization is given by

$$
\begin{aligned}
& P(z)=\left[\begin{array}{rr}
1 & -\sqrt{3} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
\frac{\sqrt{3}}{4}+\frac{\sqrt{3}-2}{4} z^{-1} & 1
\end{array}\right] \\
& \times\left[\begin{array}{lr}
1 & z \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\frac{\sqrt{3}+1}{\sqrt{2}} & 0 \\
0 & \frac{\sqrt{3}-1}{\sqrt{2}}
\end{array}\right] .
\end{aligned}
$$

Forward row transforms $\left(\mathbf{Z}(k) \mathbf{W}^{H}\right)$ for impedance matrix $\mathbf{Z}(k)$ will be given by $P(z)$ :

Set $\mathbf{x}$ to be one row of impedance matrix $\mathbf{Z}(k), \tilde{\mathbf{x}}$ to be one row of impedance matrix $\tilde{\mathbf{Z}}(k)$ correspondingly.

Step1 (Split):

$$
\mathbf{d}^{(0)}[n]=\mathbf{x}[2 n-1], \mathbf{c}^{(0)}[n]=\mathbf{x}[2 n] .
$$

Step2 (Predict):

$$
\mathbf{d}^{(1)}[n]=\mathbf{d}^{(0)}[n]-\sqrt{3} \mathbf{c}^{(0)}[n]
$$

Step3 (Update):

$$
\mathbf{c}^{(1)}[n]=\mathbf{c}^{(0)}[n]+\frac{\sqrt{3}}{4} \mathbf{d}^{(1)}[n]+\frac{\sqrt{3}-2}{4} \mathbf{d}^{(1)}[n-1] .
$$

Then repeat step2 and step3:

$$
\begin{aligned}
& \mathbf{d}^{(2)}[n]=\mathbf{d}^{(1)}[n]+\mathbf{c}^{(1)}[n+1] \\
& \tilde{\mathbf{x}}[2 n]=\frac{\sqrt{3}+1}{2} \mathbf{c}^{(1)}[n] \\
& \tilde{\mathbf{x}}[2 n-1]=\frac{\sqrt{3}-1}{2} \mathbf{d}^{(2)}[n]
\end{aligned}
$$

Similarly, the forward column transforms ( $\mathbf{W Z}(k)$ or $\mathbf{W V}(k)$ ) for impedance matrix $\mathbf{Z}(k)$ will give by $\tilde{P}(z)$ which can be computed by Eq. 17 and Eq. 15 b; the inverse current vector transform $\mathbf{W}^{H} \tilde{\mathbf{I}}(k)$ will be operated by $\tilde{P}^{-1}(z)$. The transform $\mathbf{Z}(k) \mathbf{W}$ is not needed in this paper, and it can be operated by $P^{-1}(z)$.

## III. NUMERICAL RESULTS

To validate the analysis presented in the previous sections, a few numerical examples are considered. For perfectly conducting infinite objects excited by a TM plane wave at an angle of incident $\theta_{i}, \operatorname{RCS}$ calculations over a frequency band are done for a cylinder with perimeter $C=0.36 \mathrm{~m}\left(\theta_{i}=0\right)$, a square cylinder with length $a=0.1 \mathrm{~m} \quad\left(\theta_{i}=0\right)$, and a strip with length $w=0.25 \mathrm{~m}$ and width $d=0.001 \mathrm{~m}\left(\theta_{i}=\pi / 4\right)$. In the numerical examples presented below, the expansion frequency is chosen to be the center frequency of the band of interest. Fig. 2 shows the nonzero components distribution of the impedance matrix after transforms. The results over a given
frequency band are calculated by the LWT-AWE method with Padé approximation ( $L=4, M=3$ ).


Fig. 2. Impedance matrix of cylinder after transforms.


Fig. 3. RCS frequency response of the cylinder.


Fig. 4. RCS frequency response of the square cylinder.

The CPU time consumed by LWT-AWE and the moment methods are given in Table I. All the computations reported are done on a PIV $2.66 \mathrm{G} / 256 \mathrm{MB}$ computer.


Fig. 5. RCS frequency response of the strip.

Table I. CPU time required comparison.

| Examples | Figure 3 |  | Figure 5 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | time(s) | frequencies | time(s) | frequencies |
| MOM | 763.7 | 31 | 947.4 | 41 |
| LWT-AWE | 194.2 | 301 | 279.1 | 401 |

## IV. CONCLUSIONS

An implementation of AWE combined with LWT for frequency-domain MOM is presented. The RCS for different PEC objects are computed. From the numerical examples presented, LWT-AWE method is found to be superior in terms of the CPU time to obtain a frequency response: CFIE eliminates interior resonance problem, and the employment of LWT produces a sparse system of linear equations that are treated effectively by a sparse linear system solver.
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