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Abstract ─ This paper presents a phased array consisting 

of 8 horizontally positioned planar log periodic dipole 

array antennas for use over the frequency range of 800 to 

1,300 MHz. The array is dual use in that it can either scan 

in azimuth with a narrow beam or be forward looking 

with a null-filled broad beam. To achieve the broad 

beam, the 8-element array is divided into two 4-element 

subarrays. The main beam of each subarray is then 

pointed near the first null of the 8-element uniform  

array radiation pattern to “fill” the nulls. The results for 

the narrow beam configuration produce an azimuthal 

beamwidth of 15° with 15 dBi of gain, and the null- 

filled configuration produces an increase in azimuthal 

beamwidth to 55° (40° increase) with a peak gain of 10 dBi 

(loss of 5 dB). Note that this paper only presents the 

antenna development and array testing but not any system 

hardware. 

 

Index Terms ─ Antipodal antennas, null filling, phased 

arrays, planar log periodic dipole array, sub arrays. 

 

I. INTRODUCTION 
Achieving high gain with a relatively broad 

beamwidth can be a challenge for antenna engineers. 

Given the inverse relationship between gain and 

beamwidth, where a large gain implies a small beamwidth 

and vice versa, the antenna engineer must prioritize one 

or accept a middle ground for both (or change the 

beamwidth criterion from 3 dB). Still, designing a single 

antenna element that meets both gain and broad beam 

requirements can be a challenge as the radiation pattern 

cannot be easily manipulated. 

For phased arrays, however, the radiation pattern 

can be easily manipulated and thus generate a high gain, 

broad beam radiating aperture. In phased arrays, the 

radiated phase front can be electronically controlled, 

thereby steering the beam to any forward location in 

azimuth and elevation given a sufficient number of 

elements. With the ability to manipulate the shape of the 

beam, it is possible to maximize both beamwidth and 

gain with a phased array system by sub-dividing the 

array into scanned subarrays. The subarrays can then 

point to near the first null of the uniform array pattern, 

filling the nulls, thereby broadening the beam. Similar 

methods are seen in pattern synthesis and is typically 

called null filling [1], but for the presented array, null 

filling will refer to the first nulls of the combined array 

pattern instead of just locations of lost coverage [2]. 

This paper describes the design of planar log 

periodic dipole array (LPDA) antenna elements for use 

in a dual function array. The antennas and array are 

designed and evaluated using FEKO [3], a commercial 

computational electromagnetics (CEM) code using the 

Method of Moments (MoM). The frequency band to be 

covered is 800 to 1,300 MHz. The 8-element array must 

be able to scan in azimuth for one configuration, and 

must maximize both forward gain and azimuthal 

beamwidth in the other configuration. 

Several design variations of the antenna and array 

were examined with the final design being an 8-element 

horizontal array. The development of the antenna 

elements and testing of the scanning and null filling are 

presented in the next two sections. 
 

II. PLANAR LOG PERIODIC DIPOLE 

ARRAY ELEMENT 
An LPDA element is chosen to obtain the required 

gain-bandwidth product. The conventional LPDA is a 

linear array of parallel dipoles with unequal lengths, Ln, 

widths, wn and spacing, dn, fed by a twisted transmission 

line [4]. A planar version is designed that exceeds the 

bandwidth requirement having scale factor  = 𝑙𝑛+1 𝑙𝑛⁄ = 

𝑤𝑛+1 𝑤𝑛⁄ = 𝑑𝑛+1 𝑑𝑛⁄  = 0.9 with 14 dipole elements [5]. 

It has total length, L = 335.5 mm, and total width, W = 

322.3 mm not including the substrate where L is the full 

array length and W would correspond to the longest 

dipole length including the center trace width.  

A compact version is designed to minimize length by 

linearly scaling the entire structure by 2/3 which increases 

the gain at the highest frequencies. The surface current 

distribution at 900 MHz is compared in Fig. 1, indicating 

that the original design radiates from the smaller dipoles 

so is approaching the end of its frequency bandwidth. 

This planar LPDA has 14 antipodal dipole elements with 

total length L = 223.6 mm and W = 210.7 mm without 

substrate. Including the substrate, the total length and 
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width are 239.3 mm and 232.7 mm respectively. Both 

use 1.57 mm substrate thickness where the center trace 

is 4.15 mm in width. This trace width is not included  

in the antipodal dipole arm lengths. The first dipole, 

which sets the low frequency as 𝑙1 ≈
𝜆𝐿

2
 = 686 MHz, has 

dimensions 𝑙1 = 210.85 mm and 𝑤1 = 7.16 mm for the 

compact design with a center spacing to the next dipole 

of 𝑑1 = 28.32 mm. Following a linear scale, the next 

element length would be 𝑙2 = 𝜏𝑙1 = 189.77 mm and 

width would be 𝑤2 = 𝜏𝑤1 = 6.44 mm with next dipole 

spacing 𝑑2 = 𝜏𝑑1 = 25.49 mm. 
 

 
 

Fig. 1. Planar LPDA antenna elements top view (left) 

original and (right) compact design, not to scale. 
 

Additional design approaches investigated included 

variations in the trace and pin-feed connection at the tip 

of the planar LPDA. Various configurations of the feed 

cable were considered but not included in the model, 

with one example shown in Fig. 2. This investigation 

determined that contrary to what is typically found in the 

literature, electrical connections of the cable shield to the 

trace degraded performance, so an insulated cable was 

subsequently used. This was found for either spot or 

continuous solder joints.  

The cable shield is connected only at the tip of  

the trace and insulated with a Kapton thin film over its 

length. This final feed point design was modeled with a 

short section of coaxial cable with a waveguide port. A 

finer mesh is used on the feed where the center conductor 

is modeled as a cylinder connected to the bottom trace. 

A cylinder was used instead of a wire because of the thin 

wire limitation in MoM where the segment to radius ratio 

was too large to mesh the actual center conductor. The 

dielectric extending from the cable shield (see Fig. 2) 

was included with negligible difference. This model was 

sufficient to represent the feed point to obtain an accurate 

input impedance.  

The simulation required 1.7 GB and 0.1 hours per 

frequency on 4 CPUs. The result for this initial LPDA  

on Duroid is shown in Fig. 3 for the measured reflection 

coefficient compared to the simulated result. The 

agreement between simulation and measurement is fair, 

justifying the chosen feed model. 

 
 
Fig. 2. Planar LPDA initial fabrication. 

 

 
 
Fig. 3. Planar compact LPDA on Duroid reflection 

coefficient comparison. 

 

The final planar LPDA design was slightly longer to 

accommodate a longer trace for the pin-feed connection 

at the tip of the antenna. The dipole arms were also 

rounded at the tips. The feed cable was routed along but 

insulated from the center trace. The final result for the 

planar LPDA on Duroid is shown in Fig. 4 and Fig. 5 for 

the measured reflection coefficient and gain compared to 

the simulation results respectively. A commercial time-

domain finite-difference (TDFD) solver, GEMS [6], was 

used for code-to-code validation. The time-domain solver 

is more efficient to capture the measured oscillations in 

the reflection coefficient compared to the large number 

of frequencies that would be required in the frequency 

domain. The E-plane pattern comparison is shown in  

Fig. 6 at 900 and 1300 MHz where the simulation and 

measurement are in agreement except in the backlobe.  
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Fig. 4. Planar LPDA reflection coefficient comparison. 

 

 
 

Fig. 5. Planar compact LPDA gain comparison. 

 

 
 

Fig. 6. Planar LPDA E-plane radiation pattern at (left) 

900 MHz and (right) 1300 MHz. 

 

The cost of fabricating the planar LPDA elements 

on Duroid was a concern, so FR4, a flame resistance 

glass reinforced epoxy laminate, was chosen as the  

final substrate to reduce cost. The higher loss substrate 

(tanδ = 0.02) produced a ~1.7 dB gain penalty compared 

to using the much lower loss (tanδ = 0.001) RT/Duroid® 

5880 laminates. The planar design on FR4 vs. Duroid 

substrates will have roughly an order of magnitude lower 

fabrication cost but with a significant gain penalty.  

With Duroid, the compact LPDA has similar gain as 

the original antenna but with a 10 dB larger back lobe. 

The FR4 version has at least 1.6 dB less gain but a 10 dB 

lower back lobe. The boresight gain versus frequency is 

shown in Fig. 7 where the original LPDA has reduced 

gain above 1200 MHz. The compact design meets the 

bandwidth requirement although the FR4 version has 

reduced gain. The measured gain for the prototypes has 

some artifacts associated with noise limitations in the 

anechoic chamber measurements.  

 

 
 

Fig. 7. Simulated boresight gain versus frequency 

compared to the measured gain for the compact LPDA 

on Duroid and FR4 substrates. 

 

The different configurations of the planar LPDA 

were evaluated through measurement, where it was 

determined that any variations found were negligible. 

The difference in configurations involved how the feed 

point at the top of the planar LPDA was fabricated as 

well as rounding the corners of the dipole elements to 

remove unwanted electric current discontinuities. The 

best design was found to be an insulated cable running 

along the center trace with a through-hole for the center 

conductor and the cable shield connected only at the end 

of the center trace. The simulated and measured 

reflection coefficient are shown in Fig. 8 for the planar 

LPDA with the feed model shown in the inset figure. 

Only 8 mm of the coaxial cable with waveguide port is 

included in the simulation where the solid center 

conductor extends 1.7 mm beyond the cable shield with 

right angle bend. 
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Fig. 8. Planar LPDA reflection coefficient comparison 

for Duroid and FR4. 

 

The comparison shows relatively good agreement 

between simulation and measurement. The measurement 

also shows that the FR4 is not as well matched as the 

Duroid. The E-plane patterns at 900 MHz are shown in 

Fig. 9 where, with Duroid substrate, the gain is 7.7 dBi 

compared to 6 dBi using FR4, confirming that the 

dielectric losses reduce the antenna efficiency. 

 

 
 

Fig. 9. Planar compact LPDA E-plane comparison for 

Duroid and FR4 substrates. 

 

III. ARRAY MEASUREMENTS 
The planar LPDA elements are matched over the 

frequency band 800 to 1,300 MHz. The array spacing 

was chosen to be a half-wavelength centered in that 

band, i.e., 1,075 MHz 139.5 mm (5.49 in.). The planar 

LPDA elements are oriented at 45° (slant-polarization) 

in order to transmit both horizontal and vertical field 

components with respect to the ground. 

The 8-element horizontal array provides high gain 

(15.5 dBi), electronic scanning, and a narrow beam in 

azimuth (14.6°) with broad beamwidth in elevation. With 

this design, the maximum array width is 1.25 m with a 

maximum height of 0.68 m. The planar LPDAs are 

mounted inside a plastic enclosure with a polycarbonate 

radome (1/8 in. thick) on the enclosure front which is 

then mounted to a metal enclosure housing the amplifiers 

and phase shifters.  
The model used for in-situ simulations is shown in 

Fig. 10. The presence of the metal electronics enclosure 

has only a small influence on the forward gain. Note that 

the plastic enclosures were not meshed for simulation 

and are only kept to maintain proper antenna placement 

when adjusting element positions. Measurements with 

and without the polycarbonate radome indicate negligible 

difference. The elements use simple edge ports instead 

of the coaxial wave port feed for efficient computation. 

The simulation for 8-elements without substrates  

at 3 m above a lossy half space (r = 10,  = 5 mS/m) 

required only 450 MB and 90 s/frequency on 4 CPUs. 

Including the substrates was a severe computational 

penalty requiring 132 GB and 17.5 hours per frequency 

on 16 CPUs. The lossy half space was modeled using the 

infinite half space dielectric in FEKO. The fields in the 

half space are computed by solving the exact Somerfield 

integral equations in the media. While slower to compute 

than the reflection coefficient approximation, the results 

are more akin to the real world. Simulations showed that 

pattern perturbations in the azimuthal plane are negligible, 

and that there is interference in the elevation plane due 

to ground bounce. 

 

 
 

Fig. 10. In-situ model for 8-element horizontal array on 

metal enclosure located at 3 m above soil. 

 

The comparison between simulation and 

measurement for in-phase antenna elements is shown  
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in Fig. 11. Scanning was implemented and tested using 

8 voltage controlled phase shifters. The data was taken 

over a ±90° span in azimuth to prevent damage to the 

input cable during rotation. Figure 11 shows that the 

peak gain and beamwidth are as expected with the first 

null occurring at ±18° from boresight. The simulation is 

in good agreement with some minor asymmetries in the 

measured sidelobes. These asymmetries are associated 

with differences in the polarization dependencies of the 

chamber since slant polarization is used in the chamber 

measurements. In particular, asymmetries due to wall 

side vs. door side. 

 

 
 

Fig. 11. 8-element horizontal array normalized azimuthal 

pattern comparison at 900 MHz. 

 

Figures 12 and 13 show the raw measured azimuthal 

pattern when scanning at 900 and 1,300 MHz respectively. 

The legend gives the phase progression used to scan to 

the associated azimuth positions. The asymmetric decrease 

in beam peak from scanning the array to one side and 

then to the other is most likely due to the measurement 

environment where there can be asymmetries due to 

absorber placement (door side versus wall side) with 

differences between horizontal and vertical polarization. 

The inconsistency in beam location between 900 

and 1,300 MHz is expected from array theory, where the 

phase progression is frequency dependent and would 

need compensation at 1,300 MHz to scan to the same 

position as the 900 MHz case. The measured results 

conclude that the scanning configuration is a success, but 

care would need to be taken when setting the phase 

progression to make sure that the array scans to the 

correct location. 

Accomplishing the secondary function, where both 

a wide beam and high gain are required, necessitated 

splitting the 8-element array into two 4-element horizontal 

arrays. Initial hypothesis supposed pointing the main 

beam of each subarray towards the 3 dB beamwidth 

location (7°) of the uniform 8-element array azimuthal 

pattern would achieve a broad beam. But further study 

showed that it is preferred to phase the two 4-element 

subarrays so as to point just past the first nulls instead (at 

20° from boresight). 

 

 
 

Fig. 12. Electronically scanned 8-element array raw 

patterns at 900 MHz. 

 

 
 

Fig. 13. Electronically scanned 8-element array raw 

patterns at 1,300 MHz. 

 

The 4-element E-plane patterns are shown in Fig. 14 

(left) when pointed at 17° resulting in a peak gain of  

11.8 dBi. Figure 14 (right) shows the combined subarray 

pattern for 7°, 20°, and 24° beam peak location. It was 

found that pointing these subarrays at 20° off boresight 

provided a larger beamwidth with ~1.5 dB less gain 

compared to pointing at the 17° null locations. Scanning 

the subarrays to 7° produced little change in the 
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beamwidth and gain, and scanning the beam to the actual 

null location does not give the desired beamwidth. The 

best results occurred when the subarrays were pointed 

slightly past the nulls at 20°. Pointing the subarrays past 

20° results in a significant decrease in broadside gain. 

 

 
 

Fig. 14. 4-element subarrays simulated azimuthal patterns 

pointed at 17° (left) and combined subarrays with scan 

angles of 7°, 20°, and 24° (right) at 900 MHz. 

 

The simulated and measured azimuthal pattern for 

subarrays pointed at 17° and 20° is shown in Fig. 15, 

indicating a 10.1 dBi boresight gain with the second peak 

at 9.8 dBi and the larger beamwidth for 20°. The simulated 

results show that pointing the subarrays slightly past  

the null location gives the best results. This approach 

provides the desired 55° beamwidth with gain ~1 dB less 

than a single 4-element subarray. This pattern could  

be continually scanned over ±12° to provide somewhat 

higher gain over the forward sector as shown in Fig. 16. 

Then having high gain covering the forward sector would 

depend on the scan rate which would be application 

specific.  

 

 
 

Fig. 15. Combined 4-element subarray azimuthal pattern 

comparison with scan angle of 17° (left) and 20° (right) 

at 900 MHz. 

 

Validation of the subarrays was performed as shown 

in Fig. 17. Both the left and right subarrays show good 

agreement with simulation, with the difference in forward 

gain being the exclusion of the FR4 substrate from 

simulation. The removal of the substrate was done to 

minimize the required system memory and computational 

time. Again, there are some slight asymmetries between 

the left and right subarrays which is due to the 

measurement environment. 
 

 
 
Fig. 16. Scanned null-filled azimuthal patterns at 900 MHz. 

 

 
 

Fig. 17. Simulated and measured left and right subarray 

azimuthal pattern comparison at 900 MHz. 
 

Measurements at 850 MHz and 950 MHz for the 

combined null filled pattern showed that the beamwidth 

will decrease with increasing frequency. This is to be 

expected as the element spacing and phase progression 

are frequency dependent, meaning that some loss of 

beamwidth will inevitably occur. The element pattern is 

not a cause of the decreasing beamwidth, as the gain has 

already been shown to be relatively flat with increasing 

frequency. 

 

IV. CONCLUSION 
This paper has presented the design, simulation,  

and measurement of a dual use 8-element horizontal 

array and its individual planar LPDA elements for the 

frequency band of 800 to 1300 MHz. A typical LPDA 

was scaled to be more compact than a traditional design 
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with little impact on performance. Modifications to the 

compact LPDA allow the antenna to be fed from the rear 

rather than the front, but care had to be taken to make 

sure that the coaxial cable was well insulated from the 

center trace. If the cable was attached to this trace then 

performance degradation would occur. 

The dual use 8-element horizontal array was 

designed to transmit (receive) slant-polarization. In one 

configuration, the array needed to be able to scan in 

azimuth with a narrow beam, and in the other configuration, 

needed to maximize azimuthal beamwidth and forward 

gain. The second configuration was accomplished through 

null filling in which the 8-element array was divided into 

two 4-element subarrays. The beam of each subarray was 

scanned just past the associated first null of the broadside 

8-element azimuthal pattern. The combined subarray 

pattern produced an azimuthal beamwidth of 55° (versus 

15° for 8-elements) with 10 dBi of gain (versus 15 dBi 

for 8-elements). The measurements in a tapered anechoic 

chamber for the array in both configurations and for a 

single antenna element are in good agreement with 

simulation, thereby confirming proper function of this 

array designed by simulation. 
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Abstract ─ A compact circularly polarized square slot 

antenna (CPSSA) is presented in this paper, which is 

appropriate for UWB applications requiring high data 

rate transmission. This antenna operates across 2.8 GHz 

to 10.8 GHz with an impedance bandwidth (IBW) of 

117.6% for VSWR ≤ 2. The antenna consists of a 

trapezoidal shaped radiation patch which is fed through 

a coplanar waveguide (CPW) and includes two inverted 

L-shaped ground arms at the two opposite corners of the 

slot to excite two orthogonal resonant modes for circular-

polarization (CP) radiation. Furthermore, two square slits 

at the two other opposite corners of the slot are applied 

to enhance its IBW. The antenna exhibits CP bandwidth 

of 50.5% across 3.7 GHz-6.2 GHz, which is suitable for 

WLAN, WiMAX and C-bands. In addition, the antenna 

has a considerably compact volume of 25×25×0.8 mm3. 

The measured and simulated results confirm the usefulness 

of the antenna for practical applications. 

 

Index Terms ─ CPW-fed, circularly polarized, UWB 

application. 
 

I. INTRODUCTION 
Circularly polarized signals are used in modern 

systems such as wireless communications, radar and 

satellite to provide better mobility and weather penetration 

than linearly polarized ones. This is because CP prevents 

severe polarization mismatch between transmitter and 

receiver, which is otherwise encountered in such systems. 

In particular, fast growing communication systems 

require compact, low cost, CP antennas with a high data 

rate capability to be used in wireless applications. 

Despite low profile CP microstrip based antennas with 

high-Q are the best option for aforementioned requirement 

[1]. Circular-polarization can be implemented using 

various types of techniques such as: loading a cross patch 

at the center of the square slot [2], using asymmetric 

CPW-fed square slot antenna [3], applying a crane-

shaped strip in the ground plane [4], and opening the 

radiation slot at the lower left side of the slot [5].  

Attributes of such CPSSA include: (a) broadband 

performance, (b) construction on a single layer for low 

cost production, (c) low profile, and (d) compatibility for 

integration with monolithic microwave integrated circuit 

(MMIC) technologies. These characteristics afforded by 

such antennas have made them increasingly popular for 

applications such as imaging, vehicular radar, and 

communications [6–7].  

The CPSSA structures reported in recent literature 

have a simple slot structure, which can be implemented 

in various ways, namely, by: (a) embedding two inverted 

L grounded strips around two opposite corners of the  

slot [7], (b) inserting a lightning-shaped feed-line and 

inverted L grounded strips [8], (c) embedding a T-shaped 

grounded metallic strip that is perpendicular to the axial 

direction of the coplanar waveguide feed-line [9], (d) 

utilizing a spiral slot in the ground-plane [10], and (e) 

utilizing embedded arc-shaped grounded metallic strip 

for circular and linear polarization [11].  

In order to distribute the magnetic currents in the 

slots so that the two orthogonal resonant modes with  

an equal magnitude and 90° phase difference can be 

excited. The CPSSA structure needs to be constructed in 

one of the following ways: (a) by loading in the square 

slot a crisscross patch [12], (b) in order to realize the 

proposed antenna, miniature circular polarized square 

slot antenna is used with L-shape and crooked T-shape 

grounded strips located at the slots opposite corners to 

reduce cross-polarization [13], (c) by protruding into the 

square slot a meandering [14] or inverted L-shaped [15] 

conducting strip connected to the signal strip of the 

CPW, or (d) by loading the CPW-fed antenna with an 

inductive slot [16]. On the other hand, in order to achieve 

wide impedance bandwidth, we need UWB antennas 

which includes planar monopole antennas (PMAs). Ease 

of fabrication and appropriate radiation properties are 

some of these antennas advantages [17–20]. 

In this paper, we present a significantly compact and 

structurally simple CPSSA exhibiting an impedance 

bandwidth of 117.6% that extends from 2.8 GHz-10.8 GHz 

and CP bandwidth of 50.5% across 3.7 GHz-6.2 GHz. 
 

II. ANTENNA DESIGN 
The geometry of the proposed single-layer CPW-fed 

CPSS antenna is shown in Fig. 1. The antenna consists 

of a square ground plane, two identical inverted L-shaped 
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ground strips at the two opposite corners of the slot, two 

square slits at the  two other opposite corners of the slot, 

and a trapezoidal shaped radiation patch connected to the 

feed-line. Furthermore, a rectangular-shaped tuning stub 

attached to the feed-line.  

 

 
 

Fig. 1. Geometry of the proposed CPW-fed CPSSA. (All 

dimensions in millimeters). 

 

The proposed CPSSA has been constructed on a 

commercially available FR4 dielectric substrate with a 

loss tangent of 0.02, permittivity of 4.4 and dimension of 

25×25×0.8 mm3. To achieve 50Ω characteristic impedance, 

the width and length of the coplanar waveguide feed-line 

is 3.1 mm and 9 mm, respectively. 

The gap between the feed-line and the ground-plane 

is 0.3 mm. The length of the feed-line structure affects 

the field distributions in the antenna aperture. The feed-

line is extended from the CPW section to control the 

antenna’s impedance match. The sizes of the inverted L-

shaped strip arms are 6 mm and 4.5 mm. Other dimensions 

are given in Fig. 1. Additionally, to understand how this 

antenna design is achieved, Fig. 2 displays the four 

designing steps to realize the proposed antenna. The 

antenna in step-1 consists of a rectangular strip as the 

feed-line and the ground plane with a rectangular slot.  

In step-2, a trapezoidal-shaped radiation patch and  

a rectangular-shaped tuning stub are attached to the  

feed line. In step-3 and step-4, two identical inverted L-

shaped ground strips at the two opposite corners of the 

slot and the two square slits at the two other opposite 

corners of the slot are applied to the ground plane.  

These modifications result in the improvement of 

the antenna’s IBW and ARBW, as shown in Fig. 3 and 

Fig. 4.  

 
 

Fig. 2. Four designing steps to accomplish the proposed 

CP antenna. 
 

 
 

Fig. 3. VSWR responses for the designing steps of the 

proposed antenna. 
 

 
 

Fig. 4. AR curves for the designing steps of the proposed 

antenna. 
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III. RESULTS AND DISCUSSION 
The main objectives of developing the antenna 

design have been to enhance its impedance bandwidth, 

generate CP, and expand the polarization bandwidth. 

Fig. 5 and Fig. 6 show the measured and simulated IBW 

and ARBW of the proposed antenna. It’s demonstrated 

in these figures that by adjusting the sensitive parameters 

of the antenna and applying the optimal values the wide 

IBW and ARBW of 117% and 50.5%, respectively, can 

be achieved. 

 

 
 

Fig. 5. Measured and simulated VSWR response of the 

proposed antenna. 

 

 
 

Fig. 6. Measured and simulated CP AR of the proposed 

antenna. 

 

Indeed, by applying the inverted L-shaped grounded 

strips, and providing redistribution of the magnetic 

currents in the slots so that the two orthogonal resonant 

modes with equal amplitude and 90° phase difference 

can be excited. It is lead to a wide ARBW. The structure 

of inverted L grounded strips has been first proposed in 

[7]. In addition, by carving the two square slits at the two 

other opposite corners of the slot and providing more 

current paths, the wide IBW is achieved. The correlation 

between the simulated and measured results of the final 

antenna prototype is excellent as shown in the figures. 

The numerical results have been accomplished by using 

the Ansoft High Frequency Structure Simulator (HFSS 

Ver.11). For more understanding about the CP radiation, 

the surface current distribution of the antenna is discussed. 

The surface current distribution over the antenna at 

4.5 GHz, at the minimum point of AR, is shown in Fig. 

7. It is observed that the surface current distribution at 

180° and 270° is equal in the magnitude and opposite  

in the phase at 0° and 90°. When the current rotates in 

the clockwise/counter clockwise direction, the antenna 

correspondingly radiates in the RHCP/LHCP. The 

proposed CPSSA is able to generate an RHCP in the  

+z direction, whereas an LHCP is produced in the  

-z direction. Also, the normalized right-hand circular 

polarization (RHCP) and left-hand circular polarization 

(LHCP) radiation patterns of the CPSSA at the frequencies 

of 5 GHz and 6 GHz are given in Fig. 8. 

 

 
 

Fig. 7. Distribution of the surface current on the CPSS 

antenna at 4.4 GHz in 0°, 90°, 180°, and 270°. 

 

 
 

Fig. 8. Simulated radiation patterns of the proposed 

antenna at 5 and 6 GHz. 

 

It shows the antenna exhibits omnidirectional 

radiation characteristics, but whose gain variation is 

evident over certain angular directions. For more 

explanation about the antenna radiation, 3D polar plot of 
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antenna gain in RHCP/LHCP states are given in Fig. 9. 

Furthermore, the simulated and measured gain curves of 

the proposed antenna are shown in Fig. 10. 

 

 
 

Fig. 9. Simulated 3D RHCP/LHCP gain of the proposed 

antenna at 4.4 GHz. 

 

 
 

Fig. 10. Measured and simulated gain of the proposed 

antenna. 

 

It shows a well agreed simulated and measured 

antenna gains in the antenna band whose maximum gain 

is about 4.5 dBi and its fluctuation is between 3 dBi and 

4.5 dBi. Photograph of the fabricated antenna is shown 

in Fig.11. 

 

 
 
Fig. 11. Photograph of the fabricated antenna prototype. 

IV. CONCLUSION 
A new CPW-fed CPSSA has been proposed. The 

measured AR bandwidth can be enhanced to over than 

50.5% with a wide IBW of greater than 117.6% that 

exactly covers the UWB band. The designed antenna has 

a very compact size of 25 × 25 × 0.8 mm3. 

According to the impedance bandwidth and axial 

ratio bandwidth, the proposed antenna is suitable for 

WLAN, WiMAX and C-bands systems application. 
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Abstract ─ In this paper, a model is presented to simulate 

wave propagation in straight and curved tunnels with 

arched cross section with imperfectly conducting walls. 

The model is based on treating the tunnels as a rectangular 

waveguide with imperfectly conducting walls, where  

the arched cross section of the tunnels is approximated 

with equivalent rectangular cross section. A scenario  

is considered to check the accuracy of this model. This 

scenario is verified by comparing experimental and 

numerical simulation results. Good agreement between 

the proposed model and the experimental results is 

obtained. 

 

Index Terms ─ Arched tunnels, curved waveguide, 

imperfect conducting walls, wave propagation. 

 

I. INTRODUCTION 
Understanding the electromagnetic waves propagation 

in tunnels becomes increasingly important as a large 

number of communication systems, including GSM 

(Global System for Mobile Communications), 3G (3rd 

Generation), Wi-Fi systems are expected to support 

continuous service in subway tunnels to guarantee user 

experience. Since the early seventies of the last century 

till now, there has been a continued interest in radio 

communication through tunnels [1-28], since signaling 

within working areas in mine tunnels or road tunnels  

has been of prime importance [8–20]. A tunnel can  

act as a waveguide for radio waves of sufficiently high 

frequency, as the wavelength is much smaller than the 

tunnel linear dimensions, whence attenuation occurs 

only due to the surrounding rocks [8–11]. It should be 

noted that at frequencies of few hundred MHz, the earth 

rocks will act as a dielectric material with low loss 

tangent. In this case, the attenuation of the electromagnetic 

waves propagating in the tunnel occurs mainly due to 

leakage of waves into the rocks rather than Ohmic losses. 

In the presence of longitudinal conductors such as 

electricity cables, low frequency waves can also propagate 

in the form of a coaxial like mode [12–16]. Intentionally 

placed leaky cables have been placed inside tunnels in 

order to control the signal level inside the tunnel [15–19]. 

A typical straight tunnel with cross sectional linear 

dimensions of few meters can act as a waveguide to 

electromagnetic waves at UHF and upper VHF bands 

[10,15]. 

Modal propagation in arched tunnel has been 

considered by Mahmoud [3, 21], showing a considerable 

increase in the attenuation due to arch. Tunnels with 

regular cross sections such as the circular or rectangular 

shape are amenable to analytical analysis that lead to full 

characterization of their main modes of propagation [5], 

[27]. However, most existing tunnels do not have regular 

cross sections and their study may require exhaustive 

numerical methods [28]. In this paper we consider arched 

tunnels whose cross-section comprise an incomplete 

circle with a flat base as shown in Fig. 1. We assess 

previously obtained closed forms of the attenuation rates 

of the low order modes by Mahmoud [3]. The attenuation 

rate of straight arched tunnel is approximated by 

equivalent rectangular straight tunnel. The curved arched 

tunnels is approximated with an equivalent rectangular 

curved tunnel and attenuation rate is calculated based on 

the same approach proposed in [4]. Finally, experimental 

results are conducted in order to verify the presented 

theory. 
 

II. MODAL ANALYSIS OF STRIAGHT 

ARCHED TUNNEL 
Most of existing tunnels do not have regular cross 

sections and their analysis may require numerical 

methods. One of the widely existing tunnels is a tunnel 

with cross-section that comprise a circular arch with a 

flat base as shown in Fig. 1.  

This can be approximated as a circular tunnel  

whose shape is perturbed into a flat-based tunnel. So, 

perturbation theory can be used to predict attenuation 

and phase velocity of the dominant modes of arched 
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tunnel from the corresponding attenuation of a circular 

tunnel as shown in Fig. 2. Full details about the perturbation 

analysis is discussed in [3, 23]. As perturbation analysis 

requires numerical efforts, analytical model is proposed 

in the next section as a fast solution which requires low 

computing resources. 
 

 
 

Fig. 1. Arched tunnel with radius 𝒂 and flat base 𝑳. 

 

 
 (a) 

 
 (b) 

 

Fig. 2. (a) A circular tunnel and a perturbed circular 

tunnel with a flat base [3], and (b) equivalent rectangular 

model. 

 
A. An equivalent rectangular tunnel model 

It is shown in [3] that we can model the arched 

tunnel of Fig. 2 (a) by a rectangular tunnel as shown in 

Fig. 2 (b). Starting with the previously proposed model 

in [3], the arched tunnel is simulated here by using 

equivalent rectangular tunnel. Then an enhancement of 

the model is proposed.  

For the circular tunnel with radius 𝑎, the attenuation 

factor for 𝐻𝐸𝑛𝑚 is obtained as [3, 23]: 

 𝛼𝐻𝐸𝑛𝑚
=

𝑍𝑠 𝜂0+𝑌𝑠𝜂0⁄

2𝑘0
2𝑎3

[𝑥𝑚
𝑛−1]2, (1) 

where 𝑥𝑚
𝑛−1 is the mth zero of Bessel function 𝐽𝑛−1(𝑥) 

and the walls of the tunnel are characterized by constant 

surface impedance and admittance 𝑍𝑠 and 𝑌𝑠 where their 

normalized values are given by [5]: 

 𝑌𝑆 = (𝜀𝑟 − 𝑖𝜎 𝜔𝜀0⁄ ) √𝜀𝑟 − 1 − 𝑖𝜎 𝜔𝜀0⁄⁄ , (2) 

and, 

 𝑍𝑆 = 1 √𝜀𝑟 − 1 − 𝑖𝜎 𝜔𝜀0⁄⁄ , (3) 

where 𝜀𝑟 is the tunnel walls relative permittivity and 𝜎 is 

the walls conductivity. The proposed formula (1) is 

based on the condition: 𝑘0𝑎 ≫ 𝑥𝑚
𝑛−1[3]. For a rectangular 

tunnel with width 𝑤  and height ℎ  the attenuation of 

𝐻𝐸𝑛𝑚 mode with vertical polarization is obtained as [23]: 

 𝛼𝐻𝐸𝑛𝑚
=

2𝜋2

𝑘0
2 [

𝑚2𝑍𝑠/𝜂0

𝑤3 +
𝑛2𝑌𝑠/𝜂0

ℎ3 ]. (4) 

Substituting in (1) and (4) for HE11 (m = n = 1) mode 

in circular and square tunnel with 𝑤 = ℎ and equating 

the attenuation rates we obtain: 

 𝑤 = ℎ = (4𝜋2/2.40482)1/3a=1.897a. (5) 

This means that the area of the equivalent square 

tunnel is equal to 1.145 times the area of the circular 

tunnel [3] for same attenuation rate. It should be noted 

that this equivalence is valid only for the HE11 mode in 

both tunnels; while for other modes the attenuation in the 

circular and the square tunnels are generally not equal. 

Using the same approach for the case of the arched 

tunnel [3] by maintaining the ratio of areas as obtained 

from the square and circular tunnels; it can be deduced 

that the arched tunnel is approximated with an equivalent 

rectangular tunnel with area [3], 

 𝑤ℎ = 1.145[(𝜋 − 𝜃)𝑎2 + (𝐿𝑎/2) cos 𝜃]. (6) 

The ratio ℎ/𝑤; equal to the arched tunnel height to 

its diameter is given by [3]: 

 
ℎ

𝑤
=  (1 + cos 𝜃)/2, (7) 

where 

 𝜃 = sin−1(𝐿/2𝑎). (8) 

Equations (6), (7) define a rectangular tunnel which is 

equivalent to the arched tunnel regarding the 𝐻𝐸11 mode. 

The proposed analysis assumes that for all 

dimensions of the arched tunnels, the ratio of the 

equivalent rectangular area to the arched tunnel area  

is a fixed number which is 1.145. As an enhancement  

in the present paper, a new approach is proposed by 

introducing a more general formula which accounts for 

the dimensions of the arched tunnel in the equivalence 

ratio. The proposed modification of Eq. (6) for best ratio 

of the equivalent rectangular area to the arched tunnel 

area is obtained as: 

 𝐴𝑟𝑒𝑎|𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 = 𝑅 × 𝐴𝑟𝑒𝑎|𝑎𝑟𝑐ℎ𝑒𝑑 , (9) 

where R is the areas ratio obtained as: 

 𝑅 =  1.145𝐶𝑛, (10) 

where 𝐶 = (1 + cos 𝜃)/2 is the arched tunnel height to 

its diameter and 𝜃  is obtained by (8), while 𝑛  is the 

tuning factor for best fitting between arched tunnel and 

equivalent rectangular model. Equation (9) can be written 

as: 

 𝑤ℎ = 𝑅[(𝜋 − 𝜃)𝑎2 + (𝐿𝑎/2) cos 𝜃]. (11) 

In order to check the validity of this equivalence,  
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the proposed model is compared with the previously 

published results of [3]. The attenuation for 𝐻𝐸11 mode 

is calculated in an arched tunnel of radius a = 2m with a 

flat base of width L. The surrounding earth has a relative 

permittivity of 𝜀𝑟 = 6  and the operating frequency is 

500 MHz. The modal attenuation factor is plotted in  

Fig. 3 for 𝐻𝐸11  mode as a function of the 𝐿/𝑎 . The 

attenuation factor is computed by using the perturbation 

analysis in [3] and the equivalent rectangular model  

for two cases. The first case: with 𝑛 = 0  which is 

corresponding to the original proposed rectangular model 

by [3], and 𝑛 = 0.33 which is corresponding to the best 

fitting of the proposed model of this work. It can be  

noted that the proposed modification with 𝑛 = 0.33  

has better agreement with the perturbation analysis. By 

changing the arched dimensions, the ratio R of equivalent 

rectangular area to arched tunnel area is changed 

according to Eq. (9), while the in old model the ratio is 

fixed for all cases. This will introduce a more general 

formula which accounts for the dimensions of the arched 

tunnel in the equivalence ratio. 
 

 
 

Fig. 3. Attenuation of the 𝐻𝐸11 mode in the arched tunnel 

using perturbation analysis [3], rectangular equivalent 

tunnel [3] and proposed rectangular equivalent tunnel for 

Vertical Polarization (VP) and Horizontal Polarization 

(HP). 
 

Full wave numerical analysis based on FEKO  

Ray Launching Geometrical Optics (RL‐GO) [29] 

simulator is used to verify the proposed equivalent 

rectangular model of arched tunnel. FEKO’s RL‐GO 

[29] method is a ray‐based technique that models objects 

based on optical propagation, reflection and refraction 

theory [29]. GO (ray launching) is formulated for use  

in instances where electrically very large (>20λ) metallic 

or dielectric structures are modelled. Ray‐interactions 

with metallic and dielectric structures are modelled using 

Huygens sources, placed at each ray, contact point on 

material boundaries. The ray‐launching process is easily 

controlled, based on the angular spacing (for localized 

sources) or transverse spacing (for plane wave sources) 

of the rays and the number of multiple interactions 

allowed. The tunnel as shown in Fig. 1 has radius 𝑎 = 2m 

while 𝐿 = 𝑎. Figure 4 shows the normalized electric 

field distribution across the center line of the tunnel for 

the arched and the equivalent rectangular tunnels. The 

width and the height of the equivalent rectangular tunnel 

are calculated by using (11) and (7) with 𝑛 = 0.33 in 

(10). The width of the equivalent rectangular tunnel is 

𝑤 =  3.52𝑚 while the height is ℎ = 3.8. The operating 

frequency is assumed to be 500 MHz. The length of  

the tunnel is assumed to be 60m while the relative 

permittivity of the walls is 6 and conductivity is σ=0.01 

S/m [3]. Both the emitter and receiver are kept vertically 

polarized. Good agreement is obtained between the 

electric field in arched tunnel and the one in the 

equivalent rectangular tunnel. The field decay rate in 

both tunnels is also in good agreement. The calculated 

mean squared error between the proposed model and the 

arched tunnel results is about 12.42%. Also, it can be 

noted that in addition to the expected decrease in the 

electric field strength with distance from the transmitter, 

the interference between the direct rays and the reflected 

rays from the walls creates peaks and troughs where their 

positions depend on the phase difference between the 

electric field of the direct ray and that of the rays 

reflected from the walls. 

 

 
 
Fig. 4. Normalized electric field amplitude in arched and 

equivalent rectangular tunnel.  

 

III. MODAL ANALYSIS OF CURVED 

ARCHED TUNNEL 
In this section, curved tunnels with arched cross 

section are analyzed. The approach is based on 

approximating the arched cross section with the proposed 

equivalent rectangular, then the tunnel will be analyzed 

as curved rectangular tunnel using the same approach as 

in [4,5] for curved rectangular tunnel modal analysis. 

First, the equivalent rectangular dimensions w and  

h are obtained from the corresponding arch dimensions 

as proposed in Section II. Then following [5], let us 

consider a curved tunnel with rectangular cross section 

as in Fig. 5 (b). Using a cylindrical coordinates frame 
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with the 𝑧 -axis along the vertical direction, the side 

surfaces of the tunnel coincide with 𝜌 = 𝑅 − 𝑤/2 and 

𝜌 = 𝑅 + 𝑤/2, where R is the mean radius of curvature. 

The main assumptions in the analysis are [5]: (i) the 

frequency is high so that 𝑘0𝑤/2 ≫ 1 and therefore the 

walls can be characterized by constant surface impedance 

and admittance 𝑍𝑠 and 𝑌𝑠 where their normalized values 

are given by (2) and (3), and (ii) slow curvature such that 

2𝑅/𝑤 ≫ 1. The waveguide modes are either TM or TE 

to z. Considering 𝐸𝑧 for the low order TMz modes and 

ignoring field variation along z as the electric field is 

vertical, the field is almost constant in z-direction (since 

𝑘𝑧 ≪ 𝑘0), the electric field is given as [5]: 

 𝐸𝑧 = 𝑓𝑣(𝑘0𝜌)𝑒𝑥𝑝(−𝑗𝑣∅), (12) 

where 𝑓𝑣(𝑘0𝜌)is a linear combination of Bessel functions 

of first and second kind with complex order 𝑣. However, 

with low curvature 𝑅 ≫ 𝑤/2 , and high frequency 

excitation, it is expected that 𝑣 and 𝑘0𝜌 are both large 

(≫ 1) while their difference is much less than 𝑣. Under 

these conditions, the modal equations for lower order 

𝑇𝐸𝑧  and 𝑇𝑀𝑧 are derived in terms of the Airy functions 

instead of the Bessel function of complex order 𝑣 and 

solved numerically for the propagation constant along 

the 𝜙-direction [5]. Full analysis of the model is presented 

in [4]. 

The total approximate attenuation rate of wave 

propagating inside rectangular curved tunnel is obtained 

by [4] for VP modes as: 

 𝛼𝑇𝑜𝑡𝑎𝑙
𝑉𝑃 =  𝜋2𝑅𝑒(𝑌𝑠)/4𝑘0

2(ℎ/2)3  + (−Im [
𝑣

𝑅
]), (13) 

and using same analysis, the HP total attenuation rate can 

be obtained. 

The electric field and attenuation rate inside the 

arched tunnel is obtained by (12) and (13) with equivalent 

rectangular curved tunnel of width 𝑤 and height ℎ. 

 

 
 (a) (b) 

 

Fig. 5. Curved tunnel: (a) with arched cross section and 

(b) with rectangular cross section.  

 

The electric field for arched and equivalent 

rectangular curved tunnels is implemented in Matlab 

which runs on a laptop with 8 GB of RAM, Intel 2.6 GHz 

processor, and operating system is Windows 8 64-bit. 

The tunnel has an arched cross section with radius  

𝑎 = 2𝑚  and arch base 𝐿 = 2𝑚 . The tunnel radius of 

curvature 𝑅 = 20𝑎  and the operating frequency is  

950 MHz corresponding to GSM-900 band. The relative 

permittivity of the walls is considered equal to 6 and the 

conductivity is 0.01 S/m [3]. The equivalent rectangular 

tunnel has width = 3.86m and height is = 3.54m. The 

transmitting and receiving antennas are kept vertically 

polarized. The height of both transmitting and receiving 

antennas is kept 1.5m above the ground. 

 

 
 

Fig. 6. Electric field in a curved arched tunnel with 

horizontally polarized mode. R = 20a, freq = 950 MHz, 

arch base L = 2.1m and arch radius = 2m, L/a = 1.05, 

where equivalent rectangular tunnel width dimensions 

are width = 3.86m, height = 3.54 m, error is 12.7%. 

 

The total program runtime for the above example is 

about 12 minutes. On the other hand, the same example 

is simulated using FEKO version 7.0 with the same 

computer resources. It is found that the simulation takes 

about 60 minutes using FEKO RL-GO solver. So, the 

proposed model is faster than the simulation package  

and the differences will be increased by increasing  

the dimensions of the corridor or operating frequency. 

Figure 6 shows a comparison between the calculated 

normalized electric field along the tunnel center line 

using the proposed model and simulation results. It  

can be noted that good agreement is obtained and the 

calculated error between the model and simulation 

results is about 12.7%. 

 

IV. MEASUREMENTS 
In this section, sample results are presented to  

verify the accuracy of the proposed model for the  

signal attenuation rate in arched tunnel. The proposed 

measurements are used to study simple wave propagating 

inside straight arched tunnel for cars.  

This simple scenario of a curved tunnel is verified 

experimentally in the frequency range 450 MHz 

corresponding to GSM-450 band. The scenario was done 

in arched tunnel for cars with concrete walls as shown in 

Fig. 7. The experimental setup consists of Handheld RF 

Signal Generator (RFEGEN 1.12) with dipole antenna 

with gain of 2.2 dBi used as transmitter, while the 

receiver is RF Viewer wireless USB dongle and data is 

collected using computer software package RF spectrum 

analyzer (TOUCHSTONE PRO); as shown in Fig. 8. 
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The transmitting and receiving antennas are kept 

horizontally polarized at 1m above the ground and 

measurements’ samples are collected every 10m for 70m 

across the center line of the tunnel. The tunnel consist  

of three plane walls with arched roof. The arched radius 

is 7.3m and the tunnel width is 14m. The height at the 

tunnel center is 10.35m. The width of the equivalent 

rectangular tunnel is 𝑤 =  13.2 𝑚, while the height is 

ℎ = 8.4 𝑚. The tunnel is approximated as two sections 

where the upper section represents the arched roof while 

the lower one represents the three plane walls. The 

equivalent rectangular tunnel width is calculated by the 

proposed model for the arched roof, while the total 

height is the one calculated by the proposed model for 

arched roof in addition to the height of the plane walls. 

 

 
 

Fig. 7. Arched tunnel for cars, flat base (L) = 14m, radius 

a = 7.3m, and height at center = 10.35m. 

 

 
 (a) 

 
 (b) 

 

Fig. 8. Measurement setup: (a) transmitter (RF signal 

generator, and (b) receiver (computer software package 

RF spectrum analyzer). 

Figure 9 shows a comparison between measured 

total received power in dBm and the calculated one by 

using the proposed model. Good agreement between the 

measured and calculated results is obtained. The slight 

differences can be explained due to errors in the manual 

positioning of the receiving antenna and differences due 

to the boundary conditions of the actual tunnel and the 

existence of the small metal sheets. The calculated error 

between the model and measured results is about 3.9%. 

 

 
 

Fig. 9. Received power in arched tunnel with HP  

modes, tunnel dimensions are: 𝑎 = 7.3m, L = 14m and 

equivalent rectangular tunnel  w = 13.2m and h = 8.4m. 
 

V. CONCLUSION 
A new approach is proposed to model the wave 

propagation in straight and curved arched tunnels  

with an equivalent rectangular tunnel. The walls of the 

tunnels are considered imperfectly conducting walls. 

The proposed model introduces a more general formula 

which accounts for the dimensions of the arched tunnel 

in the equivalence ratio. The proposed model is verified 

by comparison with experimental results. Good 

agreements are obtained from these comparisons. 
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Abstract ─ This paper presents a method of regularization 

for the numerical calculation of improper integrals used 

in different formulations of Boundary Element Method 

(BEM). The main attention of the readers we would like 

to focus on Fourier Formulation of BEM. The singular 

integrals arise when for discretization the elements of  

a higher order than zero are used. Very often in the 

Diffusive Optical Tomography for infant head modeling, 

triangular or square curvilinear boundary elements of 

the second order are used [12,14], hence, our interest  

in the subject of effective and accurate calculation of 

singular integrals. Even for the classical formulation of 

BEM such a problem is extremely difficult [1]. Some 

authors believe that the practical application possesses 

only flat triangular boundary elements of zero-order, 

and although there is some truth in this statement,  

the elements of the second order show a significant 

advantage [10,12] in Diffusion Optical Tomography 

(DOT) for example. 

This issue becomes even more interesting when  

we deal with the Galerkin BEM formulation offering 

the possibility of matrix of coefficients symmetrisation, 

which has fundamental importance for inverse problems. 

This matter becomes critical when we start to consider 

the Fourier BEM formulation, introduced by Duddeck 

[5]. His approach provides the possibility of a solution 

in the case which has no fundamental solution. The 

light propagation, which is described by the Boltzmann 

equation (see Arridge [2]) is such a case. 

Currently and most commonly, the Boltzmann 

equation is approximated by the diffusion equation in 

strongly light scattering media [10]. In the author’s 

opinion, the problem of numerical integration of 

improper integrals has not yet been fully exhausted  

in the classic and Galerkin BEM formulation but the 

Fourier BEM formulation still expects the proposals of 

the effective solutions. Such an offer we would like to 

present in this paper. 

Index Terms ─ Boundary element method, Fourier 

BEM, Galerkin BEM, numerical integration of singular 

integrals. 
 

I. INTRODUCTION 
In the field of digital modeling, two methods are 

used at present: the Finite Element Method (FEM) and 

the Boundary Element Method (BEM). The latter is  

less common since there is much less the professional 

computer software that uses the BEM compared to 

FEM.  

For a few decades rapid development of BEM can 

be observed [1,5-7,9-12,14,15] resulting in an increase 

in BEM’s application over time to, among other things, 

electromagnetic, thermal, and optical analysis [1,5–7, 

11]. Nevertheless, it is not easy to find ready-to-use 

BEM implementations. The situation becomes even 

more difficult if we try to find free open source 

software and worse still if we need specialized BEM 

software applicable, for example, to Diffusion Optical 

Tomography. One of the reasons why this state is 

maintained might be the complexity of integration (in 

particular singular integrals) which needs to be done 

using BEM calculations. Of course, this is not a problem 

which cannot be overcome [12,14,15]. The need for the 

BEM calculations software exists and is unquestionable, 

but it has been only insignificantly implemented (Table 

1 [10]). The other software packages for Boundary 

Element Methods is listed in Table 1. It is worth to 

emphasize that this list by no means is no complete.  

It appears that industrial and scientific groups 

would like to have a well-designed platform for BEM 

calculations which should be universal but at the same 

time have modularity that easily enables application 

[8,14,15]. Such a software is collected in Table 2. 

The plan of this article is as follows. In Section I, 

review the foundations of boundary element methods 

and standard methods for integration of singular integrals  
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is presented. Section II is devoted to a presentation of 

the major features of numerical integration for Fourier 

Boundary Element Method (FBEM). Finally, in Section 

III we discuss plans for further directions of our 

research.  

 

Table 1: Commercial software implementing BEM [11,12] 

Library (Programme) Environment (Language) Application 

BEASY Windows or Unix binaries Construction engineering 

Integrated Engineering Software Windows only Fields, wave, thermal analysis 

GPBEST Windows or Unix Acoustics, thermal analysis 

Concept analysis Windows Stress analysis 

 

Table 2: Free software implementing BEM [8,14,15] 

Library Language Distribution Conditions Application 

ABEM (by Kirkup) Fortran Commercial, open source 
Acoustics, Laplace and 

Helmholz problems 

LibBem C++ Semi-commercial Laplace equation 

BEMLIB (Pozrikidis) Fortran GPL 
Laplace, Helmholtz 

equations and Stokes flow 

BIEPACK Fortran free open source Laplace equation 

BEA Fortran Distributed with the book Acoustics 

MaiProgs [8] Fortran 

Copyright © 2007 Matthias 

Maischak. Designed by Free CSS 

Templates. All templates are 

licensed under the Creative 

Commons Attribution 3.0 license. 

Galerkin BEM for Laplace, 

Helmholtz, Lam´e and  

Stokes equations 

HyENA (Hyperbolic and 

Elliptic Numerical Analysis 

[16]) 

C++ 
Provided under the GNU Lesser 

General Public License 

Laplace, Helmholtz and Lam´e 

equations in 2D and 3D using the 

Galerkin or collocation approaches 

BETL (Boundary Element 

Template Library [Hiptmair 

and Kielhorn 2012; Kielhorn 

2012]) 

C++ 
BETL is free for academic use in 

research and teaching 

Laplace, Helmholtz and Maxwell 

equations in 3D using the  

Galerkin approach 

BEM++ [13] 
C++ 

Phyton 
Open-source 

Laplace, Helmholtz and Maxwell 

problems in three space dimensions 

BEMlab [3] C++ Open-source 
Laplace, Helmholtz and Maxwell 

problems in three space dimensions 

 

A. Standard 3D boundary element method and 

numerical integration of singular integrals 

Let’s consider Poisson’s equation in three–

dimensional space: 

 
2 (r) ,   b  (1) 

where Φ stands for the arbitrary potential function for 

temperature or electric potential. 

On the surface of the volume under consideration, 

the Robin boundary conditions are imposed:  

 
(r)

(r) ,


  


R Rm n
n

 (2) 

where m
R
 and n

R
 are known coefficients for the Robin 

boundary condition [2]. 

The fundamental solution for 3D space is: 

  
1

r r ' ,
4

 G
R

 (3) 

where R = |r − r′| is a distance between r (the source  

point) and r′ (the field point). 

The integral form for the Eq. (1) is: 
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c d

n
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 (4) 

When the distance between the source point and 

the element over which the integration is performed  

is sufficiently large relative to the element size, the 

standard Gauss–Legendre quadrature formula works 

efficiently. But when the distance tends to zero than 

integrals became singular and special integration strategy 

should be applied.  

Let us consider Quadrilateral boundary elements. 

The strategy used for integration rectangular boundary 

elements is as follows: mapping them at first onto 2D 

curvilinear coordinates and then dividing them into two 
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or three triangles and subsequently onto the standardized 

square. The whole procedure is shown in Fig. 1. 

 

 
 

Fig. 1. Local coordinates of the quadrilateral boundary 

element and a mapping strategy [12]. 

 

Finally in all the above cases the Gauss – Legendre 

method of numerical integration was used [4]. The 

coordinates of the numerical integration points and the 

weights are available in the literature or in the internet, 

for example, [4,12]. 

 

II. FOURIER BOUNDARY ELEMENT 

METHOD (FBEM) AND NUMERICAL 

INTEGRATION 
Let us briefly introduce some elements of basics of 

Fourier approach to BEM1.  

To obtain the Fourier transform of the Galerkin 

BEM, all quantities have to be extended from domain Ω 

to the space Rn. This can be achieved by defining a 

cutoff distribution  [5], multiplying all quantities by  

 and finally transforming the quantities into Fourier 

space:  

 1
ˆ( ) , ( ), 1   nF u u u L R i      . 

The n-dimension Fourier transform is defined as:  

  
ˆ,

ˆ ˆ ( ) ,


 
n

i x x

R

u x u x e dx  (5) 

 
1

ˆ ˆ, .


 k k

k

x x x x  (6) 

The discretized Fourier BEM leads to an algebraic 

system identical to that obtained in the original space: 

 ,    ji i j ji i ji i

u u u u

i i i

K u F H t G u  (7) 

where now, the matrices and vectors are computed in 

the transformed space, 

                                                 
1 Based on F.M.E. Duddeck. Fourier BEM. 

Springer–Verlag, 2002. Lecture Notes in Applied 

Mechanics, vol. 5. 
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     
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     
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     

 
   

1 ˆ ˆˆ ˆ ˆ ˆ, ,
2

1 ˆ ˆˆ ˆˆ ˆ ˆ,  ,
2

1 ˆˆ ˆˆ ˆ ˆ, ,
2

1 ˆ ˆ ˆ ˆ, .
2









  

   

   

  

j j

u tn

ji j i i

u t u tn

ji j i

u t tn

ji j i

u t un

F x f x U x

G x x A U x

H x x U x

K x p x

 (8) 

 

A. Numerical example 

The Fourier formulation of BEM is only presented 

for the boundary integral equations limited to constant 

elements and 2D space. As the test example, the 

Dirichlet problem of the Poisson equation is considered: 

( ) ( ),       ,       ( ) 0,       .      u x f x x u x u x  (9) 

The Dirichlet problem is solved in a quadratic two-

dimensional domain Ω [0, 1]x[0, 1]. At the boundaries, 

u=0 is imposed. The interior is subjected to stationary 

heat source f. The boundary Γ is divided into 16 elements. 

In our case when the source function f=1 the exemplary 

entries are: 

 

 
     

 

   
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2
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2

12 1 2

2

ˆ ˆ ˆ/4 /2 /4

1 22 2 2

1 1 1 2

1 2

2

ˆ /4

1 2 02 2 2

1 1 2

1 ˆˆ ˆˆ ˆ ˆ,
2

11
ˆ ˆ ,

ˆ ˆ ˆ ˆ2

1 ˆˆ ˆ ˆ ˆ 
2

11
ˆ ˆ ,     for   1.

ˆ ˆ ˆ2









 

    

    
   

  

   

   


  







t t

ix ix ix

R

t

R

ix

R

H x x U x

i e i e e
dx dx

x x x x

F x U x dx

i e
dx dx f

x x x

 (10) 

 

 
 

Fig. 2. Quadratic domain under consideration. 
 

B. The integration in R2 space and numerical 

challenges of improper integrals 

Improper integrals present great challenges for 

numerical integration, but they are important in certain 

parts of science, like for example physics [13,14]. 

The trapezoidal and Simpson's methods use the 

value of the integrand at the endpoints of the domain of 
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integration. If the function is not defined there, these 

methods cannot be used. The midpoint and Gauss-

Legendre methods use only interior points, so these are 

better suited to improper integrals. 

However, as we will see, that these methods 

always return a result is not necessarily a good thing. 

Interior point methods return finite values when applied 

to both convergent and divergent integrals. It is 

something of an art to decide when an integral is 

divergent or how accurately the numerical value 

returned matches the integral. 
 

C. Changing from infinite domains to finite domains 

of integration 

Process of numerical integration in such a case of 

R2 space could be divided into several steps. 
 

STEP No. 1 

The integrand (see Eq. (10)) has a singularity along 

the axis of the coordinate system 
1 2,x x  as it is shown in 

Fig. 3. Therefore, in order to successfully integrate such 

a function numerically, we divide the space R2 into four 

quarter in accordance with Fig. 4. 
 

 
 

Fig. 3. Function being integrated in R2 according to Eq. (10). 
 

 
 

Fig. 4. R2 space partition onto four quarters. 

STEP No. 2 

After dividing the area into four infinite subareas 

and unifying the limits of integration (for easier 

algorithmization) we have: 

 

1 2 1 2

0

1 2 1 2 1 2 1 2

0 0 0

0 0 0

1 2 1 2 1 2 1 2

0

1 2 1 2 1 2 1 2

0 0 0 0

1 2 1 2 1 2 1 2

0 0 0

( , ) = 

( , ) + ( , ) +  

( , ) + ( , ) =  

( , ) + ( , ) +  

( , ) + ( , )

 

 

  





  

   

 



  

 

   

   

   

 

f x x dx dx

f x x dx dx f x x dx dx

f x x dx dx f x x dx dx

f x x dx dx f x x dx dx

f x x dx dx f x x dx dx
0

.

 

 

 (11) 

After dividing the area into four infinite subareas 

and unifying the limits of integration, for easier 

algorithmization according to the last row of Eq. (11). 

Every subarea was transformed into a local 

coordinate system using the transformation T (the same 

for both 
1x  and 

2x  coordinates): 

 
 

2

2
( ) ,    1, 2,

1





 



i

i i

i

x i  (12) 

where 
1 2,   are the local coordinates. 

Double integrals in local coordinates 
1 2,   

corresponds to the integration under square domain as it 

is shown in Fig. 5.  
 

 
 

Fig. 5. One of the quarters after mapping into the 

normalized square. 

 

The integrals can be calculated in a similar way as 

for the conventional BEM using twice Gauss-Legendre 

integration rules.  

After transformation the numerical integration in 

the local coordinate system over each boundary element  
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is equal to: 

     
1 1

1 1 2 2 1 2 1 2
1 1

,  ( ) ( ) ,     
 

  I f x x J J d d  (13) 

where, f means any function for example the integrand 

from Eq. (10): 

 
 

 

2

2
2

2 1
( ) ,    1,2,

1




 


  



ii

i

i
i

dx
J i

d
 (14) 

( ) for  1,2, iJ i  are the Jacobians of the transformation. 

After transformation of one quarter of the 

integration space to the normalized square (see Fig. 5) 

the integrand from the Eq. 10 is presented in Fig. 6 (a). 

Unfortunately, we can observe a big oscillation close to 

the boundaries of the square. Oscillating functions are 

the most difficult for numerical integrations. That is 

why the 80 integration points were used (Fig. 6 (b)) to 

achieve satisfactory results. 

 

  
  (a)   (b) 

 

Fig. 6. (a) Function being integrated (see Eq. (10) after 

mapping into square. (b) For numerical calculation - the 

80 integration points were used. 

 

The 16 elements the coefficients matrix H (size of 

4x4, see Eq. 8) were calculated numerically and the 

results of calculations are shown in Table 3 for the 

region and its discretization shown in Fig. 2. As we  

can see the discretization is not particularly dense – only 

16 elements. As a reference solution, the analytical 

integration was treated (see Table 3). 

 

Table 3: Comparison between exact and numerical 

integration 

Exact 

Solution 

Numerical 

Solution 

Relative 

Error [%] 

0.166736 0.166059 0.41 

0.336249 0.343520 2.16 

0.336249 0.343520 2.16 

0.166736 0.166059 0.41 

 
In Fig. 7 the relative error of the final solution is 

presented.  

One can say that the errors reported in the Table 3 

are quite satisfactory. But still two problems remain. 

The first one that we are forced to use a vast number of 

integration points what has a profound influence on the 

computation time for BEM. And the second problem 

that for the BEM such a level of relative error could not 

be sufficient in some applications like the DOT. 

That is why we decided to develop the next steps 

of the integration procedure. 
 

  
 

Fig.7. The relative error of the final solution. 

 

STEP No. 3 

Each quarter of the R2 space is split onto two 

subspaces for which only one edge possess singularity 

as it is shown in Fig. 8. 
 

 
 

Fig. 8. Quarters are split onto eight parts. 
 

STEP No. 4 

Eight subspaces are mapped into the polar 

coordinate system. The polar coordinate system reduces 

infinity to one dimension only. In the Fig. 9 only the 

first two quarters of the R2 space are presented but the 

rest is mapped in the similar way: 

 
( , ) cos ,

( , ) sin .

  

  

x r r

y r r
 (15) 

Now, the Eq. (11) become more complicated as it  

is expressed in Eq. (16): 
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 (16) 

 

 
 

Fig. 9. The first two quarters are presented in polar 

coordinate system and next are mapped into normalized 

squares in local 1 2,   coordinate system. 

 

STEP No. 5 
Each of the eight subareas are transformed into a 

local coordinate system using the transformation T: 

 

 

 

1 1

2

2 2

2

π
( ) 2 1 ,

8

2
( ) ,

1

 






     




k

r

 (17) 

where 
1 2,   are the local coordinates, k = 1  8 is the 

number of considered sub areas. 

 

D. Using the Gauss-Legendre method of improper 

integrals with finite domains 

After transformation, the numerical integration in 

the local coordinate system over each boundary element 

is equal to: 

     

 

π/4

0 0

1 1

2 1 2 1
1 1

2 1 2 1 2
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 (18) 

where, f means any function, 
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
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
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
r

d
J

d
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d

 (19) 

are the Jacobians of transformation and are the same for 

all eight subareas. 

Next, we import the Gauss-Legendre coefficients 

from the following webpage: 

http://www.math.ntnu.no/num/nnm/Program/Numlibc/g

auss_co.c 
 

III. CONCLUSION 
This paper presents the regularization method  

for the integration of singular integrals for Fourier 

formulation of BEM. With the help of numerical 

experimentation, the effectiveness of the proposed 

method of integration was proven. Additionally, the 

authors tried to demonstrate that the degree of difficulty 

increases in the direction from the classical to the 

Fourier approach.  

A very interesting formulation of the BEM was 

presented by Duddeck in his monograph [1], however 

the problem of integration was not considered 

thoroughly. One of the main goals of this paper was to 

address this gap. Without effective numerical integration, 

the Fourier approach to BEM becomes useless. 

The authors believe that the Fourier’s formulation 

holds enormous potential, for the Diffusion Optical 

Tomography. The light propagates in accordance with 

the Boltzmann equation [2]. The Boltzmann equation 

does not have a fundamental solution. Therefore, 

classical formulation of BEM becomes useless. Usually 

in case of environments strongly dissipative the 

Boltzmann equation is approximated by the diffusion 

equation [2,12].  

The authors are aware that this work on numerical 

integration particularly in the R2 space still required 

further work to improve the accuracy and reduce the 

number of integration points. This will be a critical 
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issue for real discretization with the aid of thousands of 

boundary elements. 
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Abstract ─ This paper presents an overview of design 

and functionality of the essential modules proposed to 

build a wideband hyperthermia system. Description is 

provided of the waveform shaper, power amplifier and 

applicator array modules. Big data analysis is presented 

to accelerate energy localization depending on a time 

reversal technique. Simulation results are provided 

assuming a cylindrical head phantom characterized with 

wideband dispersive tissue properties, and the obtained 

field maps are shown in different planes to visualize 

energy localization process. Results reveal that wideband 

operation has the potential to enhance energy localization 

in deep tumor regions while eradicating hot spots, as 

compared to conventional narrowband systems. 

 

Index Terms ─ Big data, double-ridge horn antenna, 

hyperthermia treatment, time reversal focusing, wideband 

power amplifier. 
 

I. INTRODUCTION 
Hyperthermia is known to be a promising therapeutic 

modality for curing cancer. In electromagnetic (EM) 

hyperthermia systems, the induced EM energy is used  

to elevate the temperature of malignant tissues to 40-

45C [1, 2]. Used in adjunct with radiotherapy and 

chemotherapy, hyperthermia treatment can reduce the 

vitality of malignant tissues and increase the effectiveness 

of therapeutic plans [3, 4]. Energy localization is 

required to be achieved onto intended regions without 

affecting the surrounding healthy tissues [5]. An effective 

hyperthermia treatment planning that caters for variations 

in age, size, tumor location and tissue properties is 

challenging. Development of a patient-specific treatment 

plan can be achieved, depending on robust energy 

focusing techniques along with high flexibility in system 

technical parameters. This research aims at enhancing 

the degrees of freedom of hyperthermia treatment system 

by using various channels and adopting wideband 

operation. Elevating the number of degrees of freedom 

allows the optimization of system performance on the 

expense of augmenting the complexity of data processing  

and analysis. Progress in big data analysis however, can 

be used to alleviate the complexity of developing patient-

specific hyperthermia treatment systems. 

With exponential growth of associated data in health 

care domains, big data is gaining considerable attention 

in terms of reducing cost, enhancing performance, 

developing standards and improving patient care [6, 7]. 

Characterizing data by volume, veracity, variety and 

velocity, big data analysis accelerates innovations in 

health care units [8, 9]. The evaluation tools associated 

with big data allow shifting from population based to 

patient specific plans. Patient specific planning allows 

improving the efficacy and specificity of treatment, and 

enhances patient care and comfort.  

This research proposes a modular treatment system 

that can be used for patient specific treatment of  

brain tumors. The main modules include head model, 

applicator array, power amplifier PA array, and waveform 

shaper. The modular nature of the proposed system 

provides flexibility of system parameters to allow 

optimizing energy localization to required regions, while 

reducing associated hot spots in healthy tissues.  

From big data perspective, the volume represents the 

complexity of our system related to the parameters of 

various modules. This includes the patient head model 

that identifies the size and location of each tumor as well 

as the wideband dispersive model of brain tissues. Data 

volume is also related to the characteristics of antenna 

element of the applicator array linked with system 

channels. Each channel is also associated with a PA  

that is characterized by frequency band of operation, 

maximum power, linearity and efficiency. In order  

to ensure the veracity of the proposed system we 

characterize each module under wideband operation. 

The waveform-shaping module is concerned with data 

variety. This module is associated with identifying the 

number of enabled channels as well as designing the 

excitation signal for each channel. The optimization tool 

associated with waveform-shaping module controls the 

velocity of the system, and we devise a robust wideband 

time reversal optimization tool to meet the velocity  
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requirements of the proposed system. 

 

II. PROTOTYPE OF WIDEBAND 

HYPERTHERMIA SYSTEM 
The proposed multi-channel wideband hyperthermia 

system for enhanced energy localization is shown in  

Fig. 1. The waveform-shaping module depends upon an 

optimization tool to obtain digital form of the excitation 

signal of each channel. The optimization tool estimates 

the optimum values of the phase and magnitude of each 

frequency subcarrier to achieve constructive interference 

or EM energy at the tumor region and destructive 

interference elsewhere.  

The optimization tool depends on accurate patient 

specific head model to account for the wideband 

dispersive properties of various tissues. A linearization 

tool is also integrated with the waveform-shaping module 

in order to equalize the distortion introduced by the 

power amplifier under wideband excitation, which can 

diminish the process of energy localization. 

Each channel consists of a digital to analog 

converter (DAC), and high power wideband amplifier to 

provide enough power to maintain required temperature 

levels at tissues. The wideband applicator elements should 

maintain appropriate radiation in the frequency band of 

operation. A feedback mechanism is added to monitor 

temperature maps and control the waveform-shaping 

module. Description of our proposed system is described 

next. 

 

 
 

Fig. 1. Prototype of four-channel wideband hyperthermia 

treatment system. 

 

III. MODULAR DESCRIPTION OF THE 

PROPOSED SYSTEM 
Based on Fig. 1, we present an overview of the 

design and functionality of each module independently 

with a focus on the response of each module under 

wideband excitation. 
 

A. The head model module 

Patient-specific model and properties of head tissue 

can be utilized to optimize system performance. In this 

research, the analysis depends on heterogeneous head 

phantom represented by a four-layered cylinder of radius 

10 cm is developed in CST Microwave Studio [10].  

The inner four layers depicts brain tissue (radius = 8cm), 

gray matter (radius = 8.4cm), cerebrospinal fluid (CSF) 

(radius = 8.9cm) and skull (radius = 9.4cm) respectively. 

This model is shown in Fig. 2. 

 

 
 

Fig. 2. Illustration of head phantom with an embedded 

tumor. 

 

The tumor is taken to be of spherical shape (radius 

is 2.5 cm), and is located at x = 3 cm, y = 4 cm and z = 0, 

where the origin is set at the center of the phantom. The 

dispersive dielectric properties of brain tissue and tumor 

under wideband excitation are chosen in accordance with 

[11-13]. 

 

B. The applicator module 

Several designs have been considered as heating 

applicators for hyperthermia treatment over the past few 

years. It includes  Vivaldi [14], antipodal [15], microstrip 

[16, 17] and horn [18] antennas. Double ridge horn 

antenna can be designed to provide good performance in 

a very large bandwidth. Therefore, the traditional horn 

antenna has been replaced by double ridge horn antennas 

(DRHA) because of high gain, good directivity 

performance, low back radiation, low voltage standing 

wave ratio, and high peak power handling capability in 

wide bandwidth, which makes it a promising heating 

source for hyperthermia treatment [19, 20]. Recent 

developments in DRHA design are reported in [21, 22]. 

Here in this research we propose a double ridge horn 

antenna comprising of coaxial feeding, waveguide part, 

and two side ridges made of base ridges and flares as 

shown in Fig. 3. 

The exponential section of the ridge profile is 

approximated by the following exponential equation: 

 𝑓(𝑥) = 0.02𝑥 + 2.5𝑒0.0305𝑥 . (1) 

Where x is the axial length in millimeter along the horn 

from the straight section of the ridge, and f(x) is the 

perpendicular distance in millimeter from the centerline 

of the horn. The physical dimensions of the proposed 

DRHA are aperture width = 100 mm, aperture height = 
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100 mm and antenna length = 111 mm. We choose a 

minimum distance of 5 mm between proposed antenna 

and head phantom illustrated in Fig. 4 for simulation 

purpose.  

 
 (a) 

 
 (b) 

 

Fig. 3. (a) Geometry of the proposed DRHA, and (b) 

illustration of adopted ridges. 

 

 
 

Fig. 4. DRHA with head phantom model. 
 

The simulated S11 and VSWR characteristics of  

the proposed DRHA antenna with and without head 

phantom model are shown in Figs. 5 and 6 respectively. 

It is evident from the figures that S11 (<10 dB) is 

achieved for frequency band of 0.48 GHz to 1.24 GHz 

and the VSWR is almost below a value of two for the 

observed band. The resulting E-field maps by exciting 

the antenna with different frequency subcarriers are shown 

in Figs. 7 to 10. The radiation patterns corresponding to 

the chosen frequencies are presented in Figs. 11 to 14. In 

order to evaluate values of specific absorption rate SAR 

inside the head phantom, we compute the power loss 

density and then acquire the SAR maps for different 

frequencies as depicted in Figs. 15 to 18.  
 

 
 

Fig. 5. Simulated S11 (dB) (y-axis) versus frequency 

(GHz) (x-axis) of the proposed antenna with and without 

phantom. 

 

 
 

Fig. 6. Simulated VSWR (y-axis) versus frequency 

(GHz) (x-axis) of the proposed antenna with and without 

phantom. 

 

 
 

Fig. 7. E-field map of the proposed DRHA antenna in the 

vicinity of head phantom at 0.5 GHz. 

 

 
 

Fig. 8. E-field map of the proposed DRHA antenna in the 

vicinity of head phantom at 0.75 GHz. 
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Fig. 9. E-field map of the proposed DRHA antenna in the 

vicinity of head phantom at 1 GHz. 

 

 
 

Fig. 10. E-field map of the proposed DRHA antenna in 

the vicinity of head phantom at 1.25 GHz. 

 

 
 

Fig. 11. Simulated radiation pattern of the proposed 

DRHA antenna at 0.5 GHz. 

 

 
 

Fig. 12. Simulated radiation pattern of the proposed 

DRHA antenna at 0.75 GHz. 

 
 

Fig. 13. Simulated radiation pattern of the proposed 

DRHA antenna at 1 GHz. 
 

 
 

Fig. 14. Simulated radiation pattern of the proposed 

DRHA antenna at 1.25 GHz. 
 

 
 

Fig. 15. Simulated SAR map inside the head phantom 

when the proposed DRHA antenna operates at frequecny 

of 0.5 GHz.  
 

 
 

Fig. 16. Simulated SAR map inside the head phantom 

when the proposed DRHA antenna operates at frequecny 

of 0.75 GHz. 
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Fig. 17. Simulated SAR map inside the head phantom 

when the proposed DRHA antenna operates at frequecny 

1 GHz.  

 

 
 
Fig. 18. Simulated SAR map inside the head phantom 

when the proposed DRHA antenna operates at frequecny 

1.25 GHz. 

 

As apparent from the figures, appropriate levels of 

SAR distribution can be achieved inside the phantom  

for different frequencies. However, to maximize SAR  

at tumor location and minimize outside the tumor, it 

requires wave-shaping of wideband energy radiated 

from an applicator array. This can be accomplished using 

energy localization methods such as time reversal 

technique. 

 

C. Power amplifier (PA) module 

The introduction of power amplifier in each channel 

is essential to allow deposition of enough energy into  

the intended tissue to raise the temperature and achieve 

hyperthermia therapeutic level. Wideband channels allows 

targeting superficial as well as deep-seated tumors. This 

invokes the requirement of PA providing high power 

levels, wideband and high efficiency characteristics.  

To achieve high efficiency, the PA has to be operated  

near its saturation, which causes the amplifier to behave 

non-linearly and yield harmonics and intermodulation 

products. This can severely degrade the performance of 

the energy localization. In this research, we devise a 

power amplifier that can exhibit high efficiency while 

maintaining good degree of linearity for a wideband 

frequency range of operation. 

The recent research trend in the area of wideband 

power amplifier design is the use GaN HEMT field 

effect transistors because of its high breakdown voltage 

level and current density as compared to its counterpart  

GaAs transistors. With the aim to achieve high power, 

several GaN HEMT based distributed power amplifiers 

are reported by researchers. It includes a wideband 

distributed power amplifier using a GaN HEMT to give 

40.4 dBm of maximum output power with a small signal 

gain of 10 dB and power added efficiency (PAE) of 

greater than 35% when operated in 700 MHz to 4.5 GHz 

frequency [23]. In another research effort, an ultra-

wideband GaN HEMT DA with a frequency range of  

20 MHz to 3 GHz, 37 dBm output power and PAE of 

27% is achieved using three GaN HEMT transistors [24]. 

A 5-W GaN HEMT, 0.35-8 GHz ultra-wideband power 

amplifier with average gain of 9 dB and PAE of 20% 

throughout the band is reported in [25]. 

In this paper we present the design of multi-octave 

GaN HEMT based wideband distributed power amplifier 

with almost flat gain of 10 dB from 0.2 GHz to 1.2 GHz. 

The maximum PAE achieved is 50%. This design is 

based on conventional distributed amplifier also known 

as travelling wave amplifier, consists of multiple FETs 

connected through drain and gate transmission lines as 

shown in Fig. 19. 

 

 
 

Fig. 19. Conventional distributed power amplifier. 

 

The power is amplified at each FET and it adds up 

in phase with the signal at each section. Since the gain is 

almost the same for each amplifier, higher gain-bandwidth 

product can be achieved. The main disadvantage of the 

distributed power amplifier is its efficiency, which is 

typically in the range of 20-35%. The efficiency however 

can be increased using different techniques. One approach 

is to reduce losses at the gate of FET by introducing a 

series capacitance [26]. Another approach is based on 

tapering of the drain line with no termination as proposed 

by [27]. We included both techniques in our design. 

In order to meet the output power requirement for 

hyperthermia treatment which typically varies between 

90-110W for each channel, we choose a CREE 

manufactured 120 watts bare-die GaN HEMT FET 

(CGH60120D) [28]. A three-cell cascade topology of  

the distributed amplifier (DA) is adopted based on 

conventional design of DA and then optimized for high 

efficiency, gain and power. The schematic of the designed 

DA is shown in Fig. 20. The structure is simulated using 

Advance Design System (ADS) simulation software  

by Keysight’s technologies. The values of lumped 

components used in the schematic are given in Table 1. 
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Fig. 20. Component level schematic of the proposed 

power amplifier. 

 

Table 1: Lumped parameters used in schematic 

Capacitors Value (pF) Resistors Value (Ohms) 

C 100 Rg1 710 

Cout 7 Rg2 830 

Cg1 0.3 Rg3 15 

Cg2 5.7 Rd 840 

Cg3 3 Rg 1200 

 
The small signal simulations are carried out with  

the biasing conditions of Vgs = -2.5 Volts and Vds = 28 

Volts. The HEMT has typically a larger gate-to-source 

capacitance ‘Cgs’ than its drain-to-source capacitance 

‘Cds’. In our case Cgs value is 34 pF, while, Cds is  

7.7 pF at -8 Volts of Vgs as stated in the datasheet of the 

HEMT.  

The bandwidth and efficiency can be improved  

by adding a series gate capacitance to lower the value  

of HEMT’s Cgs. The simulations therefore involved  

two steps: firstly, without the series capacitance and 

secondly, with an optimized series capacitance. The 

values of the optimized capacitances are listed in Table 

1. By adding the series capacitances to our HEMTs,  

their equivalent input capacitances which are directly 

proportional to its bandwidth can be approximated as; 

Ceq1 = Cgs ǁ Cg1 = 0.29 pF, Ceq2 = Cgs ǁ Cg2 = 4.88 pF, 

and Ceq3 = Cgs ǁ Cg3 = 2.75 pF. Thus, S11 and transducer 

power gain both are improved by adding the series gate 

capacitance Cg1, Cg2, and Cg3 as illustrated in Figs. 21 and 

22, respectively.  

To improve output power and power added 

efficiency Rd and Rg are chosen to be 840 Ω, while the 

optimized capacitances ‘C’ along with drain and gate 

line is chosen to be 100 pF. With this configuration, 

maximum efficiency achieved at 1.2 GHz is 50% with 

maximum output power of 49 dBm as shown in Fig. 23, 

which corresponds to 80 watts, approximately making it 

suffice to be used in each channel of the proposed 

hyperthermia treatment system. 

 

 
 

Fig. 21. S11 (dB) versus frequency (GHz), with and 

without series gate capacitance Cg. 

 

 
 

Fig. 22. Transducer gian S21 (dB) versus frequency 

(GHz), with and without series gate capacitance Cg. 

 

 
 

Fig. 23. Output power (dBm) & power added efficiency 

(%) versus input power (dBm) at 1.2 GHz. 

 

D. Waveform shaping module 
Energy localization in hyperthermia treatment is 

reported to be achieved using various techniques such as 

phased-arrays [29, 30], ultra-wideband beamforming 

approach [10], multi-frequency technique [31], transmission 

line approach [32, 33], time reversal techniques [34, 35],  
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temperature control feedback approach [36], projection 

algorithm [37], eigenvalue analysis [38] and SAR 

optimization techniques reported in [39-42].  

We chose time reversal (TR) optimization technique 

to achieve energy localization at tumor region. As 

compared to other SAR or temperature optimization 

techniques, it is more robust, as it estimates the phases 

and magnitudes of E-fields directly from wave simulation 

rather than measured data [35]. It also allows the use  

of sinusoidal or pulse form of input excitation signals. 

Typically, TR operation involves two steps [43, 44].  

In the first step, a virtual excitation source is placed  

at desired focusing position and energy is allowed to 

propagate through the heterogeneous head model. These 

field values are recorded at model surface and are 

processed in a time-reversed order, corresponding to 

conjugation in frequency domain. In the second step, the 

virtual source is removed and antenna applicators are 

placed at points of maximum field and are driven by the 

time-reversed signals. Because of the time invariance 

characteristics of EM field, the back-propagated time-

reversed fields has the capability to refocus at the initial 

position of the virtual source. Here in this study, we use 

a plane of virtual source at tumor center. This plane has 

a dimension of 1cm x 1cm and can be considered as grid 

of point sources, excited by each of the subcarriers. 

Mathematically, the field measured by an applicator 

at the phantom surface from the mth excitation point is 

given by: 

 𝑓(𝑡) = ∑ ℎ𝑚(𝑡) ⊗ 𝑒𝑚(𝑡)𝑀
𝑚=1 , (2) 

or 

 𝑓(𝑡) = ∫ ∑ ℎ𝑚(𝑡)𝑒𝑚(𝑡 − 𝜏)𝑑𝜏𝑀
𝑚=1

+∞

−∞
, (3) 

Where ⊗ represents the temporal convolution and 

ℎ𝑚(𝑡) is the linear propagation operator defined by 

Green’s function. This term includes the propagation 

effects of the medium from the mth excitation point  

to applicator. 𝑒𝑚(𝑡) corresponds to excitation signal of 

point source and 𝑓(𝑡) is the signal measured by the 

applicator. In frequency domain, Equation (3) can be 

written in matrix form as: 

 𝐹(𝜔) = 𝐻𝑚(𝜔)𝐸𝑚(𝜔). (4) 

The matrix 𝐻𝑚(𝜔) is the Fourier transform of  

the Green’s function. By assuming spatial reciprocity 

condition, the propagation between applicator and virtual 

point sources can be represented as: 

 𝐸𝑚(𝜔) =  𝐻𝑚
𝑇(𝜔) 𝐹(𝜔). (5) 

Here 𝐻𝑚
𝑇 is the transpose of 𝐻𝑚. For the time 

reversal step, the time reversal operation of Green’s 

function [ℎ𝑚(−𝑡)] in time domain is equivalent to 

complex conjugate in frequency domain. Therefore, the 

time reversing the spectrum of applicator’s output yields: 

𝐹∗(𝜔) = 𝐻𝑚
∗(𝜔)𝐸𝑚

∗(𝜔) = 𝐻𝑚
∗(𝜔)𝐸𝑚(𝜔). (6) 

Here 𝐸𝑚 is real and ‘∗’ represents the complex 

conjugate. By combing the previous two equations, the 

back-propagated signal at the initial source location can  

be achieved as: 

 𝐸𝑇𝑅(𝜔) =  𝐻𝑚
𝑇(𝜔) 𝐹∗(𝜔), (7) 

or 

 𝐸𝑇𝑅(𝜔) =  𝐻𝑚
𝑇(𝜔) 𝐻𝑚

∗(𝜔)𝐸𝑚(𝜔). (8) 

Where 𝐻𝑚
𝑇(𝜔) 𝐻𝑚

∗(𝜔) is known as time reversal  

(TR) operator. In this research, a time reversal (TR)  

tool is developed using MATLAB [45], which has the 

capability to interface with CST simulating environment 

to automate the process of field acquisition, TR processing 

and feeding back to the applicators.  

We investigate step 2 of the TR method by 

considering three planes xmax, ymax and zmin located 

on phantom surface at maximum value of x, maximum 

value of y and minimum value of z positions, respectively. 

The field resulted by excitation of the source at tumor 

center are collected at these planes, and TR tool is 

invoked to acquire field values, calculate the conjugate, 

and feed it back at planes positions. The fields are then 

ready to be back propagated towards tumor center, which 

is step 2 of the TR technique. In order to visualize energy 

localization at tumor region, we made three cut planes at 

tumor center located parallel to yz, xz and xy planes. The 

results are shown in Figs. 24 to 27, respectively.  

Figure 24 demonstrates that energy localization is 

more prominent in the tumor yz plane when xmax plane 

is chosen for step 2 of TR. When ymax plane is chosen, 

good energy localization is achieved in tumor xz plane 

as shown in Fig. 25. The focus of energy localization 

shifts to tumor xy plane when zmin is chosen as 

excitation plane for step 2 of TR. This is illustrated in 

Fig. 26. 

 

   
 (a) (b) 

   
 (c) (d) 

 

Fig. 24. Step 2 of TR energy locaization when (a) field 

from xmax plane is back-propogated towards tumor. 

Energy localization is shown at tumor center in yz (b), 

xz (c), and xy (d) planes. 
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(a)   (b) 

     
 (c)   (d) 

 

Fig. 25. Step 2 of TR energy locaization when (a) field 

from ymax plane is back propogated towards tumor. 

Energy localization is shown at tumor center in yz (b), 

xz (c), and xy (d) planes. 

 

     
 (a) (b) 

     
 (c) (d) 

 

Fig. 26. Step 2 of TR energy locaization when (a) field 

from zmin plane is back propogated towards tumor. 

Energy localization is shown at tumor center in yz (b), 

xz (c), and xy (d) planes. 
 

For the case when all fields at phantom surface  

is propagated backward to phantom in time reversal 

mode, the results are shown in Fig. 27. We now extend 

the results achieved in Fig. 27 to 3D visualization by 

considering two cases: narrowband and wideband 

excitation and investigating the results of TR energy 

localization for both cases. The results achieved for 

narrowband case is shown in Fig. 28, when all the four 

planes at phantom surface are excited with a single 

frequency carrier of 0.5, 0.75, 1 and 1.25 GHz respectively. 

The figure reveals the fact that good penetration of EM 

signal is achieved for low frequencies while sharp focus 

is accomplished for high frequencies. It implies that 

adopting a wideband TR approach can deliver enhanced 

localization of energy. Results for the wideband TR 

energy localization are shown in Figs. 29 and 30.  

For wideband operation, the results demonstrate the 

fact that increasing the number of frequency subcarriers 

can further improve energy localization. Heat generated, 

because of hotspots at the head interface, can be cooled 

down by the water coupling medium present between the 

applicator and the head. 

 

     
 (a) (b) 

     
 (c) (d) 

 

Fig. 27. Step 2 of TR energy locaization when (a) fields 

from four planes are back propogated towards tumor. 

Energy localization is shown at tumor center in yz (b), 

xz (c), and xy (d) planes. 

 

    
 (a) (b) 

    
 (c) (d) 

 

Fig. 28. 3D view of energy localization at tumor center 

for narrowband TR case when frequency is (a) 0.5 GHz, 

(b) 0.75 GHz, (c) 1 GHz, and (d) 1.25 GHz. 
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 (a) (b) 
 

Fig. 29. 3D view of energy localization at tumor center 

for wideband TR case when (a) two frequency subcarriers 

0.5 and 0.75 GHz are combined, and (b) three frequency 

subcarriers 0.5, 0.75, and 1 GHz are combined. 

 

 
 

Fig. 30. 3D view of energy localization at tumor center 

for wideband TR case when four frequency subcarriers 

0.5, 0.75, 1.0 and 1.25 GHz are combined. 
 

IV. DISCUSSION AND CONCLUSIONS 
A wideband, hyperthermia treatment system with 

the potential of enhancing energy localization is 

investigated and presented. The incorporated multi-

channel configuration allows enhancement in energy 

focus. The proposed system is described in big data 

domain with the aim to identify system parameters  

to expedite energy accumulation process with precision 

and accuracy. A modular description of the proposed 

system is presented focusing on the functionality of each 

module under wideband excitation. With the adopted 

modular approach, the system provides an increase in  

the number of degrees of freedom to allow performance 

improvement. A robust wideband waveform shaping 

technique is proposed based on an optimization tool  

to maximize SAR values at the affected regions and 

minimize the values in healthy tissues. The achieved 

results show that wideband energy can be controlled to 

target deep-seated tumor effectively.  

Clinical adaptation of such systems requires the 

development of real time optimization tool, which can  

be achieved using hardware acceleration and cluster 

computing techniques. Robust real time temperature 

monitoring is needed to provide a feedback mechanism 

to control energy excitation. With addressing of clinical 

challenges, the proposed system can improve the efficacy 

of hyperthermia treatment and enhance patient comfort 

and safety. 
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Abstract ─ A distributed parallel Higher-order Method 

of Moments (HoMoM) for solving electromagnetic 

problems on CPU/GPU clusters is presented. An MPI/ 

OpenMP/CUDA parallel framework based on the GPU 

context technique is designed. An out-of-GPU memory 

scheme is employed to break the limitation of the GPU 

memory. To improve the performance of data transferring 

between main memory and GPU memory, an overlapping 

scheme based on asynchronous technique and CUDA 

streams is adopted. In comparison with the parallel CPU 

version only, numerical results including a metallic 

airplane and an airborne array with dielectric structures 

demonstrate the high performance of the proposed method. 

 

Index Terms ─ GPU-based HoMoM, GPU context, out-

of-GPU memory, overlapping, parallel framework. 
 

I. INTRODUCTION 
In the field of computational electromagnetics 

(CEM), the method of moments (MoM) is widely used 

for solving electromagnetic radiation and scattering 

problems [1]. It is well known that direct lower/upper 

(LU) decomposition solvers and iterative solvers are  

the most common ways to solve the matrix equations  

of MoM. In order to avoid slow convergence rates  

or divergence issues of iterative solvers, direct LU 

decomposition algorithms are utilized as matrix equation 

solvers. Unfortunately, with the electrical size of problems 

increasing, the solution time of LU solver increases 

rapidly due to the computational complexity of O (N3), 

where N is the number of unknowns. With the rapid 

development in computer hardware capabilities, parallel 

computing technique has been an efficiently approach 

for solving extremely complicated engineering problems. 

In recent years, the Graphics Processing Unit (GPU) has 

become a prevalent commodity in parallel computing 

due to its powerful computational capability. 

Since the Nvidia GPUs programmed through the 

CUDA API was introduced in 2006 [2], the GPUs 

provide a very attractive, low-cost hardware platform for 

CEM. The application of GPU in the area of CEM started 

in the finite-difference time-domain method (FDTD). In 

[3-5], the GPU-accelerated FDTD was implemented to 

deal with the 2D and 3D simulation problems, a good 

acceleration ratio can be obtained. However, MoM has 

received relatively little attention in the GPU context. 

The application of GPU acceleration using CUDA to 

MoM is presented in [6-8], and an iterative solution 

scheme for the linear system was adopted rather than  

a direct solving scheme. In [9-11], a GPU-accelerated 

implementation using Nvidia CUDA for the matrix 

assembly of the MoM using Rao-Wilton-Glisson (RWG) 

basis functions [12] was presented. However, the utilization 

of MAGMA library [13] prohibits its application on a 

distributed memory platform. In [14], an out-of-core 

scalable approach that can break the restrictions of GPU 

memory was introduced, but its performance get worse 

without the optimization of data-movement between 

GPU and CPU. In [15], an approach integrating the CUDA 

computing directly into the ScaLAPACK framework 

was presented and good speedup was obtained. However, 

the scale of matrix can be factorized is limited by the 

GPU memory. In very recent papers by Topa [16] and 

Mu [17], some efficient out-of-core techniques of GPU-

accelerated MoM were presented, but these work are also 

developed on a single CPU/GPU computing platform. 

Under this situation, a hybrid parallel CPU/GPU 

version of a higher-order method of moments (HoMoM) 

is presented in this paper. The proposed technique makes 

use of procedures with efficient out-of-GPU memory 

schemes and able to run on distributed memory systems 

with multiple CPU/GPU computing nodes. In the 

particular case of this paper, the GPU is used to accelerate 

the calculations of the LU decomposition during the 

matrix factorization step. The scattering of an airplane 

and the radiation of an airborne array are simulated to 

demonstrate the acceleration performance of the proposed 

algorithm. The implementation of the proposed hybrid 

CPU/GPU technique is summarized as: 1) an efficient 

MPI/OpenMP/CUDA parallel framework based on GPU 
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context technique is adopted to implement the hybrid 

parallel CPU/GPU procedures; 2) an efficient out-of-

GPU memory scheme is utilized to break the limitation 

of GPU memory, thus offering a possibility of handling 

complex EM problems; and 3) the asynchronous data 

transfer and CUDA streams techniques are used to 

overlap the data-movement and computation, which can 

effectively avoid the time of data transfer between CPU 

and GPU. Details about all these procedures are given in 

Section III. 

 

II. PARALLEL HIGHER-ORDER METHOD 

OF MOMENTS 
A brief review regarding the basic principles of the 

integral equation theory, higher-order basis functions 

and the LU decomposition algorithm is given in this 

section. Readers are referred to [1] for an in-depth 

discussion of the theory. 
 

A. Integral equations 

The electromagnetic theory employed in this paper 

is based on the so-called Surface Integral Equations 

(SIEs) [18] in the frequency domain for equivalent electric 

and magnetic currents over dielectric boundary surfaces 

and electric currents over Perfect Electric Conductors 

(PECs). The set of integral equations obtained are solved 

by using MoM, and specifically using the Galerkin’s 

method. The code is able to handle inhomogeneous 

dielectrics categorized by a combination of various 

homogeneous dielectrics. Therefore, any composite 

metallic and dielectric structure can be represented as  

an electromagnetic system consisting of a finite number 

of finite-size linear, homogeneous and isotropic regions 

situated in an unbounded linear, homogeneous and 

isotropic environment.  

For general models, the integral equation employed 

by the code is the well-known Poggio-Miller-Chang-

Harrington-Wu (PMCHW) formulation [1, 19]. However, 

when one of the boundary surfaces between two different 

regions is PEC, the magnetic currents are equal to zero 

at the boundary surface and that equation degenerates 

into the electric field integral equation (EFIE) [20]. 
 

B. Higher-order basis functions 

In order to approximate the solution to the 

aforementioned integral equation, higher-order 

polynomials over wires and quadrilateral patches are 

used as basis functions over relatively large subdomains 

[1]. Typically, the number of unknowns for the HOBs  

is reduced by a factor of 10 compared with that for 

RWGs, and thus the use of HOBs significantly reduces 

the computational complexity and memory requirement.  

There are also some other advantages in using the 

polynomial basis functions. For example, the intermediate 

results obtained in evaluating the elements of the 

impedance matrix for lower-order can be used in the 

computation of the elements of the impedance matrix 

when using higher-order polynomials. In addition, Green’s 

function for each pair of integration points belonging  

to two patches is only evaluated once. These advantages 

improve the efficiency of the matrix filling for the HOBs 

presenting a straightforward implementation. 

 

C. LU decomposition algorithm 

Once the system of equations is obtained, the code 

makes use of the LU decomposition algorithm to  

solve the problem and obtain the solution. Specifically, 

the code uses the LU right-looking algorithm. This 

decomposition technique mainly includes the pivoting 

step, the panel column factorization, the panel row 

update and, finally, the trailing submatrix update. Given 

deeper details about the code involved on the LU 

decomposition, the routines pzgetrf2, pztrsm and pzgemm 

are the ones responsible of each of the steps. It is worth 

noting that the update operations contribute more than 

80% of the computation time for a large scale dense 

complex matrix.  
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     (b)    (c) 

 

Fig. 1. Processes of LU Decomposition in ScaLAPACK 

or Intel MKL: (a) panel column factorization, (b) panel 

row update, and (c) trailing update. 

 

Figure 1 shows a summary of the algorithm where 

the arrows indicate the data dependency on each step.  

In this way, for example, during the pivoting step, all  

the coefficients of the panel column have to be known by 

all the MPI processes involved on the decomposition. 

Then, network communication is required between these 

processes degrading the parallel performance. This 

behavior can be extrapolated to the rest decomposition 

steps which are repeatedly executed until the factorization 

is completed. 

LIN, CHEN, ZHAO, ET AL.: PARALLEL HIGHER-ORDER METHOD OF MOMENTS WITH EFFICIENT OUT-OF-GPU MEMORY SCHEMES 782



III. HYBRID PARALLEL CPU/GPU 

IMPLEMENTATION 
Details about the implementation of the proposed 

hybrid parallel CPU/GPU technique are given in this 

section. The parallel implementation of the method is 

described next meanwhile the out-of-GPU memory 

scheme is detailed later. It is worth to mention that, only 

using an MPI-based multi-node processing is not enough 

to achieve good parallel performance. It is also required 

an optimization on the data-movement between GPU 

and CPU memory. All these details are described in the 

next subsections. 

 

A. Parallel framework based on GPU context  

As any other computational technique running on 

distributed memory CPU/GPU clusters, the proposed 

GPU HoMoM implementation makes use of MPI to 

perform the internode communication. 

The simplest parallel framework one can consider is 

to assign one CPU core and one GPU card to each MPI 

process. However, typically, the number of GPU cards  

is usually less than that of CPU cores available in the 

system. Under this scenario, there is an unmatched 

situation between MPI processes and GPU cards, which 

would lead to an unbalanced computing power in the 

different MPI processes. In order to alleviate this issue, 

different techniques reduce the number of MPI processes 

of each node to match with the number of GPU cards, 

meanwhile, multi-threads techniques (i.e., OpenMP) are 

adopted to make full use of the CPU cores of each node. 

This improved scheme assigns multiple CPU cores and 

one GPU card to each MPI process, ensuring a good 

balance between the computes nodes. However, due  

to the low number of MPI processes involved on the 

execution (typically, CPU/GPU cluster has only one GPU 

card per compute node), the amount of communication 

needed increases rapidly reducing the performances of 

the implementation. Therefore, the implementation of  

an efficient parallel framework with good balance and 

performance is not straightforward. Fortunately, the 

context technique of CUDA makes this possible.  

Based on the CUDA context technique, multiple MPI 

processes can use a GPU card simultaneously.  

Each MPI process opens a CUDA context on the GPU 

card, and the resources of the GPU card are averagely 

distributed to each MPI process. It is equivalent to 

partition one GPU card into several virtual GPU cards. 

Each MPI process can use its own virtual GPU resources 

to accelerate the computing tasks. Note that the OpenMP 

technique can also be adopted in this framework and the 

communication between CPU cores and GPU context is 

implemented by PCI-E system bus. The efficient parallel 

framework based on GPU context is shown in Fig. 2. 

It is worth noting that, in systems where only few 

CPU cores are available per node, the number of virtual 

GPU card can be equal to the number of CPU cores. In 

this case, the OpenMP technique is not required to provide 

a good power balance. However, when the number of 

CPU cores available per node is larger, the GPU context 

technique will consume a large amount of GPU resources. 

Thus, the total performance of the implementation will 

be drastically degraded. Then, the number of virtual 

GPU card must be reduced and the OpenMPI technique 

used. 
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Fig. 2. MPI/OpenMP/CUDA parallel framework base on 

GPU context technique. 

 

B. Out-of-GPU memory scheme 

As mentioned previously, the trailing update 

operation in the LU decomposition algorithm contributes 

in more than 80% of the computation time for a large 

scale dense complex matrix. The, it seems appropriate  

to accelerate the pzgemm routine employing the GPU 

power. In this phase, the computing task of each process 

is reduced to perform matrix multiplication in the form: 

C=C-AB (see Fig. 3 (a)). The matrix C is located on  

the process that executes the matrix multiplication,  

while the matrices A and B are obtained through MPI 

communication. 

The data required for GPU to complete certain 

compute tasks should be uploaded to it, so the size of the 

uploaded data has influence on the performances. Thus, 

in order to accelerate the whole matrix multiplication, 

the matrices B and C are divided into two parts C1 and 

C2, and B1 and B2, respectively. Then, the operation 

C1=C1-AB1 is performed in the CPU cores, meanwhile 

the operation C2=C2-AB2 is performed in GPU cards. 

Fig. 3 (b) illustrates this process. 

Note that when matrices B2 and C2 are too large  

to fit in GPU memory, the previous scheme must be 
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improved and this memory limitation has to be broken. 

Thus, an out-of-GPU memory scheme is implemented 

where matrices B2 and C2 are split into smaller matrices 

that can fit into the GPU memory. Then, through 

multiple data transfer and calculation, the process of 

trailing update is completed. Figure 3 (c) shows a sketch 

of this out-of-GPU scheme. 
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 (a) 
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Fig. 3. The out-of-GPU memory scheme. 

 

C. Overlapping scheme 

The previous out-of-GPU memory scheme 

overcomes the restriction of GPU memory, offering the 

possibility of handling complex electromagnetics (EM) 

problems. However, the data transfer between CPU  

and GPU is a time consuming process. Fortunately, the 

asynchronous technique and CUDA streams can be used 

to overlap it with the calculation. 

Each MPI process opens several CUDA streams [21] 

on the GPU context (see Fig. 4). The CUDA stream are 

similar to a CPU pipeline operation queue. Then, matrices 

B2 and C2 are split into smaller matrices according to Fig. 

3 (c). These smaller matrices will be transferred to the 

GPU memory thought different CUDA streams using  

the CUDA asynchronous data transfer function. After  

the GPU calculation is completed, the results will be 

transferred back to RAM in the same way. Note that this 

transfer process must be executed when the number of 

CUDA streams is less than the number of smaller 

matrices. 

This overlapping scheme consists of three different 

operations: data transfer from CPU to GPU, GPU 

calculation and data transfer from GPU to CPU, these 

operations are performed by different hardware units.  

To control the time sequence, the operations in the  

same CUDA stream must be performed once at a time. 

However, different operation in different CUDA streams 

can be done in parallel. Note that the same operation 

cannot be executed at the same time in two different 

CUDA streams since they are performed by the same 

hardware unit. 
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Fig. 4. MPI process opens CUDA streams on GPU 

context. 

 

For example, in Fig. 5, we have four CUDA streams 

and the three operation marked with different colors. 

When one of the streams is involved in data transferring, 

another can be used for calculations at the same time. 

The data transfer and calculation of different CUDA 

streams can be executed in parallel, so the communication 

time is hidden. Moreover, the only work that CPU does 

is to start the GPU kernel function. Then CPU will do its 

own work without waiting for the ending of the GPU 

computing. 
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Fig. 5. Overlapping scheme of communication and 

computation on GPU context. 

 

IV. NUMERICAL RESULTS 
In order to demonstrate the correctness and the 

parallel performance of the proposed hybrid parallel 

CPU/GPU technique different benchmarks are run. The 

first test consists of the scattering analysis of PEC sphere 

used to check the correctness of the implementation.  
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The second test consists of the analysis of a perfectly 

conducting cylinder. This test is used to check the parallel 

performance of the method. Finally, some analysis of a 

real airplanes and antennas are presented to demonstrate 

that the method can solve real electromagnetic challenging 

problems. 

The computational platform used for these 

benchmarks is a high performance GPU cluster with 

seven computing nodes. Each computing node has two 

Intel Xeon two 12-core Intel Xeon E5-2692v2 2.2 GHz 

EM64T processors (12×256 KB L2 Cache and 30 MB 

L3 Cache), one NVIDIA Tesla K20c GPU card (4.6 GB 

memory of available) and 64 GB RAM. The nodes  

are connected with Infiniband switches. The code is 

developed using the FORTRAN/C/C++ hybrid languages 

based on MPI.  
 

A. Correctness of the implementation 

To validate the accuracy and efficiency of the 

proposed hybrid parallel CPU/GPU technique the analysis 

of a PEC sphere with radius of 10 λ is performed. The 

excitation is a z-axis polarized plane wave propagating 

along the x-axis direction. The sphere model (see Fig. 6) 

is discretized into 3258 bilinear patches given a total 

number of unknowns of 27,528. The bistatic RCS results 

are given in Fig. 7. A comparison with the analytic Mie 

solution is performed showing an excellent agreement. 
 

B. Performance testing 

The second test consists of the analysis of a perfectly 

conducting cylinder that is infinitely long along one 

direction and is illuminated by a transverse magnetic 

(TM)-polarized plane wave. This benchmark is used to 

check the performance of the method under different 

configurations: (1) a single node with 4 MPI processes 

(each MPI process opens 6 OpenMP threads) and one 

GPU and (2) two nodes with 8 MPI processes (each MPI 

process opens 6 OpenMP threads) and two GPUs. 

Figure 8 shows the benchmarking results for double 

precision complex matrices ranging from 1024×1024  

to 56320×56320 elements in size. The K20c GPU with 

4.6 GB of memory is limited to about 17000 unknowns. 

Figure 9 shows the benchmarking results for double 

precision complex matrices ranging from 1024×1024 to 

78848×78848 elements in size. The two K20c GPUs with 

2×4.6 GB of memory is limited to about 24000 unknowns. 
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Fig. 6. The model of a PEC sphere. 
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Fig. 7. RCS results in xoz plane from the PEC sphere 

with radius of 10 λ. 
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Fig. 8. Performance against matrix size for two versions 

of LU decomposition using a single node. 
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Fig. 9. Performance against matrix size for two versions 

of LU decomposition using two nodes. 

 

A comparison between the results given by the 

proposed hybrid parallel CPU/GPU technique and the 

CPU version only are given in both figures. On a single 

node, the computing speed of the 24 CPU cores with a 

single GPU is about 2.3 times than that obtained by using 

24 CPU cores alone. On two nodes configuration, the 

computing speed of the 48 CPU cores with two GPUs is 

about twice of that from using 48 CPU cores alone. The 

results show that the proposed technique can save at least 

50% of computation time on both distributed and shared 

memory systems. 
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C. Performance analysis for metallic structures 

This section contains the scattering results of a real 

airplane. This benchmark demonstrates that the proposed 

method can solve electromagnetic challenging problem 

as well. The airplane model is shown in Fig. 10. The 

airplane is 30.6 m long, 29.0 m wide and 11.8 m high. The 

bistatic RCS of airplane is simulated at the frequency 

440 MHz. The excitation is a z-axis polarized plane  

wave propagating along the negative x-axis direction. 

The airplane is discretized into 16,980 bilinear patches, 

and the total number of unknowns is 135,501.  
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Fig. 10. The model of an airplane. 

 

The two-dimensional (2D) RCS results are shown in 

Fig. 11. The 2D results computed by the parallel CPU 

version only are also given for comparison. Note that θ 

coordinate is measured from xoy plane to z axis and φ 

coordinate is measured from +x axis to y axis in this 

paper. The computation parameters are listed in Table 1. 

For this simulation, seven compute node of the described 

computational platform were used.  

 

Table 1: Computational parameters for the airplane 

Computational 

Resources 
Solving Time (s) Speedup 

24 CPU cores×7 2499.298 1 

(24 CPU cores and 

1 GPUs) ×7 
1089.444 2.294 

 
From the comparisons, one can see that the results 

of both CPU version only and the proposed hybrid CPU/ 

GPU technique present a very good agreement. The 

required memory of this simulation is about 274 GB when 

the memory provided by the GPUs is less than 34 GB. 

Thus, the proposed algorithm breaks the limitation of  

the memory of the GPUs as it was described previously. 

Regarding, the speedup between both codes, the hybrid 

CPU/GPU code is over 2 times faster, while a speedup 

of over 380 times is achieved compared to the sequential 

CPU version only.  
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Fig. 11. 2D RCS of the airplane: (a) xoy plane and (b) 

xoz plane. 

 

D. Performance analysis for composite metallic and 

dielectric structures 

Finally, the radiation pattern of an airborne array  

is presented. A microstrip array (20x4) is printed on a 

substrate εr = 4.5 and μr = 1.0 and is housed in a 5.27 m 

by 0.9524 m by 0.018 m cavity in a ground plane, as 

shown in Fig. 12 (a). The feeding line for each patch  

has the radius of 1.8 mm. The dimensions of each patch 

element are 0.2056 m by 0.1548 m, and the gaps between 

any two neighboring elements are 0.0579 m by 0.0833 m 

along the length and width directions. The microstrip 

array is installed 4.0 m above the airplane, as shown in 

Fig. 12, and the distance between the center of the array 

and the nose of the airplane is 15.4 m. A -30 dB Taylor 

amplitude distribution is utilized in the array feed along 

the y-direction and the mainlobe is also directed towards 

the tail. The operation frequency of the array is 440 MHz. 

The airborne model is discretized into 21,602 bilinear 

patches, and the total number of unknowns is 155,494. 

The 2D and 3D gain patterns obtained by the 

proposed method are shown in Fig. 13. The 2D gain 

patterns computed by the CPU version only are also 

given for comparison where a very good agreement is 

clearly seen. In addition, the computation parameters  
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are listed in Table 2. 
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Fig. 12. The airborne array model: (a) the microstrip 

patch array with 20×4 elements, and (b) the airborne 

microstrip patch array. 
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Fig. 13. 2D and 3D gain patterns of the airborne array 

antenna: (a) xoy plane, (b) xoz plane, and (c) 3D pattern. 

 

Table 2: Computational parameters for the airborne array 

Computational 

Resources 
Solving Time (s) Speedup 

24 CPU cores×7 3749.444 1 

(24 CPU cores 

and 1 GPUs) ×7 
1577.735 2.376 

 
In this simulation, we can also see that the limitation 

of the memory of the GPUs is broken. The required 

memory of the airborne array (about 360 GB) is quite 

larger than the available memory of the GPUs (about  

34 GB). Moreover, a speedup of over 2 times is achieved 

compared to the parallel CPU version only, while 

compared with the sequential HoMoM version, the 

speedup of the hybrid CPU/GPU technique is about 400 

times. 

 

V. CONCLUSION 
In this paper, a hybrid parallel CPU/GPU HoMoM 

method is presented and used to simulate the scattering 

of an airplane and the radiation pattern of an airborne 

array. The hybrid parallel CPU/GPU procedure is proved 

to have a good speedup in the same degree of accuracy 

compared with the parallel HoMoM using the Intel MKL 

LU solver. The MPI/OpenMP/CUDA parallel framework 

base on GPU context technique can support a large scale 

of parallelism, which can fully exploit the computing 

power of current distributed CPU/GPU clusters. The out-

of-GPU memory scheme overcomes the GPU memory 

limitation is to utilize both the CPU and GPU memory, 

which offering a possibility of handling complex 

electrically large objects. 
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Abstract ─ In this work, a millimetre-wave aperture–

coupled antenna was offered by mode synthesis. In order 

to increase half power beam width (HPBW), the present 

study united a TM010 mode, which was generated by 

aperture slot of substrate integrated waveguide (SIW), 

and a zeroth-order resonance (ZOR) mode of a metamaterial 

polarizer mushroom. The results were confirmed by an 

equivalent circuit and a full wave simulator. Moreover, 

to prevent mm-wave fed loss, the study made use of a 

SIW feed with a slot which reduced the interference 

between a feed and a mushroom metamaterial structure 

as a polarizer antenna. The proposed antenna was 

fabricated and measured at 35 GHz. The simulated results 

roughly agreed with the measured results. 

 

Index Terms ─ Aperture–coupled antenna, Substrate 

Integrated Waveguide (SIW), Zeroth-Order Resonance 

(ZOR). 
 

I. INTRODUCTION 
In recent years, having a high data rate and a small 

size, millimetre-wave systems have provided access to 

less-crowded spectrums. They are a good alternative to 

be considered for future telecommunication systems. To 

enhance the accessibility and capability of mm-wave 

systems, the use of antennas with broad bands and high 

gain has become widespread [1–8]. Two main issues in 

designing mm-wave antenna must be considered. The 

first problem in designing an antenna in mm-wave 

application is high atmospheric debilitation, which 

reduces communication range [1–8]. Thus, the antenna 

in mm-wave application must follow either beam forming 

or broadside patterns. As is well known, designing beam 

forming feed network antenna is difficult and the risk of 

losing in the feed network is very high. On the other 

hand, despite that ordinary patch antennas follow a 

broadside pattern, their large size and low gain are 

important problems of these antennas. Second problem 

in designing mm-wave antennas is the high loss of feed 

network. Although, using a substrate with high relative 

permittivity can compensate microstrip radiation loss,  

it cannot compensate for higher losses. Additionally, 

making the overall system more resistant in the case  

of multipath propagation is another problem which must 

be considered in mm-wave application. Hitherto, to 

overcome each of the mentioned problems, previous 

studies have reported different methods. In [2], for 

example, an E-shape patch antenna was proposed for 

millimetre wave frequencies. This technique, though 

causing the bandwidth and broadside pattern to increase, 

has lower gain. On the other hand, the microstrip feed 

line and patch created in same layer lead to loss increase. 

Combining an aperture–coupled and a zeroth-order 

resonance, [3] reported a mode of a metamaterial antenna 

at the millimetre-wave frequency band that could almost 

solve the problem faced in [2]. However, there are still 

the problems of multipath effect and radiation loss of 

microstrip line. [4] employed the metallic waveguide  

fed microstrip array to alleviate the radiation loss. The 

substrate integrated waveguide (SIW) fed planar 

microstrip array has been introduced in [5] to overcome 

the limitations of conventional metallic waveguide, 

where a higher radiation efficiency was obtained. 

Nevertheless, the feed network and patch array were 

integrated onto the same layer; hence, the spurious 

radiation from the feed network was not completely 

suppressed [6]. The present study attempted to solve the 

mentioned problems by offering a solution for each. In 

order to have a broad side pattern with a high gain and 

low loss feed network, the study used a SIW cavity 

backed slot antenna which combining novel circularly 

polarizer mushroom and parasitic ring, produced a zeroth 

order resonance (ZOR) that was capable of increasing 

the broadside and gain even at a small size. 
 

II. ANTENNA STRUCTURE 
Figure 1 displays the geometry of the proposed CP 

SIW ZOR antenna. The antenna consists of two substrates 

isolated by a ground with an aperture. The top substrate 

is RT/Duroid 5880 with relative permittivity of εr=2.2, 
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loss tangent of tanδ=0.0009, and thickness of h1=0.508 mm. 

It contains the ZOR polarizer radiating element, while 

the other substrate, with the SIW fed line, is Rogers 4003 

(εr=3.55, tanδ=0.002). The polarizer includes a mushroom 

antenna and a parasitic ring patch, the two opposite 

corners of each are etched by S1 and S2, respectively,  

to attain CP feature. The antenna produces two modes  

of TM01 and TM10 with a directional radiation pattern 

leading to the emergence of CP characteristic, and a  

ZOR mode with an omnidirectional radiation pattern, 

respectively. The optimal dimensions of the antenna are 

as follows: Wp=2 mm, Wh=1.3 mm, radius of the via 

Vr=0.1 mm, La=2 mm, and Wa=0.1 mm. The parameters 

were derived from full wave simulation (ANSYS 

HFSS). The size of the patch antenna (Wp) and that of 

the etched hole (Wh) are determined to set the resonance 

frequency at 35 GHz, while the size of the aperture (La) 

and the radius of via (Vr) are set to optimize the radiation 

efficiency of the mushroom antenna [3].  
 

Configuration of 

mushroom polarizer 

with parasitic ring 

Top Substrate

RT/Duroid 5880

Separated ground 

with aperture 

Bottom Substrate 

Rogers 4003

Bottom conductor 

Transient between 

CPWG and SIW

VrWa

Rd

 
 (a) 

 
 (b) 

 

Fig. 1. (a) Configuration of antenna structure, and (b) 

fabricated photo. 

 

III. EQUIVALENT CIRCUIT 
The equivalent circuit of the antenna is shown in 

Fig. 2. It consists of an aperture (C1, Ca, La, and Ra), a 

parasitic ring patch antenna (Cp, Lp, and Rp), and a 

mushroom (CR, LL, and Rm). Γm, Γp, and Γpm are the 

coupling coefficients between an aperture and a 

mushroom, an aperture and a parasitic ring patch, and a 

mushroom and a patch, respectively. The equivalent 

circuit is calculated as follows in Ref. [1-4].  

The first step is to model the mushroom with a RLC 

network. The formulas to represent a resonator as a 

parallel resonant circuit can be found in [1-4] and [9] 

when the resonator is coupled to the excitation source: 

 𝑍𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =
𝑗𝜔𝐿

1−𝜔2𝐿𝐶
, (1) 

where ω=2πf and f define the angular frequency and 

frequency of the wave, respectively. The equivalent 

sheet inductance, LL, and the equivalent sheet capacitance, 

CR, are given as follows: 

 𝐿𝐿 =
𝜂𝑠

𝜔
tan(𝛽ℎ); 𝑎𝑛𝑑  𝐶𝑅 =

𝑤𝜀0(𝜀𝑟1+𝜀𝑟2)

𝜋
cosh−1(

𝐷

𝑔
). (2) 

The properties of the characteristic parasitic patch 

can be obtained by using: 

 𝐿𝑃 =
𝜇0
2

𝑙𝑎𝑣𝑔

4
[𝐿𝑛 (

𝑙𝑎𝑣𝑔

𝑤
) − 2], (3) 

where µ0 is the vacuum permeability, lavg is the average 

strip length calculated over all the rings and, 

𝐶𝑃 = 2𝜀0𝜀𝑟
𝑠𝑢𝑏 2𝑤+√2𝑔

𝜋
arccosh [

2𝑤+𝑔

𝑔
] ; 𝑎𝑛𝑑 𝜀𝑟

𝑠𝑢𝑏 = 1 +

2

𝜋
𝑎𝑟𝑐𝑡𝑔 [

ℎ

2𝜋(𝑤+𝑠)
] (𝜀𝑟 − 1) . (4) 

Where in (3) and (4), g, s and w are the gap between 

patch and parasitic patch (Wh - Wp), width of parasitic 

patch (Wp - Wh), and patch width (Wp), respectively. The 

second step is to find the input impedance of the slot. 

When the transmission line is terminated by a stub 

length‚ the input impedance is simply put under the 

rectangular waveguide supposition and this result is 

added as series reactance, X. The total impedance is 

then: 

 𝑍𝑠𝑙𝑜𝑡 = 𝑍𝑐
2𝑅

1−𝑅
+ 𝑋. (5) 

As is well known, the impedance of an SIW, Z0, can be 

calculated by: 

 𝑍0 =
ℎ

𝑤
𝜂

√1−(
𝜆

𝜆𝑐
)

 𝑎𝑛𝑑 𝜂 =
120𝜋

√𝜀𝑟
, (6) 

where Zc is the characteristic impedance of transmission 

line and R is voltage reflection coefficient.  

The mutual inductance between the microstrip patch 

and the slot is: 

 𝑀 =  (
𝜇0𝑊𝑎

2𝜋
) 𝐿𝑛 (𝑠𝑒𝑐 𝜃0) ;  𝜃0 =  𝑎𝑟𝑐𝑡𝑎𝑛 (

𝐿𝑎

2ℎ
), (7) 

where Wa, La and h are the slot width, the slot length, and 

the substrate height, respectively. 

The mutual inductance between the microstrip patch 

and parasitic patch is: 

 𝑀 =
𝜇0𝑥1

2𝜋
[0.467 +

0.059𝑤2

𝑥1
2 ], (8) 

where w is the patch width(Wp) and x1 is the effective 

parasitic patch length. 

From the equivalent circuit, the total incident power  
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to the proposed antenna can be expressed by: 

 𝑃𝑖𝑛𝑐−𝑡 = 𝑃𝑖𝑛𝑐−𝑍𝑂𝑅 + 𝑃𝑖𝑛𝑐−𝑇𝑀010, (9) 

where Pinc-ZOR and Pinc-TM010 are the incident powers to 

the inner mushroom ZOR antenna and the outer patch 

antenna, respectively. Hence, Pinc-ZOR and Pinc-TM010 can 

be written by [10]: 

 𝑃𝑖𝑛𝑐−𝑍𝑂𝑅 =
1

2
𝑅𝑚|𝑖1|2, (10) 

 𝑃𝑖𝑛𝑐−𝑇𝑀010 =
1

2
𝑅𝑝(|𝑖2|2 + |𝑖3|2). (11) 

By using the injected power to each antenna, the incident 

power ratio (Pr)can be defined as: 

 𝑃𝑟 =
𝑃𝑖𝑛𝑐−𝑍𝑂𝑅

𝑃𝑖𝑛𝑐−𝑍𝑂𝑅+𝑃𝑖𝑛𝑐−𝑇𝑀010
. (12) 

Consequently, in (1)-(12), the equivalent elements of  

the antenna are extracted as follows: C1=12.63 fF, 

Ca=126.47 fF, La=163.91 nH, Ra=3126 Ω, Cp=49.61 pF, 

Lp=842.26 nH, Rp=884 Ω, CR=84.62 pF, LL=276.01 nH, 

Rm=796 Ω, Γm=0.146, Γp=0.103, and Γpm=0.078. 
 

C1

R
a

C
a L

a

Rm

CR

LL

LP

CP CP RP

Zin

Γm

Γp

Γpm

ia

ip

i p

im

RP

 
 

Fig. 2. Equivalent circuit of the proposed antenna. 

 

IV. RESULTS AND DISCUSSION 
All parameters of the antenna have been optimized 

by using commercial software high frequency structure 

simulator (HFSS ver. 14). In order to investigate the 

effect of each parameter, two parameters of Rd and 

WR=Wp-Wh have been studied. By changing Rd value 

from 0.5 to 0.55 mm, inductance effect increases and 

impedance matching changes, but by changing Rd value 

from 0.55 to 0.6 mm, the capacitance effect increases 

again and causes a decrease in impedance bandwidth. 

Results of these changes are demonstrated in Fig. 3. 

As mentioned, another parameter which has important 

effect on the antenna results is WR. In Fig. 4, by 

changing this parameter from 0.2 to 0.7, the capacitance 

effect is reduced which leads to an increase in impedance 

bandwidth but by increasing inductance effect via 

changing WR from 0.7 to 1.2 mm, impedance matching 

was disturbed.  

 
 

Fig. 3. Studying the effect of changing parameter Rd on 

impedance matching. 

 

 
 

Fig. 4. Studying the effect of changing parameter WR on 

impedance matching. 

 

The proposed SIW fed CP ZOR antenna was 

fabricated and measured. The scattering parameters of 

the proposed antenna were performed with an Agilent 

8510XF (E7340A) vector network analyzer. As specified 

in Fig. 5, the measured result for the S11 is in reasonable 

agreement with the simulated one, except for a little 

frequency shift [7-8] for the most ranges of the impedance 

bandwidth. From the measured results, a good impedance 

bandwidth over the frequency range of 33.82-36.37 GHz 

can be attained (as shown in Fig. 5).  

As is well known, since an equivalent horizontal 

magnetic loop current is generated inside the mushroom 

structure at the ZOR mode, the power radiates with an 

omni-directional pattern [3]. If the directional radiation 

pattern of the combination of TM01 and TM10 modes and 

the omni-directional radiation pattern of the ZOR mode 

are combined at the same frequency, it is possible for the 

HPBW of the total radiation pattern to improve. On the 
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other hand, since TM01 and TM10 are two modes with the 

same magnitudes and 90-degree phase difference, the 

proposed antenna radiated as CP antenna. In order to 

prove the performance principle of the design theory of 

the antenna, the study displayed the simulated surface 

current distribution on the antenna peripheral as well as 

the E-field distribution at the center frequency for 

different phases (Fig. 6). The direction of the wave in the 

presented antenna configuration leads to the counter 

clockwise rotated current distribution which results in 

right-handed CP (RHCP) radiation. Left-handed CP 

(LHCP) radiation can be obtained by changing chamber 

location of the presented configuration. The comparison 

between simulated and measured radiation patterns of 

the proposed antenna is demonstrated in Fig. 7. As 

proved in Fig. 7, this antenna with a broadside pattern 

radiates RHCP in +Z direction and because the loss of 

feed line is reduced and antenna is operated with SIW 

cavity backed slot, the gain is increased to 9.2 dB. 

 

 
 

Fig. 5. The comparison between simulated and measured 

S11. 

 

0° 60° 120° 

180° 240° 300° 

 
 

Fig. 6. Simulated current and E-field distributions on the 

surface of the proposed CP planar aperture ZOR antenna 

at 35 GHz for different phases. 

  
 (a) (b) 

 

Fig. 7. The comparison between (a) simulated and (b) 

measured radiation patterns at 35 GHz (solid line is 

RHCP, dash line is LHCP, black line is 𝜑=0°, and grey 

line is 𝜑=90°). 

 

In addition, using mushroom polarizer leads to an 

increase in gain with a broadside pattern. The simulated 

and measured half power bandwidths of antenna are 105 

and 103.8 degrees, respectively. The comparison between 

simulated and measured results of axial ratio and gain of 

ZOR antenna versus frequency is illustrated in Fig. 8. 

The simulated 3-dB axial ratio is from 34.27 to 35.87 GHz 

and measured axial ratio, while matching well with 

simulated results, has 4.7% (34.32-35.94 GHz) bandwidth. 

The gain of antenna in all frequency ranges has low 

variant value which suggests that this antenna possesses 

stable pattern and results. The measured average gain of 

the antenna is 8.93 dBic. 

 

 
 

Fig. 8. The simulated and measured ARs and gains of 

proposed CP ZOR antenna. 

 

V. CONCLUSION 
In this work, a SIW mm-wave antenna with wide 

HPBW was presented. The combination between a SIW 

aperture-coupled antenna (with TM010) and a mushroom 

polarizer metamaterial antenna helps develop HPBW. In 

order to increase the antenna performance and generate 

two orthogonal modes simultaneously to attain CP, the 
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study applied a modified mushroom with etching corner 

on SIW slot. The antenna has the advantages such as a 

simple structure, and planar configuration in spite of 

using two radiators. In conclusion, in the present study, 

an antenna with 7.3% BW, 4.7% 3-dB axial ratio BW, 

the maximum gain of 8.93 dBic, and 103.8° HPBW was 

designed. 
 

REFERENCES 
[1] B. Biglarbegian, M. Fakharzadeh, D. Busuioc,  

M.-R. Nezhad-Ahmadi, and S. Safavi-Naeini, 

“Optimized microstrip antenna arrays for emerging 

millimeter-wave wireless applications,” IEEE Trans. 

Antennas Propag., vol. 59, no. 5, pp. 1742-1747, 

May 2011. 

[2] W. He, R. Jin, and J. Geng, “E-shape patch with 

wideband and circular polarization for millimeter-

wave communication,” in IEEE Transactions on 

Antennas and Propagation, vol. 56, no. 3, pp. 893-

895, Mar. 2008. 

[3] C.-H. Lee and J.-H. Lee, “Millimeter-wave wide 

beamwidth aperture–coupled antenna designed by 

mode synthesis,” Microw. Opt. Technol. Lett., vol, 

57, pp. 1255-1259, 2015. 

[4] M. Shahabadi, D. Busuioc, A. Borji, and S. Safavi-

Naeini, “Low-cost high-efficiency quasi-planar 

array of waveguide-fed circularly polarized micro-

strip antennas,” IEEE Trans. Antennas Propag., 

vol. 53, no. 6, pp. 2036-2043, June 2005. 

[5] A. Borji, D. Busuioc, and S. Safavi-Naeini, 

“Efficient low-cost integrated waveguide-fed planar 

antenna array for ku-band applications,” IEEE 

Antennas Wireless Propag. Lett., vol. 8, pp. 336-

339, 2009. 

[6] B. Guntupalli, T. Djerafi, and K. Wu, “Two-

dimensional scanning antenna array driven by 

integrated waveguide phase shifter,” in IEEE 

Transactions on Antennas and Propagation, vol. 

62, no. 3, pp. 1117-1124, Mar. 2014. 

[7] S. Karamzadeh, V. Rafii, M. Kartal, and B. S. 

Virdee, “Compact and broadband 4×4 SIW butler 

matrix with phase and magnitude error reduction,” 

in IEEE Microwave and Wireless Components 

Letters, vol. 25, no. 12, pp. 772-774, Dec. 2015. 

doi: 10.1109/LMWC.2015.2496785 

[8] S. Karamzadeh, V. Rafii, M. Kartal, and B. S. 

Virdee, “Modified circularly polarised beam steering 

array antenna by utilised broadband coupler and  

4 × 4 butler matrix,” in IET Microwaves, Antennas 

& Propagation, vol. 9, no. 9, pp. 975-981, June 18, 

2015. doi: 10.1049/iet-map.2014.0768 

[9] S. S. Mohan, “Design, Modeling and Optimization 

of OnChip Inductor and Transformer Circuits,” 

Ph.D. Dissertation, Stanford University, Palo Alto, 

1999. 

[10] S. T. Ko and J. H. Lee, “Hybrid zeroth-order 

resonance patch antenna with broad E-plane beam-

width,” in IEEE Transactions on Antennas and 

Propagation, vol. 61, no. 1, pp. 19-25, Jan. 2013. 

doi: 10.1109/TAP.2012.2220315 

 

 

 

 

 

Saeid Karamzadeh, received his 

M.S. and Ph.D. degrees in Depart-

ment of Communication Systems, 

Satellite Communication & Remote 

Sensing program at Istanbul Tech-

nical University in 2013 and 2015 

respectively. He won the most succ-

essful Ph.D. Thesis Award of Istanbul 

Technical University. Currently, he is an Assistant 

Professor in the Istanbul Aydin University, Department 

of Electrical and Electronics Engineering. He is also with 

Application & Research Center for Advanced Studies  

in the Istanbul Aydin University, Turkey. His research 

interests include remote sensing, radar, microwave, and 

Antenna design. 

 

Vahid Rafiei, was born in Naghadeh, 

IRAN in 1986. He is author and co-

author more than a dozen articles 

about CP array and beam steering 

antenna. He is selected as Top 

Iranian Young Research in 2014-

2016. Now, he is working with 

Advance Electromagnetics, Micro-

wave and Antenna Research Group at Istanbul Aydin 

University and at the same time as Faculty Member of 

Istanbul Aydin University. His main areas of interest in 

research are microstrip array antenna, beam steering and 

beam shaping feed networks, computational methods, 

microwave passive and active circuits graphene base 

nano structure microwave and antenna application, and 

RF MEMS. 

 

Hasan Saygin, Professor of Engineer-

ing, specializing in Applied Sciences, 

and Advisor to the Chairman of the 

Board of Trustees at the Istanbul 

Aydin University. He received his 

Ph.D. from École Polytechnique    

de Montréal, Institut de génie 

énergétique at the Université de 

Montréal, and his M.Sc. in Nuclear Energy from Istanbul 

Technical University. His working area are Nuclear 

Energy, Thermodynamic, Computational Fluid Mechanics, 

Energy Policy, microwave and Antenna application. 

ACES JOURNAL, Vol. 32, No. 9, September 2017793



An Improved Design of Equal-Split Filtering Divider with Integrated 

Coupled-Line Band-Pass Filter 
 

 

Zafar Bedar Khan and Huiling Zhao 
 

Department of Electronics and Information, Northwestern Polytechnical University, Xian, 710072, P. R. China 

zafarbedarkhan@mail.nwpu.edu.cn, zhhl@nwpu.edu.cn 

 

 

Abstract ─ A novel methodology is proposed for 

achieving good output port isolation and return loss in  

a micro-strip filtering divider design with integrated 

coupled-line (CPL) band-pass filter (BPF). The designed 

filtering divider shows improved performance parameters 

as compared to previously reported work. It is proposed 

that by incorporating an extended transmission line (TL) 

and a conventional resistor as isolation elements, in 

addition to good even mode response (i.e., insertion loss 

IL, and input port return loss RL), the odd mode response 

(i.e., output port RL and isolation) can simultaneously be 

improved. In addition, two transmission zeros are realized 

in the vicinity of the pass band providing a reasonable 

skirt. Firstly, the coupled-line filter (CPLF) is matched to 

70.7Ω and subsequently integrated in place of conventional 

quarter wavelength transformers in a Wilkinson Power 

Divider (WPD) for equal division. Under these matched 

conditions, it is shown that a TL section and isolation 

resistor sufficed to achieve a reasonable output port return 

loss (RL) and isolation in the resulting filtering divider. 

Experimental validation of the proposed methodology 

comes from the measurements results of the fabricated 

CPL filtering divider designed at 3 GHz conforming 

reasonably to the simulated ones. For instance, 1 dB 

fractional bandwidth of 15.3%, port isolation of better 

than 31 dB and good out-of-band performance up to 

2.67f0 were experimentally achieved. 

 

Index Terms ─ Band-pass filter, coupled line filter, 

equal split, filtering divider. 
 

I. INTRODUCTION 
Integration of band-pass filter (BPF) in a Wilkinson 

power divider (WPD) has drawn much research interest 

for realization of a filtering divider with low insertion 

loss (IL) and compact area as compared to when 

implemented separately in most RF front-ends (RFFE). 

The idea is to effectively replace the quarter wavelength 

transformers (λg/4, where λg is the guided wavelength) 

with a BPF (with certain fractional bandwidth (FBW)) in 

a power divider (PD) to improve the frequency selectivity, 

which is otherwise poor in a conventional WPD [1]. In 

addition, different isolation elements/techniques are 

employed between the output ports to achieve an 

acceptable port isolation and output return loss (RL). 

Many types of band pass filters have been used for  

the purpose for unequal/equal power division [2-8] with 

different isolation elements. For instance quasi-elliptical 

BPF was used in [2-3] with a single resistor as isolation 

element. In [2], a FBW of 4% was achieved with 

improved out of band rejection but output port isolation 

(using a resistor as isolation element) was only at 15 dB 

with high insertion loss of 6.4 dB. In [3], IL was improved 

to 3.99 dB with output port RL and isolation of 20 dB 

each, by employing a λg/2 resonator, four λg/4 resonators 

and an isolation resistor. The achieved FBW was 6.5% 

with a very high value of the isolation resistor (3.2 KΩ), 

deviating considerably from the conventional value of 

100Ω. Coupled-line (CPL) structures and BPF have been 

extensively used to improve the frequency selectivity in 

WPD [4-8]. Unequal power division was addressed in 

[4-5]. For equal-split, a CPL structure with an isolation 

resistor was used in [6] to achieve a FBW of 16% but 

out-of-band response was not catered for and there were 

no transmission zeros. A coupled-line filter (CPLF) was 

used with a 3-dB hybrid as isolating element in [7]. Two 

prototypes were designed with port isolation of 24 dB. 

Here, although two transmission zeros were realized, but 

the IL was higher at 5.2 dB and 5.4 dB over a FBW 9.8% 

and 8.6% respectively. Moreover out-of-band rejection 

was less than 2f0 (where f0 is the design frequency). A 

CPL section with defected ground structure (DGS) was 

used in [8] to achieve input port match and IL of 30 dB 

3.15 dB respectively (even mode response). For effective 

output isolation, inductor, capacitor and resistor (LCR) 

were used and 23 dB of isolation and output port RL  

of 30 dB (odd mode response) was achieved. It may be 

noted here that third harmonic rejection was achieved 

with no transmission zeros. Two prototypes of filtering 

divider were presented in [9] by integrating second-order 

and fourth-order CPLF with a 3 dB FBW of 14.9% and 

15.2% respectively. A port isolation of about 24 dB in 

both prototypes was achieved by employing a single 

resistor at the outputs. The IL however was high at 5.5 dB 

and 6.8 dB respectively. From the afore-said, there appears 

to be a tradeoff between the even mode response (Input 
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port RL and IL) and odd mode response (output port RL 

and port isolation) of the filtering divider.  

In this paper, a new methodology is presented which 

integrates a CPLF in WPD with an extended transmission 

line (TL) and resistor as isolation elements for improved 

performance parameters. It was previously established in 

our work [10-11] that a 50Ω extended TL section and a 

100Ω resistor were sufficient to provide good isolation 

and output port RL in two and three TL dual band WPD. 

Here the concept is implemented on single-band filtering 

divider design to achieve simultaneous good even and 

odd mode response. A second order CPLF with a FBW 

of 16%, matched to 70.7Ω, has been shown to be 

effectively integrated in WPD maintaining low IL and 

good input matching as well as good output port matching 

and isolation. In addition, two transmission zeros are 

realized for a reasonably sharp skirt and good out-of-

band rejection is achieved. For micro-strip implementation, 

using the proposed approach avoids usage of reactive 

elements. Moreover easily available SMD packages may 

be used to implement the conventional 100Ω resistor.  

 

II. PROPOSED DESIGN DETAILS 

A. Coupled-line filter (CPLF) design  

Coupled lines/coupled line filters have been one of 

the famous choices for integration in the PD [4-9] as 

stated earlier. It is well established that even ordered 

filters are more appropriate to replace the conventional 

λg/4 transformers [4, 9]. In this subsection, design of a 

second order coupled line filter with Chebyshev response, 

pass-band ripple of 0.1 dB and FBW of 16% at a center 

frequency (CF) of 3 GHz is presented. Although design 

procedure of such CPLFs is well known [12], a brief 

design description is provided for brevity. For the laid 

down specification of the CPLF, firstly low pass filter 

prototype elements were calculated to be g0=1, g1=0.843, 

g2=0.622 and g3=1.355. By calculating the admittance 

(J) inverter values from Equations (1-3), band-pass 

conversion was carried out as a next step. Subsequently, 

form Equations (4-5), even and odd mode impedances 

were calculated. An important point to note here is that 

while designing the CPLF, the system impedance was 

taken to be 70.7Ω instead of 50Ω, in order to match the 

BPF in the PD circuit. This point is explained in detail in 

the next sub section. 

With the values of impedances known and F4BM-2 

taken as substrate with dielectric constant of 2.2 and 

height of 0.8 mm, widths (w) and distances (s) were 

calculated for each coupled line section as shown in Fig. 

1 (a). Agilent’s Advance Design System software (ADS) 

was used to carry out all simulations of the CPLF and 

CPLF divider. In order to get the desired response, the 

dimensions of the CPLF were slightly optimized and the  

final parameters are given in Table 1. 
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 (j=0 to n). (5) 

Where: 

Jj, j+1   = Admittance (J) inverter parameters 

Y0  = Characteristic admittance of the terminating 

                   line (with Z0 = 70.7Ω) 

FBW = Fractional Bandwidth = BW/centre frequency 

N    = Order of the filter 

(Z0e) j,j+1 = Even mode impedance 

(Z0o) j,j+1  = Odd mode impedance 

 
Table 1: Calculated design parameters of the CPLF 

j Jj, j+1 (Z0e)j,j+1 (Z0o) j,j+1 wj,j+1 

(mm) 

sj,j+1 

(mm) 

0 0.557 132.05 53.25 0.715 0.18 

1 0.362 105.5 54.9 1.012 0.24 

2 0.557 132.05 53.25 0.715 0.18 

 
Please note that Z0 was taken as 70.7Ω in the CPLF 

design equations for subsequent good match in the 

filtering divider. Simulation of the CPLF was carried out 

by setting the port impedance to 70.7Ω, due to which the 

width wf of the feeding TLs at both connecting ends  

was taken equal to 1.386 mm (corresponding to 70.7Ω). 

Length L of each coupled line section was kept equal  

at λg/4 as shown in Fig. 1 (a). Figure 1 (b) depicts the 

simulated S-parameters response of the CPLF at 3 GHz 

with a 1 dB BW from 2.7 GHz to 3.2 GHz (FBW of 

16.7%) achieving the desired specifications.  

 

 
 (a) 
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 (b) 

 
Fig. 1. (a) Second order coupled-line filter (CPLF) 

structure, and (b) simulated response of second order 

CPLF at 3 GHz. 

 
B. Coupled-line filter divider (CPLFD) design 

Proposed filtering divider circuit with a TL section 

and an isolation resistor is shown in Fig. 2 (a). The 

conventional λg/4 transformers have been replaced  

by second order CPLFs. A 50Ω extended TL section of 

length lTL and a resistor R have been employed for 

effective output ports isolation and return loss (RL) [10, 

11]. In order to get a simultaneous good even mode and 

odd mode response of the filtering PD, the TL length lTL 

was optimized. Please note (refer to Fig. 3) that the 

outputs were tapped form zero position (the point where 

the BPFs end). Symmetry of the circuit in Fig. 2 (a) 

allows the even–odd mode analysis to be applied resulting 

in the half circuits as depicted in Figs. 2 (b) & (c) for 

even mode and odd mode respectively.  

Under even mode excitations at the outputs, the 

proposed circuit can be bisected in the middle due to 

open circuit (magnetic wall) at the symmetric plane as 

shown in Fig. 2 (b). The isolation resistor R becomes 

superfluous and is shown as open circuit (OC). Assuming 

a system impedance of 50Ω, the input port 1 resistance 

doubles to a value of 100Ω in the bisected even mode 

circuit [1, 3]. Since the output port 2 is kept at 50Ω (system 

impedance), a transformation of 70.7Ω is required to 

achieve a perfect match between the input port and 

output port, as in conventional PD design [1]. In order to 

effectively replace the λg/4 transformer by a BPF, the 

latter must be matched to 70.7Ω so that Zin = 50Ω as 

shown in Fig. 2 (b). This is exactly the reason that in  

the previous sub section, the port impedance was set to 

70.7Ω instead of 50Ω for the CPLF simulation. Thus, 

under even mode condition, the proposed structure is 

expected to equally divide the signal with the filtering 

functionality as well, implying good IL and input port 

match (good RL). 

Good output ports isolation and RL can be ensured 

through odd mode half circuit as shown in Fig. 2 (c) 

which results due to odd mode excitation at the output 

ports, forming a short circuit (electric wall) at the 

symmetric plane. Thus, port 1 is shorted and if port 2 is 

perfectly matched then, maximum power is delivered to 

the isolation resistor which is half of its original value 

and no (or very little) power is transferred to port 2 [1, 

3]. Thus, for good isolation between the output ports 2 & 

3 (each of 50Ω), the resistor value was taken to be 100Ω 

(R = 2 x 50 Ω). Best output port RL and isolation is 

achieved by optimizing lTL of the TL which acts as an 

extension of the output port. 
 

 
 (a) 

 
 (b) 

 
 (c) 

 
Fig. 2. (a) Proposed filtering divider, (b) even mode half 

circuit, and (c) odd mode half circuit. 

 

It is imperative to mention here that the optimization 

of the TL length was carried out through the ‘optimization 

tool’ of the ADS in which the optimization goals were to 

achieve minimum value of S22/S33 and S23 by setting 

lTL as variable (to be optimized in the range of λg/8 < lTL 

< λg/2). This enabled accomplishing our purpose of 

attaining minimum S22/S33 and S23 just by optimizing 

the lTL and keeping the R at a conventional value. 
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III. IMPLEMENTED FILTERING DIVIDER 

CIRCUIT  
The designed filtering divider was fabricated on a 

F4BM-2 substrate with dielectric constant of 2.2 and 

height of 0.8 mm. Figure 3 shows the photo of the 

fabricated CPLFD. Please note that the TL length lTL was 

optimized in the range of λg/8 < lTL < λg/2 to get the best 

simultaneous even and odd mode response. Moreover, the 

output ports are shown to be tapped from zero position as 

marked in Fig. 3. Good functional response of the circuit 

was achieved at lTL = λg/2 = 37 mm. The dimensions of the 

manufactured CPLFD are reported to be 10.1 cm × 2.4 cm 

(24.24 cm2) or 1.3λg × 0.3λg. Although the size is slightly 

bigger in one dimension, but as will be shown in the 

results section, good simultaneous even and odd mode 

responses are achieved. 

 

 
 
Fig. 3. Photograph of the manufactured CPLFD at 3 GHz. 

 

IV. RESULTS AND DISCUSSION 
All measurements of the fabricated CPLFD prototype 

were carried out on Agilent’s PNA model no. E8363B. 

Figure 4 manifests the functional validity of the proposed 

technique which is evident through good conformance of 

measured and simulated S-parameter results at the design 

frequency of 3 GHz. Figure 4 (a) illustrates wide-band 

transmission response of the CPLFD with two transmission 

zeros at 1.4 GHz and 4 GHz. Moreover an out-of-band 

rejection of better than 15.8 dB was achieved up to 2.67f0 

(8 GHz), since the first spurious pass-band appeared 

centered at about 8.5 GHz. Narrow band transmission 

characteristics are shown in Fig. 4 (b). Good symmetry  

of the designed circuit can be observed due to a fairly 

overlapping response of measured IL (S21 & S31). For 

even mode response, good input port match (S11) is 

reported to be at a measured value of 25 dB, while the 

insertion loss (S21 & S31) is at 3.45 dB (ideal value is 3 

dB for equal division). Figures 4 (c) & (d) illustrate the 

odd mode response. From Fig. 4 (c), it is clear that the 

output port RL, (S22 and S33) stand at 29 dB each 

manifesting good match. Measured output port isolation 

(another very important performance parameter) is at 31 

dB as shown in Fig. 4 (d). The designed CPLFD is 

operational over a measured 1 dB BW from 2.71 GHz to 

3.17 GHz (1 dB FBW of 15.3%). 

  
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 
 

Fig. 4. Measured vs. Simulation response of CPLFD  

(sm = simulated, md = measured). (a) Wide-band response, 

(b) transmission characteristics in narrow band, (c) output 

port return loss, and (d) output port isolation. 
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Figure 5 depicts the measured amplitude imbalance/ 

difference (|S21| - |S31|) and phase imbalance/difference 

( S21 -  S31) at the output ports of the CPLFD over 

the achieved operational FBW. At 3 GHz, the amplitude 

difference is 0.036 dB and phase difference is -0.59° 

which implies that the divided signals at the two output 

ports have almost same amplitude and phase. Simultaneous 

good even and odd mode responses can be noted in the 

circuit designed through proposed methodology. 

Table 2 presents a comparison of the presented work 

with some previous works. It may be noted from Table 2 

that [2, 3, 7] offer sharp skirt (having transmission zeros) 

at the cost of bigger order of the filter and higher IL. The 

IL in [8] is low with no transmission zeros and reactive 

elements have been employed. Similarly in [9], even and 

odd mode responses are not simultaneously good. The 

work presented here achieves good input port match and 

low IL while maintaining reasonable output port match 

and return loss with two transmission zeros. 
 

 
 

Fig. 5. Amplitude and phase imbalance at output port. 

 

Table 2. Comparison of proposed work with previous work 

Works 

Parameters 

Order 
BPF 

Type 

Isolation 

Elements 

Input Port  

RL (dB) 

IL 

(dB) 

Output Port 

RL (dB) 

Isolation 

(dB) 

FBW 

(%) 

Transmission 

Zeros 

[2] 4 
Quasi-elliptical 

filter 
R ~25 6.4 ~25 15 4 4 

[3] 3 
Quasi-elliptical 

filter 
R 20 3.99 20 20 6.5 2 

[7] 5 
Coupled line 

filter 
3dB Hybrid 30 5.2 30 25 9.8 2 

[8] - 
Single coupled 

line section 
LCR 30 3.15 30 23 

Not 

given 
None 

[9] 

2 
Coupled line 

filter 
R 27 5.5 27 24 14.9 None 

4 
Coupled line 

filter 
R 25 6.8 25 24 15.2 2 

This work 

CPLFD 
2 

Coupled line 

filter 
TL, R 25 3.45 29 31 15.3 2 

 

V. CONCLUSION 
A new design methodology has been proposed for 

filtering divider with a transmission line and resistor as 

isolation elements which ensures simultaneous good  

even and odd mode response. As a first step, coupled line 

filter (CPLF) was designed and matched to 70.7Ω in the 

simulation and was subsequently integrated in the PD  

with a 50Ω extended TL and a 100Ω resistor as isolation 

elements. The designed coupled line filtering divider 

(CPLFD) was fabricated and measured response was good 

over a FBW of 15.3% at the design frequency of 3 GHz. 

A sufficiently wide out-of-band response was achieved  

for most practical purposes with two transmission zeros in 

the vicinity of the pass-band. The achieved S-parameters 

(S11/S22/S33, S21/S31, S23) in the designed prototype 

were in reasonably good agreement with simulation  

results, authenticating the proposed technique.  
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Abstract ─ Two high selectivity dual-band bandpass filters 

using dual-mode resonators are proposed in this paper. 

Four and six transmission zeros near the passbands can 

be easily achieved for two dual-band bandpass filters. 

A transmission zero located in the two passbands is used 

to realize good isolation for the two passbands. Two 

prototypes with center frequencies located at 1.93, 2.42 

GHz, and 2.04, 2.32 GHz with upper stopband insertion 

loss greater than 20 dB are designed and fabricated. The 

two proposed dual-band bandpass filters show high 

passband selectivity, good out-of-band suppression. 

Index Terms ─ Bandpass filter, dual-band, dual-mode, 

transmission zeros. 

I. INTRODUCTION 
Dual-band bandpass filters are becoming more and 

more important with the rapid development microwave 

communication systems [1]-[6]. The main attentions 

for dual-band bandpass filter design are the passband 

selectivity, passband isolation, upper stopband, and 

bandwidth control. Dual-mode ring resonators have a 

lot of attractive features such as compact circuit size, 

transmission zeros near passbands, which are firstly 

proposed by Wolff [7]. The dual-mode ring resonators 

have been introduced to design different bandpass filters, 

balanced circuits, power dividers [8]-[12] in the past few 

years. As discussed in [9], coupled ring resonators can 

be easily used to design high performance dual-band 

bandpass filters, several resonators can be configured in 

series, in parallel or both to realize different transmission 

characteristic. However, the dual-band bandpass filters 

have only two transmission zeros near each passband, 

cascaded ring resonators can only increase the passband-

order, the out-of-band transmission zeros are difficult to 

increase.  

In this paper, two novel dual-band bandpass filters 

with multiple transmission zeros are proposed, two dual-

mode ring resonators are used to realize the two 

passbands, and loaded shorted stubs and coupled lines 

are used to increase the numbers of transmission zeros. 

Pairs of independently adjusted transmission zeros can 

be easily realized for the two dual-band filters. Two 

prototypes of the dual-band bandpass filters are constructed 

on the dielectric substrate with r = 2.65, h =1.0 mm, and 

tan δ = 0.003. 

II. ANALYSIS OF PROPOSED DUAL-BAND

FILTERS 

A. Bandpass filters using dual-mode resonators 

Figures 1 (a)-(b) shows the ideal circuits of the 

bandpass filters using dual-mode ring resonators, and 

the dual-mode ring resonators are attached to two 

quarter-wavelength side-coupled lines (electrical length 

θ, even/odd-mode characteristic impedance Ze1, Zo1). 

Two transmission lines (Z1, θ) are located in the middle 

of the filter circuits, two microstrip lines with characteristic 

impedance Z0 = 50 Ω are connected to ports 1, 2. 

 
(a) 

 
(b) 

Fig. 1. (a) Bandpass filter circuit using single dual-mode 

ring resonator [8], and (b) dual-band filter using series 

dual-mode ring resonators [9]. 

The simulated results of Figs. 1 (a)-(b) are shown in 

Fig. 2, the two transmission zeros near the passband can 

be calculated as: 
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And when two dual-mode ring resonators are in series,  

a transmission zero (f0) can be realized in the center 

frequency of the bandpass filter, and two passbands can 

be easily realized [9]. In addition, due to the cascaded 

dual-mode ring resonators, the out-of-band performance 

rejection has been further improved. However, due to the 

circuit limitation, the out-of-band performance cannot be 

further improved for lack of transmission zeros out-of-

band. Next, two improved dual-band filters with four and 

six transmission zeros will be given. 

 

 
 
Fig. 2. Simulated results of the bandpass filters of Fig. 1, 

(Z1 = 90/90 Ω, Ze1 = 182 Ω, Zo1 = 72 Ω, Ze2 = 182 Ω,  

Zo2 = 72 Ω, Z0 = 50 Ω). 

 

B. Proposed two dual-band bandpass filters 

The ideal circuit of the dual-band bandpass filter 

with four transmission zeros are shown in Fig. 3 (a), and 

two shorted stubs (Z2, θ) are located in the end of the 

side-coupled lines. The other parts are the same as Fig. 1 

(b). The simulated frequency responses of the dual-band 

bandpass filter with five transmission zeros are shown in 

Figs. 3 (b)-(e), and besides the transmission zeros located 

at f0, four transmission zeros (fz1, fz2, fz3, fz4, fz1+ fz4=2f0, 

fz2+ fz3=2f0) are realized due to the loaded shorted stubs 

Z2. Due to the complex transmission matrix of the 

cascaded two dual-mode ring resonators, the equations 

of transmission zeros of the center frequencies of Fig. 3 

(a) are difficult to solve out directly. From the simulated 

results of Figs. 3 (b)-(e), we can find that, the center 

frequency of the two passbands move towards f0 as  

Z1 increases, and the bandwidth of the two passband 

increases as the sum of Ze2, and Zo2 increases. Moreover, 

the two transmission zeros fz1, fz4 move away from f0 as 

sum of Ze1, and Zo1 decreases, and the two transmission 

zeros fz2, fz3 move away from f0 as the sum of Ze2, and  

Zo2 increases. The passband selectivity and out-of-band 

harmonic suppression have been improved due to the  

increased transmission zeros.  
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 (e) 
 

Fig. 3. (a) Ideal circuit of the dual-band filter with five 

transmission zeros, (b) simulated results of Fig. 1 (b) and 

Fig. 3 (a), (c) |S21| versus Ze1, Zo1, (d) |S21| versus Ze2, Zo2, 

and (e) |S21| versus Z1, (Z1 = 80 Ω, Z2 = 120 Ω, Ze1 = 155 Ω, 

Zo1 = 65 Ω, Ze2 = 105 Ω, Zo2 = 80 Ω, Z0 = 50 Ω). 

 

The proposed dual-band bandpass filter with seven 

transmission zeros is illustrated in Fig. 4 (a), and two 

open/shorted coupled lines (electrical length θ, even/ 

odd-mode characteristic impedance Ze3, Zo3), and the 

input impedance of the open/shorted coupled lines is: 
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When Zin = 0, two transmission zeros can be obtained as: 
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and the two transmission zeros (fz5, fz6) have only 

relationship with Ze3, Zo3, which are two independently 

adjusted transmission zeros for the dual-band bandpass 

filter with seven transmission zeros.  

The simulated frequency responses of the two dual-

band bandpass filters are shown in Figs. 4 (b)-(c), and 

the two transmission zeros fz5, fz6 are located in the center 

of fz1, fz2, fz3, fz4, the out-of-band harmonic suppression 

can be easily improved, and the bandwidth of the two 

passbands and center frequencies do not change with fz5, 

fz6 [8], which can supply more freedom for the bandpass 

filter design.  

Based on the above discussions and analysis, the 

center frequencies of the two dual-band filters are chosen 

as: 1.94 and 2.42 GHz, 2.04 and 2.34 GHz, and the 

prototypes of the proposed two dual-band bandpass 

filters are shown in Figs. 5 (a)-(b), and the final parameter 

for the two dual-band bandpass filters are shown in Table 

1. The simulated results of the two dual-band bandpass 

filters are shown in Figs. 6 (a)-(b), for the dual-band 

bandpass filter with five transmission zeros, the center 

frequencies are located at 1.93 GHz and 2.42 GHz,  

the 3-dB bandwidths of the two passbands are 8.3% 

(1.86-2.02 GHz) and 5.0% (2.35-2.47 GHz), and five 

transmission zeros are located at 0.70 GHz, 1.64 GHz, 

2.21 GHz, 2.60 GHz, and 3.53 GHz, and the upper 

stopband insertion loss is greater than 35 dB from  

2.57 GHz to 6.0 GHz. For the dual-band bandpass filter 

with seven transmission zeros, the 3-dB bandwidths  

of the two passbands are 8.1% (1.965-2.13 GHz), 5.1%  

(2.26-2.38 GHz), seven transmission zeros are located  

at 0.55 GHz, 1.49 GHz, 1.68 GHz, 2.21 GHz, 2.51 GHz, 

3.58 GHz, and 4.18 GHz, and the upper stopband insertion 

loss is greater than 30 dB from 2.48 to 6.1 GHz, compared 

with the dual-band filter with five transmission zeros, the 

passband selectivity have been further improved.  
 

 
 (a) 

 
 (b) 

 
 (c) 
 

Fig. 4. (a) Ideal circuit of the dual-band filter with seven 

transmission zeros, (b) simulated results of Fig. 3 (a) and 

Fig. 4 (a), (c) |S21| versus Ze3, Zo3, (Z1 = 80 Ω, Z2 = 120 Ω, 

Ze1 = 155 Ω, Zo1 = 65 Ω, Ze2 = 105 Ω, Zo2 = 80 Ω,  

Ze3 = 200 Ω, Zo3 = 60 Ω, Z0 = 50 Ω). 
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 (a) 

 
 (b) 

 

Fig. 5. Geometries of the two dual-band bandpass filters, 

(a) five zeros and (b) seven zeros. 
 

 
  (a)-I 

 
  (a)-II 

 
   (b)-I 

 
   (b)-II 

 
Fig. 6. Photographs, simulated and measured results of 

the two dual-band bandpass filters, (a) five zeros and (b) 

seven zeros. 

 
Table 1: Parameters of the proposed two filters (r = 2.65, 

h = 1.0 mm, and tan δ = 0.003) 

Proposed 

Filters 

Circuit 

Parameters (Ω) 

Structure 

Parameters (mm) 

Five zeros 

Z0 = 50, Z1 = 80, 

Z2= 125, Ze1 = 151, 

Zo1 = 60, Ze2 = 125, 

Zo2 = 95 

l1 = 23.6, l2 = 4.2,  

l3 = 20.4, l4 = 23.6,  

l5 = 24.7, w0 = 2.7,  

w1 = 0.42, w2 = 1.24, 

w3 = 0.56, w4 = 0.56, 

g1 = 0.19, g2 = 1.2,  

d = 0.6 

Seven zeros 

Z0 = 50, Z1 = 85 

Z2 = 11, Ze1 = 135, 

Zo1 = 55, Ze2 = 135, 

Zo2 = 100, Ze3 = 230, 

Zo3 = 88 

l1 = 23.6, l2 = 4.4,  

l3 = 20.0, l4 = 23.6,  

l5 = 24.9, l6 = 4.2,  

l7= 20.5, w0 = 2.7,  

w1 = 0.6, w2 = 1.06,  

w3 = 0.46, w4 = 0.15, 

w5 = 0.84, g1 = 0.24, 

g2 = 1.2, g3 = 0.2,  

d1= 0.6, d2= 0.6 
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III. EXPERIMENT AND RESULTS 

DISCUSSIONS 
The photographs, measured results of the two dual-

band bandpass filters are also illustrated in Fig. 6. Good 

agreements can be observed between the simulation  

and the experiments. For the dual-band bandpass filters 

with five transmission zeros, five transmission zeros are 

located at 0.74 GHz, 1.67 GHz, 2.28 GHz, 2.67 GHz, 

and 3.21 GHz, the 3-dB bandwidths of the two passbands 

are 8.1% (1.90-2.06 GHz) and 5.3% (2.40-2.53 GHz), 

and the upper stopband insertion loss greater than 20 dB 

from 2.6 GHz to 6.26 GHz; for the dual-band bandpass 

filter with seven transmission zeros, the 3-dB bandwidths 

of the two passbands are 8.2% (1.99-2.16 GHz) and 

5.1% (2.29-2.41 GHz), seven transmission zeros are 

located at 0.64 GHz, 0.96 GHz, 1.42 GHz, 2.23 GHz, 

2.55 GHz, 3.15 GHz, and 3.41 GHz, the upper stopband 

insertion loss is greater than 20 dB from 2.46 GHz to 

6.28 GHz.  

Moreover, Table 2 illustrates the comparisons of 

measured results for several dual-band bandpass filter 

structures. Compared with other balanced filters [1], [2], 

[3], [6], [9], the proposed two dual-band bandpass filters 

have more transmission zeros near the passbands, and 

the upper stopband for the two bandpass filters can 

stretch up to 3.3f1 (|S21| < -20 dB) and 3.1f1 (|S21| < -20 

dB), respectively. Further circuit size reduction can be 

also realized by using folded lines in multi-layer circuits. 

 
Table 2: Comparisons of measured results for some dual-

band filters 

Filter 

Structures 

TZs, 

|S21| 

Bandwidth 

(%) 

Stopband 

|S21|, dB 

Center 

Frequencies 

(GHz) 

Ref. [1] 5 14%,10% <-20, 3.0f1 1.80, 3.50 

Ref. [2] 2 2.0%, 3.0% <-20, 1.6f1 0.87, 1.27 

Ref. [3] 3 25.7%, 15.3% < -20, 3.0f1 1.32, 2.67 

Ref. [6]-I 4 8.55%, 5.93% <-20, 2.7f1 1.87, 2.53 

Ref. [9] 3 5.3%, -- <-20, 3.0f1 2.0, 4.0 

These 

works 

5 8.1%, 5.3% <-20, 3.3 f1 1.93, 2.42 

7 8.2%, 5.1% <-20, 3.1 f0 2.04, 2.32 

 
IV. CONCLUSION 

In this paper, two novel high selectivity dual-band 

bandpass filters with multiple transmission zeros using 

dual-mode resonators are proposed. Five and seven 

transmission zeros from direct current to second harmonic 

can be used to realize high passband selectivity, and the 

bandwidth and center frequencies of the two passbands 

can be adjusted independently by changing the coupling 

even/odd mode of the coupled lines and characteristic 

impedance of the ring resonators. The proposed dual-

band bandpass filters have advantages of high selectivity, 

wide upper stopband, simple structure, and high passband 

isolation. Good agreements between simulated and 

measured responses of the structures are demonstrated, 

indicating good candidates for planar microwave dual-

band circuits and systems. 
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Abstract ─ We present a rigorous optimization method 

to design wireless power transmission (WPT) systems. 

In order to optimize the power coupled to the receiver, 

reactive parasitic components are integrated into the 

system. Simulated annealing is implemented in conjunction 

with the method of moments to determine the optimum 

parameters for the design. By carefully adjusting the 

geometry, size, position and properties of the parasitic 

wires, it could be seen that the peak efficiency and 

effective distance for power coupling could be significantly 

improved. The result shows that the implementation of a 

square parasitic wire gives better performance than a 

circular one. A WPT system with a square reactive wire 

gives respectively a 0.79% and 0.07λ improvement in 

peak efficiency and effective distance compared to its 

zero-impedance counterpart. By inserting two square 

reactive wires with the transmitter sandwiched in between, 

the peak efficiency and effective distance are found to 

have increased respectively by 3.37% and 0.18λ, compared 

to that with a single reactive wire. 

 

Index Terms ─ Antennas, method of moments, simulated 

annealing, wireless power transmission. 

 

I. INTRODUCTION 
Throughout years of research and development, 

workable wireless power transmission (WPT) systems 

have already been made available [1]. However, there 

are still open issues and challenges yet to be overcome. 

According to the findings by Kurs et al. [2], the power 

efficiency of a WPT system operating at 9.9 MHz 

deteriorates below 50% at a distance greater than 2 m. It 

is apparent that the power transmission efficiency of a 

WPT system is constrained by the distance the power can 

be effectively transferred to the receiver. As a result of 

this, existing WPT devices can only operate at very close 

proximity. The rapid attenuation of the propagating 

energy is clearly one of the critical issues which require 

an immediate and effective solution.  

The installation of parasitic elements into a wireless 

communication system is found to have significantly 

reduced signal attenuation and increase signal quality. In 

[3], a comparison was made between the performance of 

a conventional Yagi-Uda transmitting antenna and that 

with parasitic elements constructed around it. It is found 

that the system installed with parasitic elements 

outperformed the conventional Yagi-Uda system -- the 

signal to interference noise ratio (SINR) and the voltage 

standing wave ratio (VSWR) were both significantly 

minimized. 

In this paper, parasitic components with different 

geometries and designs are introduced into a near field 

WPT system (henceforth referred to as the PWPT system). 

Analyses are performed to investigate their effectiveness 

in enhancing the efficiency of the system. To obtain the 

optimum parameters for the designs, Simulated Annealing 

or SA optimization algorithm has been applied in 

conjunction with the method of moments (MoM) when 

computing the parameters. 

In order to present a complete scheme, brief 

overview on the MoM and SA are first given in the 

subsequent sections. This is followed by a detailed 

elucidation on the design of the PWPT systems. Analyses 

based on the results obtained from the MoM and SA  

are discussed. A summary is then provided at the final 

section of the paper.  
 

II. METHOD OF MOMENTS 
The MoM is used to solve an E-field integral 

equation on the transmitting, receiving and loaded 

parasitic wire. The radius of the wire is assumed to be 

much smaller than the operating wavelength ( a  ) 

and the antenna length ( a L ). The surface current on 

the wire is therefore axially directed, i.e., only the 

component flowing along the z-axis is considered.  

The current J
 
along the wire is approximated as the 

summation of piecewise sinusoidal expansion functions 

as: 

 

1

M

n n

n

J I J


 , (1) 

where 
nJ  denotes the current on the nth  segment, M the 

number of expansion functions and In  is the unknown 

coefficient to be obtained [4]. Then, the E-field integral 

equation on the wire is solved by the MoM and the 

following matrix equation is obtained: 

1054-4887 © ACES 

Submitted On: February 22, 2017
Accepted On: July 14, 2017

ACES JOURNAL, Vol. 32, No. 9, September 2017 806



 [ ][ ] [ ]LZ Z I V  , (2) 

where [ ]Z  is an M x M impedance matrix and the element 

Zij is the mutual impedance between the i th and j th 

segment. The M x M matrix [ ]LZ  has only non-zero 

diagonal elements equal to impedance values at a receiving 

and a loading point [4]. Also, the unknown current [I] and 

known feed voltage [V] are an M-dimensional column 

vector. The element of [V] corresponding to a feed point 

is only non-zero and is assumed 1 V. By solving (2), the 

antenna characteristics, including currents at the feed 

point It and receiving point Ir can then be obtained. 

In this paper the efficiency is defined as: 

 Re( )

Re( )

r r r
f

t t t

P V I
e

P V I
  , (3) 

where Vt = 1 V at the feed point and, 

 
r r rV R I  , (4) 

at the receiving point (Rr Ω is loaded). At the inductive 

load on the parasitic wire we have: 

 
p p pV jX I  , (5) 

where jXp is a loaded reactance on a parasitic wire. Load 

values Rr and jXp in (4) and (5) are included in [ ]LZ  in 

(2). The efficiency in (3) is then calculated by including 

the mutual coupling effects between all wires rigorously. 

 

III. SIMULATED ANNEALING 
The minimization search process in SA starts by 

generating an arbitrary initial point, x0. Based on the cost 

function C defined with respect to a scale proportional to 

the temperature T, the initial temperature TI and the 

temperature length TL are set. The function of TL is  

to determine the extent of search for the algorithm.  

The algorithm will then start by generating a random 

neighboring solution, x’. Once the two points – C(x') and 

C(xnew) – are obtained, the cost function difference ,C  

which shows the difference between the existing point 

and the new point, can be determined by [5]: 

    ' .   new
C x C xC  (6) 

If C
 
is greater than 0, that means the current point xnew 

is better than the initial point x’ and xnew will overwrite 

x’. Otherwise, the program will generate a variable q, 

where the value of q will be randomly picked between 0 

and 1. It then decides to accept or reject the inferior point. 

The decision to accept or reject the inferior point is based 

on the result obtained from the comparison between the 

calculated acceptance probability and the variable q. The 

calculated acceptance function Ap is given in (7) below: 

 






 


T

C
Ap exp , (7) 

where T denotes the temperature. If the calculated value 

is near 1.0, then the new solution is taken to be better 

than its previous one. Otherwise, a value which is near  

0 indicates that the new solution is worse. After each 

iteration, the temperature T will decrease systematically 

according to the annealing schedule defined by the user. 

When T approaches zero, the probability the algorithm 

accepts a worse solution decreases correspondingly  

as well. The process will then repeat starting from 

generating a random neighboring solution until the 

algorithm reaches its termination condition, i.e., maximum 

number of iterations, computational time or maximum 

number of evaluations of the objective function. 
 

IV. WIRELESS POWER TRANSMISSION 
In this section, analyses on the performance of 

various WPT systems are performed. These include the 

conventional WPT (CWPT) system and the systems with 

parasitic elements installed into them (PWPT). Various 

designs of the PWPT system are proposed. The operating 

frequency used throughout the research work here is  

1 GHz, voltage source at the transmitter Vs is 1 V and the 

load at the receiver RL is 100 Ω.  
 

A. Conventional WPT systems 

In a CWPT system, energy is transferred via free 

space from an antenna connected to the source and it is 

then collected by the antenna at the receiving end [6]. A 

simplified schematic for the system is shown in Fig. 1. 

As can be observed from the figure, the transmitting 

antenna TX is separated from the receiving antenna RX by 

certain distance. The efficiency of wireless power transfer 

is determined when RX is placed at different distance 

away from TX. Here, center-fed half-wave dipoles are 

used for both antennas. The parameters used in the CWPT 

system are summarized in Table 1.  

Figure 2 depicts the efficiency of the CWPT system, 

computed based on the MoM. As can be observed  

from the figure, the efficiency of the system decreases 

proportionately with distance as expected. This is to say 

that, the farther the receiver is placed away from the 

transmitting source, the more drastic the energy coupled 

to the antenna degrades. This has clearly restricted the 

distance for effective energy transmission in a CWPT 

system. Table 2 summarizes the peak efficiency and the 

effective distance of the CWPT system. Since the energy 

of the CWPT system deteriorates along with distance, 

the peak efficiency for wireless transmission is taken at 

the starting point where RX is placed at distance 0.3λ 

away from the transmitter. For effective energy 

transmission, the minimum efficiency is set to be at 5%. 

This is to say that, the effective distance is taken at the 

position where the efficiency drops to 5%. 
 

B. WPT systems with single parasitic wire 

Figures 3 and 4 depict, respectively, the design 

configurations of the PWPT systems with a square and a 

circular parasitic wire installed into them. The distance 

between Tx and Px is given as DPx and that between Px 

and Rx is given as DRx. To give a fair comparison between 
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the two PWPT systems, the sizes of both parasitic wires 

are set to be identical.  

 

 
 

Fig. 1. A conventional WPT system, with half-wave dipole 

antennas. 
 

 
 

Fig. 2. Power efficiency of a conventional WPT system 

as a function of distance from the transmitter. 

 

 
 

Fig. 3. A WPT system with a square parasitic wire. 

 

 
 

Fig. 4. A WPT system with a circular parasitic wire. 

  

Table 1: Parameters of a CWPT system 

Variables Dimensions 

TX height (λ) 0.5 

TX radius (λ) 0.005 

RX height (λ) 0.5 

RX radius (λ) 0.01 

 

Table 2: Performance of the CWPT system 

Performance CWPT 

Peak efficiency (%) 8.72 

Effective distance (λ) 0.45 

 
In order to determine the optimum parameters for 

the design, the geometry, size, properties and position  

of the parasitic wires are taken as variables for 

optimization. Like the case of the CWPT system, the 

receiving antenna Rx is allowed to vary so as to compute 

the efficiency of the power coupled to it at varying 

distances from Tx. When performing optimization, Px has 

been set to be either no impedance loading (i.e., both 

resistance Rp and reactance Xp are zero) or impedance 

loading (i.e., Rp and Xp are allowed to vary). The 

parameters for a square and circular parasitic wire Px, 

obtained using SA are summarized in Table 3. Upon 

close inspection on the table, it can be observed that  

the resistance value RP obtained using SA is 0 Ω for 

optimum performance. Since resistance contributes to 

loss, it is therefore to be minimized in order to ensure 

efficient energy coupling. Reactance loading is one of 

the methods to improve antenna characteristics [4] and it 

is interesting to introduce it to optimize near-field power 

efficiency.  

Figures 5 to 8 depict the power efficiency of the 

reactive WPT systems in terms of distance λ. The curves 

in the figures show that the system obtained its peak 

efficiencies at about 0.37λ using a square and circular Px. 

The peak efficiency is some distance away from the 

transmitter because the receiver antenna may collect 

additional energy scattered from the parasitic wire in 

addition to the reception of direct electromagnetic 

energy from the transmitter [7]. The curves in the figures 

show that the system gives the highest power efficiency 

with the presence of an inductive Px. Table 4 summarizes 

the peak efficiencies and effective distances found in 

Figs. 5 to 8. As shown in the table, the peak power 

efficiency when a reactive component is included in  

Px is about 0.79% (for the square geometry) to 1.0% (for  

the circular geometry) higher than that of the zero-

impedance case. It can also be seen that a square reactive 

Px performs better than its circular counterpart. The peak 

efficiency attained using the square Px is 0.69% higher 

than the circular Px. When the receiver moves farther 

away from the transmitter, the power coupled to the 

receiver antenna tends to decrease. Hence, the power 

efficiency decreases accordingly as well. As depicted in 

Figs. 7 and 8, at a distance of 0.5λ to 1λ, the efficiencies 

using the square and circular Px are comparable. By 

comparing Tables 2 and 4, it can be seen that the peak 

efficiency of the inductive square PWPT system is about 

5.82% higher than that of the CWPT system. The 

effective distance of the square Px is also approximately 

0.32λ farther than that of the CWPT system. 
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Fig. 5. Performance of WPT systems with zero-impedance 

(dashed line) and inductive (solid line) square parasitic 

wires, at distance 0.3λ to 0.5λ. 
 

 
 

Fig. 6. Performance of WPT systems with zero-impedance 

(dashed line) and inductive (solid line) circular parasitic 

wires, at distance 0.3λ to 0.5λ. 
 

 
 

Fig. 7. Performance of WPT systems with zero-impedance 

(dashed line) and inductive (solid line) square parasitic 

wires, at distance 0.5λ to 1.0λ. 
 

 
 

Fig. 8. Performance of WPT systems with zero-impedance 

(dashed line) and inductive (solid line) circular parasitic 

wires, at distance 0.5λ to 1.0λ. 
 

In order to obtain a better insight on the effect  

of inductance in parasitic wires, the current generated  

at each part of the system is investigated. Figure 9 

illustrates the points and expansion functions set up in 

the MoM to calculate the current in the square PWPT 

system. It is clear from the figure that each point and 

expansion function corresponds to different parts of the 

system. The impedances Zp are placed at expansion 

function n = 21 and 33. It is to be noted that Zp is  

a complex variable which consists of Rp = 0 Ω and  

Xp = 17.26 Ω, i.e., Zp = 0 + j17.26 Ω. 

Figures 10 to 12 depict the current distribution at the 

transmitter, receiver and parasitic wire when the receiver 

is 0.5λ away from the transmitter. According to the 

curves shown in Fig. 7, the efficiency of the power 

coupled to the receiver is about 10.76% when DRX = 0.5λ. 

Due to the effect of the parasitic element the real part of 

It has a peak and the imaginary part of It has a notch to 

reduce the imaginary power which stores the energy. 

Then real power Pt is transferred efficiently to the 

receive antenna. Therefore the current at the feed has  

a notch as shown in Fig. 10. At the receive antenna  

the larger receive power is transferred and the current 

amplitude has a peak as shown in Fig. 11. 
 

Table 3: Parameters of a PWPT system 

Variables Square PX Circular PX 

PX length (λ) 1.0 1.00 

PX radius (λ) 0.005 0.005 

DPX (λ) 0.161 0.154 

DRX (λ) 0.189 0.209 

RP (λ) 0.00 0.00 

XP (λ) 17.26 13.27 

 

Table 4: Performance of a PWPT system 

Configuration 

Peak 

Efficiency 

(%) 

Effective 

Distance 

(λ) 

Lossless square geometry 

(RP = XP = 0) 
13.75 0.70 

Inductive square geometry 

(RP = 0, XP = 17.26 Ω) 
14.54 0.77 

Lossless circular geometry 

(RP = XP = 0) 
12.85 0.70 

Inductive circular geometry 

(RP = 0, XP = 13.27 Ω) 
13.85 0.77 

 

 
 

Fig. 9. Points (k) and expansion function (n) numbering 

of the PWPT system. 
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Fig. 10. Current distributions at the transmitter of a WPT 

system with an inductive (solid line) and zero-impedance 

(dashed line) parasitic wire. 

 

 
 

Fig. 11. Current distributions at the receiver of a WPT 

system with an inductive (solid line) and zero-impedance 

(dashed line) parasitic wire. 

 

 
 

Fig. 12. Current distributions at the parasitic wire of a 

WPT system with an inductive (solid line) and a zero-

impedance (dashed line) parasitic wire. 

 

It can be seen from Fig. 12 that the current 

distributions produced at expansion functions ranging 

from n = 19 to 24 and 31 to 36 are higher than those at  

n = 25 to 30 and 37 to 42. The former two ranges of 

expansion functions correspond to the left and right parts 

of the wire which are in parallel with the antennas and 

the wave polarization; whereas, the latter two correspond 

to the top and bottom parts which are in orthogonal. The 

result indicates that higher current is produced at the wire 

when it is parallel to the direction of the wave polarization. 

With proper orientation, it can be seen that the wire in 

parallel with the direction of wave polarization is longer 

for a square wire compared to a circular one. Hence, the 

system with a square Px exhibiting better performance 

than that with a circular Px is to be expected. Figure 12  

also shows that the current distributions found at the 

inductive wire are higher than those parts with zero 

impedance. Indeed, the current peaks at n = 21 and 33, 

i.e., the positions where both inductances are placed.  

It is therefore evident that the presence of inductance 

(which is an energy storage device) helps to enhance the 

current produced at the parasitic wire. 

 
C. WPT systems with dual parasitic wires 

Based on the results obtained in the previous 

section, it can be concluded that a PWPT system 

enhances both the peak efficiency and the effective 

distance of wireless power transmission and that a square 

(rather than a circular) Px is a better option for the 

system. In this section, an additional square Px is 

therefore proposed to be integrated into the system to 

study its impact on performance enhancement. 

Figure 13 shows the configuration of a PWPT 

system with dual parasitic wires (henceforth referred to 

as the PPWPT system). Two parasitic wires Px1 and Px2 

are placed along the same axis with the transmitting 

antenna Tx sandwiched in between both. The distance 

between Px1 and Tx is denoted as DPx1 and that between 

Px2 and Tx as DPx2. Similarly, the distance between  

the receiving antenna and Px1 is denoted as DRx. The 

optimum parameters for an inductive system are 

tabulated in Table 5. The performance of the system with 

respect to the total distance Dtotal from Rx to Px2 is shown 

in Fig. 14. The peak efficiency and effective distance of 

the system are summarized in Table 6. It is apparent from 

the table that the effective distance of the system is found 

to have extended close to 1λ. This is to say that, the 

distance it takes for the efficiency of the system with dual 

Px to drop below 5% is relatively longer than that with a 

single Px. By comparing Tables 4 and 6, it can also be 

seen that the magnitude of the peak efficiencies and 

effective distances are about 3.37% higher and 0.18λ 

farther than those with a single Px. Hence, it can be 

concluded here that the performance of the WPT system 

can be significantly improved when the number of 

parasitic wires increases. This is particularly so, when 

the wires are placed at the front and back of the 

transmitting antenna.  

 

 
 

Fig. 13. A PPWPT system.  
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Fig. 14. Performance of a PPWPT system. 

 

Table 5: Parameters of a PPWPT system  

Variables Dimensions 

PX length (λ) 1.0 

PX radius (λ) 0.005 

DPX1 (λ) 0.173 

DPX2 (λ) 0.30 

DRX (λ) 0.173 

RP (Ω) 0 

XP (Ω) 19.33 

 

Table 6: Performance of a PPWPT system 

Performance Inductive Square PWPT 

Peak efficiency (%) 17.91 

Effective distance (λ) 0.95 

 

V. CONCLUSION 
In this paper, the optimization procedure of wireless 

power transmission systems with parasitic wires is 

presented in detail. By implementing the MoM in 

conjunction with SA, the geometry, size, properties  

and position of the parasitic wires are optimized. When 

a square inductive wire is integrated in between the 

transmitter and receiver, the result gives the highest  

peak power efficiency and longest effective distance  

for power coupling. The performance of the system can 

be further enhanced when an additional square wire is 

placed at the back of the transmitter.  
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Abstract ─ The hybrid-mode model (HMM) combining 

monopole and dipole radiation modes can provide near-

hemispherical coverage but has a high profile. To reduce 

the profile of HMM, a modified HMM is presented in 

this paper using a dipole radiator and a magnetic current 

loop radiator. Based on the modified model, a low-profile 

on-board antenna is proposed. When the side length of 

the ground is infinite, the 3-dB beamwidths in the xz 

plane and yz plane of the proposed antenna are both 180°. 

When the side length of the ground is finite, the proposed 

antenna can provide a near-hemispherical field-of- 

view coverage. The design example demonstrates the 

practicability of the modified HMM and the proposed 

antenna can be used in wide-angle scanning arrays and 

rich-multipath communication systems. 

 

Index Terms ─ Broad beam, hemispherical coverage, 

hybrid modes, low profile, wide-angle scanning. 
 

I. INTRODUCTION 
The hybrid-mode model (HMM) combining 

monopole radiation mode and dipole radiation mode  

is a traditional and popular method to obtain near-

hemispherical field-of-view coverage [1], [2]. The dipole 

model and monopole mode can provide horizontally 

polarized patterns and vertically polarized patterns [3]-

[5], respectively. The peaks and nulls of the HMM can be 

controlled by adjusting the monopole height and dipole 

length. Therefore, the HMM is possible to achieve a near 

hemispherical field-of-view coverage [1], [2]. Recently, 

the hemispherical coverage was also obtained using half-

loop antennas [6], [7], which can be considered as the 

transformation of HMM. 

In wide-angle scanning arrays, the HMM has been 

used to design broad-beam elements. In [8], [9], two 

parasitic monopoles with reactive loads were placed  

near a driving dipole to broaden the E-plane pattern of 

dipole antennas. In [10]-[12], the dipole-mode radiator 

surrounded by monopoles was used to achieve near-

hemispherical coverage for wide-angle scanning phased 

arrays. In wireless communication systems, a single 

antenna with dipole radiation mode and monopole 

radiation mode can provide antenna diversity and improve 

system reliability in rich multipath environments [13],  

[14]. In radio astronomy systems (RAS), the HMM  

with near-hemispherical field-of-view coverage and 

polarization discrimination capability is particularly 

important [15], [16]. To use HMM antenna in RAS, a 

theoretical sensitivity analysis of HMM antennas was 

proposed in [17] and [18]. In addition, the HMM has 

been used to simplify hemispherical two-dimensional 

angular space null steering [19]. 

Although the HMM has been extensively 

investigated and widely used in several applications, the 

high profile of monopole radiator is an existing problem 

to this model and the mentioned HMM antennas have a 

profile of approximately λ/4, where λ is the wavelength 

corresponding to center operation frequency. To reduce 

the profile, the HMM is modified in this paper by using 

a dipole radiator and a magnetic current loop (MCL) 

radiator. The radiation patterns of MCL and dipole can 

cover the low elevation area and high elevation area, 

respectively. Therefore, a near-hemispherical coverage 

can be obtained by optimizing the weights of the two 

radiation modes. Based on the modified hybrid-mode 

model (MHMM), a low-profile on-board antenna with 

near-hemispherical field-of-view coverage is proposed. 

When the side length of the ground is infinite, the 3-dB 

beamwidths in the xz plane and yz plane of the proposed 

hybrid-mode antenna are both 180°. The design example 

demonstrates the practicability of the MHMM and the 

proposed antenna can be used in wide-angle scanning 

arrays and radio astronomy systems. 
 

II. LOW-PROFILE ANTENNA WITH NEAR-

HEMISPHERICAL COVERAGE 
A. Low-profile hybrid-mode model 

To lower the profile of HMM, a substitute with a 

similar radiation pattern of monopole radiator should  

be found firstly. According to [20] and [21], MCL has a 

monopole-like radiation pattern. Therefore, the MCL is 

used to replace the monopole radiator in this paper. The 

radiation pattern of MCL is shown in Fig. 1. The models 

are simulated by CST Microwave Studio. Because CST 
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software has no magnetic currents, the MCL on an 

electric wall is represented with an electric current loop 

with a radius of λ/40 placed on an infinite magnetic wall 

in the simulation, i.e., the complementary structure of 

MCL. The distance between the loop and the magnetic 

wall is λ/40, where λ is the free-space wavelength. From 

Fig. 1, we can see that the pattern of MCL and that  

of monopole are very similar. Therefore, a low-profile 

MHMM with near-hemispherical pattern may be obtained 

if the MCL and dipole can be excited at the same time. 

 

 
 
Fig. 1. Dipole, monopole, and magnetic current loop on 

an infinite electric wall and their radiation patterns. The 

models are simulated by CST Microwave Studio. 

 

B. Antenna with near-hemispherical coverage 

Based on the MHMM combining a dipole radiator 

and a MCL radiator, a microstrip on-board antenna at  

L band is proposed to provide a near-hemispherical 

pattern. Geometry of the proposed antenna is shown  

in Fig. 2 and its optimum dimensions are marked in  

the figure. This antenna is composed of two kinds of 

dielectric substrates and three layers of copper patches. 

The top substrate has a thickness of 4 mm and a relative 

dielectric constant of 2.65; the bottom substrate has a 

thickness of 1.6 mm and a relative dielectric constant of 

4.4. A narrow rectangular patch and a circular patch are 

printed on the top and bottom substrates. The narrow 

patch can provide a radiation similar to a dipole on an 

electric wall. The circular patch with opened edge is fed 

from the center and the electric field is from the patch to 

the ground, therefore, the edge of the circular patch can 

be equivalent to a MCL radiator. The two patches are 

connected with a copper via and fed from the backside 

with a 50-Ω coaxial probe. The whole dimension of the 

radiation patches is approximately 0.2λ×0.1λ×0.03λ. 

 

 
 

Fig. 2. Geometry of the hybrid-mode antenna. The color 

brown represents copper material. The dimensions are 

optimized by CST. 

 

According to the boundary condition, the radiation 

pattern of MCL radiator, similar to monopole, can cover 

to the ground plane only when the ground is infinite. As 

a result, the HMM, as well as the MHMM, can potentially 

provide a hemispherical coverage only when the ground 

is infinite. To eliminate the effect of ground, the ground 

is set to be infinite when optimizing parameters. The 

simulated reflection coefficient of the proposed antenna 

with an infinite ground is shown in Fig. 3. The simulated 

band with S11 below -10 dB includes 1.6 GHz, which is 

the desired operating frequency. 

 

 
 

Fig. 3. Simulated reflection coefficient of the hybrid-

mode antenna with an infinite ground.  

 

For the hemispherical-pattern antenna, radiation on 

each direction should be equal. However, the exact 

condition is difficult to practically use in the numerically 

calculation. To simplify the hemispherical-pattern 

condition, a five-equal-points condition is used to 

optimize the radiation pattern. The five key control 

points of a hemispherical pattern are (θ=90°, φ=90°), 

(θ=90°, φ=180°), (θ=90°, φ=270°), (θ=90°, φ=0°), and  
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(θ=0°), respectively. Because the five-equal-points 

condition is a necessary but not sufficient condition for 

the hemispherical pattern, the radiation pattern should  

be checked after optimization. The simulated radiation 

patterns at 1.6 GHz of the proposed antenna with an 

infinite ground are shown in Fig. 4. When the ground is 

infinite, the 3-dB beamwidths in the xz plane and yz 

plane are both 180° and the pattern fluctuation in the  

xy plane is less than 5 dB. In the design process, we 

consider a hemispherical pattern is obtained when the  

3-dB beamwidths in both xz plane and yz plane are 180°. 

 

 
 

Fig. 4. Simulated patterns at 1.6 GHz of the hybrid-mode 

antenna with an infinite ground. 

 

From the principle of the MHMM, the dipole can 

cover the high-elevation area and the MCL can cover the 

low-elevation area. A near-hemispherical coverage may 

obtained only when the appropriate weight factors of the 

two kinds of radiations are satisfied. For the proposed 

hybrid-mode antenna, the weight factor can be adjusted 

by structure parameters. Next, the effect of the length  

l of the narrow rectangular patch is analyzed as an 

example, as shown in Fig. 5 and Fig. 6.  

The simulated patterns at 1.6 GHz in the xz plane  

of the proposed hybrid-mode antenna corresponding to 

different length l are shown in Fig. 5. From these figures, 

we can see that the φ component can cover the high-

elevation area and the θ component can cover the low-

elevation area. The polarization discrimination capability 

is particularly important to rich multipath environments  

[13], [14]. When the length l increases, the radiation of 

φ component is strengthened and the radiation of θ 

component is weakened. When l is less than 27 mm, the 

radiation maximum of θ component is larger than φ 

component and the sum radiation pattern has a 

depression around 0°. When l is more than 27 mm, the 

radiation maximum of θ component is smaller than φ 

component and sum radiation pattern has a narrow 

broadside pattern. When l=27 mm, the two components 

have similar radiation maximums and a broad coverage 

of the sum radiation is obtained. 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 5. Simulated patterns at 1.6 GHz in the xz plane 

corresponding to different length l of the narrow 

rectangular patch: (a) φ component, (b) θ component, 

and (c) vector sum of the two components. The unit of  

l is mm. 
 

The simulated patterns at 1.6 GHz in the yz plane  

of the proposed hybrid-mode antenna corresponding to 

different length l are shown in Fig. 6. The radiation of  

θ component is much larger than φ component. The  

low cross polarization radiation in the yz plane of the 

MHMM antenna is similar to that of the monopole 

radiator in HMM, which indicates that the MCL will  

not cause cross polarization in the H-plane of dipoles  

[8], [9]. This phenomenon is appropriate for wide-angle 

scanning arrays. When l=27 mm, a 180° coverage of  

θ component is obtained. Therefore, the radiations of  
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the proposed antenna can be controlled by adjusting 

structure parameters to realize a near-hemispherical 

coverage. 

 

 
 

Fig. 6. Simulated patterns at 1.6 GHz in the yz plane 

corresponding to different length l of the narrow 

rectangular patch. The unit of l is mm. 

 

The above discussions are under the circumstance  

of infinite ground. The performances of the proposed 

hybrid-mode antenna with finite ground are shown in  

the following. Two prototypes of the proposed antenna, 

with Lg=λ and Lg=4λ respectively, are fabricated. Two 

photographs of unassembled and assembled antenna 

with Lg=λ are shown in Fig. 7. 

 

 
 (a) 

 
 (b) 

 

Fig. 7. Photographs of the hybrid-mode antenna with 

Lg=λ: (a) unassembled antenna and (b) assembled antenna. 

 

The simulated and measured reflection coefficients 

of the proposed antenna are shown in Fig. 8. From Fig. 

8, we can see that the resonant frequency changes little 

with Lg. The ground size has little effect on the resonant 

frequency in both simulated results and the measured 

results. The simulated and measured bands with S11 

below -10 dB both include 1.6 GHz. The measured 

resonant frequency has a little move toward the high 

frequency because of the machining error, which includes 

the soldering error, the assembled error, and parameters 

error of practical substrate. 

 

 
 

Fig. 8. Simulated and measured reflection coefficients of 

the hybrid-mode antenna when Lg=λ and Lg=4λ. The 

resonant frequency changes little with Lg. 

 

The far-field radiation pattern is measured in a 

microwave anechoic chamber. The simulated and 

measured radiation patterns of the proposed antenna  

with different Lg are shown in Fig. 9. When Lg is λ, the 

simulated 3-dB beamwidth in the xz plane is 128° and 

the measured one is 130°; the simulated 3-dB beamwidth 

in the yz plane is 147° and the measured one is 140°. 

When Lg=4λ, the simulated 3-dB beamwidth in the  

xz plane is 152° and the measured one is 161°; the 

simulated 3-dB beamwidth in the yz plane is 175° and 

the measured one is 172°. The 3-dB beamwidths in the 

xz plane and yz plane both increase with Lg. From the 

simulated and measured results, we can also see that 

when Lg=4λ, the side lobe level is significantly lower 

than that in the case of Lg=λ. The proposed antenna has 

a broad beam and can provide a near-hemispherical 

coverage with a finite ground. 

The measured efficiencies and peak gains of the 

proposed antenna are shown in Fig. 10. When Lg=λ and 

Lg=4λ, the measured efficiencies are both more than 60% 

in the frequency band of 1.59 GHz-1.62 GHz. The peak 

gain in the case of Lg=λ is a little higher than that in the 

case of Lg=4λ because the radiation beam is broader 

when Lg=4λ. 
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 (a) 

 
 (b) 

 

Fig. 9. Simulated and measured: (a) xz plane patterns and 

(b) yz plane patterns at 1.6 GHz of the hybrid-mode 

antenna. The 3-dB beamwidths in the xz plane and yz 

plane both increase with Lg. 

 

 
 

Fig. 10. Measured efficiencies and peak gains of the 

hybrid-mode antenna when Lg=λ and Lg=4λ. The peak 

gain in the case of Lg=λ is a little higher than that in the 

case of Lg=4λ because the radiation beam is broader 

when Lg=4λ. 
 

III. CONCLUSION 
In this paper, a low-profile hybrid-mode model is 

proposed to obtain a near-hemispherical coverage. Based 

on this model, an on-board antenna is designed. When 

the side length of the ground is infinite, the 3-dB 

beamwidths in the xz plane and yz plane are both 180°. 

When the side length of the ground is finite, the proposed 

antenna can provide a near-hemispherical coverage.  

The design example demonstrates the practicability of 

the proposed model and the proposed antenna can be  

used in wide-angle scanning arrays and rich-multipath 

communication systems. 
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Abstract ─ In this paper, opposition-based differential 

evolution and Meta-particle swarm optimization is 

applied to reconstruct three dimensional conducting 

scatterers. Rational Bezier surfaces are utilized to 

model the shape of the scatterers. The mathematical 

representation of this surfaces are expanded in terms of 

Bernstein polynomials. The unknown coefficients of 

these polynomials depend on a few control points in 

space. An optimization method is used to find the 

location of the control points such that a specific 

measure of the difference between radar cross section 

(RCS) of the reconstructed and the original target is 

minimized. Physical optics (PO) approximation is used 

to find the RCS of a reconstructed scatterer in each 

iteration of the proposed algorithm. Simulation results 

show that these algorithms are very stable in the 

presence of noise. 

 

Index Terms ─ Differential evolution, inverse scattering, 

particle swarm optimization, physical optics approximation, 

rational Bezier surfaces. 
 

I. INTRODUCTION 
Shape reconstruction of two and three dimensional 

conducting targets by using electromagnetic scattered 

field is a typical problem in inverse scattering and  

has many applications in radar target detection and 

identification and remote sensing. Several algorithms 

and approaches have been developed to deal with 

problem of inverse scattering such as level set schemes 

[1], linear sampling [2], time reversal [3]. Employing 

optimization methods to reconstruct the targets is another 

approach which have been widely used in recent years, 

mainly because of their simplicity of implementation 

[4]. Optimization methods are categorized into two 

main approaches of deterministic and stochastic methods. 

The main drawback of the deterministic methods is  

that they may trap in a local minimum. However, in 

stochastic algorithms, population of a random solution 

is used and therefore, better solutions help other 

members to emerge from local minima. Differential 

evolution (DE), particle swarm optimization (PSO), and 

genetic algorithm (GA) are the most popular schemes 

among stochastic algorithms. A comparative study of 

the performance of DE and PSO, to reconstrcut two 

dimensional conducting cases is reported in [4]. The 

performance of the genetic algorithm to reconstrcut two 

and three dimensional conducting scatterers has been 

reported in [5-6]. However, there is no report on the 

performance of DE and PSO for three dimensional 

conducting scatterers.  

The main purpose of this paper is to compare a 

variant of DE, known as opposition-based differntial 

evoloution (ODE) and a version of PSO known as 

Meta-PSO when applied to three dimensional problems. 

These two algorithms have a good peformance over 

traditional optimization methods [12-13]. In reconstruction 

of two and three dimensional scatterers, the shape of  

the scatterers could be parameterized in terms of some 

specific polynomials. In the inverse problem [6], the 

coefficients of these polynomials are optimized such 

that electromagnetic scattered fields of the reconstructed 

shape and the original shape approach each other.  

One of the few commonly used polynomials in this 

field are Bernstain polynomials [8]. In this paper, we 

also use Bernstein polynomials as the basis to expand 

the surface equation. The coefficients of this polynomial 

are extracted in the inverse problem using two 

approaches of ODE and Meta-PSO. 

In summary, the novelty of this paper is two folds: 

(i) in the previous paper DE and PSO methods are 

discussed and compared for reconstruction of two-
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dimensional objects, but in this paper, we analysize and 

compare those algorithms to deal with three-dimensional 

structures, (ii) in this comparison, we use more recent 

versions of DE and PSO methods, namely ODE and 

Meta-PSO. These newer approaches are more efficient 

compared with traditional ones that are discussed in the 

litreture. 

This paper is organized as follows. Section II 

presents the forward formulation. The inverse formulation 

is discussed in Section III. The two optimization 

algorithms are briefly reviewed in Section IV. Simulation 

results and concluding remarks are represented in 

Sections V and VI respectively.  

 

II. FORWARD FORMULATION 
The back scattered electromagnetic field from a 

large conducting scatterer can be expressed by physical 

optics approximation as follows [7]:  
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where   is the operating wavelength, 
0E  is the 

polarization of the incident field, k̂  is the wave vector, 

r  is the source point position vector, ds  is the surface 

differential element, n̂  is the surface normal vector at 

the source, 
0k  is the free space wave number and I  is 

the physical optics integral. In order to compute the PO 

integral, the surface geometry is modeled by rational 

Bezier patches. These patches are parametric and can 

be expressed in terms of Bernstein polynomials as 

follows [8]:  
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where 
3

ij
b R , = 0, ,i m , = 0, ,j n , are the 

Bezier patches control points, 
ij

w R , = 0, ,i m , 

= 0, ,j n , are the associated weights, the integers  

m and n are degrees of the surface, and u and v are  

the parameters that shape the surface. The Bernstein 

polynomial, ( )
m

i
B u  is expressed as:  
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Geometrical parameters of Bezier surfaces such  

as orthogonal and position vectors could be easily 

calculated in terms of Bernstein polynomials. In the 

literature, these surfaces are categorized into three 

groups of singly–curved, doubly–curved and plane 

patches. The PO integral over these surfaces could be 

simply evaluated by the stationary phase method and 

analytical techniques [9], [10] and [11].  

III. INVERSE FORMULATION 
The objective of the shape reconstruction process is 

to find the shape of the scatterer such that the difference 

between radar cross section of the reconstructed and the 

original shape is minimized. For this purpose, the shape 

of the scatterer is represented by Bernstein polynomials 

and the coefficients of these polynomials are calculated 

through optimization. More precisely, the coefficients 

of these polynomials are determined such that the cost 

function is minimized with respect to some specific 

control points. The cost function is defined as:  
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where 
true


  and 

rec


  are radar-cross sections of the 

original and the reconstructed scatterer, respectively. In 

this paper, opposition-based differential evolution and 

Meta-particle swarm optimization algorithm are used as 

the optimization techniques. 
 

A. Opposition-based differential evolution algorithm 

In the first step of this algorithm NP parameter 

vectors of D -dimension are created, that NP is the 

population of optimization algorithm and D is the 

number of unknown parameters. Also the opposite of 

this parameter vecors are produced as follows [12]:  

 , ,= , i j j j i jox a b x  (6) 

where the minimum and maximum of the thj  dimension 

of the parameter vector are ja  and jb . Then ,i jox  is 

replaced by ,i jx  If the cost function of ,i jox  is lower 

than ,i jx . Next, a mutant vector and a trial vector are 

created for each target as follows:  

 1

1 2 3= .( ),  G G G G

i r r rv x F x x  (7) 
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In these equations, G is the generation index,
1 2 3, ,r r r  are 

three mutually different integers that also differ from 

target index i, F is the mutuant constant that is taken to 

be 0.8, 
jh  is a random number in the interval [0,1], 

(0,1)H  is a crossover constant selected by the user, 

and l is a random integer [1,2,..., ]D . 

If the cost function of 1G

iu   is lesser than 1G

ix  , 

then 1G

ix   is changed by the trial vector. In the last step 

a random number between [0,1] is generated and if it is 

lower than the preselected jumping rate rJ  then ,

G

i jx  is 

compared with the opposite of it and the one with a 
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lower cost function is selected as the member of the 

current population.  
 

B. Opposition-based Meta particle swarm algorithm 

For simplicity, first, ordinary PSO is explained and 

then it is generalized to Meta PSO. If a problem has D 

unknown parameters, a group of 
1

NP  parameter vectors 

i
x , 

1
= 1, ....,i NP , each with dimension D are 

produced. Each vector has an initial random velocity to 

search the solution space. This velocity is updated in 

each iteration of the optimization algorithm as: 
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where w is the inertial weight that scale the old velocity, 

1t
pbest


 is the previous best solution of each member 

before iteration t, and 
1t

gbest


 is the previous best 

solution of all members before iteration t. Moreover, 
1

c  

and 
2

c  are the two preselected numbers that are usually 

chosen to be 0.49, 1.49, or 2 [13]. With this velocity, 

the position of the members are updated in each 

iteration as:  

 
1= . t t tx x v  (12) 

If the current member has a lower cost function 

than 
1t

pbest


, then, 
1t

pbest


 is replaced by this member. 

The same procedure is used to update 
1t

gbest


.  

In Meta-PSO, several groups are randomly 

generated. The velocity of one particle from each group 

is changed as follows [9]:  
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where 
1t

sbest


 is the best previous location of all 

members of all groups. 
1

c , 
2

c , and 
3

c  are three 

preselected numbers that are selected to be 2 here. In 

this problem, NS groups, where each group has 
1

NP  

members are considered. For the purpose of comparing 

Meta-PSO with ODE, we choose 
1

NS NP  as equal  

to the population of ODE. Similarly to the previous 

algorithm a random number between [0,1] is generated 

and if it is lower than the preselected jumping rate 
rJ , 

then ,

G

i jx  is compared with the opposite of it and the 

one with a lower cost function is selected as the 

member of the current population.  

 

V. NUMERICAL RESULTS 
For the first example, the reconstruction of a 

perfectly conducting conical curved sector with the 

height of 1 m, the bottom radius of 1m, and the top 

radius of 0.5 m is presented. In the reconstruction 

procedure, the degree of the surface and weight 

coefficients are selected a-priori. In addition, we assume 

that the surface curvature is negative. This cone is 

modeled by 3x2 control points. 

The parameters of the Meta-PSO and the 

opposition-based differential evolution are listed in 

Table 1 and Table 2. The original cone is compared 

with the ODE and the Meta-PSO reconstructed cones  

in Fig. 1 (a) and Fig. 1 (b) respectively. A comparison 

between the cost function of these two algorithms  

at various iterations are depicted in Fig. 1 (c). The 

scattered filed is evaluated at 45  points that are located 

at = 60 ,75 ,90 ,105 ,120     and at frequencies of 

0.4,0.8,1.2GHz . As shown, ODE converges better  

than Meta-PSO. The RCS of the original and the 

reconstructed cones for 45 120    and 45  are 

presented in Fig. 1 (d). A very good agreement is 

observed between the RCS of the original cone and the 

reconstructed one. Also for comparison purpose, the 

RCS simulated with the moment method is depectied in 

the same figure. The good agrement between the full 

wave method and physical optic method can be seen. 

To measure the accuracy of the reconstruction procedure, 

the shape error function is defined as [6]:  
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where = 2vnetN mn m n   is the number of elements in 

the vector net and ,i jp  is the Euclidean norm given 

by: 

 2 2 2

, , , ,= . i j i j i j i jp x y z  (15) 

0,1

,i jp  and 
1,0

,i jp  are related to the control points as: 
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The cost function in this problem is defined on 

RCS. Because the RCS does not change with the 

displacement of the shape, we obtain a transformation 

of the object in the reconstruction. Finally, we define 

the reconstruction error in a form that does not change 

with the displacement of the shape.  

 

Table 1: Opposition-based differential evolution 

parameters 

Jumping Rate Mutant Constant Crossover Rate 

0.5 0.8 0.5 

 

Table 2: Meta-particle swarm optimization parameters 

Jumping Rate w c1 c2 c3 

0.5 0.9-0.4 2 2 2 
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Fig. 1. (a) Comparison between original and reconstructed 

target by ODE, (b) comparison between original and 

reconstructed target by Meta-PSO, (c) cost function of 

ODE and Meta-PSO, and (d) comparison between RCS 

of reconstructed and original shape at = 1.2 .f GHZ  

 

In the simulation, the average reconstruction errors 

for five simulation of ODE and Meta-PSO are 0.16 and 

0.07 respectively. The stability of the algorithm is tested 

in the presence of an additive noise of [6]: 

 , ,

2

, , , ,
( ) ( )

        
     

n
NL rand , (17) 

where 
, ,  

  is the RCS of the original shape, NL is the 

noise level, rand is a random number between [0,1], 

and is the root mean square of the original RCS. The 

reconstruction error with an additive noise level of 0.1 

is 0.1764 for ODE and 0.1532 for Meta-PSO. Therefore, 

given that the reconstruction method is stable in the 

presence of additive noise in the radar cross-section, it 

can be concluded that if we use the measurement data 

for reconstruction, this method is also usable. 

For the second example, the reconstruction of 

perfectly conducting 90º–cylindrical sector, with the 

height and radius of 1m is considered. Similarly, Fig. 2 

shows the target and the simulation results. The average 

shape error obtained by ODE is 0.2174 and by Met-PSO 

is 0.2138. If the number of optimization steps was 

increased, the radar cross section of the reconstructed 

body would be closer to the original object. 

 

 
 (a) 

 (b) 

 
 (c) 
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 (d) 

 

Fig. 2. (a) Comparison between original and reconstructed 

target by ODE, (b) comparison between original and 

reconstructed target by Meta-PSO, (c) cost function of 

ODE and Meta-PSO, and (d) comparison between RCS 

of reconstructed and original shape at = 1.2 .f GHZ  

 

VI. CONCLUSION 
ODE and Meta-PSO algorithms are compared for 

shape reconstruction of three dimensional conducting 

objectst. In both cases, a good agreement between the 

reconstructed and the original shape is observed. Bezier 

surfaces are utilized to model the target and PO 

approximation is used to compute the scattered field. In 

addition, the stability of this algorithm in the presence 

of noise is investigated. Finally from the results we find 

that Meta-PSO is better than ODE for reconstruction of 

the target. 
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Abstract ─ In this paper, we propose a hybrid inversion 

approach to reconstruct the profile of arbitrary three-

dimensional (3-D) defect from magnetic flux leakage 

(MFL) signals in pipeline inspection. The region of 

pipe wall immediately around the defect is represented 

by an array of partial cylinder cells, and a reduced 

forward FE model is developed to predict MFL signals 

for any given defect. The neural network (NN) method 

is used at first to give a coarse prediction of the defect 

profile, and the prediction is then utilized as one 

original solution of the genetic algorithm (GA) to 

search for the global optimum estimate of the defect 

profile. To demonstrate the accuracy and efficiency of 

the proposed inversion technique, we reconstruct 

defects from both simulated and experimental MFL 

signals. In both cases, reconstruction results indicate 

that the hybrid inversion method is rather effective in 

view of both efficiency and accuracy. 

  

Index Terms ─ Defect reconstruction, genetic algorithm, 

magnetic flux leakage, neural network, pipeline 

inspection. 

 

I. INTRODUCTION 
Magnetic flux leakage (MFL) inspection is widely 

used for detecting corrosion defects in pipelines for oil 

and gas [1]. The inspection devices, referred as in-line-

inspection (ILI) tools, are designed for autonomous 

operation in the pipeline. Once defects have been 

identified, an equally important problem is the 

assessment of the size or severity of the defect [2]. 

In the past, inverse MFL problems were solved 

based on neural networks [3-5], gradient-based 

optimization methods [6, 7], GA-based optimization 

methods [8] and other methods [9, 10]. Neural networks 

are advantageous in cases where rapid inversions are 

required. However, their main drawback is that they 

require a large database for training. The performance 

of neural networks depends on the data used in training 

and testing. When the test signal is no longer similar to 

the training data, performance degrades. In contrast, 

methods embedding the physical model into the MFL  

signal inversion process do not require a large database. 

The physical model and the optimization procedure are 

crucial for these inversion methods. On the issue of 

convergence, gradient-based optimization often fails to 

converge to the global optimum in the presence of 

multiple local optima, since the optimization problem 

for defect reconstruction from MFL signals is not a 

unique solution one. The GA-based approach, on the 

other hand, begins with a large set of initial search 

points using well-defined probabilistic tools to guide a 

search towards regions in the search space that are more 

likely to contain the global optimum. The GA usually 

begins with a randomly generated set of original 

solutions, which may takes a long time to converge to 

the global optimum. Therefore, a suitable selection of 

the initial search points is rather important for the GA-

based approach to improve the efficiency.  

In this paper, we propose a hybrid method for 3-D 

defect reconstruction from MFL signals in pipeline 

inspection. We develop a reduced forward model of 

pipe in MFL inspection, and combine NN to GA in 

inversion process by applying the prediction result of 

NN as one initial solution of GA. Results of defect 

reconstruction show that the proposed method has 

outstanding performance for both simulated and real 

experimental MFL signals.  

The organization this paper is as follows. In Section 

II, we introduce the reduced forward FE models of pipe 

and characterization of defect in MFL inspection. In 

Section III, we summarize the application of NN and GA 

to 3-D defect inversion. Section IV gives experimental 

results based on simulated and realistic experimental 

MFL data, and Section V gives the conclusions. 
 

II. FORWARD MODEL OF MFL 

INSPECTION 
Figure 1 depicts the corresponding magnetic circuit 

for an ILI tool for pipe inspection. Permanent magnets 

magnetize the pipe wall to saturation or near saturation 

flux density, typically in the axial direction. As shown, 

the magnetic leakage fields from the pipe wall are 

detected using uniformly-spaced Hall or coil sensors.  
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Fig. 1. Simplified magnetic circuit of an ILI tool. 

 

A. Reduced forward model 

Based on the magnetic circuit of the ILI tool, we 

create a 90-degree forward FE model of MFL inspection 

as shown in Fig. 2 (a), including pipe wall, steel, 

permanent magnets, air and defect [11, 12]. Compared 

with the complete 360-degree model, this model could 

reduce much computation work. Then, a further reduced 

forward model is proposed as shown in Fig. 2 (b). The 

reduced forward model only consists of air, nonlinear 

pipe material and permanent magnets embedded in the 

pipe wall. The size and distance of permanent magnets 

could be adjusted so that the simulated MFL signals 

agree with the real signals.  

 

 
 

Fig. 2. (a) Basic 90-degree forward model. (b) Reduced 

forward model. 

 

For the basic forward model and the reduced 

forward model, the related parameters together with 

detailed explanations are presented in Table 1, and the 

characteristic curves of nonlinear magnetic materials 

used in the forward model are presented in Fig. 3. 

 

 
 

Fig. 3. Characteristic curves of nonlinear magnetic 

materials used in the forward model. 

Table 1: Related parameters for the forward model 

Parameter Value Unit 

Pipe diameter 457 mm 

Pipe thickness 14.3 mm 

Permanent magnet width 80 mm 

Permanent magnet height 30 mm 

Brush width 80 mm 

Brush height 50 mm 

Back height 20 mm 

Magnetic pole spacing 1000 mm 

Relative permeability 1.26 - 

Coercive force 836 KA/m 

Lift off value 3 mm 

 

The results of simulation show that, the reduced 

model only brings less than 5% error while taking one 

fifth time as the basic model does. Figure 4 shows two 

samples of MFL images of metal loss defects using the 

reduced model. 
 

 
 

Fig. 4. Simulated MFL images for metal-loss defects 

using the reduced forward model. (a) Internal defect, 

100.1mm×14.3mm×5.7mm; (b) external defect, 42.9mm× 

42.9 mm×8.6 mm.  

 

B. Defect characterization 

The forward computational problem consists of 

using the reduced FE model to efficiently obtain the 

magnetic flux field profile for any defect in the pipe. 

The region of pipe wall immediately around the defect 

constitutes the ‘region of interest’ (ROI). To characterize 

different defect shapes, the radial depth, the tangential 

width and the axial length of ROI are divided into 7, 10 

and 10 parts respectively. Consequently, the ROI could 

be represented by an array of 7×10×10 partial cylinder 

cells as illustrated in Fig. 5. 
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Fig. 5. Defect characterization with 7×10×10 basic 

model for inversion. 

 

The magnetic conductivity of each cell could be 

made equal to that of air or iron, resulting in different 

geometries of the defect. By doing this, any particular 

defect in the whole defect area could be characterized 

by a set of 100 depths:
1 2 100, ,...,d d d , where  di 0,1, ,7  . 

Thus the value of a particular depth is encoded as a 3 

bit binary string, and the parameter set for the whole 

defect area can be represented by a 300 bit binary 

string. 

 

III. INVERSION PROCEDURE USING  

NN AND GA 
In order to take full use of the advantages of both 

the NN and the GA method, we propose a hybrid 

method for the defect reconstruction from MFL signals, 

i.e., to use the results of NN inversion as one initial 

solution for the GA method. 

 

A. NN prediction 

As shown in Fig. 6, a feed-forward NN with a 

single hidden layer is used to predict the defect profile 

for the initial solution of GA. The input of the NN 

consists of feature parameters of MFL signals scanned 

over the test-pipe, and the output are the parameters  

of defects corresponding to the MFL signals. The 

databases of both MFL signals and corresponding defect 

parameters are separated into training, validation and 

verification sets. 

 

 
 

Fig. 6. The feed-forward NN used for prediction. 

 

The training process starts with only one hidden 

node, and for each training epoch a new node is created. 

The new input-hidden connections receive random 

weights and the rest of the weights are obtained by 

solving (1) with the least square minimization based on 

the singular value decomposition: 

1

1 2( ) ( )io ih hoA W f A W W f B     , (1) 

where A and B represent the input and output training 

data sets, 
1f  and

2f  are nonlinear activation functions 

for hidden and output nodes,  ihW  the “randomly-

fixed” input-hidden weights, and  ioW ,  hoW  the matrices 

containing unknown weights, are the input-output and 

the hidden-output inter-connection weights, respectively. 

To generate the training data sets, the reduced 

forward model shown in Fig. 2 (b) and the defect 

characterization shown in Fig. 5 were used to get 

simulated MFL signals. Considering the object for NN 

inversion result in this paper, only cuboid defects are 

simulated. Therefore, the trained NN could only provide 

a cuboid prediction for any arbitrary defect profile as 

one initial solution. 

 

B. GA inversion process 

The flowchart of iterative inversion process using 

GA for 3-D defect reconstruction is shown in Fig. 7. 

The inverse problem is solved by minimizing an 

objective function, representing the difference between 

the forward model predicted and the realistic measured 

MFL signal. When the difference is below a pre-set 

threshold, the defect profile represents the desired 

solution. The various issues related with the formulation 

of the inversion process are described below. 

 

 
 

Fig. 7. Iterative inversion flowchart for 3-D defect 

reconstruction. 

 

As all the three components (radial, tangential and 

axial) of magnetic flux density carry the information of 

defect profile, they are all chosen as input signals for 

the inverse optimization procedure when simulated MFL 

signals are used. However, only the axial component is 

used when the inversion is conducted based on realistic 

measured MFL data, because only the axial component 

is detected by the ILI tool. 

The minimization of an error between measured 

and predicted MFL signals can be recast as maximizing 

of the following fitness function: 

1

1

1 || ||
N m FEM

i ii

F
C B B




 

, 
(2) 

Where N is the number of points taken on the signal  
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and C is constant. The global maximum value of F is 1, 

corresponding to the case the predicted and measured 

MFL signals are exactly the same. It should also be 

noted that in case of the error reaching a local minimum 

other than the global minimum of zero, the relative ratio 

between the corresponding local and global maximums 

of F is determined by the constant C. 

As shown before, the results of NN inversion is 

taken as one initial solution for the GA inversion 

process. This will bring significant help in increasing 

both efficiency and possibility for the GA to reach the 

global optimum solution, which will be presented in 

Section IV. At the same time, 7 randomly generated 

original solutions are also used. Furthermore, 2 special 

300-bit binary strings, composed of only ‘0’ and only 

’1’ respectively, are added to the initial population for 

GA in order to keep the diversity of population. 

When the original solutions have been selected, a 

fitness function is used as a measure of closeness of 

each member in the population to the global optimum 

solution. Subsequently, a new population is generated 

by applying genetic operators including reproduction, 

crossover and mutation on the previous population. The 

selection mechanism for reproduction favors the highly 

fit members, so that the members more close to the 

global optimum are assigned higher probabilities for 

producing children. Crossover operations ensure that 

the new population inherits highly fit features, while 

mutation may add previously unexplored features into 

the new population. With this, the population drifts to a 

global or near global solution after a few number of 

generations in the iterative process. 
 

IV. EXPERIMENTAL RESULTS 
In this paper, reconstruction is implemented using 

biased Roulette-Wheel algorithm with a two-point 

crossover, and the mutation probability varies between 

0.3 and 0.5. The iterative process is terminated when 

the population of the GA has been updated for 200 

times, and at last smoothing is conducted to produce a 

better defect profile. 

Experiments of 3-D defect reconstruction are 

conducted based on 3-D simulated MFL signals and 1-D 

measured MFL signals. An internal 100.1mm×14.3mm× 

5.7mm cuboid defect (Fig. 8 (a)), an external 42.9mm× 

42.9mm×8.6mm cuboid defect (Fig. 9 (a)), and an 

external 42.9mm×7.15mm globoid defect (Fig. 10 (a)) 

are simulated using the reduced forward model. At the 

same time, the ILI tool is used to measure the axial 

MFL signals of an 18-inch and 14.3mm-thick pipe, on 

which the same defects as the three simulated ones have 

been artificially made.  

The reconstruction is firstly conducted using 

general GA with initial population composed of 10 

randomly generated original solutions. Figure 8 (b),  

Fig. 9 (b), and Fig. 10 (b) depict the final predicted 

profiles of the three defects based on 3-D simulated 

MFL signals. As comparison, Fig. 8 (c), Fig. 9 (c), and 

Fig. 10 (c) show the predicted defect profiles based on 

1-D measured MFL signals. It can be seen that the 

predicted profiles using 3-D simulated MFL signals 

match the real defects very well, while at the same time, 

the inversion results using 1-D measured MFL signals 

are not so good within a fixed number of iterations. 

Possible reasons could be lack of enough information 

carried by the radial and tangential components of 

magnetic flux density together with error between 

simulated and realistic MFL signals. 

Then the reconstruction is conducted again using 

the proposed hybrid inversion method, with the 

prediction of NN as one original solution of the GA 

inversion. The prediction results for the three defects 

from NN are shown in Fig. 8 (d), Fig. 9 (d) and Fig. 10 

(d). Figure 8 (e), Fig. 9 (e), and Fig. 10 (e) depict the 

final predicted profiles of the three defects based on  

3-D simulated MFL signals. Similarly, Fig. 8 (f), Fig.  

9 (f), and Fig. 10 (f) show the predicted defect profiles 

based on 1-D measured MFL signals. Compared with 

former inversion results using general GA, reconstructed 

defects match the real ones better when prediction 

results of NN are used as the original solutions of the 

GA in the hybrid inversion procedure. In fact, the 

efficiency of defect reconstruction has been improved 

significantly, and the accuracy of reconstruction has 

increased within same time. 

The reconstruction errors in different situations are 

then calculated and summarized as Table 2. The larger 

errors of reconstructed results using general GA with 

randomly generated original solutions demonstrate that 

the optimization fails to converge to the global minimum 

solution within fixed number of iterations. When the 

prediction of NN is used as original solution in the 

hybrid inversion procedure, the iterative GA could 

produce obviously better results of defect reconstruction. 

To further testify the robustness of the proposed 

hybrid inversion procedure, a randomly generated internal 

defect as Fig. 11 (a) is simulated using the reduced 

forward model to get corresponding 3-D simulated 

MFL signals. The reconstructed defect profile using  

the proposed hybrid inversion procedure, based on the 

basic 7×10×10 defect model shown in Fig. 5, is shown 

in Fig. 11 (b). Then the hybrid inversion procedure is 

conducted again, based on a refined 15×20×20 defect 

model, to get a new reconstructed defect profile (Fig. 

11 (c)). The results of reconstruction show that the 

proposed hybrid inversion procedure is rather effective 

and robust even for randomly generated defect profile. 

Furthermore, the accuracy of reconstruction could get 

improved using a refined defect model extended from 

the basic one shown in Fig. 5. 
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Fig. 8 Reconstruction of internal cuboid defect, 100.1mm×14.3mm×5.7mm. (a) Real defect profile; (b), (c) 

reconstructed defects based on 3-D simulated and 1-D measured signals, using general GA with randomly generated 

initial population; (d) prediction result of NN inversion; (e), (f) reconstructed defects based on 3-D simulated and 1-D 

measured signals, using GA with initial solution from NN inversion. 
 

 
 

Fig. 9. Reconstruction of external cuboid defect, 42.9mm×42.9mm×8.6mm. (a) Real defect profile; (b), (c) 

reconstructed defects based on 3-D simulated and 1-D measured signals, using general GA with randomly generated 

initial population; (d) prediction result of NN inversion; (e), (f) reconstructed defects based on 3-D simulated and 1-D 

measured signals, using GA with initial solution from NN inversion. 
 

 
 

Fig. 10. Reconstruction of external globoid defect, 42.9mm×7.15mm. (a) Real defect profile; (b), (c) reconstructed 

defects based on 3-D simulated and 1-D measured signals, using general GA with randomly generated initial 

population; (d) prediction result of NN inversion; (e), (f) reconstructed defects based on 3-D simulated and 1-D 

measured signals, using GA with initial solution from NN inversion. 
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Table 2: Reconstruction errors of different defects 

Defect/mm 
Simulated Signals Measured Signals 

General GA Hybrid General GA Hybrid 

Internal cuboid 100.1×14.3×5.7 0.12 0.05 0.21 0.14 

External cuboid 42.9×42.9×8.6 0.13 0.05 0.22 0.15 

External globoid 42.9×7.15 0.25 0.12 0.41 0.28 

 

 
 

Fig. 11. Reconstruction of randomly generated defect using proposed hybrid inversion method based on 3-D 

simulated MFL signals. (a) Real defect profile; (b) reconstructed defect using basic 7×10×10 defect model; (c) 

reconstructed defect using refined 15×20×20 defect model. 
 

V. CONCLUSION 
In this paper, a hybrid inversion approach is 

presented to reconstruct the 3-D defect profile from 

MFL signals in pipeline inspection. The reduced FE 

forward model of MFL inspection is developed, and  

the defect area is represented by an array of 7×10×10 

partial cylinder cells. The NN is used at first to get a 

prediction of the defect, which is then utilized as one 

original solution of the GA to search for the global 

optimum estimate of the defect profile. Accuracy and 

efficiency of the proposed hybrid inversion method is 

demonstrated by the reconstruction results from both 

simulated and experimental MFL signals. Comparison 

between results from simulated and measured MFL 

signals also show that all the three components, instead 

of only the axial or radial component, of MFL signals 

in pipeline inspection should be detected for better 

reconstruction results. Furthermore, the accuracy of 

reconstruction could get improved using a refined 

defect model. 

Future work will concentrate on optimizing the 

forward model to reduce time consumption and refining 

the defect model to increase accuracy of defect 

prediction. Besides, more kinds of defect shape should 

be covered in the experiment to test the proposed 

inversion method. 
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Abstract ─ Radiation pattern synthesis of non-uniformly 

excited planar arrays with the lowest relative side lobe 

level (SLL) is presented in this paper. Opposition based 

differential evolution (ODE) scheme, which represents  

a novel parameter optimization technique in antenna 

engineering is applied for the parameter optimization  

of the single and the multi-ring circular array (CA), 

hexagonal array (HA) and elliptical array (EA) of 

isotropic elements. To overcome the problem of 

premature convergence of differential evolution (DE) 

algorithm, ODE is designed without significantly 

impairing the fast converging property of DE. Two 

design examples are presented which illustrate the 

effectiveness of the ODE based method, and the 

optimization goal for each example is easily achieved. 

The design results obtained using ODE are much more 

improved than those of the results obtained using the 

state of the art evolution algorithms like particle swarm 

optimization (PSO), harmonic search (HS) and differential 

evolution (DE) methods in a statistically significant way. 
 

Index Terms ─ Concentric circular array, concentric 

elliptical array, concentric hexagonal array, opposition 

based differential evolution, side lobe level. 
 

I. INTRODUCTION 
Uniform circular array [1, 2] has the capability of 

360 degree beam scanning without the significance 

change in SLL or beam width and it can be useful for 

smart antenna application [3, 4]. The mutual coupling 

effect is more significant in order to achieve low SLL by 

reducing the distance between elements in circular 

arrays. Hexagonal array is presented to overcome the 

problem of high SLL for smart antenna applications [5]. 

The comparison between CA and HA shows that the 

hexagonal array geometry provide deeper nulls and 

higher gain with the same beam width as circular array 

[6]. Also, best beam steering ability was found using a 

uniform hexagonal array of seven patch antennas with a 

central element [7] which can be applied to the wireless 

communication of advance generation. Elliptical shaped 

array and the combinations of elliptical and linear array 

with array factors are investigated in [8]. The effect of 

ellipse eccentricity, number of elements and element 

spacing are also investigated. Array hybridization (mixing 

two different arrays) approaches can also be used to 

improve the performance of antenna arrays in terms of 

SLL and directivity [9]. 

For optimization of complex, nonlinear and non-

differentiable array factor of antenna array, various 

evolutionary optimization approaches such as firefly 

algorithm (FFA) [10], particle swarm optimization (PSO) 

[11], harmonic search (HS) [12], differential evolution 

(DE) [13] etc., have been widely used. It is accepted  

that, compared with the other state-of-art optimization 

techniques, the PSO is a powerful optimization scheme 

for antenna design problems [14], cluster based wireless 

sensor network design [15], wiring network diagnosis 

[16] etc. 

Problems with the real valued variables can be 

solved by DE technique which is one of the finest genetic 

type process. In DE, mutation operation is used as  

a primary search mechanism and selection to direct  

the search toward a more promising region. Selection 

mechanism is used in genetic algorithm (GA) to generate 

a population sequence while crossover as principal 

operation for useful exchange of information of the 

solutions. This is the fundamental difference between 

GA and DE. The idea of opposition-based learning 

(OBL) is introduced in [17] by Tizhoosh. Based on the 

concept OBL, a new reinforcement learning algorithm is 

presented in [18, 19] to accelerate the convergence of the 

algorithm. OBL has been utilized to improve the global 

search ability and to accelerate the convergence rate of 

DE in this paper. Therefore, the proposed methodology 

of opposition based differential evolution (ODE) is used 
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to achieve a better estimation for the current candidate 

solution. In this paper, the array geometry synthesis is 

first formulated as an optimization problem with the  

goal of SLL reduction and then is solved using ODE 

algorithm for optimum current excitations. 

 

II. DESIGN EQUATIONS 

A. Array factors 

1.1 Single-ring arrays 

The general configuration of circular array (CA) 

with N number elements in x-y plane is shown in Fig. 1. 

The array factor ),( AF  for CA is given by (1) [2]: 

 





N

n

jkr
n

nneIAF

1

)sinsincos(cossin
),(

 , (1) 

where r = radius of circular array; k = wave number;  

θ = elevation angle; φ = azimuth angle; In = excitation 

coefficient of nth element; angular position of nth element, 

Nnn /)1(2   . 
 

 
 

Fig. 1. Circular array (CA) structure. 

 

Figure 2 displays the general configuration of a 

regular hexagonal array (HA) with 2N elements (N=6). 

Here, half (N) of the array elements are situated at the 

angular points and another half are located at the middle 

edges of the hexagon.  

The far-field pattern of HA can be expressed as 

array factor AF, given in (2) [4]: 

 

, (2) 

where 
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The array factor of an N-element elliptical array 

(Fig. 3) can be derived using (4) [4]: 

 





N

n

bajk
n

nneAAF

1

)sinsincoscos(sin
),(

 , (4) 

where a is the semi-major axis and b is the semi-minor 

axis of the elliptical array. 
 

 
 

Fig. 2. Hexagonal array (HA) structure. 

 

 
 

Fig. 3. Elliptical array (EA) structure. 

 

1.2 Concentric-ring arrays 

The array factor of M-ring concentric elliptical array 

(CEA) is given by (5) [4]: 









m

nmnm

N

n

bajk
nm

M

m

eBAF

1

)sinsincoscos(sin

1

),(
 , 

 (5) 

where Nm is the number of elements lie on mth elliptical 

ring, nmB  is the excitation amplitude and ma  is the semi-

major axis and mb  is the semi-minor axis of mth ring. 

The values of ma  and mb  can be obtained from (6) for 

a given eccentricity e and inter-ring spacing d: 
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In (6), innermost elliptical ring is having the semi-major 

axis a. 

The expression for the array factor of concentric 

circular array (CCA) in the x-y plane is derived by  

]

[),(

)sinsincos(cossin

1

)sinsincos(cossin

222

111





nn

nn

jkr

n

N

n

jkr

n

eB

eAAF











BERA, MANDAL, KAR, GHOSHAL: OPTIMAL DESIGN OF ELLIPTICAL ARRAY ANTENNA 834



substituting mmm rba   in (5) and is given in (7): 
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The array factor of concentric hexagonal array 

(CHA) can be found by the summation of the array 

factors of M concentric HAs, given in (8): 
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where 
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In (9), r is the radius of the smallest circle encompassing 

the smallest hexagon with the elements lying on its 

vertices and dh is the spacing between the hexagons 

along x-axis.  
 

B. Objective function formulation 

For the synthesis of single and concentric ring 

arrays, cost function CF is formulated which is capable 

of generating pencil beam with lower SLL and higher 

directivity. CF is formulated to meet the corresponding 

design goal as follows: 

 ][][ 21 dcdc FNBWFNBWCSLLSLLCCF  . (10) 

In (10), SLLc and FNBWc are the computed values 

(corresponding value of In=1) of SLL and first null beam 

width, respectively. SLLd and FNBWd refer to the desired 

values of SLL and first null beam width, respectively, for 

non-uniform excitation case.  

 

III. OPPOSITION-BASED DIFFERENTIAL 

EVOLUTION ALGORITHM 

A. A brief description of differential evolution (DE) 

algorithm 

For optimization problems over continuous domains, 

DE algorithm was first developed by R. Storn and K. 

Price in 1995. Scheme for generating trial parameter 

vectors is the fundamental idea behind DE algorithm. It 

produces new parameter vectors by adding the weighted 

difference vector between two populations. The details 

of DE algorithm can be found in [13]. 

 

B. Concept of opposition-based learning (OBL) 
The computation time of any evolutionary 

optimization method is dependents on the distance 

between randomly chosen initial solutions (random 

guesses) and the optimal solution. The improvement of 

this starting phenomenon can be done with a nearby 

solution by consecutively testing the opposite solution 

[17]. Thus, to accelerate the convergence, the nearer of 

the two guesses (guess and opposite guess) is used as the 

initial population. The same methodology can be applied 

continuously to every solution in the current population. 

The mathematical concept of opposite number and 

opposition based optimization is stated below: 

Let ),,,,(
1 n

i
d
ii xxxP   be a point (guess) 

in n-dimensional space, 

where 

 Rxxx n
i

d
ii },,,,{

1  , 

and 

 },,,,1{],[ ndBAx iiii  . 

The opposite point (opposite guess) 

)ˆ,,ˆ,,ˆ(ˆ
11

1
1

nd xxxP   is defined by its 

components as stated in (11): 

 iiii xBAx ˆ . (11) 

Assume ).(f  is a fitness function which is used to 

measure the candidate’s fitness.  

Now, for a minimization problem, the point P can 

be replaced with P̂  if )()ˆ( PfPf  . Hence, to continue 

with the appropriate solution, the point and its opposite 

point are evaluated simultaneously.  

 

C. Opposition-based differential evolution (ODE) 

algorithm 

In this algorithm, opposition-based idea is implanted 

in DE which is selected as the parent algorithm to 

accelerate the convergence characteristics with near 

global optimal solution. The scheme of the OBL [17,  

20] is merged in two steps such as initialization and 

opposition based generation in each iteration. The steps 

of the suggested ODE are discussed as follow:  

Step 1: Generation of opposition based initial population 
P0. 

for ( );;0  iSii

                          

% 

Population size S

      for ( );;0  jnjj

                   

 % 

n-dimensional space

           
jiji

PBAOP jj
,, 00 

                

% 

initial population P0 % opposite 

population OP0

      end                                                                  

              end  

             Selection of S suitable solutions from  

{P0, OP0}. 

Step 2: Fitness calculations for each set of particles in 

the population. 

Step 3: Follow the steps of Mutation, Crossover and 

Selection in DE.  

Step 4: Checking for constraints of the problem. 

Step 5: Generation jumping (opposition based). 

if ))1,0(( rJrand 

       for ( );;0  iSii  
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           for ( );;0  jnjj

                ji
p
j

p
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,



               end  

          end 

Selection of S suitable solutions from
 

{P, OP} as current population, P 

Step 6: Steps 2 to 5 are repeated until the stopping 

condition is met. 
 

IV. RESULTS AND DISCUSIONS 

CASE-1: Simulation results of single ring arrays 

24-element single-ring CA, HA and EA each of 

which is placed on x-y plane symmetrically with respect 

to origin are considered. In order to place the elements 

symmetrically and equally spaced along the edges of the 

hexagonal geometry, the total number of elements in the 

array is taken as multiple of six (N=64=24). In the case 

of 24-element HA, 6 elements are placed at the vertices 

and the remaining 18 elements can be placed along the 

edges of the hexagon symmetrically. Different values of 

e (=0.2, 0.4 and 0.6) are considered for elliptical shaped 

array. So, the total number of arrays taken into account 

for comparison is five. Circular array can also be defined 

as elliptical array with eccentricity e=0. Cost function 

(objective function) CF in (10) is utilized in four 

algorithms in this case. Inter-element spacing d in each 

array is considered as 0.5λ.  

A comparison is made among optimized CA, HA 

and EA in terms of SLL and Directivity (DIR) using 

PSO, HS, DE and ODE and is given in Table 1. Tables 

2-4 present the optimal amplitudes coefficients for these 

three different array structures. Figures 4 (a) and 4 (b) 

depict the normalized power patterns for CA and HA, 

respectively, using PSO, HS, DE and ODE. Figures 4 (c), 

4 (d) and 4 (e) represent the normalized power patterns 

of EA with three different values of eccentricity, 

respectively. From Table 1, it can be seen that ODE 

produces the best results as compared with other three 

state-of-art algorithms for the design of single ring arrays 

in terms of SLL reduction of approximately 5dB without 

affecting the directivity considerably. 
 

 
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 

 
 (e) 

 
Fig. 4. Array patterns of: (a) CA, (b) HA, (c) EA with 

e=0.2, (d) EA with e=0.4, and (e) EA with e=0.6. 

-90 -60 -30 0 30 60 90
-50

-40

-30

-20

-10

0

Angle  (degree)

N
or

m
al

iz
ed

 A
F

 (
dB

)

Array Factor of 24-element Circular Array

 

 

Uniform

PSO

HS

DE

ODE

-90 -60 -30 0 30 60 90
-50

-40

-30

-20

-10

0

Angle  (degree)

N
or

m
al

iz
ed

 A
F

 (
dB

)

Array Factor of 24-element Hexagonal Array

 

 

Uniform

PSO

HS

DE

ODE

-90 -60 -30 0 30 60 90
-50

-40

-30

-20

-10

0

Angle  (degree)

N
or

m
al

iz
ed

 A
F

 (
dB

)

Array Factor of 24-element Elliptical Array w ith e=0.2

 

 

Uniform

PSO

HS

DE

ODE

-90 -60 -30 0 30 60 90
-50

-40

-30

-20

-10

0

Angle  (degree)

N
or

m
al

iz
ed

 A
F

 (
dB

)

Array Factor of 24-element Elliptical Array w ith e=0.4

 

 

Uniform

PSO

HS

DE

ODE

-90 -60 -30 0 30 60 90
-50

-40

-30

-20

-10

0

Angle  (degree)

N
or

m
al

iz
ed

 A
F

 (
dB

) 

Array Factor of 24-element Elliptical Array w ith e=0.6

 

 

Uniform

PSO

HS

DE

ODE

BERA, MANDAL, KAR, GHOSHAL: OPTIMAL DESIGN OF ELLIPTICAL ARRAY ANTENNA 836



CASE-2: Simulation results of concentric ring arrays 

CCA, CHA and CEA, each with four concentric rings 

are considered. Each ring having Ni = (6i) number of 

uniformly spaced isotropic elements where i (=1, 2, 3, 4) 

denotes the ring number counted from the innermost ring. 

So, each array contains a total of 60 elements. CEA is 

considered for three different eccentricity values (e=0.2, 

0.4, 0.6) where eccentricity value e=0 reveals that the 

array is the same as CCA. The spacing between two 

adjacent rings is constant with value de=0.5λ. The spacing 

between two adjacent elements in the innermost ring is 

also fixed at di=0.5λ for each array geometry. Inter-

element spacing for the other rings can be calculated from 

de, di and Ni. In case of CEA, parameter ma  and mb  can 

be measured by (6) for a particular value of eccentricity. 

Performances of CCA, CHA and CEA in terms of 

SLL and HPBW (3-dB BW) using PSO, HS, DE and 

ODE are tabulated in Table 5. 

 
Table 1: Performances of 24-elements CA, HA and EA 

Array 

Configuration 

PSO HS DE ODE 

SLL (dB) DIR SLL (dB) DIR SLL (dB) DIR SLL (dB) DIR 

CA -29.47 16.1532 -30.61 15.4240 -34.41 15.6591 -38.55 15.4166 

HA -27.09 16.1729 -30.01 14.8225 -32.67 14.9997 -35.00 14.9372 

EA 

e=0.2 -27.24 15.8365 -30.01 15.7854 -36.87 15.6439 -40.79 14.1663 

e=0.4 -28.83 15.9518 -29.88 15.6905 -32.52 15.5647 -37.35 15.6282 

e=0.6 -24.23 16.7684 -26.91 16.1146 -29.93 16.0594 -33.82 16.1673 

 
Table 2: Excitation amplitude distribution of 24-element CA using three different optimization techniques 

Algorithms Amplitude Distributions 
Max. SLL 

(dB) 

PSO 
1.0000    1.0000    0.9957    1.0000         0    0.0832    0.2912    0.0450    0.3357         0    0.4797    1.0000    

1.0000    1.0000    0.8005    0.3889        0         0         0    0.0039    0.1913         0         0    0.5469 
-29.47 

HS 
1.0000    1.0000    0.5650         0    0.2853    0.0702    0.2348         0         0    0.7194    0.7723    1.0000    

1.0000    0.6363    1.0000         0    0.0034         0         0         0    0.1643    0.4550         0    1.0000 
-30.61 

DE 
1.0000    0.6005    1.0000         0    0.2140    0.0000    0.1783         0         0    0.5154         0    1.0000    

0.9226    1.0000    0.4431    0.1164    0.2496         0    0.2154         0         0    0.5457    0.7483    0.7388 
-34.41 

ODE 
1.0000    1.0000         0    0.1385         0         0    0.1271         0    0.1580    0.3454    1.0000    0.6367    

1.0000    0.9255    0.3543    0.3872    0.1691    0.1933         0         0         0    0.2146    0.7910    0.8686 
-38.55 

 
Table 3: Excitation amplitude distribution of 24-element HA using three different optimization techniques 

Algorithms Placement of Elements Amplitude Distributions Max. SLL (dB) 

PSO 

Vertices (An) 1     0     0     1     0     0 

-27.09 
1st position (Bn) 0.6620         0    0.6761    0.8339    0.8094    0.5046 

2nd position (Cn) 0.2765         0    0.7325    0.4888         0    0.8614 

3rd position (Dn) 0    0.3170    0.8608    0.6822         0    1.0000 

HS 

Vertices (An) 1.0000    0.5811         0    1.0000         0    0.3902 

-30.01 
1st position (Bn) 1.0000         0    0.9833    0.9251         0    0.2441 

2nd position (Cn) 0.2207         0    1.0000    0.9194    0.0035    0.1366 

3rd position (Dn) 0.0338    0.0026    0.7611    0.5180         0    0.6598 

DE 

Vertices (An) 1.0000    0.4345         0    1.0000         0    0.0002 

-32.67 
1st position (Bn) 1.0000         0         0    0.5435    0.0085    0.3597 

2nd position (Cn) 0.2094    0.0718    1.0000    1.0000         0         0 

3rd position (Dn) 1.0000         0    0.7703    0.2914    0.3017    1.0000 

ODE 

Vertices (An) 1.0000    0.1425         0    1.0000         0         0 

-35.00 
1st position (Bn) 1.0000         0    0.4000    1.0000         0    0.2357 

2nd position (Cn) 0.1017    0.2270    1.0000    0.2146    0.2820    0.8275 

3rd position (Dn) 0.4004    0.0142    0.6726    0.4989         0    0.6108 
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Table 4: Excitation amplitude distribution of 24-element EA using three different optimization techniques for various 

eccentricities 

Eccentricity Algorithms Amplitude Distributions 
Max. 

SLL (dB) 

 PSO 
1.0000    0.9594    0.6003    1.0000    0.4613    0.0039    0.3006         0         0         0    

0.7405    1.0000    1.0000    0.6549    1.0000         0    0.0000         0         0    0.2649    

0.0852    0.5648         0    1.0000 

-27.24 

0.2 HS 
1.0000    0.8396    1.0000    0.1793    0.0255    0.1666    0.0902         0    0.3046    

0.5513    0.2263    0.9866    1.0000    0.6980    0.4884    0.4947       0         0         0    

0.2471    0.1430    0.1167    0.6210    0.9908 

-30.01 

 DE 
1.0000    0.6269    0.4678    0.4919    0.1234    0.1005    0.0764         0         0         0    

0.5070    1.0000    1.0000    0.8321    0.6037    0.3306    0.0595         0    0.1816         

0    0.2235    0.3296    0.6330    1.0000 

-36.87 

 ODE 
1.0000    0.7615    0.1217         0         0         0    0.1513         0    0.2165   0.5649    

1.0000    1.0000    1.0000    0.9218    1.0000    0.4867    0.1296    0.0780    0.0601    

0         0         0         0    0.7373 

-40.79 

 PSO 
1.0000    0.9997    1.0000    0.4158    0.2818         0    0.1337         0         0 

0         0    0.5945    1.0000    1.0000    1.0000         0    0.3524    0.0400    0.3626    

0.0879         0    1.0000    0.4307    0.9599 

-28.83 

0.4 HS 
1.0000    1.0000         0         0    0.2443    0.0000         0         0         0    0.3575    

0.8697    0.5576    1.0000    1.0000    1.0000         0         0         0    0.4252         0    

0.3479    1.0000    0.4241    1.0000 

-29.88 

 DE 
1.0000    0.9958    0.9155         0         0    0.0001         0    0.1896    0.2084    0.6724    

0.2593    0.7864    1.0000    0.6065         0    0.5220        0         0         0    0.1996         

0         0    1.0000    0.9945 

-32.52 

 ODE 
1.0000    0.5842         0    0.5141         0    0.0975    0.0689         0    0.1592     0.0015    

1.0000    1.0000    0.8415    0.5841         0    0.2362         0    0.1652          0         0    

0.1390    0.2827    1.0000    1.0000 

-37.35 

 PSO 
1.0000    1.0000    1.0000    0.8836         0         0    0.5940         0    0.0243         0         

0    0.9582    1.0000    1.0000    1.0000    1.0000         0    0.5579         0         0    

0.4713    0.0144    0.6135    1.0000 

-24.23 

0.6 HS 
1.0000    0.9204    0.1960    0.1872         0    0.6382         0    0.0013         0    0.5610    

1.0000    1.0000    1.0000    0.8407    0.3550         0         0         0    0.0306    0.5432    

0.0597    1.0000    0.9999    1.0000 

-26.91 

 DE 
1.0000    0.9523    0.7445    0.0142    0.1597         0         0    0.2656         0    0.5499    

0.3988    0.7088    0.9991    0.9143    1.0000    1.0000         0         0         0    0.5863         

0         0    0.1828    1.0000 

-29.92 

 ODE 
1.0000    0.8457    1.0000    0.0008         0    0.0010    0.2668         0    0.3078    

0.7505    0.3061    1.0000    0.9968    1.0000    0.4971    0.0578         0    0.3101         

0         0         0    0.5414    0.4716    0.6650 

-33.82 

 
Table 5: Performances of 60-elements CCA, CHA and CEA using four optimization techniques 

Array 

Configuration 

PSO HS DE ODE 

SLL 

(dB) 

3-dB BW 

(degree) 

SLL 

(dB) 

3-dB BW 

(degree) 

SLL 

(dB) 

3-dB BW 

(degree) 

SLL 

(dB) 

3-dB BW 

(degree) 

CCA -25.01 10.6 -25.27 10.8 -30.00 12.2 -33.82 11.8 

CHA -24.39 11.6 -25.43 12.0 -26.60 12.2 -28.27 12.4 

CEA 

e=0.2 -26.05 11.0 -27.76 11.0 -29.94 11.6 -35.02 12.2 

e=0.4 -26.12 11.6 -28.39 12.0 -30.04 12.0 -31.66 12.0 

e=0.6 -22.85 12.8 -24.91 13.0 -27.66 13.4 -30.37 13.6 
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Figures 5 (a) and 5 (b) depict the normalized power 

patterns for CCA and CHA, respectively, using PSO, 

HS, DE and ODE. Figures 5 (c), 5 (d) and 5 (e) represent 

the normalized power patterns of CEA with three 

different values of eccentricity, respectively. From Table 

5, it can be seen that ODE produces the best results  

as compared with other three recently developed 

algorithms for the design of concentric ring arrays in 

terms of SLL reduction. 

Convergence profiles for all algorithms are also 

recorded for synthesis of various arrays. The population 

size and the maximum number of iteration cycles are 100 

and 150, respectively. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 

 
 (e) 

 

Fig. 5. Array patterns of: (a) CCA, (b) CHA, (c) CEA 

with e=0.2, (d) CEA with e=0.4, and (e) CEA with e=0.6. 

 

V. CONCLUSION 
ODE proves its better searching ability compared 

with PSO, HS and DE for the design of various planar 

arrays in antenna engineering optimization problem. 

ODE shows its superiority in terms of the best converged 

solution and convergence speed and efficient SLL 

reduction. The FNBWs/HPBWs of the synthesized array 

patterns with fixed inter-element spacing using these 

algorithms are very close for arrays of same shape and 

size. From the corresponding tables and figures given in 

above discussions, it can be observed that ODE produces 

an array patterns with the reduction of approximately 5 

dB in SLL value in compared with PSO, HS and DE in 

almost all the cases. The other array parameters like 

directivity or 3-dB beam width of the synthesized array 

patterns are very close to the arrays of same shape and 

size. Designing arrays for a low SLL and highly directive 

pattern, there is no such available direct traditional relation 

between the SLL and the directivity but it maintains a 

trade-off relationship. Different array geometries are 

investigated here rather than the traditional liner or 

circular array but the combination of them which may 

explore a new research area in antenna engineering. 

Consideration of real elements would necessitate a  
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supplementary calculation of coupling effects. Therefore, 

the judgment of the algorithm would be based on the 

various structural parameters and resultant patterns. 
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Abstract ─ This paper reports a theoretical approach to 

analyze radiation pattern and gain of Printed Monopole 

Antennas (PMA). Theoretical analysis of PMAs is 

performed by modeling PMA as an asymmetrical dipole 

antenna. The effect of patch and ground plane is 

considered separately then combined. The far field 

expressions for rectangular and circular PMAs are 

derived and verified with available experimental results 

from published work and High Frequency Structure 

Simulator (HFSS) simulated results. The analytical, 

simulated and available measured results are in close 

agreement. The theoretical gain for rectangular and 

circular monopole antennas are also computed and 

compared with HFSS simulation results. 

 

Index Terms ─ Asymmetrical dipole antenna, gain, 

Printed Monopole Antennas (PMA), radiation pattern. 

 

I. INTRODUCTION 
Printed monopole antennas (PMA) are prominent 

candidate for broadband and ultra-wide band applications, 

having features of large impedance bandwidth and omni-

directional radiation patterns. Some of the simulation 

and experimental works on PMAs are available in the 

literature [1]-[5]. However, theoretical analysis of 

radiation characteristics of PMAs is not adequately dealt 

in the literature. Microstrip line fed printed monopole 

antenna can be considered as an asymmetrically driven 

dipole antenna, in which the patch and the ground plane 

form two arms of the dipole [6]. The spectral domain 

field components of an infinitesimal current source on an 

ungrounded dielectric layer can be found in [7], but it 

doesn’t account radiation pattern and gain calculation. 

However in [7], numerical approach is adapted to 

calculate input impedance and reflection coefficient for 

rectangular and F shaped PMA. But the present literature  

is focused on developing analytical approach to calculate 

radiation pattern and gain of rectangular and circular 

PMA taking into account the current distribution on the 

patch as well the effect of the ground plane below the 

feed line. To the best of the knowledge of the authors, 

theoretical treatment of PMA along with closed form 

expressions for the far field radiation patterns of 

rectangular and circular PMAs has not been reported in 

literature. The theoretical results of radiation patterns for 

rectangular and circular PMAs fed by 50Ω microstrip 

line are compared with available experimental data given 

in [3] and [4], and simulation results obtained using 

HFSS. In addition to this, the calculated theoretical gain 

is also verified by HFSS simulation results.  
 

II. THEORY 

A. Radiated field of an HED lying on an ungrounded 

substrate 

The radiated fields of a PMA can be formulated 

using Green’s function of an HED lying on an ungrounded 

substrate and from the knowledge of current distribution 

on the patch as well as the ground plane below the feed 

line. So, an HED lying on a lossless and ungrounded 

dielectric layer is considered first. To derive spectral 

domain electric and magnetic field Green’s function, an 

HED is assumed to be lying on a lossless dielectric layer 

located at 0 0( , )x y  shown in Fig. 1. The x-directed current 

is defined as   0 0
ˆ

xJ x x x y y   and the effect of 

xJ  is considered by applying boundary conditions.  

The transverse components of the electric field 
xE  

and yE  at ( )x h  are given by [7]: 
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where  
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2 2 2 2

2 0zu k k k    ,
2 2 2 2

1 0z ru k k k    , 

 
2 2 2 2

0 0zu k k k     ,
2 2 2

x yk k k   . 

The far field radiation pattern of an HED on an 

ungrounded dielectric layer in region 2  z h  can be 

written as [8]: 

    
0

cos sin
2

jk r

x y

e
E E E

r
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
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(4) 

Now, substituting Equations (1), (2) in Equations (3) 

and (4), 
0 ( ) ( )k sin cos  , 

0 ( ) ( )k sin sin  , 
0 ( )k cos   in 

place of 
xk , 

yk  and 
zk  we get the final far field 

expressions. The far field radiation pattern of an HED on 

an ungrounded dielectric layer is expressed as: 

          
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1

1 2 2 2

1

cos cos tan

2 cos tan cos

r

r r

n jn h
E

n j h n


    


    




 
, 

 (5) 
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where 
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4
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1 0 ( ),k n   2( ) sinrn    . 

The theoretical gain (G) of an HED on an 

ungrounded dielectric layer in a given direction  ,   

can be expressed as [9]: 

 
 

 

2 2 2 2

2
2 2

0

4 sin | | cos | |

sin | | | |

E E
G

E E d

 



 

 

 




  

. (7) 

It may be noted that the above Green’s function for far 

field depend on both substrate thickness and dielectric 

constant  r . Thus, the variation of thickness and 

dielectric material and their effects on the field as well as 

in the gain can be theoretically observed. 

 
 

Fig. 1. Geometry of an HED along x-axis on the interface 

of dielectric and free space. 
 

B. Radiated fields of PMA 

The above expressions in Equations (5) and (6) give 

far fields of a HED on a dielectric substrate. The current 

supported by the feed in printed monopole antenna 

shown in Fig. 2 can be expressed in terms of incident 

traveling wave 0 ( )
( )gjk x f
e
 

 and reflected wave 0 ( )
( )gjk x f

e


  

due to impedance discontinuity at the junction of feed 

and the patch. Note that 
gx f  is the total length of  

the feed including feed gap  gf  and   is the current 

reflection coefficient. Thus, the net current given to 

PMA through the feed line can be given by [10]: 

   0 0( ) ( )

0
ˆ, ( )g gjk x f jk x f

xJ x y a I e e
  

  .
 

(8) 

Hence, 
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(9) 

So, after replacing 
xk  and 

yk  by 
0 ( ) ( )k sin cos  , 

0 ( ) ( )k sin sin   and for 1   , Equation (9) can be 

written as: 

      0 1 2, 4sin 0.5 sin( )sinJ c k W       ,
 

(10) 

where 

           1 0 0 0 0 0 02sin 0.5 sin( )cos cos 0.5 cos sin( )cos sing gk L k L k f k jk f k      , 

           2 0 0 0 0 0 02cos 0.5 sin( )cos sin 0.5 sin( )cos cos sing gk L k L k f k jk f k      . 

 

 
 

Fig. 2. Geometry of rectangular printed monopole antenna 

on dielectric substrate ( 4.3, 0.02)r tan   of thickness 

h=1.52 mm in [3]. 
 

It may be noted that current distribution in Equation 

(10) includes a quadrature term. In case of printed 

monopole antennas, the ground plane also contributes  
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to the radiation field. The ground plane acts as an 

asymmetric image of the monopole to form an 

asymmetrically driven dipole antenna. The current 

distribution in the ground plane can be given as: 

      0 11 12, 4sin 0.5 sin( )sing gJ c k W       , (11) 

where 

     11 0 0 02 sin 0.5 sin( )cos cos 0.5g gk k L k L   , 

    12 0 0 02 cos 0.5 sin( )cos sin 0.5 sin( )cos( )g gk k L k L     . 

gL , 
gW  represent the length and width of the ground 

plane of PMA. Thus, the overall radiation pattern for the 

rectangular printed monopole antenna, including the 

effect of the partial ground plane as shown in Fig. 2 can 

be written as: 
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(13) 

The gain for the case of a rectangular printed 

monopole antenna can be calculated using Equation (7). 

The closed form expressions for the far field radiation 

patterns of circular printed monopole antenna shown in 

Fig. 3 can be written as: 
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(15) 

For circular PMA,  ,J    can be given as: 
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cos( ) sin( )
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J J a a e adad
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where 

0 ( ) ( )xk k sin cos  , 
0 ( ) ( )yk k sin sin   and a  

is the radius of the circle. Similar to rectangular PMA, 

the gain of circular printed monopole antenna can be 

found using Equation (7). 
 

 
 

Fig. 3. Geometry of circular printed monopole antenna 

on dielectric substrate ( 4.7, 0.02)r tan   of thickness 

h=1.5 mm in [4]. 

III. RESULTS 

This section presents the results computed using the 

analytical expressions derived for the rectangular PMA 

and circular PMA and compares the same with the 

measured results available in literature as well with the 

results obtained through HFSS simulations. The radiation 

patterns of rectangular printed monopole antenna are 

shown in Fig. 4 and Fig. 5, whereas the gain plot is 

shown in Fig. 6. The gain plot shows that the gain is 

decreasing in the given frequency band. In other words, 

it can be concluded that the antenna is more directive for 

lower frequencies in comparison to higher frequencies.  

The radiation patterns of circular printed monopole 

antenna are shown in Fig. 7 and Fig. 8, whereas the gain 

plot is shown in Fig. 9. From Fig. 9 it can be observed 

that gain is almost constant for the given band. 

 

 
 (a) 

 
 (b) 

 
Fig. 4. Radiation patterns: (a) E-plane and (b) H-plane of 

the rectangular printed monopole antenna shown in Fig. 

2 at 2.45 GHz (theory (—), simulation using HFSS (– –), 

and measured (.) [3]). 

 

 
 (a) 
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 (b) 
 

Fig. 5. Radiation patterns: (a) E-plane and (b) H-plane of 

the rectangular printed monopole antenna shown in Fig. 

2 at 5.2 GHz (theory (—), simulation using HFSS (– –), 

and measured (.) [3]). 
 

 
 

Fig. 6. Gain of rectangular printed monopole antenna  

on dielectric substrate ( 4.3, 0.02)r tan   of thickness 

h=1.52 mm. 
 

 
 (a) 

 
 (b) 
 

Fig. 7. Radiation patterns: (a) E-plane and (b) H-plane of 

the circular printed monopole antenna shown in Fig. 3 at 

3 GHz (theory (—), simulation using HFSS (– –), and 

measured (.) [4]). 

 
 (a) 

 
 (b) 

 

Fig. 8. Radiation patterns: (a) E-plane and (b) H-plane of 

the circular printed monopole antenna shown in Fig. 3 at 

6.5 GHz (theory (—), simulation using HFSS (– –), and 

measured (.) [4]). 
 

 
 

Fig. 9. Gain of circular printed monopole antenna on 

dielectric substrate ( 4.7, 0.02)r tan   of thickness 

h=1.5 mm. 

 

IV. CONCLUSION 
In this paper, the transverse field components in 

spectral domain are derived for a horizontal electric 

dipole on a lossless dielectric layer, which is not backed 

by a conducting ground plane, are used to calculate the 

radiation patterns for rectangular and circular printed 

monopole antenna. Since the ground plane also affects 

the radiation characteristics of PMAs, taking the ground 

plane as an asymmetric image of the monopole the 

overall far field components of PMA are derived. 

However, the modeling has some limitations because the 

concept can be implemented for regular shape of the 

patch and the ground plane only. But the theoretical 

results in the present cases for the radiation pattern are in 
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good agreement with HFSS and available experimental 

results. Further, the theoretical gains of both PMAs are 

also verified using HFSS simulations. 
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