
Numerical Solution of Electromagnetic Integral Equations by the 
Meshfree Collocation Method 

 
 

B. Honarbakhsh1, A. Tavakoli1, 2 

 
1Department of Electrical Engineering 

2Institute of Communications Technology and Applied Electromagnetics 
Amirkabir University of Technology (Tehran Polytechnic), Tehran, IRAN  

b_honarbakhsh@aut.ac.ir, tavakoli@aut.ac.ir 
 
 

Abstract ─ This paper presents guidelines for 
mesh free numerical solution of electromagnetic 
integral equations. Both static and dynamic 
problems are considered, including the EFIE and 
the MPIE for dynamic case. Different choices of 
the kind of meshfree method, shape functions and 
their parameters are studied and proper choices are 
suggested by logical deduction, experience or 
previous reports. The final configuration is applied 
to classical problems in one and two dimensions 
such as electric charge (density) and electric 
current (density) distributions over a line and flat 
plates, respectively. The method is validated by 
convergence analysis and is compared with MoM. 
In addition, suggestions are made for bypassing 
numerical integrations that make the construction 
of the coefficient matrix integration free.  
  
Index Terms ─ collocation, EFIE, integral 
equation, meshfree, MPIE.  
 

I. INTRODUCTION 
Although there exist an extensive work on 

numerical solution of partial differential equations 
(PDEs) by meshfree methods (MFMs) [1]-[19], at 
present, volume of studies regarding integral 
equations (IEs) is negligible [20]-[23].  

Meshless methods have four important 
advantages with respect to their mesh-based 
counterparts. First, they remove the need to a mesh 
generator, which requires a considerable CPU time 
especially for volumetric formulations. Second, 
the refinement process is extremely simpler. Third, 
the extreme capabilities of meshless shape 
functions in data fitting, leads to smaller matrices. 

Finally, since meshless shape functions usually 
have high order of continuity, differentiation and 
post processing are not of a concern.  

IE solvers are of high importance in 
computational electromagnetics (CEM) and 
possess valuable properties. By the IE-based 
formulation, the discretization reduces only to the 
body under study. In contrast, when dealing with 
PDE solvers, the space surrounding the object 
should also be discretized; leading to additional 
memory and computational cost.  IEs, also, 
remove the need for absorbing boundary condition 
(ABC) which is a bottleneck in numerical 
methods. Moreover, when dealing with practical 
problems ABCs are never precise.  

EM IE solvers shortcut the above difficulties 
utilizing Green’s function that is known for 
several practical situations; e.g., free space, half 
space and multilayer media [24]. Many realistic 
problems can be formulated by the aforementioned 
Green’s functions including electromagnetic 
scattering, radar cross section (RCS), ground 
penetrating radars (GPR), microstrip antennas, 
planar microwave components, and lightning. The 
traditional numerical method for solving EM IEs 
is the method of moments (MoM) [25]-[27]. This 
method is mesh-based and uses simple expansion 
functions for approximating the unknown field 
variable and, in contrast to PDE solvers, leads to 
small but dense matrices.  

The primary motivation of this work was 
extending the application domain of MFMs to IEs 
appearing in electrical engineering. Furthermore, 
since many practical problems are well formulated 
by hybridizing PDEs with IEs [28], [29] and 
noting that MFMs are powerful tools for solving 
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PDEs, the need for such researches becomes more 
comprehensible. In fact, the core ideas of this 
work are previously applied to such problems [30].  

As a brief review on currently published 
works on meshfree solution of IEs, in [20] a 1D 
MPIE is solved over a thin straight wire by the 
Galerkin method and moving least square (MLS) 
shape functions as expansion functions. The work 
does not offer a justification for using the Galerkin 
type and MLS functions. Furthermore, the 
numerical integration strategy is not reported. 
Generalization of the method to more than 1D 
seems to be extremely time consuming and thus 
impractical. The major contribution of [21] is the 
error analysis of meshless collocation solution of 
the second kind Fredholm and Volterra IEs based 
on MLS shape functions. The given examples are 
abstract and of mathematical interest. 
Additionally, a justification for MLS method is not 
provided.  
In [22], the CFIE is solved by meshless 
collocation method for bodies with cylindrical 
symmetry, at normal incidence. In such cases, the 
differential part of the IE is omitted, which 
considerably simplified the numerical solution. 
Moreover, the improved MLS (IMLS) method is 
used for shape function generation which is 
justified only in comparison with the MLS 
method. Finally, Hallen’s IE that corresponds to a 
straight linear antenna is solved in [23] by the 
meshless collocation method utilizing radial bases 
functions (RBFs). The use of RBFs is justified 
based on their powerful fitting capability. This 
property is also present in the MLS shape 
functions. Therefore, the rationalization does not 
exclude other shape functions. 

In this paper, both static and dynamic EM IEs 
are considered, including the EFIE and the MPIE 
in the case of dynamic cases. In addition, different 
choices of the kind of meshfree method, shape 
functions and their parameters are studied and 
proper choices are suggested by logical deduction, 
experience or previous reports. Noting the intrinsic 
complexity of meshfree shape functions that 
makes their evaluation time-consuming, 
suggestions are made to bypass numerical 
integrations for a specific arrangement of 
equidistant node arrangement. Theoretically, the 
idea of bypassing numerical integrations could be 
extended to arbitrary node distributions and is 
currently under investigation. Even though, the 

approach is general, only regular node 
arrangements are considered here.  

 
II. MATHEMATICAL STATEMENT OF 

THE PROBLEM 
In this paper, we have restricted the 

formulation to classical EM problems governing 
PECs in one and two dimensions. The guidelines 
throughout the paper are general.  

The IEs considered in this work are Fredholm 
integral/integro-differential equations of the first 
kind, which all could be equivalently expressed by 
the following mathematical statement: 
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It is worth mentioning that (1) is, in general, a set 
of vector valued equations. In addition, the 
presence of OB is problem dependent and OD may 
be simplified to a multiplicative scalar. 
 

III. A BRIEF INTRODUCTION TO 
MESHLESS SHAPE FUNCTIONS 

In meshfree community, the expansion 
functions are called shape functions, and fall into 
two main categories; approximants and 
interpolants. We briefly introduce these types and 
some of their important advantages and 
disadvantages. Suppose the problem domain, Ω is 
described by M nodes. Our purpose is to fit a 
function u by a linear combination of M shape 
functions γi, i = 1, …, M , at any point of Ω such 
that: 

     
1

, .
MT

h
i i

i
u c c



   r r r r                        (3) 

707HONARBAKHSH, TAVAKOLI: NUMERICAL SOLUTION OF EM INTEGRAL EQUATIONS BY THE MESHFREE COLLOCATION METHOD



where uh,   and c  are fitted value of u, shape 
function matrix and coefficient vector, 
respectively [31]. 
 
A. Approximants 

When shape functions are approximants, 
 h

i i ic u u r . There are a number of methods for 
generating them, e.g., Smoothed Particle 
Hydrodynamics (SPH), Reproducing Kernel 
Particle Method (RKPM), and Moving Least 
Square Methods [31]. The most powerful and 
known method is MLS. There are two kinds of 
MLS methods; conventional and matrix-free [32]. 
While the generated shape functions from the 
conventional type are very accurate, the evaluation 
process involves numerous small size matrix 
computations. Moreover, vector implementation is 
not possible. Thus, for evaluating each shape 
function at n points, the routine should be executed 
n times, that makes it computationally inefficient. 
Furthermore, the computational complexity grows 
dramatically by increasing the order of partial 
derivatives. These complexities have motivated 
researchers to design matrix-free MLS methods. 
The simplest and historically the first of this kind is 
the Shepard function [33] which is fast and 
vectorizable. MLS shape functions have a valuable 
property that make them superior to interpolants in 
some applications; they are localized and nonzero 
only in a small portion of the problem domain. 

 
B. Interpolants 

For interpolants,  h
i i ic u u r . The methods 

for generating such functions are called point 
interpolation methods and have two main kinds; the 
older employs polynomials as bases functions and 
the newer one uses RBFs. The RBF based methods 
are superior because their moment matrix is 
guaranteed to be non-singular [31]. While, in 
general, approximants are more accurate, 
interpolants have three valuable features that make 
them preferable to approximants in some cases. 
First, they and their partial derivatives are easy to 
generate. Second, imposition of Dirichlet boundary 
condition is extremely simple, and third, vector 
implementation is possible. On the other hand, they 
suffer from a disadvantage; their evaluation 
involves working with large size matrices. In other 
words, they work well when they are spread over 
the entire problem domain [34]. 

IV. SELECTION OF MESHLESS SHAPE 
FUNCTIONS  

This section is the most important part of the 
present paper. Improper selection of shape 
functions, especially in the case of IEs, can 
severely degrade the quality and efficiency of the 
numerical solution. Consider the first equation of 
(1) which we call the differential part with y as 
unknown. Based on the previous section, we 
expanded y over RBFs to expedite the analysis. 
Next, consider the second equation of (1), which 
we name the integral part with f as unknown. In 
this case, expanding over RBFs is not reasonable. 
Although this selection leads to a fast computation 
of shape functions, their distribution over the 
entire domain of the problem requires either a 
huge number of quadrature points or a background 
mesh for numerical integration. Another choice is 
the conventional MLS shape functions. This 
choice is also improper. While such functions are 
localized over a small portion of the problem 
domain, for numerical integration, many 
evaluations are needed and this considerably slows 
down the numerical solution. The best option 
seems to be the matrix-free MLS shape functions 
since they are localized and fast.  
 

V. MESHLESS DISCRETIZATION 
From a theoretical point of view, meshfree 

solution of (1) can be based on any of the 
Galerkin, Petrov-Galerkin and collocation 
methods. However, due to the complex nature of 
meshless shape functions, their evaluation is 
considerably time consuming. Consequently, 
Implementation of the first two choices may not be 
straightforward, since numerical integration 
involves numerous evaluations. Thus, only the 
collocation method is applied in this study. Here, 
discretization of (1) is performed by assuming 
scalar functions and operators. Generalization to 
vector case is straightforward.  

Numerical solution of (1) by meshfree 
collocation method can be carried out by the 
following three steps. First, scatter M nodes over 
the problem domain and on its boundary. Second, 
expand the unknown functions over the proper 
meshfree shape functions, and third, equate both 
sides of the equation at the nodes and solve the 
corresponding linear system of equations after 
imposition of boundary conditions. 
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Following the aforementioned steps, let the 
problem domain Ω and the boundary ∂Ω be 
described by M nodes. Assume    1

M
i i

  and 

  1

M
i i


 be sets of shape functions for the nodes, 

where φi and ψi represents the interpolant and 
approximant corresponding to the ith node, 
respectively. Following the previous section by 
expanding y over interpolants and f over 
approximants, i.e.: 
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where y h and f h are interpolated and approximated 
value of y and f , respectively. Replacing the first 
Eq. of (4) into the first Eq. of (1) and collocating 
at the nodes leads to 
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Similarly, by replacing the second Eq. of (4) 
into the second Eq. of (1), 

 .T
I  Φ y K f                                                   (7) 

where 
    .I I q ppq

O    K r                                        (8) 
What remains is imposition of the Dirichlet 

boundary condition that is the last equation of (1). 
Because this equation acts on f, we should first 
eliminate y  and relate the excitation vector e  to f , 
directly. Consequently: 

.
T

D I


  


  

e K f
K K Φ K

 
                                              (9) 

The unknown coefficient vector f  can now be 
found by solving (9) after imposition of the 
boundary condition, which is now straightforward. 

 
VI. GENERAL GUIDELINES FOR 

COMPUTING THE ENTRIES OF IK  
The calculation of KI is the most critical and 

time-consuming part of the final coefficient 
matrix, K. This section provides guidelines for its 
accurate and efficient computation.  

Numerical integration is a vital step in 
weighted residual methods. It can severely affect 
the accuracy and speed of the solution. In IE based 
methods, presence of the Green’s function 
increases the complexity of this step, particularly 
for high order of singularities. Additionally, 
meshless shape functions are more complicated 
and their evaluation is considerably slower than 
elementary mathematical functions such as 
polynomials and complex exponentials. This 
becomes extremely visible, when numerical 
integration is involved in the analysis. 

The key point of this section is noting that 
approximant shape functions are bell-shaped and 
consequently, can be well approximated by a 
single bell-shaped function such as Gaussian and 
Butterworth. As a 1D example: 
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where the parameters aG, ξG, aB, xB, and nB can be 
easily estimated by curve fitting methods. A 
sample approximation of a 1D Shepard 
approximant is represented in Fig. 1.  

 
Fig. 1. Approximating a sample 1D Shepard 
approximant by Gaussian and Butterworth 
functions. 
 
This simplifies handling of the problem and 
increases the computational efficiency. Moreover, 
since the Fourier transform of both Gaussian and 
Butterworth functions are available in all 
dimensions, such a substitution makes the 
understanding of the spectral behavior of the 
approximants possible. The importance of this 
point is made more comprehensible in the next 
section. The aforementioned matrix can be 
computed in both the space and the spectral 
domains. Thus, we split this section into two parts 
and discuss each case separately. 
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A. Space domain 
In the space domain, some possible choices 

are approximate Green’s function, the Duffy 
transform [35], advanced quadratures [36], and 
fast convolution methods [37]. Except for the last 
choice, all aforementioned methods are time 
consuming, but simple to implement. Although the 
method introduced in [37] is considerably more 
efficient than others, its implementation is not 
simple. 
 
B. Spectral domain  

Exploiting the spectral domain for 
computation of KI is rooted in the convolutional 
nature of the EM IEs and can be performed in 
different ways. Considering (1) and (4), the 
mathematical form required for computing KI is: 

    1  .
i

i

s G

G





 

 F F F
                                    (11) 

where ψi is the approximant corresponding to the 
ith node and F stands for continuous Fourier 
transform (CFT). For this purpose, the most 
obvious choice is using the (inverse) fast Fourier 
transform, which can be efficiently computed by 
available FFT/IFFT algorithms. However, 
existence of singularity in the Green’s function 
can potentially deteriorate the accuracy.  

Here, we introduce our proposed method 
which is based on two assumptions. First, the 
problem domain and the boundary should be 
described by regular node arrangements. Under 
this assumption, all ψi approximants become 
shifted version of each other. The method can be 
potentially generalized to handle arbitrary 
configurations, which is currently under 
investigation. Second, it is necessary to 
approximate the approximants by a function 
having analytical Fourier transform. Under these 
assumptions, it is possible to compute (11) by a 
closed form expression. It is worth mentioning that 
this procedure is severely problem-dependent.  
 

VII. NUMERICAL RESULTS 
In this section, the guidelines are followed to 

solve five classic EM problems by the meshfree 
collocation method. Problem domains and 
boundaries are described by regular node 
arrangement for fast computation of the coefficient 
matrix. In all cases, d is the radial nodal distance. 

The approximant used is the Shepard function as 
defined by [33]: 
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with quadric spline function as its weighting 
defined by [38]: 
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where M is the number of nodes,  i id r r  and r0 
is the support size of the Shepard function. For all 
2D examples r0 = d/21/2 is chosen. Approximants 
are approximated by a single Gaussian function 
for all cases. In addition, interpolants are 
constructed from thin plate spline (TPS) RBFs. 
Results are validated by convergence analysis 
[39]. Furthermore, convergence of the 1D dynamic 
case is compared with a pulse/rooftop MoM code 
and 2D dynamic cases are compared with RWG 
MoM codes developed by Makarov [40]. It should 
be pointed out that the number of nodes and 
unknowns are always denoted by M and N, 
respectively. Thus, for 1D and static examples N = 
M, whereas for 2D dynamic examples N = 2M. 
The error estimate is based on 
 1 1, .e m m m m mr u u u u u                                 (14) 

with um being a functional of the field variable 
computed at the mth pass. Finally, the simulations 
are executed on a Intel(R) Core(TM)2 6700 CPU 
with 4 GB RAM. 
 
A. Static charge over infinite PEC strip 

As a 1D scalar static IE, consider the equation 
governing the static charge distribution over a 2 m 
width PEC infinite strip [27]: 
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It is assumed that the strip has the potential of 
1 V and is placed on the x-y plane, along the y-axis 
and is centered at the origin. By comparing (15) 
with (1) one can recognize that: 

 
 

 1
 

.

: -1 1

s

D

e
f q x

O u u
x


 



  

                                                   (16) 

710 ACES JOURNAL, VOL. 27, NO. 9, SEPTEMBER 2012



Thus, the problem has neither the differential 
part nor the boundary condition. For this problem 
r0 = 1.5d and adaptive Gauss-Kronrod quadrature 
is used for numerical integrations. The 
convergence curve in the sense of total charge and 
the normalized charge distribution across the strip 
are depicted in Fig. 2. 

 
(a) 

 
(b) 

Fig. 2. Static charge per unit length on an infinite 
PEC strip: (a) convergence curve, (b) spatial 
distribution of normalized charge. 
 
B. Static charge density over square PEC plate 

As a 2D scalar static IE, consider the equation 
governing the static charge density distribution 
over a unit length square PEC plate [25]: 
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(17) 
It is assumed that the plate has the potential of 

1 V and is placed on the x-y plane, centered at the 
origin. By comparing (17) with (1), a similar 
expressions to (16) can be written. Thus, problem 
has neither the differential part nor boundary 
condition. Following the proposed method, the 
computation of the KI matrix can be carried out 
without numerical integration by noting that 
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where r = (x2 + y2)1/2. Therefore [41]: 
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The convergence curve in the sense of 
capacity per unit length and the normalized charge 
density distribution over the plate are depicted in 
Figs. 3(a) and 3(b), respectively. In addition, Fig. 
3(c) compares the computational cost of KI by 
direct numerical integration in the space domain 
and the proposed spectral domain method based 
on (19).  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Static charge density over square PEC 
plate: (a) convergence curve, (b) spatial 
distribution of normalized charge density, (c) 
computation cost of KI. 
C. Scattering by a thin PEC wire 

As a 1D scalar dynamic IE, consider the 
equation governing the current distribution over a 
6λ thin PEC wire. The problem can be formulated 
by two mathematically equivalent IEs, i.e., EFIE 
and MPIE [25], [42]: 
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The wire is placed on the z-axis, centered at 
the origin, with radius a = 0.00628λ. It is assumed 
that the wire is normally illuminated by an 
incident plane wave of unit amplitude and angular 
frequency of ω. By comparing (20)-(23) with (1), 
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Thus, both formulations have differential part 
and boundary condition. In this case, r0 = 2.5d and 
adaptive Gauss-Kronrod quadrature is used for 
numerical integrations. The convergence curves in 
the sense of normalized monostatic RCS and the 
normalized current distribution for 35 nodes and 
reconstructed at 200 nodes are depicted in Figs. 
4(a) and 4(b), respectively. Additionally, Fig. 4(c) 
compares the computational cost of KI by direct 
numerical integration in the space with the 
proposed method exploiting FFT. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Scattering by a 6λ thin PEC wire: (a) 
convergence curves, (b) spatial distribution of 
normalized current for 35 nodes and reconstructed 
at 200 nodes, (c) computation cost of KI. 
 
D. Scattering by a PEC square plate 

As a 2D vector dynamic IE, consider the 
equation governing the current density distribution 
over a 3λ PEC square plate. Similar to the previous 
case, the problem can be formulated by EFIE and 
MPIE: 
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The plate is placed on the x-y plane, centered 
at the origin and illuminated by an incident wave 
with an x-directed electric field of unit amplitude 
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and angular frequency of ω. Comparing (25)-(28) 
with (1) leads to 
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As in the previous case, both formulations 
have differential part and boundary condition. By 
applying the proposed spectral method, it is 
straightforward to show that the mathematical 
forms of the integrals for computing KI are 
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where tan(θ) = y/x, and: 
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For fast evaluation of (31), we follow the idea 
behind the discrete complex image method 
(DCIM) [43]. Suppose: 
  

1
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which can be efficiently calculated by the matrix-
pencil-method (MPM) [44]. Now, a closed-form of 
the aforementioned integrals can be readily 
obtained by making use of the Sommerfeld identity 
and its first derivative [45]. The convergence 
curves in the sense of normalized monostatic RCS 
and the normalized current density distribution for 
N = 2×19×19 and reconstructed at 22500 nodes 
are depicted in Figs. 5(a) and 5(b), respectively. 
Additionally, the computational cost of KI is 
reported in Fig. 5(c).  
 
E. Scattering by a PEC circular plate 

As 2D vector dynamic IE over a non-
rectangular domain, consider the equation 
governing the current density distribution over a 
PEC circular plate with λ/4 radius. Similar to the 
previous case, the problem can be formulated by 
EFIE and MPIE, subject to 

 22 2cos sin 0, 4 .x yJ J x y                     (33) 

The plate is placed on the x-y plane, centered at 
the origin. The excitation, discretization 
parameters and numerical integration strategy are 
the same as the previous problem. The 
convergence curves in the sense of normalized 
monostatic RCS, a nodal arrangement based on 98 
nodes and the corresponding normalized current 
density distribution reconstructed at 17500 nodes, 
are depicted in Fig. 6. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Scattering by a 3λ PEC square plate: (a) 
convergence curves, (b) spatial distribution of 
normalized current density for N = 2×19×19, (c) 
computation cost of KI. 
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(a) 

 
(b) 

 
(c) 

Fig. 6. Scattering by a PEC circular plate with λ/4 
radius: (a) convergence curves, (b) nodal 
arrangement based on 98 nodes, (c) reconstructed 
solution at 17500 nodes. 
 

VIII. CONCLUSION 
The meshfree collocation method is formulated for 
numerical solution of electromagnetic integral 
equations including EFIE and MPIE. Both RBF 
interpolants and Shepard approximants are utilized 
for efficient analysis. Suggestions are also made 
for bypassing numerical integration. 
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