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High Frequency Asymptotics and FDTD Method 
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Abstract ─ A novel Matlab-based diffraction tool 
for the investigation of scattered fields around a 
two-dimensional Perfectly Electric Conductor 
(PEC) wedge is introduced. Analytical (Exact by 
Integral, as well as some High Frequency 
Asymptotic (HFA) techniques) and numerical 
(Finite-Difference Time-Domain (FDTD)) models 
are included. The FDTD staircase modeling 
problems are removed by the application of Dey-
Mittra Conformal approach. 
  
Index Terms - conformal FDTD, Dey-Mittra, 
FDTD, hard boundary condition, high frequency 
asymptotics, scattering, soft boundary condition, 
staircase modeling, wedge diffraction.  
 

I. INTRODUCTION 
The two-dimensional (2D) wedge diffraction 

is a canonical problem and plays a fundamental 
role in the construction of High Frequency 
Asymptotic (HFA) techniques [1-8]. It has been 
revisited several times for the last couple of 
decades. One of these revisits is presented in [9] 
where several HFA techniques, such as Geometric 
Optics (GO), Physical optics (PO), Physical 
Theory of Diffraction (PTD), Uniform Theory of 
Diffraction (UTD), and Parabolic Equation (PE), 
are compared with each other and 
advantages/disadvantages are listed. A Matlab-
based HFA numerical tool has also been 
introduced [10]. Numerical difficulties in and 
alternative computational approaches for complex 
diffraction integrals and series summation models 
are discussed in [11]. Finally, a novel, Finite-
Difference Time-Domain (FDTD) - based multi-

step numerical diffraction coefficient calculation 
method based on the has been introduced in [12].    

A novel Matlab based WedgeFDTD package 
is introduced in this study. The package uses the 
multi-step FDTD approach presented in [12] and 
results are compared against available exact and 
HFA models. Deficiencies of staircase 
discretization are removed by the application of 
Dey-Mittra Conformal Technique [14]. 

The 2D wedge scattering scenario is pictured 
in Fig. 1. The polar coordinates , ,r z  are used 
throughout the paper. The z-axis is aligned along 
the edge of the wedge. The angle  is measured 
from the top face of the wedge. The exterior angle 
of the wedge equals . The wedge is illuminated 
by a Line Source (LS). Source and observer points 
are (r0,0) and (r,), respectively.  

 
 
Fig. 1. The 2D PEC wedge problem, line Source 
(LS) illumination and three characteristic regions 
separated by RSB and ISB. 
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The scenario in Fig. 1 (
00    ) belongs to 

the Single Side Illumination (SSI) where the top 
face is always illuminated. The three regions are 
separated by two critical boundaries; Incident 
Shadow Boundary – ISB ( 0    ), Reflection 
Shadow Boundary – RSB ( 0    ). All field 
components – incident, reflected and diffracted 
fields – exist in Region–I. In Region–II, only 
incident and diffracted fields exist. Only diffracted 
fields exist in Region–III. 

If the source is in ( 0      ), both faces 
are always illuminated and this is called Double 
Side Illumination (DSI). In this case, all three field 
components exist in regions 0(0 )      and 

0(2 )        . There is no reflected field in 

0 0( 2 )          . 
 The field (for exp( )i t ) outside the wedge 

satisfies  
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 (1) 

the Boundary Conditions (BC) 

      0 on 0,0 o .r /s ku nu              (2-a) 

and the Sommerfeld’s Radiation Condition (SRC) 
at infinity: 

                 0.
r

duLim kr iku
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   
 

            (2-b) 

Function us represents the z-component of electric 
field intensity Ez (TM), while function uh is the z-
component of magnetic field intensity Hz (TE), 
which, in acoustics, refer to acoustically soft 
(SBC) and hard (HBC) wedges, respectively. 
 

II. ANALYTICAL MODELS 
The problem has analytical exact as well as 

HFA solutions. Only analytical exact solution by 
integral and UTD model are given; the rest can be 
found in [9-12].  
A. Exact solution by integral 
       The diffracted field solutions with SBC and 
HBC for both SSI and DSI are presented by 
Bowman and Senior in handbook [16] as: 
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 (3-c) 

Total fields ,
,

t BS
s hu  can be obtained by adding GO 

fields 
                  , ,

, 0 , , 0/ / ,t BM d BM GO
s h s h s hu u u u u             (4) 

where GO field that under LS excitation is given 
as follows: 
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for SSI and  
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for DSI. 
 

B. The UTD Model 
The UTD diffracted fields are in the form of 

       ,
, 0 ,

e .d UTD UTD
s h s h

jkr
u u d

r


                   (6) 

where (2)
0 0 0( )u H kr  and the time dependence 

is j te  [6]. According to the UTD, the diffraction 
coefficients for SBC and HBCs with line source as 
follows: 
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where 0     , 0      and the Fresnel 
function is 

               
2

( ) 2 .jX j

X

F X j X e e d 


                 (8) 

L , g   are determined as given in [13] by: 
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Here,    2N n      are the integers 
which most nearly satisfy the last equation given 
in (9). Note that, the cotangent functions in (7) 
become singular at ISB/RSB and are replaced with 
[6]: 
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for small . The UTD based total fields are then 
obtained by adding the GO fields appropriately: 

            , ,
0 0, , , ,/ /t UTD d UTD GO
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with the GO solutions given as for SSI 
( 00      )  

   

 

0 0

0

cos cos
0

cos
, 0 0

0

, 0

,
0 ,

jkr jkr

jkrGO
s h

e e

u e

   

 

  

    
   

 



    
    
   

  (12-a) 

and for DSI ( 0      ) 
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  (12-b) 

Two examples are given in Figs. 2 and 3, where 
analytical exact solution is compared against the 
UTD model. Both total and diffracted field 
variations around the wedge are plotted. Figures 2 
and 3 belong to DSI/HBC and SSI/SBC, 
respectively. Angles of incidences in these plots 
are 110º and 90º, respectively.  As observed, 
results agree very well [10]. 
 

 

 
 

Fig. 2. (Top) Total, (Bottom) Diffracted fields 
around the PEC wedge; Exact by series vs. UTD 

699USLU, SEVGI: MATLAB-BASED VIRTUAL WEDGE SCATTERING TOOL



solution (HBC, 240   , f=30MHz, r=50m, 
kr=31.4). 
 

III. FDTD MODEL 
The Finite-Difference Time-Domain (FDTD) 

method is a pure numerical technique where 
Maxwell equations are directly discretized in the 
time-domain. Since its first introduction [13], it 
has been widely used in variety of EM problems. 
A general, multi-step FDTD-based diffraction 
model under the line source illumination is 
introduced in [12] where diffracted fields under 
any source/observer locations can be extracted. 
Results are calibrated via comparisons against 
analytical exact solutions as well as the UTD and 
PE models. 

 

 

 
 

Fig. 3. (Top) Total, (Bottom) Diffracted fields 
around the PEC wedge; Exact by series vs. UTD 
solution (SBC, 350   , f=30MHz, r=50m, 
kr=31.4). 
 

The FDTD-based wedge scattering model 
uses one of the two cases presented in Fig. 4. 

Here, a line source is injected to the zE ( zH ) 
component in the TMz (TEz) model. 

 

 
 
Fig. 4. The 2D FDTD cells on the xy-plane and 
locations of the field components. 
 
       The 2D–FDTD (TMz type, i.e., soft BC) 
equations (with Hx, Hy, and Ez components) on the 
discrete xy–domain are: 
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The 2D–FDTD (TEz type, i.e., hard BC) equations 
(with Ex, Ey, and Hz components) on the discrete 
xy–domain are 
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Here, i and j are labels of the discrete mesh points, 
x and y are the mesh sizes along x and y axes, 
respectively, and t is the time step. Medium 
parameters are permittivity (), permeability (), 
and conductivity (). Note, 1 / 2n n   refer to 
t/2 time delay between electric and magnetic 
field computation time instants [13]. 

According to the method presented in [12] the 
diffracted fields are extracted for SSI as follows: 
 First, FDTD is run for the PEC wedge and 

scattered fields are stored at n-receivers located 
on a circular path around the tip. This yields 
total fields; incident, reflected, and diffracted 
field components in Region II; and only the 
diffracted fields in Region III.  

 Then, the wedge is removed, FDTD is run for 
free-space and scattered fields are stored with 
the same receivers. This yields incident fields 
all around. 

 Finally, bottom face of the wedge is removed 
and top face is stretched to take up the entire 
transversal section of simulation space. Then, 
FDTD is run for the third time. The stored 
fields yield reflected fields on the upper half-
plane.  

The three pulses - the incident ,inc FDTD
hu , 

reflected Re ,fl FDTD
hu , and diffracted ,d FDTD

hu  - are 
obtained using the three-step stored data. The 
related diffracted fields in the frequency domain 
are then extracted by the application of Fast 
Fourier Transform (FFT) as 

,( ) { ( )}d d FDTDu f FFT u t . For DSI, a replica of 
third step is requires for the bottom face of the 

wedge. The numerical diffraction coefficient is 
then obtained via         
 

              
 
 

,

,

d FDTD
hFDTD

h ikrinc FDTD
h

FFT u rd
eFFT u

              (19) 

 
IV. DISCRETIZATION AND DEY-

MITTRA APPROCH 
The FDTD procedure summarized above is 

calibrated against analytical exact as well as HFA 
models. It is shown that the method works very 
well under arbitrary source/ observer locations 
with the standard Yee model using the staircase 
discretization, except for angles near the bottom 
face of the wedge. In staircase approximation, 
when the center of cubic cell is embedded inside 
the PEC object, all surrounding electric fields of 
this cell are set to zero. The TM mode fits 
perfectly with the staircase approximation because 
tangential electric fields coincide with the third 
dimension. On the other hand, the TE mode is 
problematic as illustrated in Fig. 5. As observed, 
the staircase approximation leads to spurious 
diffracted fields which can erroneously alter 
results significantly.  
 

 
 
Fig. 5. Physical and non-physical case for the TEz 
problem (thick arrows show incident and reflected 
waves, thin arrows show tip-diffracted waves). 
 
      In general, one can neglect staircase 
approximation error by selecting sampling 
resolution greater than / 60 . However, this 
increases computational burden proportionally and 
it is not suitable method for dealing with large 
problems and problems where phase information 
is crucial (as many as /100  may not be 
adequate). 

Several methods are proposed to overcome 
staircase problems. Non-uniform gridding based 
on using smaller cells around the object is one 
approach, but the pay-off is the increase in total 
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number of FDTD cells and memory. Another 
approach is to use conformal FDTD models based 
on integration contour deformation around curved 
object being modeled and applying Faraday’s law. 
Then, cell shape is changed to fit boundaries of 
modeled object. Among existing conformal 
models, Dey-Mittra technique described in [14] is 
found to be the most effective one here for the 
wedge problem. Fundamental steps of the Dey-
Mittra technique are summarized below through 
cases shown in Fig. 6. 

In Fig. 6a, slanted object cross slightly into 
top right cell. If the parameter )/ (s x y  (s is the 
small area in the figure) is less than R1 (which is 
the key parameter specifying numerical stability) 
one can neglect this penetration and set all four 
surrounding electric fields to zero for the top right 
cell. On the other hand, if Faraday’s law is applied 
and integrated along the contour of area A1 for top 
left cell one can obtain: 
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  (20) 

 

 
 

 
Fig. 6. Dey-Mittra conformal FDTD scenarios. 
 
        In Fig. 6b, the ratio of 2 )/ ( yA x  is larger 
than R1. In this case, applying Faraday’s Law to 
the top right cell and integrating over the contour 

of area A2 gives the update equation for Hz on the 
top right cell despite the fact that it is in PEC. 
Noting that two electric field components reside in 
PEC and set to zero we have: 

      
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  (21) 

In Fig. 6c, applying Faraday’s law and integrating 
along over the contour of area A3 gives: 
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 (22) 

Despite its accuracy of modeling curved or slanted 
objects, Dey-Mittra conformal technique can cause 
instabilities. For this reason, time step should be 
reduced depending on the required accuracy. 
Stability analyses of several conformal methods 
are investigated in [15]. Here, selection of the key 
parameter R1=0.0025 requires %30 reduction of 
time step below the normal limit of stability. 
Another handicap of using Dey-Mittra conformal 
technique is that it requires complex mesh 
generation for calculating intersection points of 
unit cells and boundaries of the object modeled.  

Figure 7 compares Dey-Mittra and staircase 
discretization models. Here, a 60 wedge is 
illuminated with a line source at 160  . As 
observed in Fig. 6a, simulation results with Dey-
Mittra conformal FDTD model agrees very well 
with analytical exact solution everywhere. On the 
other hand, staircase approximation significantly 
fails to yield correct behavior near the bottom face 
of the wedge. Things will get worse when both 
faces of wedge illuminated (DSI). Dey-Mittra 
conformal FDTD method fits exact results well. 
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Fig. 7. Exact Solution vs. FDTD for (Top) 
Staircase approximation (Bottom) Dey-Mittra 
model. 
 

V. THE WedgeFDTD PACKAGE AND 
EXAMPLES 

A novel Matlab-based WedgeFDTD package 
with the front panel given in Fig. 8 (showing a 
time instant just before cylindrical waves 
emanating from a line source hits the top of the 
wedge) is developed to simulate scattered fields 
for a 2D PEC wedge. Results are compared 
against analytical exact integral method as well as 
the UTD model. The wedge is discretized with the 
Dey-Mittra approach. The program is designed 
with using both Matlab and Java swing library 
components. The interface of the program is 
divided into two panels as left and right. The user 
can enter the FDTD and simulation parameters 
from the left panel. At the bottom of this panel, 
user may select simulation results and 
visualization of different wave pieces. Figure 9 
shows a late time instant, showing all – incident, 
reflected and diffracted – field components. The 
right panel is reserved for the FDTD visualization 
and simulation results. Three tabs are placed at top 
for this purpose. 
       The tabs are activated after the corresponding 
simulation type is clicked from the left panel. Also 
user can select the color map used for FDTD 
visualization from the popup menu which is 
placed at top right of this panel. Video recording 
property is embedded in program via external 
Mencoder application to reduce video size. For 
this purpose, one can use the record button which 
placed at left top of this panel. Bottom panel is 
dedicated for progress information of the 
simulation and dynamically appears while the 

simulation is running. The slider which separates 
the left and right panel enables 
enlarging/compressing panel sizes via horizontal 
scrolling. User can also export simulation results 
by using the standard MatLab figure toolbar.  
 

 

 
 
 

Fig. 8. The front-panel of WedgeFDTD Package. 
   

 
 
Fig. 9. The front-panel of WedgeFDTD Package  
showing reflected and tip-diffracted waves.  
  

A few examples are included here. The first 
example is a TMz EM or soft BC acoustic problem 
and belongs to a scenario with a 60  wedge apex 
angle, illuminated by a 20 MHz line source 
located 70 meters from the tip with the incidence 
angle120 . Total and diffracted fields are shown 
in Figs. 10 and 11, respectively. 

The second example is a TEz EM or Hard BC 
acoustic problem which belongs to a wedge with 
30 interior angle, illuminated with a 30 MHz line 
source whose distance from the wedge is 80 
meters and incidence angle is 45 W. The total and 
diffracted fields are observed at a distance of 50m.  
Results are given in Figs. 12 and 13, respectively. 
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Fig. 10. Total Fields vs. angle computed with both 
FDTD and exact integral models ( 300   , 
f=20MHz, r=70m, 

0 120   ). 
 

 
 

Fig. 11. Diffracted fields vs. angle solution 
computed with the FDTD, UTD and exact integral 
models ( 300   , f=20MHz, r=70m, 

0 120   ). 
 

 
 

Fig. 12. Total Fields vs. angle solution computed 
with FDTD, UTD, and Exact integral models 
( 330   , f=30MHz, r=80m, 

0 45   ). 
 

 
 

Fig. 13. Diffracted fields vs. angle solution 
computed with, FDTD, UTD, and Exact integral 
models ( 330   , f=30MHz, r=80m, 

0 45   ). 
 

VI. CONCLUSION 
A novel Matlab based tool is developed to 
investigate wedge scattering with the Finite-
Difference Time-Domain (FDTD) method. 
Diffracted fields are extracted and are compared 
with the results of High Frequency Asymptotic 
(HFA) models. Dey-Mittra conformal FDTD 
method is used to eliminate staircase modeling 
deficiencies and results are presented. Excellent 
agreement among the models for both cases shows 
the success of the VV&C procedure [17]. 
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Abstract ─ This paper presents guidelines for 
mesh free numerical solution of electromagnetic 
integral equations. Both static and dynamic 
problems are considered, including the EFIE and 
the MPIE for dynamic case. Different choices of 
the kind of meshfree method, shape functions and 
their parameters are studied and proper choices are 
suggested by logical deduction, experience or 
previous reports. The final configuration is applied 
to classical problems in one and two dimensions 
such as electric charge (density) and electric 
current (density) distributions over a line and flat 
plates, respectively. The method is validated by 
convergence analysis and is compared with MoM. 
In addition, suggestions are made for bypassing 
numerical integrations that make the construction 
of the coefficient matrix integration free.  
  
Index Terms ─ collocation, EFIE, integral 
equation, meshfree, MPIE.  
 

I. INTRODUCTION 
Although there exist an extensive work on 

numerical solution of partial differential equations 
(PDEs) by meshfree methods (MFMs) [1]-[19], at 
present, volume of studies regarding integral 
equations (IEs) is negligible [20]-[23].  

Meshless methods have four important 
advantages with respect to their mesh-based 
counterparts. First, they remove the need to a mesh 
generator, which requires a considerable CPU time 
especially for volumetric formulations. Second, 
the refinement process is extremely simpler. Third, 
the extreme capabilities of meshless shape 
functions in data fitting, leads to smaller matrices. 

Finally, since meshless shape functions usually 
have high order of continuity, differentiation and 
post processing are not of a concern.  

IE solvers are of high importance in 
computational electromagnetics (CEM) and 
possess valuable properties. By the IE-based 
formulation, the discretization reduces only to the 
body under study. In contrast, when dealing with 
PDE solvers, the space surrounding the object 
should also be discretized; leading to additional 
memory and computational cost.  IEs, also, 
remove the need for absorbing boundary condition 
(ABC) which is a bottleneck in numerical 
methods. Moreover, when dealing with practical 
problems ABCs are never precise.  

EM IE solvers shortcut the above difficulties 
utilizing Green’s function that is known for 
several practical situations; e.g., free space, half 
space and multilayer media [24]. Many realistic 
problems can be formulated by the aforementioned 
Green’s functions including electromagnetic 
scattering, radar cross section (RCS), ground 
penetrating radars (GPR), microstrip antennas, 
planar microwave components, and lightning. The 
traditional numerical method for solving EM IEs 
is the method of moments (MoM) [25]-[27]. This 
method is mesh-based and uses simple expansion 
functions for approximating the unknown field 
variable and, in contrast to PDE solvers, leads to 
small but dense matrices.  

The primary motivation of this work was 
extending the application domain of MFMs to IEs 
appearing in electrical engineering. Furthermore, 
since many practical problems are well formulated 
by hybridizing PDEs with IEs [28], [29] and 
noting that MFMs are powerful tools for solving 

706

1054-4887 © 2012 ACES

ACES JOURNAL, VOL. 27, NO. 9, SEPTEMBER 2012

Submitted On: March 7, 2012
Accepted  On: May 22, 2012



PDEs, the need for such researches becomes more 
comprehensible. In fact, the core ideas of this 
work are previously applied to such problems [30].  

As a brief review on currently published 
works on meshfree solution of IEs, in [20] a 1D 
MPIE is solved over a thin straight wire by the 
Galerkin method and moving least square (MLS) 
shape functions as expansion functions. The work 
does not offer a justification for using the Galerkin 
type and MLS functions. Furthermore, the 
numerical integration strategy is not reported. 
Generalization of the method to more than 1D 
seems to be extremely time consuming and thus 
impractical. The major contribution of [21] is the 
error analysis of meshless collocation solution of 
the second kind Fredholm and Volterra IEs based 
on MLS shape functions. The given examples are 
abstract and of mathematical interest. 
Additionally, a justification for MLS method is not 
provided.  
In [22], the CFIE is solved by meshless 
collocation method for bodies with cylindrical 
symmetry, at normal incidence. In such cases, the 
differential part of the IE is omitted, which 
considerably simplified the numerical solution. 
Moreover, the improved MLS (IMLS) method is 
used for shape function generation which is 
justified only in comparison with the MLS 
method. Finally, Hallen’s IE that corresponds to a 
straight linear antenna is solved in [23] by the 
meshless collocation method utilizing radial bases 
functions (RBFs). The use of RBFs is justified 
based on their powerful fitting capability. This 
property is also present in the MLS shape 
functions. Therefore, the rationalization does not 
exclude other shape functions. 

In this paper, both static and dynamic EM IEs 
are considered, including the EFIE and the MPIE 
in the case of dynamic cases. In addition, different 
choices of the kind of meshfree method, shape 
functions and their parameters are studied and 
proper choices are suggested by logical deduction, 
experience or previous reports. Noting the intrinsic 
complexity of meshfree shape functions that 
makes their evaluation time-consuming, 
suggestions are made to bypass numerical 
integrations for a specific arrangement of 
equidistant node arrangement. Theoretically, the 
idea of bypassing numerical integrations could be 
extended to arbitrary node distributions and is 
currently under investigation. Even though, the 

approach is general, only regular node 
arrangements are considered here.  

 
II. MATHEMATICAL STATEMENT OF 

THE PROBLEM 
In this paper, we have restricted the 

formulation to classical EM problems governing 
PECs in one and two dimensions. The guidelines 
throughout the paper are general.  

The IEs considered in this work are Fredholm 
integral/integro-differential equations of the first 
kind, which all could be equivalently expressed by 
the following mathematical statement: 
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It is worth mentioning that (1) is, in general, a set 
of vector valued equations. In addition, the 
presence of OB is problem dependent and OD may 
be simplified to a multiplicative scalar. 
 

III. A BRIEF INTRODUCTION TO 
MESHLESS SHAPE FUNCTIONS 

In meshfree community, the expansion 
functions are called shape functions, and fall into 
two main categories; approximants and 
interpolants. We briefly introduce these types and 
some of their important advantages and 
disadvantages. Suppose the problem domain, Ω is 
described by M nodes. Our purpose is to fit a 
function u by a linear combination of M shape 
functions γi, i = 1, …, M , at any point of Ω such 
that: 
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, .
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where uh,   and c  are fitted value of u, shape 
function matrix and coefficient vector, 
respectively [31]. 
 
A. Approximants 

When shape functions are approximants, 
 h

i i ic u u r . There are a number of methods for 
generating them, e.g., Smoothed Particle 
Hydrodynamics (SPH), Reproducing Kernel 
Particle Method (RKPM), and Moving Least 
Square Methods [31]. The most powerful and 
known method is MLS. There are two kinds of 
MLS methods; conventional and matrix-free [32]. 
While the generated shape functions from the 
conventional type are very accurate, the evaluation 
process involves numerous small size matrix 
computations. Moreover, vector implementation is 
not possible. Thus, for evaluating each shape 
function at n points, the routine should be executed 
n times, that makes it computationally inefficient. 
Furthermore, the computational complexity grows 
dramatically by increasing the order of partial 
derivatives. These complexities have motivated 
researchers to design matrix-free MLS methods. 
The simplest and historically the first of this kind is 
the Shepard function [33] which is fast and 
vectorizable. MLS shape functions have a valuable 
property that make them superior to interpolants in 
some applications; they are localized and nonzero 
only in a small portion of the problem domain. 

 
B. Interpolants 

For interpolants,  h
i i ic u u r . The methods 

for generating such functions are called point 
interpolation methods and have two main kinds; the 
older employs polynomials as bases functions and 
the newer one uses RBFs. The RBF based methods 
are superior because their moment matrix is 
guaranteed to be non-singular [31]. While, in 
general, approximants are more accurate, 
interpolants have three valuable features that make 
them preferable to approximants in some cases. 
First, they and their partial derivatives are easy to 
generate. Second, imposition of Dirichlet boundary 
condition is extremely simple, and third, vector 
implementation is possible. On the other hand, they 
suffer from a disadvantage; their evaluation 
involves working with large size matrices. In other 
words, they work well when they are spread over 
the entire problem domain [34]. 

IV. SELECTION OF MESHLESS SHAPE 
FUNCTIONS  

This section is the most important part of the 
present paper. Improper selection of shape 
functions, especially in the case of IEs, can 
severely degrade the quality and efficiency of the 
numerical solution. Consider the first equation of 
(1) which we call the differential part with y as 
unknown. Based on the previous section, we 
expanded y over RBFs to expedite the analysis. 
Next, consider the second equation of (1), which 
we name the integral part with f as unknown. In 
this case, expanding over RBFs is not reasonable. 
Although this selection leads to a fast computation 
of shape functions, their distribution over the 
entire domain of the problem requires either a 
huge number of quadrature points or a background 
mesh for numerical integration. Another choice is 
the conventional MLS shape functions. This 
choice is also improper. While such functions are 
localized over a small portion of the problem 
domain, for numerical integration, many 
evaluations are needed and this considerably slows 
down the numerical solution. The best option 
seems to be the matrix-free MLS shape functions 
since they are localized and fast.  
 

V. MESHLESS DISCRETIZATION 
From a theoretical point of view, meshfree 

solution of (1) can be based on any of the 
Galerkin, Petrov-Galerkin and collocation 
methods. However, due to the complex nature of 
meshless shape functions, their evaluation is 
considerably time consuming. Consequently, 
Implementation of the first two choices may not be 
straightforward, since numerical integration 
involves numerous evaluations. Thus, only the 
collocation method is applied in this study. Here, 
discretization of (1) is performed by assuming 
scalar functions and operators. Generalization to 
vector case is straightforward.  

Numerical solution of (1) by meshfree 
collocation method can be carried out by the 
following three steps. First, scatter M nodes over 
the problem domain and on its boundary. Second, 
expand the unknown functions over the proper 
meshfree shape functions, and third, equate both 
sides of the equation at the nodes and solve the 
corresponding linear system of equations after 
imposition of boundary conditions. 
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Following the aforementioned steps, let the 
problem domain Ω and the boundary ∂Ω be 
described by M nodes. Assume    1

M
i i

  and 

  1

M
i i


 be sets of shape functions for the nodes, 

where φi and ψi represents the interpolant and 
approximant corresponding to the ith node, 
respectively. Following the previous section by 
expanding y over interpolants and f over 
approximants, i.e.: 

      

     
1

1

.

M
h T

i i
i
M

h T
i i

i

y y

f f









   

   





r Φ r y r

r Ψ r f r
                          (4) 

where y h and f h are interpolated and approximated 
value of y and f , respectively. Replacing the first 
Eq. of (4) into the first Eq. of (1) and collocating 
at the nodes leads to 

.D e K y                                                             (5) 
with 

 
   

.
pp

D D q ppq

e

O 

   


    

e r

K r


                                    (6) 

Similarly, by replacing the second Eq. of (4) 
into the second Eq. of (1), 

 .T
I  Φ y K f                                                   (7) 

where 
    .I I q ppq

O    K r                                        (8) 
What remains is imposition of the Dirichlet 

boundary condition that is the last equation of (1). 
Because this equation acts on f, we should first 
eliminate y  and relate the excitation vector e  to f , 
directly. Consequently: 

.
T

D I


  


  

e K f
K K Φ K

 
                                              (9) 

The unknown coefficient vector f  can now be 
found by solving (9) after imposition of the 
boundary condition, which is now straightforward. 

 
VI. GENERAL GUIDELINES FOR 

COMPUTING THE ENTRIES OF IK  
The calculation of KI is the most critical and 

time-consuming part of the final coefficient 
matrix, K. This section provides guidelines for its 
accurate and efficient computation.  

Numerical integration is a vital step in 
weighted residual methods. It can severely affect 
the accuracy and speed of the solution. In IE based 
methods, presence of the Green’s function 
increases the complexity of this step, particularly 
for high order of singularities. Additionally, 
meshless shape functions are more complicated 
and their evaluation is considerably slower than 
elementary mathematical functions such as 
polynomials and complex exponentials. This 
becomes extremely visible, when numerical 
integration is involved in the analysis. 

The key point of this section is noting that 
approximant shape functions are bell-shaped and 
consequently, can be well approximated by a 
single bell-shaped function such as Gaussian and 
Butterworth. As a 1D example: 

 
 
 

2

12

exp ,  Gaussian
.

1 ,  Butterworth


 

 
 

   
B

G G

n
B B

a x
x

a x x
          (10) 

where the parameters aG, ξG, aB, xB, and nB can be 
easily estimated by curve fitting methods. A 
sample approximation of a 1D Shepard 
approximant is represented in Fig. 1.  

 
Fig. 1. Approximating a sample 1D Shepard 
approximant by Gaussian and Butterworth 
functions. 
 
This simplifies handling of the problem and 
increases the computational efficiency. Moreover, 
since the Fourier transform of both Gaussian and 
Butterworth functions are available in all 
dimensions, such a substitution makes the 
understanding of the spectral behavior of the 
approximants possible. The importance of this 
point is made more comprehensible in the next 
section. The aforementioned matrix can be 
computed in both the space and the spectral 
domains. Thus, we split this section into two parts 
and discuss each case separately. 
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A. Space domain 
In the space domain, some possible choices 

are approximate Green’s function, the Duffy 
transform [35], advanced quadratures [36], and 
fast convolution methods [37]. Except for the last 
choice, all aforementioned methods are time 
consuming, but simple to implement. Although the 
method introduced in [37] is considerably more 
efficient than others, its implementation is not 
simple. 
 
B. Spectral domain  

Exploiting the spectral domain for 
computation of KI is rooted in the convolutional 
nature of the EM IEs and can be performed in 
different ways. Considering (1) and (4), the 
mathematical form required for computing KI is: 

    1  .
i

i

s G

G





 

 F F F
                                    (11) 

where ψi is the approximant corresponding to the 
ith node and F stands for continuous Fourier 
transform (CFT). For this purpose, the most 
obvious choice is using the (inverse) fast Fourier 
transform, which can be efficiently computed by 
available FFT/IFFT algorithms. However, 
existence of singularity in the Green’s function 
can potentially deteriorate the accuracy.  

Here, we introduce our proposed method 
which is based on two assumptions. First, the 
problem domain and the boundary should be 
described by regular node arrangements. Under 
this assumption, all ψi approximants become 
shifted version of each other. The method can be 
potentially generalized to handle arbitrary 
configurations, which is currently under 
investigation. Second, it is necessary to 
approximate the approximants by a function 
having analytical Fourier transform. Under these 
assumptions, it is possible to compute (11) by a 
closed form expression. It is worth mentioning that 
this procedure is severely problem-dependent.  
 

VII. NUMERICAL RESULTS 
In this section, the guidelines are followed to 

solve five classic EM problems by the meshfree 
collocation method. Problem domains and 
boundaries are described by regular node 
arrangement for fast computation of the coefficient 
matrix. In all cases, d is the radial nodal distance. 

The approximant used is the Shepard function as 
defined by [33]: 

     
1

1
.

M

i i j
j

w w




 
  

 
r r r                                 (12) 

with quadric spline function as its weighting 
defined by [38]: 

   
2 3 4

0

0

1 6 8 3 ,
.

0,
      



i i i i
i i

i

d d d d r
w w d

d r
r        (13) 

where M is the number of nodes,  i id r r  and r0 
is the support size of the Shepard function. For all 
2D examples r0 = d/21/2 is chosen. Approximants 
are approximated by a single Gaussian function 
for all cases. In addition, interpolants are 
constructed from thin plate spline (TPS) RBFs. 
Results are validated by convergence analysis 
[39]. Furthermore, convergence of the 1D dynamic 
case is compared with a pulse/rooftop MoM code 
and 2D dynamic cases are compared with RWG 
MoM codes developed by Makarov [40]. It should 
be pointed out that the number of nodes and 
unknowns are always denoted by M and N, 
respectively. Thus, for 1D and static examples N = 
M, whereas for 2D dynamic examples N = 2M. 
The error estimate is based on 
 1 1, .e m m m m mr u u u u u                                 (14) 

with um being a functional of the field variable 
computed at the mth pass. Finally, the simulations 
are executed on a Intel(R) Core(TM)2 6700 CPU 
with 4 GB RAM. 
 
A. Static charge over infinite PEC strip 

As a 1D scalar static IE, consider the equation 
governing the static charge distribution over a 2 m 
width PEC infinite strip [27]: 

   

   

1

1
1

0

1, 1
.

2 ln

sG x x q x dx x

G x x





    


  

                          (15) 

It is assumed that the strip has the potential of 
1 V and is placed on the x-y plane, along the y-axis 
and is centered at the origin. By comparing (15) 
with (1) one can recognize that: 

 
 

 1
 

.

: -1 1

s

D

e
f q x

O u u
x


 



  

                                                   (16) 
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Thus, the problem has neither the differential 
part nor the boundary condition. For this problem 
r0 = 1.5d and adaptive Gauss-Kronrod quadrature 
is used for numerical integrations. The 
convergence curve in the sense of total charge and 
the normalized charge distribution across the strip 
are depicted in Fig. 2. 

 
(a) 

 
(b) 

Fig. 2. Static charge per unit length on an infinite 
PEC strip: (a) convergence curve, (b) spatial 
distribution of normalized charge. 
 
B. Static charge density over square PEC plate 

As a 2D scalar static IE, consider the equation 
governing the static charge density distribution 
over a unit length square PEC plate [25]: 

   

    1
0

1, 1
.

4

s
Plate

G d x y

G r



 

      


 

 r r r r

r
                

(17) 
It is assumed that the plate has the potential of 

1 V and is placed on the x-y plane, centered at the 
origin. By comparing (17) with (1), a similar 
expressions to (16) can be written. Thus, problem 
has neither the differential part nor boundary 
condition. Following the proposed method, the 
computation of the KI matrix can be carried out 
without numerical integration by noting that 

      
 

2 2

1

exp exp 4
.

F

F

   


   




r

r

r k

G k
               (18) 

where r = (x2 + y2)1/2. Therefore [41]: 

       

     

2 1
0

0
1/ 2 2 2

0

exp 4

      4 exp 2 2 .

  

   


 

 

 r r r r rs r k k J k r k dk

r I r
       (19) 

The convergence curve in the sense of 
capacity per unit length and the normalized charge 
density distribution over the plate are depicted in 
Figs. 3(a) and 3(b), respectively. In addition, Fig. 
3(c) compares the computational cost of KI by 
direct numerical integration in the space domain 
and the proposed spectral domain method based 
on (19).  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Static charge density over square PEC 
plate: (a) convergence curve, (b) spatial 
distribution of normalized charge density, (c) 
computation cost of KI. 
C. Scattering by a thin PEC wire 

As a 1D scalar dynamic IE, consider the 
equation governing the current distribution over a 
6λ thin PEC wire. The problem can be formulated 
by two mathematically equivalent IEs, i.e., EFIE 
and MPIE [25], [42]: 
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 2 2 2
0: 1 1

, 3 .
: 1

EFIE j k z A
z

MPIE j A V






     
 

             (20) 

subject to: 
0, 3 .I z                                                        (21) 

where 
     

       

0

1
0

.
Wire

Wire

A z G z z I z dz

dI z
V z j G z z dz

dz



 

    

 
    






           (22) 

and 

     1
2 2 2 24 exp .G z z a jk z a



               (23) 

The wire is placed on the z-axis, centered at 
the origin, with radius a = 0.00628λ. It is assumed 
that the wire is normally illuminated by an 
incident plane wave of unit amplitude and angular 
frequency of ω. By comparing (20)-(23) with (1), 

 
   2 2 2

0

 1
 

1 .

: 3 3
: 3

D

e
f I z

O u j k z u

z
z



 





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   
  

                            (24) 

Thus, both formulations have differential part 
and boundary condition. In this case, r0 = 2.5d and 
adaptive Gauss-Kronrod quadrature is used for 
numerical integrations. The convergence curves in 
the sense of normalized monostatic RCS and the 
normalized current distribution for 35 nodes and 
reconstructed at 200 nodes are depicted in Figs. 
4(a) and 4(b), respectively. Additionally, Fig. 4(c) 
compares the computational cost of KI by direct 
numerical integration in the space with the 
proposed method exploiting FFT. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Scattering by a 6λ thin PEC wire: (a) 
convergence curves, (b) spatial distribution of 
normalized current for 35 nodes and reconstructed 
at 200 nodes, (c) computation cost of KI. 
 
D. Scattering by a PEC square plate 

As a 2D vector dynamic IE, consider the 
equation governing the current density distribution 
over a 3λ PEC square plate. Similar to the previous 
case, the problem can be formulated by EFIE and 
MPIE: 

 2
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, 3 2.
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A x
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     (25) 
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0, 3 2
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x
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J x
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
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
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                                             (26) 

where: 
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(27) 
and: 
     14 exp .G r jkr  r                                   (28) 

The plate is placed on the x-y plane, centered 
at the origin and illuminated by an incident wave 
with an x-directed electric field of unit amplitude 
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and angular frequency of ω. Comparing (25)-(28) 
with (1) leads to 

 
   
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x
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                          (29) 

As in the previous case, both formulations 
have differential part and boundary condition. By 
applying the proposed spectral method, it is 
straightforward to show that the mathematical 
forms of the integrals for computing KI are 
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        (30) 

where tan(θ) = y/x, and: 
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For fast evaluation of (31), we follow the idea 
behind the discrete complex image method 
(DCIM) [43]. Suppose: 
  

1

. 



  m z

M
b k

m
m

r a e                                               (32) 

which can be efficiently calculated by the matrix-
pencil-method (MPM) [44]. Now, a closed-form of 
the aforementioned integrals can be readily 
obtained by making use of the Sommerfeld identity 
and its first derivative [45]. The convergence 
curves in the sense of normalized monostatic RCS 
and the normalized current density distribution for 
N = 2×19×19 and reconstructed at 22500 nodes 
are depicted in Figs. 5(a) and 5(b), respectively. 
Additionally, the computational cost of KI is 
reported in Fig. 5(c).  
 
E. Scattering by a PEC circular plate 

As 2D vector dynamic IE over a non-
rectangular domain, consider the equation 
governing the current density distribution over a 
PEC circular plate with λ/4 radius. Similar to the 
previous case, the problem can be formulated by 
EFIE and MPIE, subject to 

 22 2cos sin 0, 4 .x yJ J x y                     (33) 

The plate is placed on the x-y plane, centered at 
the origin. The excitation, discretization 
parameters and numerical integration strategy are 
the same as the previous problem. The 
convergence curves in the sense of normalized 
monostatic RCS, a nodal arrangement based on 98 
nodes and the corresponding normalized current 
density distribution reconstructed at 17500 nodes, 
are depicted in Fig. 6. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Scattering by a 3λ PEC square plate: (a) 
convergence curves, (b) spatial distribution of 
normalized current density for N = 2×19×19, (c) 
computation cost of KI. 
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(a) 

 
(b) 

 
(c) 

Fig. 6. Scattering by a PEC circular plate with λ/4 
radius: (a) convergence curves, (b) nodal 
arrangement based on 98 nodes, (c) reconstructed 
solution at 17500 nodes. 
 

VIII. CONCLUSION 
The meshfree collocation method is formulated for 
numerical solution of electromagnetic integral 
equations including EFIE and MPIE. Both RBF 
interpolants and Shepard approximants are utilized 
for efficient analysis. Suggestions are also made 
for bypassing numerical integration. 
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Abstract — An extension to the standard FDTD formu-
lation aimed at modelling the micromagnetics of materials
together with the solution of Maxwell’s equations is pre-
sented in this paper. Numerical computations using actual
thin film head geometries were carried out with the purpose
of validating the method. The analysis of results revealed
the importance of the method for modelling electromagnetic
interaction with lossy magnetic material in the presence of
current and magnetic sources.

Index Terms — FDTD Computations, Equation of Motion,
Eddy Currents, Magnetic Losses, Micromagnetic Model,
Recording Heads, Magnetic Recording, Thin Film Heads.

I. I NTRODUCTION

Advances in recording speeds have reached a point
where the micromagnetics of the heads have become
a physical limit. Consequently, to continue with the
rise in areal storage densities and to push towards
higher recording speeds, research has been focused
on understanding and improving flux propagation and
reversal times in thin-films inductive recording heads
[1], [2]. The flux reversal time is the time required
in order to obtain a response from the magnetic flux
(inside the head circuit) to changes in the write current
waveform. Minimising this time in the head yoke
reduces the rise time of the writing fields in the pole tip
region and allows shorter and well defined magnetic
transitions to be written onto the storage medium [3].

High-speed experimental studies using the time-
resolved magneto-optical Kerr microscope on mag-
netic thin-films [1] and on thin-film recording heads
[2] have contributed to furthering the understanding
of the switching mechanisms in these magnetic struc-
tures. With the reduction of the size of the active
regions in thin-film recording heads [4], the ability

to observe the flux distribution during switching in
the pole tip region of heads is becoming beyond
the optical resolution of this technique. As a result,
modelling and simulation are becoming increasingly
important as alternative tools to understand the flux
reversal process in these small head features and to
enable the optimisation of write head designs. This
motivated the study of the contribution and effect of
eddy currents when working at high frequencies, e.g.
developing non-destructive evaluations of conductive
materials by means of eddy current imaging [5].

Static models of characterising magnetic heads
include equivalent circuit models, transmission line
models and finite elements models [6], [7], [8], [9],
[10], [11]. These are either time independent or limited
in the frequency domain to the fundamental response,
and ignore the magnetic detail of the head material.
Dynamic models, on the other hand, utilise full micro-
magnetic description of the magnetic material [12], but
the absence of electromagnetic formulation in these
models neglects the eddy current effect coming from
time varying fields in the finite resistivity thin-film ma-
terials. Therefore the need arises for a dynamic model
that combines the solution to Maxwell’s equations for
the electromagnetic fields with micromagnetic models
of the material to accurately simulate the reversal
process in magnetic heads.

Modern computational methods such as the Finite
Difference Time Domain (FDTD) algorithm will play
a key role in modelling magnetic heads in the future
[13]. The FDTD method solves the electromagnetic
phenomena for a given geometry inside a compu-
tational space and, as a result, the magnitude and
direction of the electromagnetic fields are given for
the whole computational space. This research extends
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the standard FDTD algorithm to model the micro-
magnetics of materials together with the solution of
Maxwell’s equations having in this manner a better
description of the reversal process. Studying and char-
acterising the fast switching process (dynamics) in
thin-film heads is the main aim of this work which
will be achieved through FDTD computations of actual
thin-film head geometries. The advantage provided by
this study is that magnetisation motion can be simu-
lated considering electromagnetic interaction in lossy
magnetic material by making use of the FDTD method
and the LLG equation (having a better description of
the reversal process).

This paper is organised as follows, Section II
formalises the general electromagnetic theory and
the micromagnetic model formulation for non-linear
magnetic materials which form the basis behind the
numerical work in this research. Section III presents
the discretisation of the equation of motion. Space and
time synchronism, boundary conditions and stability
of the extended method are dealt with in Sections IV,
V and VI respectively. In Section VII the numerical
experiments carried out are presented followed by
an analysis of results. The paper concludes with a
discussion of the main findings in Section VIII.

II. NON-LINEAR M AGNETIC M ATERIALS

When linear magnetic materials are considered, the
magnetic flux densityB is proportional to the external
magnetic fieldHapp by a constant called the perme-
ability of the materialµ. However, when considering
non-linear magnetic materials, the following equation
applies

B = µo(Happ + M ) (1)

where the magnetisation vectorM is taken into ac-
count to calculate the magnetic flux density.

Extending the FDTD method to non-linear magnetic
materials requires to start by considering Maxwell’s
curl equations for a general medium.

∂B
∂t

= −∇× E (2)

∂D
∂t

= ∇× Heff (3)

whereB is as in (1) and

D = ǫE (4)

substitutingB andD into (2) and (3) yields

∂Happ

∂t
= −

1

µo

∇× E −
∂M
∂t

(5)

∂E
∂t

=
1

ǫ
∇× Heff (6)

where the nonlinearity introduced by the term∂M/∂t
is described by Landau-Lifshitz-Gilbert’s (LLG) equa-
tion [14].

∂M
∂t

= −γ(M × Heff) +
α

Ms

(

M ×
∂M
∂t

)

(7)

III. DISCRETISATION OF LLG E QUATION

To discretise all of above equations, central finite
difference expressions, which provide second order
accuracy, for the space and time derivatives are used.
Equation (6) follows the same expression as in the
normal FDTD method therefore no changes are needed
for theEz component in the 2DTMz mode.

Ez|
n+ 1

2

i+ 1

2
,j+ 1

2

= Ca|i+ 1

2
,j+ 1

2

Ez|
n− 1

2

i+ 1

2
,j+ 1

2

+Cb|i+ 1

2
,j+ 1

2

(

Hy|
n
i+1,j+ 1

2

−Hy|
n
i,j+ 1

2

+Hx|
n
i+ 1

2
,j
−Hx|

n
i+ 1

2
,j+1

)

(8)

Equation (5) has a new term∂M/∂t, which is
discretised using central differences in time, and it
must be included in the final expressions forHx and
Hy.

Hx|
n+1
i+ 1

2
,j+1

= Da|i+ 1

2
,j+1Hx|

n
i+ 1

2
,j+1

+Db|i+ 1

2
,j+1

(

Ez|
n+ 1

2

i+ 1

2
,j+ 1

2

−Ez|
n+ 1

2

i+ 1

2
,j+ 3

2

)

−Mx|
n+1
i+ 1

2
,j+1

+Mx|
n
i+ 1

2
,j+1

(9)

Hy|
n+1
i+1,j+ 1

2

= Da|i+1,j+ 1

2

Hy|
n
i+1,j+ 1

2

+Db|i+1,j+ 1

2

(

Ez|
n+ 1

2

i+ 3
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,j+ 1
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i+ 1

2
,j+ 1

2
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2
,j+1

+My|
n
i+ 1

2
,j+1

(10)

where the coefficientsC andD are described as

Ca|i,j =

(

1−
σi,j∆t

2εi,j

)/(

1 +
σi,j∆t

2εi,j

)

(11)

Cb|i,j =

(

∆t

εi,j
∆

)/(

1 +
σi,j∆t

2εi,j

)

(12)

Da|i,j =

(

1−
σ∗
i,j∆t

2µi,j

)/(

1 +
σ∗
i,j∆t

2µi,j

)

(13)
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Db|i,j =

(

∆t

µi,j∆

)/(

1 +
σ∗
i,j∆t

2µi,j

)

(14)

for which ∆x = ∆y = ∆ is assumed.
An expression for the magnetisation vector compo-

nents can be obtained by expanding the vector product
in LLG equation (7) and solving for∂Mx/∂t, ∂My/∂t
and∂Mz/∂t; this yields

∂Mx

∂t
=

γ

Ms(1 + α2)
[Ms(HzMy −HyMz)

+αMx(HyMy +HzMz)− αHx(M
2
s −M2

x)]

(15)

∂My

∂t
=

γ

Ms(1 + α2)
[Ms(HxMz −HzMx)

+αMy(HxMx +HzMz)− αHy(M
2
s −M2

y )]

(16)

∂Mz

∂t
=

γ

Ms(1 + α2)
[Ms(HyMx −HxMy)

+αMz(HxMx +HyMy)− αHz(M
2
s −M2

z )]

(17)

Applying central time differences to (15) and evaluat-
ing Mx at time stepn+ 1/2 yields

Mx|n+1−Mx|n

∆t
= f(Hx,Hy,Hz,Mx,My,Mz)|

n+ 1

2 (18)

rearranging terms gives the time marching scheme for
Mx

Mx|
n+1 = Mx|

n + f(Hx,Hy,Hz,Mx,My,Mz)|
n+ 1

2∆t (19)

where f(Hx,Hy,Hz,Mx,My,Mz) is a function of
the magnetic field and the magnetisation vector com-
ponents coming from (15) and has the form

f(H,M) =
γ

Ms(1 + α2)

[

Ms(HzMy −HyMz)

+αMx(HyMy +HzMz)− αHx

M2
s −M2

x

M2
y +M2

z

] (20)

The magnetisation components are evaluated at the
same spatial location as the magnetic field components
in the Yee’s cell. Time marching expressions forMy

andMz are derived in the same manner. From equation
(19) it is noticed thatMy, Mz, Hy andHz are used
to compute the new value ofMx, however, these are
placed at different locations thanMx within the Yee’s
cell, therefore spacial interpolation is needed. It is also
noticed that equation (19) usesMx, My, Mz, Hx, Hy

and Hz evaluated at time stepn + 1/2 while their
values are only known at time stepn, with n being
an integer, thus time extrapolation is required. The
proper space and time discretisation of LLG equation

to maintain second order accuracy are addressed in
detail next.

IV. SPACE AND T IME SYNCHRONISM

Here two different problems are addressed to main-
tain second order accuracy of the central difference
scheme. First,Hx, Hy, Hz, Mx, My andMz are not
known at time stepn+1/2 in (19) or any otherM (the
same applies for the time marching expressions forMy

andMz). A simple approach to solve this problem is to
use an extrapolation scheme [15] in which the current
value of a variable depends on the previous values
using the backward differencing approximation

u|n+
1

2 ≃ u|n−
1

2 +
∂u

∂t

∣

∣

∣

∣

n− 1

2

∆t (21)

The unknown value ofu|n−
1

2 on the right side of the
equation can be expressed as the average ofu|n−1

and u|n and the derivative can be estimated using
standard central differences. These operations lead to
the second order accurate time marching formalism
for correct integration into the FDTD scheme.

u|n+
1

2 ≃ u|n−1+u|n

2 + u|n − u|n−1

= 1
2 (3u|

n − u|n−1)
(22)

To illustrate the time synchronism,Mx will be
computed for time stepn + 1. From (19),Hx, Hy,
Hz, Mx, My and Mz must be known at time step
n + 1/2 in order to evaluateMx|

n+1. This is done
by applying the time synchronism equation (22) to all
vector components ofH andM using previous values
at time stepsn andn− 1.

Hx,y,z|
n+ 1

2 =
1

2
(3Hx,y,z|

n −Hx,y,z|
n−1) (23)

Mx,y,z|
n+ 1

2 =
1

2
(3Mx,y,z|

n −Mx,y,z|
n−1) (24)

Now, all components on the right side of equations
(23) and (24) are known, however, it is not yet possible
to compute the magnetisation vector at time step
n + 1 in the time marching scheme because space
synchronism has not been applied.

In the Yee’s cell, theM components are evaluated
at the same spatial location as theH components.
Therefore when any component of the magnetisation
vector sayMx is being computed at a given point, say
(i+ 1

2 , j), the y andz components ofH andM used
to computeMx are located at different space locations
as shown in Figure 1.
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Fig. 1. Reallocation of components in a 2D Yee’s cell for space
synchronisation.

Thus, all the components in equations (23) and (24)
must be reallocated toMx position. This is done by
interpolation of all components surroundingMx in
the Yee’s cell [15]. This can be easy understood by
a graphical example. Figure 1 represents the space
synchronism operations needed to computeMx (blue
circle) whereMy at spatial point (i+ 1

2 , j) will be the
average of the fourMy components surroundingMx
in Figure 1. This is the operation represented by the
red arrows denoted below asMy Mx.

My Mx|
n+ 1

2

i+ 1

2
,j
= 1

4

(

My|
n+ 1

2

i,j− 1

2

+My|
n+ 1

2

i,j+ 1

2

+My|
n+ 1

2

i+1,j− 1

2

+My|
n+ 1

2

i+1,j+ 1

2

) (25)

The same must be done withHy Mx (red arrows
operation)

Hy Mx|
n+ 1

2

i+ 1

2
,j
= 1

4

(

Hy|
n+ 1

2

i,j− 1

2

+Hy|
n+ 1

2

i,j+ 1

2

+Hy|
n+ 1

2

i+1,j− 1

2

+Hy|
n+ 1

2

i+1,j+ 1

2

) (26)

In a similar wayMz Mx (Mz to computeMx)
is described by the operation represented by green
arrows.

Mz Mx|
n+ 1

2

i+ 1

2
,j
=

Mz|
n+ 1

2

i+ 1

2
,j− 1

2

+Mz|
n+ 1

2

i+ 1

2
,j− 1

2

2
(27)

The same must be done withHz Mx if any (green
arrows operation).

Hz Mx|
n+ 1

2

i+ 1

2
,j
=

Hz|
n+ 1

2

i+ 1

2
,j− 1

2

+Hz|
n+ 1

2

i+ 1

2
,j− 1

2

2
(28)

Hx andMx to computeMx will remain the same as
they are already in the same spatial position asMx.

Mx Mx|
n+ 1

2

i+ 1

2
,j
= Mx|

n+ 1

2

i+ 1

2
,j

(29)

Hx Mx|
n+ 1

2

i+ 1

2
,j
= Hx|

n+ 1

2

i+ 1

2
,j

(30)

Then the values obtained from (25) to (30) are used in

(20) to calculatef(Hx,Hy, Hz,Mx,My,Mz) at time
stepn+1/2. To finish the computation ofMx|

n+1 the
previous result and the known value ofMx at timen
are introduced in (19).

The purpose of all these operations referred here as
space and time synchronism is to maintain the second
order accuracy in the differentiating scheme.

V. BOUNDARY CONDITIONS

From the minimisation of the total energy in a
magnetic material, the following boundary condition
is derived [16], [17]:

∂M
∂n

= 0 (31)

wheren is the direction normal to the material surface.
For example, solving (31) at the left boundary of the
material (n = −x) involves the following operations

Mx|i+ 1

2

= Mx|i+ 3

2

(32)

My|i = My|i+1 (33)

Mz|i+ 1

2

= Mz|i+ 3

2

(34)

and similar equations would apply for other directions
of n.

The perfectly matched layer (PML) around the com-
putational space used in normal FDTD to absorb the
outgoing waves can be used for the extended method
as far as the magnetic material is surrounded by the
computational space and not in contact with the PML
areas. This is based on the fact that the magnetisation
vector has zero value outside the material (it doesn’t
exist) therefore the extended equations without the
magnetisation are the same as in the normal FDTD
method.

VI. STABILITY OF THE EXTENDED M ETHOD

Due to the rotation of the magnetisation in a mag-
netic material another upper limit in∆t must be
considered to make a stable solution for LLG equation.
The worst case happens when damping is neglected
and a strong field is applied in one direction, there-
fore the magnetisation describes a circular movement
perpendicular to the applied field with a precession
angular frequencyω0 = γH which in this particular
case will be equal to the maximum rotational angular
frequency of the magnetisation. Then, the equation of
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motion can be written as:

dMx

dt
= ω0My

dMy

dt
= −ω0Mx

dMz

dt
= 0



























(35)

In order to obtain an equation explicitly for, sayMx,
expression (35) must be differentiated to give:

d2Mx

dt2
= ω0

dMy

dt
(36)

SubstitutingdMy/dt from (35) into (36) yields the
ordinary differential equation forMx:

d2Mx

dt2
= −ω2

0Mx (37)

Applying central finite differences to this equation:

Mn+1
x − 2Mn

x +Mn−1
x

(∆t)2
= −ω2

0M
n
x (38)

and solving forMn+1
x yields the explicit time march-

ing scheme forMx

Mn+1
x = 2Mn

x −Mn−1
x − ω2

0∆t2Mn
x

= Mn
x (2− ω2

0∆t2)−Mn−1
x

(39)

Using a complex exponential solutionMx =
Mse

jω0t and substituting in (39) gives

ejω0(n+1)∆t = ejω0n∆t(2− ω2
0∆t2)− ejω0(n−1)∆t (40)

Expanding the exponential terms and applying Euler’s
relation to the exponential terms gives

2 cos (ω0∆t) = 2− ω2
0∆t2 (41)

Equation (41) relates the angular frequency of the
system to the time increment. Furthermore

ω0∆t = cos−1

(

1−
ω2
0∆t2

2

)

= cos−1 ξ (42)

As in the general case for non-magnetic materials,
stability is found for the values ofξ that makeω0∆t
in equation (42) to be real. For values ofξ outside the
interval -1 and 1, the functioncos−1 ξ will be complex
valued and therefore the rotation of magnetisation will
produce an unstable solution. At the limits of the above
interval

ξ = 1−
ω2
0∆t2

2
= 1 → ∆t = 0 (43)

0 50 100
−20

0

20

Samples

M
x

(a)

0 50 100
−2

0

2

Samples

M
x

(b)

Fig. 2. Solution of (37) sampled with (a)∆t = 2/ω0 which
makes the system unstable and (b)∆t = 0.1/ω0 which makes the
system stable.

ξ = 1−
ω2
0∆t2

2
= −1 → ∆t =

2

ω0
(44)

Therefore defining the range of∆t for the stable
solution of the oscillator equation (37)

0 < ∆t <
2

ω0
= UpperBound (45)

This is clearly understood by an example. Figure
2(a) represents a sampled solution of (37) with a
sampling rate of∆t = 2/ω0 which is just over the
limit in (45) therefore the system is unstable and the
solution grows to infinity as time goes on. Figure 2(b)
is an example of a stable solution where∆t = 0.1/ω0

implies a stable solution. Although equation (45)
defines the stable range when the magnetisation is
introduced, the general equation that rules the stability
of the FDTD method still needs to be considered as

∆t > 1
/

c
√

1
(∆x)2 + 1

(∆y)2 ≡ ∆tstable limit2D (46)

Therefore the time increment of the system∆t must
be bounded in such a way that satisfies both (45) and
(46) to avoid instability.

To finalise with the stability section, the solution to
LLG equation is convergent when the magnetisation
is aligned with the applied field or expressed mathe-
matically as

|M×H|

|M| · |H|
≈ 1 (47)

This then provides a test of convergence in the numer-
ical implementation.

VII. EXPERIMENT SET UP AND RESULTS

Figure 3 represents the head diagram used for
the simulations. Both geometry and dimensions were
taken from an actual Seagate head manufactured in
1997 trhough electron microscope imaging. Two snap-
shots of the magnetic field strength during simulation
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Fig. 3. Scaled diagram of the head geometry with dimensions:
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d= 11.9µm, e= 4.6µm, f= 2.7µm, g= 10.2µm, h= 12.4µm,
i= 4.6µm, j= 4.6µm. For simulation purposes the axis are taken
as shown where thez-axis represents the anisotropy axis.
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Fig. 4. Magnetic field magnitude for two time instants, (a)t =
0.2ns and (b) t = 0.45ns, computed using the standard FDTD
algorithm (no magnetisation is considered) and a 15mA current
step excitation with rise time constant 20ps.
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Fig. 5. Configuration of the upper pole simulation in theTEz

mode. Only the zoomed image of the upper pole is defined in
the simulation. The excitation is applied uniformly as indicated
by Happ.

in the TMz mode are shown in Figure 4. Figure 5
represents the configuration used to carry out simu-
lations of the upper pole of head A in TEz mode.
These were aimed to study the effects of eddy currents
on the switching time due to a field step applied
perpendicular to the plane of the paper, with 20ps time
constant and12× 103A/m amplitude. The simulation
parameters were∆x = 0.5µm, ∆t = 0.83333fs and
total simulation time 1ns. With regards to material
properties, three types of materials were considered: a
perfect conductor for the coil turns, a magnetic mate-
rial for the head core and an isolating material between
them. The coil turns were defined by a conductivity
σ = 5.8 × 107 (1/Ωm) and a relative permittivity
ǫr = 4.8; The magnetic material was defined by a low
electrical conductivityσ = 5000 (1/Ωm), saturation
magnetisationMs = 800×103 (A/m) initially oriented
in the y direction, damping coefficientα = 0.1
(µm), uniaxial anisotropy withHk = 400 (A/m) and
anisotropy constantKu = 200 (J/m3), and exchange
stiffness constantAx = 1.0 × 10−11 (J/m); The
isolating material was defined byǫr = 1, µr = 1
and σ = 0. Demagnetising fields were included as
another term in the direction of the applied field into
the effective field expression. Considering the head
pole as an infinite cylinder, the demagnetising energy
can be expressed as

Edemag =
µ0

2
(NxM

2
x +NyM

2
y +NzM

2
z ) (48)

where due to the cylindrical geometry and orientation
in the z direction,Nx = Ny = 1/2 andNz = 0. Then

Edemag =
µ0

2

(

M2
x

2
+

M2
y

2

)

(49)

The applied energy can be expressed as

Eh = −µ0MHapp (50)

whereHapp = Hzk, then

Eh = −µ0MzHz (51)

Now, considering the total free energy as the applied
and demagnetising field contributions

E(M) =
µ0

2

(

M2
x

2
+

M2
y

2

)

− µ0MzHz (52)

or by normalising byµ0Ms

Ê(m) =
1

4
(m2

x +m2
y)−mzhz (53)
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Fig. 6. Eddy current effect at the head pole. (a) Applied field and
corresponding eddy current field. (b) Out of plane magnetisation
versus time showing a 0.13ns delay in the precessional switching
of the magnetisation.

Sincem2
x +m2

y +m2
z = 1, then

Ê(m) =
1

4
(1−m2

z)−mzhz (54)

which concludes with effective field expression as

heff = −
∂Ê

∂m
=
(mz

2
+ hz

)

k (55)

The magnetic fields and the magnetisation were eval-
uated at the center of the head pole. Figure 6(a) shows
that eddy currents produce opposing fields to the
applied field that turns out to trigger the precessional
switching of the magnetisation. Analysing the plot in
Figure 6(b), when eddy currents are not considered,
a delay of 0.13ns is observed in the switching time
of the magnetisation, which causes a slower head
field response in agreement with the literature. The
expanded plot in Figure 6(a) represents eddy current
field due to∂M/∂t which is negligible. Figure 7(a)
shows the current density across the head pole, its
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Fig. 7. Eddy current effect at the head pole. (a) Contour and arrow
plot of the current density (A/m2) at 0.02ns. (b) Magnetisation
precession with (dashed plot) and without (solid plot) eddy current
fields.

distribution agrees with the theory of eddy currents
that can be found in the literature. The eddy current
fields trigger the switching of the magnetisation and
also modify its precession as can be seen in Figure
7(b).

Figure 8 shows the magnetic field distribution near
the gap region at time 0.45ns for both the standard
and the extended FDTD algorithms. By comparison,
it is observed that when using the extended method,
the field strength is smaller and the effective field
concentrates at the head corners. As explained above,
these effects are due to the switching of the mag-
netisation and the demagnetising fields. The arrow
plot of Figure 8(b) represents the orientation of the
magnetisation. The direction of the magnetic flux
density can be visualised by observing the orientation
of the magnetisation arrows, it is obvious that there is
a flux linking both thin films through the gap resulting
in the external radiation of the write field.

Figure 9 is obtained by plotting the magnetic field
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Fig. 9. Recording gap fields simulating a plane parallel to the
disk surface in a recording system. (a) Fields at the pole surface
and (b) at 100nm from the head surface.

componentsHx andHy at the head surface and at a
distance of 100nm from the head surface in the gap
region. Here, thex-axis represents distances from the
central point of the gap region towards both poles
(upper and lower), e.g.x = 0 is the value taken in
the centre of the gap at a distance of 100nm away
from the head, the direction ofx is parallel to the
disk surface. Having in mind that the disk surface in a

recording system would be parallel to this plane, the
field magnitude responsible for orientating the mag-
netisation of the disk in one direction or another will
be proportional to the plot in Figure 9. In particular,
Hy is the main field responsible for the recording
process in longitudinal media. Higher field gradients
are observed in the pole corner regions with the
inclusion of the magnetic details of the core material.
This has the implication that shorter transition lengths
are recorded in practice than predicted by models that
ignore the magnetic detail of the core material.

The obtained results are in agreement with previous
works present in the literature. In [18], a similar delay
of 0.25ns was observed when considering a damping
coefficientα = 0.1, which triggers the precession of
the magnetisation. The same conclusions were drawn
in [19] with respect to the precession of the magnetisa-
tion: eddy currents introduce an eddy current field that
triggers the precession. In [20], a faster magnetisation
switching was also observed, it was triggered by the
eddy currents which turned out into a slower head field
response. In [21], authors agree with the fact that the
effect of eddy currents is completely different when
considering micromagnetic level models and thus the
effect of the magnetisation can not be represented by
an equivalent permeability. Also, predicted gap field
distributions showed a more accurate field description
near the head poles when compared against simpler
head models, e.g. Karlqvist [22].

Regarding the memory requirement, in order to
store each sample, the extended FDTD simulation
requires 153,558,419 bytes, figure which is, without
surprise, above the amount of memory that uses the
standard FDTD method to simulate the same head
structure, 26,345,603 bytes. With respect to the calcu-
lation time, the time increment in between consecutive
iterations of an FDTD execution is directly related
to the spatial resolution of the grid in the FDTD
algorithm, stability equations (45) and (46). The grid
resolution is determined by the most restrictive of two
factors: the smallest feature in the simulated structure
or the shortest wavelength in the simulated space. In
this particular case, where a magnetic head has been
simulated, the very small front gap height for the head
geometry in Figure 3 determined a very small time
increment resulting in a large number of iterations.
Thus, a small grid resolution results in a very small
time increment and therefore large simulation time
(CPU time) to obtain the results of a single simulation
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(the TMz Matlab simulation took fifty days overall
on a 2GHz machine, with 2GB of RAM, running on
Windows XP). Large waiting time requirements have
made it impossible to carry out several simulations and
other tests over very small head structures.

VIII. CONCLUSION

This investigation aimed at developing a numerical
simulation approach that simultaneously incorporates
the fundamental micromagnetic and electromagnetic
details of magnetic materials to study the fast switch-
ing process in soft magnetic materials in general, and
in thin-film inductive writers in particular.

This work successfully met all its original objectives
by developing a numerical technique for simulating the
dynamic behaviour of magnetic materials and devices.
This technique naturally combines the fundamental
equation of magnetisation motion with the solution
of Maxwell’s equations using the Finite- Difference
Time-Domain method, with the unique feature that
the micromagnetic (including exchange and anisotropy
effects) and electromagnetic (electric and magnetic
fields due to charges and currents) descriptions of
simulated structures are produced simultaneously.

Using this technique will help to design and study
complete magnetic devices without ignoring the in-
teraction between the magnetic material and other
dielectric and conductive layers in the structure, which
is important at high frequencies. Moreover, this feature
simplifies the magnetostatic computations which are
inherently demanding in numerical micromagnetics,
thus extending existing work in micromagnetics to
more complex geometries and applications.
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Abstract ─ This paper investigates two different 
methods of implementing the Modified Equivalent 
Current Approximation (MECA) method using 
CUDA parallel programing and computing 
platform [1]. The MECA method allows the 
analysis of dielectric and lossy geometries and 
reduces to the well-studied Physical Optics (PO) 
formulation in case of PEC caterers [2]. We 
discuss the implementation details and 
performance of using both an add-on toolbox for 
MATLAB™ to offload computations to the GPU, 
as well as porting MECA code to CUDA directly. 
We show through simulations that both methods 
are effective at significantly reducing the MECA 
algorithm computation time. 
  
Index Terms ─ CUDA, GPGPU, MECA, parallel 
programming, Physical Optics.  
 

I. INTRODUCTION 
There are various methods to compute the 

effects of a wave scattered from arbitrary objects. 
Full-wave methods, like the Method of Moments 
(MoM) are very precise, but computationally 
intensive. Physical Optics methods, which 
approximate currents by a tangent plane method, 
are less accurate but faster. MECA is a good 
compromise, calculating equivalent currents based 
on oblique incidence of a plane wave on the 
interface together with a field decomposition into 
transverse electric (TE) and transverse magnetic 
(TM) components [3]. 

The current implementation of MECA using 
CPUs carries a heavy computational load when 
evaluated at multiple frequencies and observation 
points in different aspect angles and incident 
directions. However, with the recent rise in 
availability of Graphics Processing Unit (GPU) 
computing, the most processing intensive parts of 
the MECA code can be evaluated exactly without 
any approximations or interpolations at higher 
speeds. Parallelization using GPUs is desired for 
the MECA algorithm given that the algorithm is 
being implemented as a forward model in a 
personnel screening portal-based real-time whole 
body imaging system [4]. The Department of 
Homeland Security (DHS), through its mission of 
preventing terrorism and enhancing security, 
requires a high throughput, accurate, and quick 
detection of person-borne threats in highly secure 
areas. DHS calls for a security checkpoint 
throughput of 200-250 persons/hour. For this 
reason, it is essential to be able to model the 
scattered electric and magnetic fields from the 
person under test as fast as possible. 

In order to reduce the total runtime of MECA, 
two distinct approaches have been developed. Our 
first approach consists of using AccelerEyes 
Jacket [5] GPU engine for MATLAB™ to create a 
vectorized version of the existing MECA code.  
Jacket automatically wraps MATLAB™ code into 
a GPU compatible form, allowing a programmer 
to extend existing code to parallel processing with 
minimal effort. The second approach is to port 
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existing MECA code in C directly to CUDA. This 
paper will detail the implementation details and 
performance of both methods. 

The paper is divided as follows. Section II 
gives an overview of the MECA method and 
briefly describes the platform used for 
computation. In Section III, the GPU architecture 
and two approaches to speed up the MECA code 
are discussed, while Section IV details the 
performance results obtained.  
 

II. MECA OVERVIEW 
The MECA method described in [2] and [3] 

calculates the currents from scattering objects that 
need not be perfect electric conductors (PEC). The 
objects may be dielectrics or even lossy, and 
MECA provides comparable results to full wave 
methods such as Method of Moments (MoM), 
except at grazing angles, where diffraction effects 
become more pronounced. The part of most 
concern in this paper is the calculation of the 
electric and magnetic fields given the inputs of 
magnetic and electric currents, observation 
directions, and the faceted object geometry 
representation, as this is the most time consuming 
part of the algorithm. 

The MECA algorithm calculates the scattered 
electric field ࢙࢑ࡱ  at the observation point Pobs as the 
sum of the contributions of all the facets i of a given 
mesh geometry as [8]:  
࢙࢑ࡱ  ൌ ∑ࣅ૛࢐ ࢏࢑࢏࢘࢑࢏࢘૚࢑࢐షࢋ ሾࢇ࢑࢏ࡱ െ ࢇ࢑࢏ࡴ૚ࣁ ൈ  ሿ,     (1)	࢑࢏ො࢘
 
where ߣ is the wavelength used, ݆ is the imaginary 
unit, ݇ଵ is the wavenumber of the first medium, ࢇ࢑࢏ࡱ  and ࢇ࢑࢏ࡴ  are the electric and magnetic 
fields at the observation vector ࢑࢘ as defined in 
 ૚ is the intrinsic impedance of the firstࣁ ,[3]
medium, and ࢑࢏࢘ ൌ  is the position vector ࢑࢏ො࢘௜௞ݎ
from the i-th facet centroid ࢏࢘ to the observation 
vector ࢑࢘. The magnetic field is calculated in a 
similar manner. Figure 1 denotes the notation of 
the position vectors used for an oblique wave 
incidence in a faceted geometry. 

 
Fig. 1. Position vectors, observation point Pobs, 
propagation vector ࢖ෝ࢏, angle of incidence ߠ௜, 
incident electric and magnetic fields, and facet Si. 
 
III. GPU IMPLEMENTATION DETAILS 

A. Fermi CUDA architecture 
The Fermi parallel architecture in the Tesla 

C2070 GPU consists of a Single Instruction 
Multiple Data (SIMD) processor with 14 
Streaming Multiprocessors (SM). Each SM design 
contains 32 Streaming Processors (SPs), also 
called CUDA cores, 32,768 registers and 64 KB of 
RAM with a configurable partitioning of shared 
memory and L1 cache [7]. Each SM can run a 
variable number of threads, and the local resources 
are divided among them [1]. A thread on the GPU 
is a basic element of the data to be processed. 
Threads are grouped into blocks which can contain 
64 to 1024 threads. Blocks are grouped together 
into a grid. A kernel is a code function that is 
executed by the CUDA device using the number 
of specified blocks and threads (see Fig. 2). 
 

The CPU and GPU maintain their own DRAM 
and address spaces, respectively called host and 
device memory. Device memory can be of 
different types: global, shared, and constant. Table 
1 lists the differences between these memory 
types. 
 
Table 1: CUDA memory types 

Memory Scope Lifetime Access 
global grid application slow read/write 
shared block kernel fast read/write 

constant grid application cached read only 
 

A challenge in developing MECA on NVIDIA 
CUDA enabled GPUs is making the most effective 
use of the platform’s memory system and 
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resources. In addition, the productivity of GPUs 
under different programming paradigms can be 
significant depending on the application [8], which 
brings forth the two subsequent approaches. 

 

 

 
 

Fig. 2. CUDA Threading model. 
 
B. JACKET GPU engine implementation 

The first approach to parallelizing the existing 
MATLAB code is to vectorize the arithmetic 
operations. MATLAB and GPU computing both 
tend to perform best on vectorized code. The same 
is also true of Jacket, especially for element-wise 
operations which are performed just-in-time, i.e. 
they are batched together and performed in a single 
kernel. 

Once the code is vectorized, input data is cast to 
Jacket’s GPU data structure, allowing real-time 
compile-on-the-fly calculations and memory 
management on the GPU behind-the-scenes. 
Functions called on GPU data execute on the GPU 
automatically without any extra programming. 

As an example, assume that there are 80,000 
facets (nT), and 181 observation points (nr) in 
the polar angle ࣂ sweep for a single circumferential 
angle ࣘ in our simulation. The single-threaded 
MATLAB implementation relies on a loop that 
iterates over the observation points, calculating the 
electric and magnetic field x, y, and z components 
for each point. The Jacket GPU implementation, 
however, reshapes the intermediate data quantities 
into single matrices of size (3, nT*nr), which 
eliminates looping, and many GPU threads work at 
the same time to compute the output fields in steps. 
The end result is that the GPU multiprocessor 
occupancy is increased up to 72% for the example 

case, and thus, the vectorized code runtime is 
reduced as compared to the single-threaded for-loop 
version of the code. 

One disadvantage of this type of vectorization 
is that, for the example case, up to 2.5 GB of GPU 
memory is allocated to perform the calculations. In 
order to be able to process a larger data set, the 
algorithm needs to be broken down into chunks, 
and many intermediate calculations are repeated. 
The data chunks then have to be arranged to match 
the original output format. Thus, for each additional ࣘ cut in our example, the computational time is 
doubled due to memory constraints. Even though 
the MECA runtime is reduced with the Jacket code, 
there is still room for improvement in reducing 
memory usage and maximizing GPU resource 
occupancy. 
 
C. CUDA C code implementation 

It was advantageous to reuse the existing 
structure of an already existing and validated 
version of the MECA code ported to C [2].  In the 
OpenMP C version of MECA, the sum in Eq. (1) is 
calculated in series by use of an accumulating 
variable. Figure 3(a) shows the implementation of 
the scattered field computations for the OpenMP C 
version of the code.  

In the CUDA version of MECA, changes must 
be made to account for the GPU architectural 
differences to avoid having many threads writing to 
the same memory address, resulting in a race 
condition. Without modifying the C code, atomic 
operations would be necessary to compute the sum 
in Eq. (1). Atomic operations read, modify, and 
write back a value to memory without interfering 
with other threads. However, the GPU cannot 
perform many atomic operations without 
considerable delays. In our example with 80,000 
facets, the computations using atomic operations 
are one order of magnitude slower than the single 
threaded MATLAB implementation of MECA. 

The CUDA implementation strategy is shown 
in Fig. 3(b). In order to avoid atomic operations, we 
structure the code to use one GPU thread to do 
intermediate calculations for each facet in the input 
geometry. For our example from the previous 
section, 256 threads per block are instantiated, so 
we end up using ceil(nT/256) = 313 blocks. 
Given that the current NVIDIA Fermi architecture 
allows for up to 65,536 blocks of up to 1024 threads 
each, it is clear that a large number of facets can be 
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evaluated in parallel limited only by GPU memory 
constraints.  
 

 
 

a) Each thread computes for a set of observation points 
(OpenMP C approach)  

 

 
 

 
 

b) nT threads compute part of Eq. (1) in nr kernels, 
parallel reduction, last kernel (nr threads) computes field 

(CUDA C approach) 
 
Fig. 3. OpenMP & CUDA MECA implementations 
 

More explicitly, the CUDA code begins by 
copying the variables used by the algorithm into the 
GPU’s global memory. Next, nr kernels are 
launched, in which each of the threads calculates 
part of the i-th term inside the sum in Eq. (1) 
independently and writes each result to a different 
index of an array initialized in GPU memory. 
Subsequently, a parallel reduction algorithm [9] is 
used to sum all the facet contributions for the k-th 
observation point. This algorithm takes advantage 
of the most efficient implementation of a parallel 
sum reduction automatically based on data input 
size, relying on use of fast shared memory [10]. 
Lastly, a kernel with nr threads loads the 
previously-saved reductions for each of the 
coordinate axes. Next, it evaluates the cross-

products of Eq. (1) and the analogous magnetic 
field equation to compute the real and imaginary 
parts of the scattered electric and magnetic fields at 
each observation point ࢑࢘. 

Comparing to the Jacket version, in the 
example case, only 25 MB of GPU memory is 
required to perform the computations, and for each 
additional observation point, only 24 extra bytes of 
memory are required to be allocated on the GPU, 
which greatly falls below the memory requirements 
for the vectorized Jacket version of the code. 

Based on the fact that the brute force 
computation of the scattered far fields is an 
O(nT*nr) operation, there is a massive amount of 
parallelism that is exploited by porting the MECA 
code to CUDA enabled GPUs. 
 

IV. RESULTS 
In addition to computing the total runtime 

results for the Jacket and CUDA implementations, 
we also compare these to MATLAB code (single 
threaded) [3] and OpenMP multi-threaded C code 
developed in [2]. The Jacket and CUDA 
implementations are also validated against the 
existing MATLAB and C codes for numerical 
accuracy. The MECA code has been widely 
validated with other electromagnetic codes in 
previous works, [2,3] which compare MECA with 
other electromagnetic methods. The discussion on 
accuracy is out of the scope of this paper, which 
focuses on the speed improvements. 

The simulations conducted in this paper are 
performed using a single workstation 2.8 GHz 
Intel® Core™ i7 930 quad-core CPU with an 
NVIDIA Tesla™ C2070 Computing Processor 
with 6 GB of GDDR5 VRAM. The Tesla™ C2070 
contains 448 stream processors running at 1.15 
GHz, which has a double precision floating point 
peak performance of 515 GFLOPs. MATLAB 
version 7.11.0.584 (R2010b) is used along with 
Jacket version 1.8.1. The compiled CUDA code 
and Jacket 1.8.1 both are based on NVIDIA’s 
CUDA version 4.0. 

A square plate geometry is used for the 
performance tests, by varying the number of facets 
and keeping the number of observations fixed to 
722 to compare the performance to the results 
presented in [2]. The number of facets is kept 
fixed at 80,000 while the number of observations 
is varied. The maximum number of facets used in 
the tests is 8 ൈ 106, and the maximum number of 
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observations points is 360 ߠ cuts ൈ 360 ߶ cuts. 
The plane incident wave frequency is 60 GHz. 

Figures 4 and 5 show the runtime for 
computing Eq. (3) as a function of the number of 
facets for the CUDA version of the code versus 
the MATLAB and OpenMP C versions for near 
and far-fields, respectively. Jacket M code timing 
results are not included in these figures due to a 
product limitation in the implementation of the 
Kronecker tensor product in the Jacket version 
used to construct vectorized data matrices with 
more than 1.67 ൈ 107 elements in one dimension. 
 

 
Fig. 4. Runtime vs. number of facets for near-field 
calculations (722 observations). 
 

 
Fig. 5. Runtime vs. number of facets for far-field 
calculations (722 observations). 
 

The CUDA C implementation is 1.5 to 9.3 
times faster than the OpenMP C implementation 

with GPU multiprocessor occupancy varying from 
70 to 100% as a function of the number of facets 
used in the computations.  The algorithm reaches 
100% GPU occupancy at 2.9	ൈ 106 facets and 4.5 ൈ 106 facets for the near and far-field versions, 
respectively. 

Figures 6 and 7 show the runtime for 
computing Eq. (1) for 80,000 facets and a varying 
number of observations for the MATLAB (single-
threaded), OpenMP (multi-threaded), Jacket M, 
and CUDA C codes for near and far-fields, 
respectively.  From the timing results obtained, we 
can ascertain that CUDA C code scales linearly 
with the number of observations in the same way 
as the MATLAB and OpenMP C versions do. 
 

 
Fig. 6. Runtime vs. number of observations for 
near-field calculations (80,000 facets). 
 

 
Fig. 7. Runtime vs. number of observations for 
far-field calculations (80,000 facets). 
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The Jacket M implementation for 80,000 facets 
is only 7% to 18% faster than the OpenMP C 
implementation. This is because the input data 
needs to be processed in chunks due to the high 
memory usage required by the vectorization. In 
addition, the Jacket code GPU multiprocessor 
occupancy is 72% or 68% for the near and far-
field implementations, respectively. The CUDA 
version for the same number of facets, however, is 
80% or 84% efficient for the near and far-fields. It 
computes all of the data in a single run, which 
makes it 3.8 to 5.3 times faster than the OpenMP 
code, a marked performance improvement. 

To validate the numerical accuracy of the 
CUDA implementation, the maximum error 
between the OpenMP C and CUDA C results is 
computed for both the near and far-field cases with 
varying facet numbers from the earlier simulation. 
The results are shown in Table 2 and Table 3 for 
near and far-field observations, respectively. 
 
Table 2: CUDA and OpenMP near-field maximum 
error 

Number 
of facets 

Total electric 
field maximum 

error (V/m) 

Total magnetic 
field maximum 

error (A/m) 
20000 8.39E-14 2.35E-16 
80000 1.07E-13 2.80E-16 

320000 1.94E-13 4.85E-16 
2000000 6.30E-12 1.68E-14 
8000000 8.85E-12 2.37E-14 

 
Table 3: CUDA and OpenMP far-field maximum 
error 

Number 
of facets 

Total electric 
field maximum 

error (V/m) 

Total magnetic 
field maximum 

error (A/m) 
20000 2.61E-11 6.92E-14 
80000 6.13E-11 1.63E-13 

320000 1.23E-10 3.27E-13 
2000000 8.43E-10 2.24E-12 
8000000 3.82E-09 1.01E-11 

 
The variation of the maximum error difference 

is due to the parallel sum reduction algorithm used 
to sum all the facet contributions for each 
observation point, whereas the OpenMP code adds 
up the contributions serially. Given that floating 
point operations are non-commutative, small 

differences between the CPU and GPU results are 
expected. 
 

V. CONCLUSION 
This paper presents a CUDA version of a 

modified PO method known as the modified 
equivalent current approximation (MECA), which 
is valid for both PEC and dielectric objects. Our 
results show that the computational performance 
of the CUDA version is increased up to 9.3 times 
with respect to the OpenMP C algorithm timings. 
This shows promise to implement an inverse 
reconstruction algorithm, taking advantage of the 
speedup and the excellent numerical accuracy that 
the CUDA platform provides. 
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Abstract ─ This paper presents the parameter 
estimation of a synchronous generator model 
based on the Gaussian Modulated Sinusoidal Pulse 
(GMSP). A 2D Finite Element (FE) model is used 
to evaluate the proposed signal in the estimation of 
the equivalent-circuit parameters of the generator.  
The presented methodology is based on the 
application of a FE model to simulate a standstill 
test. The FE model is validated against GMSP 
experimental results whilst the generator is at 
standstill.  Afterwards, the FE simulation results 
are used to estimate the equivalent circuit 
parameters using a genetic algorithm. Finally, the 
estimated parameters are validated by comparing 
the simulation results against experimental data of 
a sudden three-phase short-circuit fault. A 
synchronous generator of a 7 kVA, 220V, 60 Hz, 
1800 rpm, four-pole was employed for validating 
the estimated model parameters.  
  
Index Terms - Finite element method, genetic 
algorithm, parameter estimation, synchronous 
generator. 
 

I. INTRODUCTION 
Equivalent electric circuits of electrical 

machines are a lumped representation of the 
complex electromagnetic behavior of these 
devices [1-3]. They have been used since several 

decades ago for predicting the performance of 
synchronous generators, induction motors and 
transformers. The equivalent circuits have 
advantages such as simplicity, fast computation 
and good accuracy in predicting the dynamic 
behavior of electric machines. On the other hand, 
lumped parameter models can be represented by 
state-space equations. The parameters of these 
generator models have usually been obtained by 
standstill and online tests [4]. The standstill tests 
are attractive because a small perturbation signal 
can be applied to each magnetic axis and a 
possible damage to the generator is avoided. The 
step voltage, dc-flux decay, and frequency 
response are standstill tests that have been 
commonly applied in estimating the complete set 
of parameters. Recently, new signals have been 
explored using the Finite Element Method (FEM) 
in induction machines [5]. A  Finite Element (FE) 
model can be employed for evaluating any 
excitation signal at the design stage of an electrical 
machine. This approach is attractive for 
manufacturers in characterizing their synchronous 
generators before they are built [6-8]. Moreover, 
the FE method has also been used to study other 
types of electrical machines, e.g. switched 
reluctance generators and helical motion induction 
motors [9-10]. However, there are excitation 
signals which may be of interest in the parameter 
estimation of electrical machines such as the 
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Gaussian Modulated Sinusoidal Pulse (GMSP). 
The GMSP has been successfully applied in the 
analysis of transient electromagnetic wave 
propagation but it has not been used in electrical 
machines [11]. 

This paper presents the standstill GMSP test 
for estimating the parameters of the d-q-axis 
model of a synchronous generator. The proposed 
methodology uses a 2D FE model which is 
validated against standstill GMSP experimental 
tests. Afterwards, the obtained FE data is used to 
estimate the model parameters by applying a 
Genetic Algorithm (GA) and they are fine tuned 
by employing the quasi-Newton method. To 
validate the estimated parameters, a sudden three-
phase short-circuit fault is simulated and it is 
compared against experimental results where a 
good agreement was found. A 7 kVA, 220V, 1800 
rpm and 60 Hz salient-pole synchronous generator 
is used in the proposed approach. 
 

II. FINITE ELEMENT MODEL 
The FEM has been used in many areas of 

knowledge where it is used to solve partial 
differential equations. In electrical engineering, 
the FEM has been used to solve the Maxwell 
equations that describe the electromagnetic 
dynamics of electrical machines. The 2D time-
domain electromagnetic behavior of a 
synchronous machine is governed by the diffusion 
equation (1). 
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where  is the electric conductivity, E is the 
electric field intensity, A is the magnetic vector 
potential and  is the magnetic reluctivity.  

The FEM can be used to solve the diffusion 
equation (1) and this may be achieved by applying 
the Galerkin method. This method is based on the 
minimization of the residual by using a weighting 
function. Due that most electrical devices are fed 
by a voltage source, equation (1) needs to be 
modified to allow this source type instead injected 
currents. In this paper, the model formulation 
takes into account the electromagnetic field and 
circuit equations. The model formulation considers 
the winding currents as additional degrees of 
freedom and the related circuit equations are 
solved simultaneously with (1). The resulting FE 
formulation can be expressed by (2) and (3) [8]. 

 0PIANSA 
dt
d

, (2) 

 VILRIAQ 
dt
d

dt
d

, (3) 

where S is the stiffness matrix, N represents eddy 
current regions, P represents machine windings, 
and Q stands for induced voltages. Matrix R 
represents dc resistances, matrix L stands for end-
winding inductances, vector V represents the 
source voltages, I represents a vector of winding 
currents, and A is the magnetic vector potential.  

The matrices S, N, P and Q are obtained by 
assembling its corresponding elemental matrices 
which are defined by (4)-(7). 
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where Si indicates surface of the mesh element i,  
is the shape function of first order finite elements 
and ds represents a differential surface. nc 
represents the winding turns and Sf is the total 
surface of the coil. The axial length of the winding 
f is denoted by  .  

By using the Euler scheme, the time-domain 
dicretization of (2) and (3) can be expressed as (8). 
 

,
0

)(
)(

11

01

)(
)(

11

1)(












































































VI
A

LQ

N

I
A

LRQ

PNS

t
t

tt

t

tt
tt

tt

t
tt

(8) 

where t stands for the time step. 
The GMSP voltage is applied to the stator 

with the field winding in short-circuit while the 
alternator is at standstill. This type of excitation 
has been applied to transient electromagnetic wave 
propagation and it is given by (9) [11]: 
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where Vm is the amplitude of the signal, =2 f  is 
the operational angular frequency, and t is time. 
The parameters  and tdelay define the signal shape. 
The studied synchronous generator has solid poles 
where eddy currents are induced. A constant 
permeability of 200 and a first order FE mesh was 
used [12]. The magnetic flux distributions along 
the d-q axis positions are shown in Figs. 1 and 2. 
The effect of the induced eddy currents in the flux 
distribution is clearly seen in the pole faces. 
 
 

 
 
Fig. 1. D-axis field distribution with the GMSP 
standstill test. 
 

 
 
Fig. 2. Q-axis field distribution with the GMSP 
standstill test. 

 

III. FE-GMSP MODEL VALIDATION 
The second step in the proposed approach is 

the validation of the developed FE model. The 
GMSP was applied to the machine d-q magnetic 
axes, with the machine previously positioned in 
each magnetic axis at standstill. The GMSP test 
arrangement for the d-axis test is shown in Fig. 3. 
The signal generation and data acquisition were 
carried out by a computer and an acquisition card. 
A virtual instrument was developed in LabVIEW 
and allows the GMSP generation through a 
friendly user interface. A power amplifier was 
used to get the appropriate level of the testing 
current. The stator and field currents (ia and if) 
were measured with resistive shunts. The GMSP 
voltage and the generator currents can be 
visualized in the computer during the test.  

The GMSP voltage applied to the d-axis is 
shown in Fig. 4. A comparison of the FE predicted 
currents against experimental data for the d-axis, 
field and q-axis currents are shown in Figs. 5-7 
where a good accuracy was achieved. The small 
values of field current causes a noisy signal as it is 
seen in Fig. 6. 

The use of a FE model for parameter 
estimation offers the advantage of having noise 
free signals that allows estimating a better set of 
parameters. The employed GMSP signal uses a 
shape parameter () of 0.0311, a frequency of 60 
Hz, and 0.5s for tdelay. The GMSP magnitude was 
adjusted to have approximately a stator current of 
1 A in the d-q axis tests. A small difference is 
observed between the FE model and test results for 
the q-axis test (Fig. 7). 

 

 
 
Fig. 3. Direct-axis standstill test with the GMSP 
excitation. 
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Fig. 4.  GMSP voltage applied to the d-axis. 
 
 

 
Fig. 5. FE model prediction and standstill test 
results for the d-axis current. 
 
 

 
Fig. 6. FE model prediction and standstill test 
results for the field current. 
 
 
 

 

 
Fig. 7. FE model prediction and experimental 
results for the q-axis standstill test. 

 
IV. PARAMETER ESTIMATION 

The lumped model of the synchronous 
generator is represented with equivalent electric 
circuits and they are shown in Fig. 8. These circuit 
parameters need to be estimated and validated for 
its proper application in simulation studies. The 
machine voltage equations based on the two-axis 
theory are given by (10)-(14). 

 daqdd irdtdv   , (10) 

 ffff irdtdv   , (11) 

 kdkdkd irdtd  0 , (12) 
 qadqq irdtdv   , (13) 

 kqkqkq irdtd  0 , (14) 
where vd, vf, vq, id, if, and iq are the d-axis, field, and 
q-axis voltages and currents respectively.  denotes 
flux linkages.  

The set of state-equations can be derived using 
the equivalent circuits of the machine at standstill. 
A model structure with one damper winding and a 
differential leakage reactance (Xkf) was selected for 
the d-axis. The currents were chosen as state 
variables and the resulting equations for the d-axis 
model are given by (15). 

 dddddd IRXVXI 1
0

1
0




  , (15) 
where Id, Rd, Vd, and Xd are the d-axis current 
vector, resistance matrix, d-axis voltage vector, 
and d-axis reactance matrix, respectively. 0 is the 
rated angular speed. 
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(a) 

 

 
(b) 

 
Fig. 8. Equivalent circuits. a) d -axis, b) q-axis. 
 

In the q-axis model, one damper winding was 
considered and its state-space equations are given 
by (16). 

 qqqqqq IRXVXI 1
0

1
0




  , (16) 
where Iq, Rq, Vq, and Xq stand for q-axis current 
vector, resistance matrix, voltage vector, and q-axis 
reactance matrix, respectively. 

The equivalent-circuit parameter estimation 
was made using the least squares approach. The 
objective function can be expressed by (17) and it 
is minimized by a GA. 
    




N

i
ii yyJ

1

2ˆ
2
1min  , (17) 

where J( ) is the objective function, yi is the set of 
experimental data, and ŷi is the set of estimated 
responses from the proposed model. N is the 
number of the experimental points, and   is the 
parameter vector to be determined. 
The GA optimization is based on evolution of a 
population of individuals throughout generations. 
These individuals are randomly selected, 
recombined and mutated. A population of 5000 
individuals represented with a 32-b floating point 
representation was used here. Each individual is 
composed by genes that represent the different 
variables of the search space. In this case, they 
correspond to the resistances and reactances of the 
equivalent circuits. The performance of each 

individual is evaluated by employing the cost 
function defined by (17). In the evaluation of the 
objective function, the fitness proportional 
selection, along with an elitist succession, were 
applied to produce offsprings. Crossover and 
mutation values of 0.9 and 0.001 were used, 
respectively [13]. The final model parameters 
were determined using the quasi-Newton 
algorithm [14] and the estimated set of parameters 
is shown in Table 1. The reactance Xkf has a 
negative value which means that the magnetic flux 
linkage between the field and d-axis damper 
windings is smaller than the magnetic flux linkage 
between stator and d-axis damper windings.  
 
Table 1: Set of estimated parameters. 
Parameter Value (pu) 
direct axis magnetizing 
reactance (Xmd) 

1.43299600 

armature leakage reactance (Xa) 0.12460000 
field leakage reactance (Xf)  0.17413213 
direct-axis damper leakage 
reactance (Xkd) 

0.02386047 

direct-axis damper-field leakage 
reactance (Xkf) 

-0.10320315 

direct-axis damper resistance 
(rkd) 

0.30042507 

quadrature axis magnetizing 
reactance (Xmq) 

0.98989783 

quadrature-axis damper leakage 
reactance (Xkq) 

0.20369278 

quadrature-axis damper 
resistance (rkq) 

1.59745263 

armature resistance (ra) 0.08568540 
field resistance (rf) 0.01113500 

 
The fitting of (15) for the d-axis test is shown 

in Figs. 9-10. The comparison of the d-axis current 
between the FE model and the d-axis equivalent 
circuit is illustrated in Fig. 9. The resulting fitting 
for the field current is shown in Fig. 10. Good 
estimation results were also obtained for the q-axis 
GMSP test. A previous research was carried out 
by the authors to estimate the synchronous 
machine parameters with the step voltage and the 
sine cardinal excitations [15-16]. Although these 
excitation signals are different, the results were 
similar to the ones obtained with the proposed 
GMSP test approach. However, the proposed 
methodology based on the usage of a FE model, 
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represents an advantage because it does not 
depend on the availability of high current power 
amplifiers. In addition, this approach can be 
applied at the design state of a large generator that 
allows having the model parameters of the 
machine before it is built. 

 
V. LUMPED MODEL VALIDATION 
The parameters were estimated using data 

from the GMSP-FE model simulations of the 
generator at standstill. However, these model 
parameters need to be validated. This was 
achieved by applying a sudden three-phase short-
circuit fault to the synchronous generator. The 
fault was carried out at 70% of the rated terminal 
voltage. The generator was properly instrumented 
with current and voltage Hall effect sensors. The  
 

 
Fig. 9. FE and estimated lumped model results for 
the d-axis current at standstill. 
 

 
Fig. 10. FE and estimated lumped model results 
for the field current at standstill. 
 

 
 
Fig. 11. Setup for the sudden short-circuit fault. 
 
which has its own breaker (51M). An acquisition 
rotor position was measured with an encoder and 
the electrical operation was performed with the 
field winding breaker 41E, and a fault breaker 
52F. The generator was driven with a dc motor 
system was used to collect all data as it is shown 
in Fig. 11. The 52F breaker was triggered at 0.3s 
causing the sudden short-circuit fault and the 
stator currents (iabc), phase voltages (vabc), rotor 
position, field voltage and field current were 
recorded. 

The two-axis non-linear model of the 
synchronous generator can be represented by (18), 
and it can be derived from (10)-(14) [1]. 

 

 zB(x)FxAx 


, (18) 

where x denotes the flux linkage state-variables, F 
is a function of nonlinear terms, A is the system 
matrix, B is the input vector and z is the input 
variable vector. 
The comparison of the lumped model prediction 
against test results for the phase current in the 
short-circuit fault is shown in Fig. 12. It can be 
seen that the phase current is predicted with an 
accuracy of 6.5% at the first peak current swing. 
The field winding current is also predicted with an 
accuracy of 1.8% in the first current oscillation as 
it can be seen in Fig. 13. This demonstrates the 
validity of the estimated parameters. On the other 
hand, it was found that the peak stator current was 
predicted with the same accuracy as in [16] and 
the peak field current was reproduced more 
accurately than in [15]. However, in the second 
and third swings of the field current the three 
methods need improvement. 
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Fig. 12. Phase current in the sudden three-phase 
short-circuit test using the estimated set of 
parameters from the GMSP-FE model. 
 

 
Fig. 13. Field current in the sudden three-phase 
short-circuit test using the estimated set of 
parameters from the GMSP-FE model. 

 
VI. CONCLUSION 

This paper has presented the parameter 
estimation of a synchronous generator model 
based on the use of a new excitation signal. The 
Gaussian Modulated Sinusoidal Pulse voltage was 
used to excite the generator at standstill. A FE 
model was developed and validated against 
standstill experiments and it was used to simulate 
the GMSP test. Afterwards, the FE simulation 
results were used to estimate the parameters of the 
d-q equivalent circuits of the synchronous 
generator. The Genetic and quasi-Newton 
algorithms were used to obtain the equivalent 
circuit parameters. Finally, the estimated 
parameters were employed in a non-linear lumped 
model to simulate the sudden three-phase short-
circuit fault. The simulation results of the lumped 

model were compared against test data and a good 
agreement was achieved which demonstrates the 
validity of the proposed approach. 
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Abstract ─ A new 2-D Direction of Arrival (DOA) 
estimation algorithm in the presence of mutual 
coupling for the Uniform Rectangular Array 
(URA) based on Matrix Pencil (MP) method is 
presented. By setting a group of elements as 
auxiliary on each side of the URA, it can 
accurately estimate the DOAs using a single 
snapshot of data and the effect of mutual coupling 
can be eliminated by the inherent mechanism of 
the proposed method. Theoretical analysis and 
simulation results demonstrated the effectiveness 
of the proposed algorithm. 
  
Index Terms ─  2-D DOA estimation, Matrix 
pencil, Mutual coupling, URA.. 
 
 

I. INTRODUCTION 
The study of adaptive antennas in radar and 

wireless communications has been an attractive 
research topic for several decades. Furthermore, 
direction of arrival estimation is an important 
feature of adaptive antenna arrays. MUltiple 
SIgnal Classification   (MUSIC), Estimation of 
Signal Parameters via Rotational Invariance 
Techniques (ESPRIT) [1] and MP [2-5] are some 
popular conventional methods of DOA estimation. 

In array signal processing, most adaptive 
algorithms assume that the array elements are 
isotropic sensors; thus the mutual coupling effects 
are ignored. However, in practical applications, 
each array element receives signals reradiated 
from other sensors within the array and the 

performance of an adaptive antenna array is 
drastically affected by the existence of the mutual 
coupling effect between antenna elements [6-8]. 
Such an effect needs to be removed in order to 
achieve a high performance in an actual system 
[8]. Many efforts have been made to reduce or 
compensate for this effect on Uniform Linear 
Array (ULA) and Uniform Circular Array (UCA) 
[8-14]. But few authors have dealt with 2-D cases 
and considered the effect of mutual coupling or 
any other array errors [15-16]. 

Some studies have stated that using auxiliary 
elements can reduce the effect of mutual coupling 
[16–17]. It was shown in [14] and [16], that by 
providing a modest number of auxiliary array 
elements, the MUSIC algorithm can be adopted 
directly for DOA estimation in ULA and URA and 
the approach is resilient against a well-known 
mutual coupling model with some unknown 
parameters. But, these proposed algorithms suffer 
from two major drawbacks: first, the MUSIC 
algorithm is based on the covariance matrix and it 
requires independent identically-distributed 
secondary data to estimate the covariance matrix; 
also the estimation of the covariance matrix 
requires the storage and processing of the 
secondary data. This is computationally intensive, 
requiring many calculations in real time. The 
second is that in the proposed algorithm there may 
be some blind angles caused by some particular 
combinations of mutual coupling coefficients 
which should be avoided while designing the array 
[14].  
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In this paper, a simple solution is presented to 
settle the coupling problem of URA in 2-D DOA 
estimation based on the MP algorithm. This 
algorithm can overcome the drawbacks of 
statistical techniques.  Because it is based on the 
spatial samples of the data and the analysis is done 
on a snapshot-by-snapshot basis, non-stationary 
environments can be handled easily [2]. It is 
proposed that the array elements on the boundary 
of URA should be of auxiliary elements and only 
use the output of the rest array to estimate the 
DOA of incoming signals. Through this process, 
the MP algorithm can be directly applied for 2-D 
DOA estimation. 
 

II. 2-D MATRIX PENCIL METHOD 
The DOA estimation of several signals which 

simultaneously impinge on a two-dimensional 
planar array can also be performed using the 
Matrix Pencil method. Consider a URA consisting 
of M×N equally spaced elements in rows and 
columns. The space between neighboring columns 
is dx and that of neighboring rows is dy. The array 
receives P narrow band signals, sp(t) , from 
unknown directions, (θp, φp), p=1, 2,…, P,  as 
shown in Fig. 1.   

 

 
 
Fig. 1.  URA with M×N elements. 
 
 
 
 
 
 

Hence, the voltage x(m, n) induced at the feed 
point of the antenna elements  of the URA which 
can be modeled by  summing the complex  
exponentials, i.e., 

    ....,1,,...,1
).,(),(),(

N,nMm
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       (1) 
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           ).cossin2exp( ppxp djz 



  

where rp is the complex amplitude of pth 
signal and n(m,n) is the additive noise,  

Basically, in 2-D MP method, 2-D problem is 
divided into two 1-D problems. Solved for each 
pole in each dimension and paired together to get 
the correct DOA angles. The formulation of the 2-
D matrix pencil method was discussed in detail in 
[4]. The noiseless data matrix x(m,n) can be 
written as follows: 
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The data matrix X can be enhanced and 
written in Hankel block matrix structure as 
follows: 
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Two matrices of D1 and D2 are defined in order 
to extract the poles associated with the one 
dimension. D1 is obtained from X by deleting the 
last row and D2 is obtained from X by deleting the 
first row. One can also write 

                    ,2012 YRYYD                          (5) 

                        .211 RYYD                             (6) 
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                ],,...,,[ 21 Pyyydiag0Y             (9) 

              ].,...,,[ 21 PrrrdiagR              (10) 
where diag [•]  represents a P × P  diagonal 

matrix. Now, consider the matrix pencil 
       .} 20112 YIR{YYDD                   (11) 
while I is the P × P  identity matrix. It was 

shown in [3] that this problem can be reduced to 
an ordinary eigenvalue problem such that 

],...,,[ 21 Pyyydiag0Y  is the eigenvalues of: 

                     .IDD 21                              (12)                       
where D1

+ is the Moore-Penrose pseudo-
inverse of D1. This, in turn, is defined as: 
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 Similarly, the data x(m;n) can be written in a 

new matrix form as follows: 
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The data matrix X' can be enhanced and 

written in Hankel block matrix structure as follow: 
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So, ],...,,[ 21 Pzzzdiag0Z  will be the 
eigenvalues of: 

                        .IDD 21                           (16)                       
where D'1 is obtained from D' by deleting the 

last row and D'2 is obtained from D' by deleting 
the first row.  

In the presence of noise, some pre-filtering 
needs to be done. Noise reduction can be     
performed via the Singular Value Decomposition 
(SVD) [18]. D and D' are decomposed using the 
SVD yielding: 

      .HH VΣUVΣUD nnnsss       (17)                      
where (•)H denotes conjugate transpose and the 

Us,  Σs and Vs
H are in the signal subspace 

corresponding to the P principal components 
whereas Un, Σn and Vn

H are in the noise subspace.  
. It was shown in [3] that, for the noisy case, 

the eigenvalues of the following matrix was the 
solution for determining yp: 

                      .IUU s2s1                        (18)   
where Us1 is obtained from Us with its the last 

row of Us deleted and Us2 is obtained by deleting 
the first row of Us. Second, D' was decomposed 
using the SVD yielding: 

       .HH VΣUVΣUD nnnsss     (19) 
Similarly, the eigenvalues of the following 

matrix is the solution for determining zp: 

                       .IUU s2s1                        (20) 
 

III. THE PROPOSED ALGORITHM 
Most DOA estimation algorithms, including 

MP assume an ideal, linear array of isotropic 
sensors. Unfortunately, such an ideal sensor is 
obviously not realizable. A practical antenna array 
is composed of the elements in some physical 
sizes. The elements sample and reradiate incident 
fields and cause mutual coupling. Mutual coupling 
severely degrades the accuracy of the DOA 
estimator [8]. Any implementation of DOA 
estimation requires a compensation for the mutual 
coupling. 

In this paper, in order to nullify the effect of 
mutual coupling, the array sensors on the 
boundary of URA are set to be auxiliary sensors 
and only the output of the rest array are used to 
estimate the DOAs. Utilizing this process, the MP 
algorithm can be directly applied for 2-D DOA 
estimation. 

Assuming that C denotes the mutual coupling 
matrix of the URA, the array’s output can be 
expressed as Cxxc  c where xc denotes the 
received signal vector in the presence of mutual 
coupling and is defined as  xc=[xc(1,1), xc(1,2),…, 
xc(1,N), xc(2,1), …, xc(2,N), …,xc(M,1),…,xc(M,N)]  

According to [19], the coupling between 
neighboring elements of a ULA is almost the same 
and the magnitude of the coupling parameters 
decreases very fast by increasing the sensor 
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spacing. Essentially, the mutual coupling 
coefficient between two far-apart elements can be 
approximated to zero. Thus, it is often sufficient to 
consider the ULA coupling model with only finite 
non-zero coefficients, and a banded symmetric 
toeplitz matrix can be used as a model for the 
mutual coupling. This model can be extended to 
the mutual coupling of URA. Because the mutual 
coupling of the URA is more complex than the 
ULA and UCA, in this paper we assume that one 
sensor is only affected by the coupling of the 8 
sensors around it [16], which is shown in Fig. 2. 

The mutual coupling matrix can be expressed 
as: 
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where C1 and C2 are N×N sub-matrices of C 
and can be given by: 
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
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        (22) 

where the symbol toeplitz{v} denotes the 
symmetric toeplitz matrix constructed by the 
vector v. In order to eliminate the effect of the 
mutual coupling, the sensors on the boundary of 
the URA are set to be auxiliary sensors.  

 

 
Fig. 2.  Scheme of mutual coupling. 

 
Now, a new matrix Dc can be formed, which is 

obtained from the output of the middle (M-2)×N  
in URA: 
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Let us define: 

                          .

)3( NN 


















2

1

2

C
C
C

C                  (24) 

After this definition, a very important 
relationship between D and Dc is obtained as 
follows: 

                          .CDDc                            (25) 
So, two matrices of Dc1 and Dc2 are defined. 

Dc1 is obtained from Dc by deleting the last row 
and Dc2 is obtained from Dc by deleting the first 
row. Therefore: 
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Using (5) and (6), the following can be 
obtained: 
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Now, the matrix pencil can be formed: 
       .CI}YR{YYλDD 201c1c2 λ          (28) 
 This problem can be reduced to an ordinary 

eigenvalue problem and ],...,,[ 21 Pyyydiag0Y  
will be the eigenvalues of: 

                        .IDD c2c1                           (29) 
Similar to Dc, a new matrix D'c can be formed, 

which is obtained from the output of the middle 
M×(N-2)  in the URA:  
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So, ],...,,[ 21 Pzzzdiag0Z  will be the 
eigenvalues   of: 

                          .IDD c2c1                        (31) 
where D'c1 is obtained from D'c by deleting the 

last row and D'c2 is obtained from D'c by deleting 
the first row.  

For the noisy case, the eigen-structure of the 
matrices Dc and D'c is found by considering the 
SVD: 

                    H
cccc

VΣUD                   (32) 
Here, Uc and Vc are unitary matrices, 

composed of the eigenvectors of DcDc
H and, 
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Dc
HDc, respectively. Σc is the singular values of 

Dc. For simplicity, it is assumed that the number of 
signals is known in this paper. After SVD of data 
matrix Dc is computed, the matrix space is divided 
into two subspaces, signal subspace and noise 
subspace. Here, the matrices Dc1 and Dc2 are 
constructed from the signal subspace matrix. So, 
the "filtered" matrix Ucs is constructed. It consists 
of the first P columns of Uc and the rest of right-
singular vectors, corresponding to the small 
singular values, are discarded. Therefore, the 
following can be written: 

               
.

,

22
H

sss

H
sss11

VΣUD

VΣUD

cccc

cccc




               (33) 

where Ucs1 is obtained from Ucs with its the last 
row of Ucs deleted and Ucs2 is obtained by deleting 
the first row of Ucs. Then, the eigenvalues of the 
following matrix is the solution for determining yp: 

                   IUU
cs2cs1

                          (34) 
Similarly, D'c was decomposed using the SVD 

yielding: 

.H
cncncn

H
cscscsc

VΣUVΣUD      (35) 
where Ucs1 and Ucs2  are obtained by deleting 

the last row and the first row of Ucs, respectively.  
Then, the eigenvalues of the following matrix 

is the solution for determining zp: 
                   .IUU

cs2cs1
                          (36) 

Most of adaptive algorithms which 
compensate mutual coupling, must be computed 
the inverse coupling matrix. That is 
computationally intensive and requires many 
calculations in the real time. The proposed 
algorithm can be directly applied for 2-D DOA 
estimation and don't use the inverse mutual 
coupling matrix. In addition, the data matrices of 
the proposed algorithm (Dc and D'c ) are as order 
of N×(M-2). But, the data matrices of the MP 
algorithm (D and D' ) are as order of 3N×(M-2). 
Hence, the proposed algorithm is faster than the 
MP algorithm. 

 
IV. NUMERICAL SIMULATIONS 

In this section, 5×5 elements z-direction 
parallel identical dipoles are used, which are 
equally spaced in rows and columns with the 
distance of λ/2, where λ is the wavelength. Each 
dipole is 0.5λ long and λ/200 in radius and all the 

elements are loaded with a terminal load of ZL = 
50 Ω. The Method of Moments (MOM) is used to 
accurately model the interactions between antenna 
elements. The array receives two signals from 
(20˚, 15˚) and (35˚, 60˚). The MP algorithm and 
the proposed algorithm use only a single snapshot. 
Table.1 shows the accuracy of DOA estimation 
using the new proposed algorithm in the presence 
of MC. 

 
Table 1: Comparing Accuracy of MP and Proposed 
Algorithm 

 
The MP method 

in the presence of 
MC 

The proposed 
algorithm in the 
presence of MC 

Signal 1 (19.89˚,13.82˚) (20.00˚,15.00˚) 
Signal 2 (32.64˚,57.87˚) (35.00˚,60.00˚)

 
In the next example, the noisy data are used. 

The Signal-to-Noise Ratio (SNR) was set at 20 
dB. 1000 independent trials are used. The scatter 
plot of the estimated elevation and azimuth angles 
with conventional MP algorithm and the proposed 
algorithm in the presence of the mutual coupling 
are shown in Figs. 3 and 4. 

  As can be seen, using the proposed 
algorithm, the error of bias is very low and 
accuracy is high and very close to ideal.  

 

 
Fig. 3. The scatter plot of direction of arrival angles of 
2 impinging signals in the absence of MC. 
 

The performance of the proposed method is 
compared with ideal MP algorithm, under 
different SNR. The variances of the estimators are 
plotted in Fig. 5. As can be seen from Fig. 5, the 
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proposed algorithm in the presence of mutual 
coupling has a close variance to the ideal MP 
method. 
 

 
 
Fig. 4. The scatter plot of direction of arrival 
angles of 2 impinging signals with the proposed 
algorithm in the presence of MC. 
 

 
Fig. 5. Comparing of the performance of MP and 
the proposed algorithm for different SNR. 

 
V. CONCLUSION 

In this paper, the problem of 2-DDOA 
estimation was studied for the URA in the 
presence of mutual coupling. By setting the 
sensors on the boundary of the URA as auxiliary 
sensors, the robustness of the proposed algorithm 
was proved to be against sensor coupling. Without 
using the mutual coupling coefficient calculation, 

this method can accurately estimate the 2-D DOAs 
only by using one snapshot of data.   
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Abstract ─ The paper presents a novel approach 
for designing compact ultra-wideband (UWB) 
band-pass filter with WLAN and RFID stop-band 
rejection characteristic which is obtained by using 
tri-stage radial loaded stub resonators. The main 
advantage of the proposed filter is that the Stop-
band can perfectly reject the WLAN and RFID 
(5.2GHz-6.1GHz) signals. The density and the 
equivalent model of one filter for testing the 
presented design is given depending on the 
odd/even excitation resonance condition. The 
characteristics of the filter are analyzed and 
discussed. To verify the proposed methods, two 
filters are designed and fabricated. Measured 
results show the proposed UWB properties from 3 
GHz to 10.8 GHz and stop-band properties from 
5.2 GHz to 6.1GHz. The designed filters can be 
integrated in UWB radio systems and can 
efficiently enhance the interference immunity 
from undesired signals such as wireless local area 
network (WLAN) and RFID. 
  
Index Terms - Band-pass filter, dual-band, tri- 
stage radial loaded stub resonator, UWB, WLAN 
and RFID stop-band rejection 
  

I. INTRODUCTION 
Since the Federal Communications 

Commission (FCC) released the frequency band 
from 3.1GHz to 10.6 GHz for commercial 
applications in February 2002, the ultra-wideband 
(UWB) radio system has been receiving great 
attention from both academy and industry [1]. 
UWB bandpass filter (BPF) is one of the key 
passive components to implement UWB radio 
systems. Therefore, more requirements have been 

proposed on the design methodology of BPFs with 
large fractional bandwidths (FBWs). Recently, a 
few methods and structures have been presented to 
develop UWB BPFs [2]-[5]. Generally, typical 
structures include a low and high-pass filter 
configuration [2], coplanar waveguide (CPW)  [3], 
Right/Left-Handed Structure [4], microstrip fork-
form resonators [5], split-ring resonators [6], 
circular slots in ground plane [7], multi-mode 
resonators (MMR) [8]. Though most of the UWB 
BPFs are suitable for application, they have some 
imperfections, such as bad out-of-band 
performance and complex structure. 

Moreover, the UWB frequency band overlaps 
with some existing telecommunication bands such 
as WLAN RFID and WiMAX which indicate that 
they may interfere with UWB systems and vice 
versa. Therefore, a compact communication 
system which operates in UWB frequency band 
requires two types of filters. The first is a small 
BPF with a notched band (bandwidth is less than 
150MHz.) in order to avoid being interfered by the 
undesired radio signals. The second is a compact 
BPF with stop-band rejection characteristic in 
order to avoid being interfered by the undesired 
radio signals and to get good UWB signal. 
Recently, there are many methods that have been 
investigated to design filters for the first kind with 
a notched band, such as embedded open-circuited 
stub [9], defected ground structures (DGS) [10], 
mismatch transmission line [11], Tri-layer 
structure [12], open-loop structure [13], E-shaped 
Microstrip SIR [14], surface-coupled structure 
[15] and parasitic coupled line [16] which can 
effectively isolate undesired radio signals. For the 
second kind UWB filter, there are not effective 
ways to complete this design. Because general 
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structures cannot achieve stop-band rejection 
characteristic near 1GHz (5.2GHz-6.1GHz). 
Several methods have been developed and 
investigated for designing this kind of filters [17-
18]. However, these structures are difficult in 
integrating into UWB filter. 

The present paper provides a new 
implementation of stop-band rejection 
characteristic by using tri-stage radial loaded stub 
resonators. The tri-stage radial loaded stub 
resonators is designed based on the loaded stub 
resonator. The loaded stub resonator has a good 
dual-mode resonance characteristic which is 
widely used to design dual-band UWB bandpass 
filter [19-20]. Different with the general dual-band 
filter designed, in this article we use tri-stage 
radial loaded stub resonators to get WLAN and 
RFID stop-band rejection characteristic. The tri-
stage radial loaded stub resonator also has good 
dual-mode characteristic. The odd mode resonance 
is used to design the UWB filter. At the same time, 
the even mode resonance is regarded as a band 
reject block. By changing the tri-stage radial 
loaded stub resonator, the odd mode is hardly 
changed. So the frequency of the stop-band can 
alter optionally to reject different signals. 
Furthermore, the width of the stop-band could be 
expanded by adjusting the length of the middle 
stage radial loaded stub. The filter performance is 
simulated by using the CST software and it is 
implemented on the substrate with a relative 
dielectric constant of 10.8 and a thickness of 0.635 
mm. Simulated and measured results agree 
reasonably well. 
 

II. FILTER DESIGN AND ANALYSIS 
In this Section, the theoretical design and 

synthesis of a compact UWB BPF with stop-band 
rejection characteristic using dual-/tri-stage radial 
loaded stub resonators is presented. The proposed 
filter design essentially exploits the dual-/tri-stage 
radial loaded stub structures for the realization of 
good WLAN and RFID stop-band rejection 
characteristic. This section is organized as follows. 
Section 2.1 outlines the characteristics of the 
compact UWB BPF with good WLAN and RFID 
stop-band rejection characteristic using dual-stage 
radial loaded stub. In addition, the corresponding 
lumped equivalent circuits and formulas are 
provided. But this method still has a little 
disadvantage such as narrow bandwidth of stop-

band rejection characteristic. To overcome that 
problem, we use the tri-stage radial loaded stub to 
substitute for dual-stage radial loaded stub. The 
modified filter using tri-stage radial loaded stub is 
described in section B. 

 
A. UWB BPF with Stop-band characteristic 
using Dual-stage radial loaded stub 

The schematic and equivalent transmission line 
model of the investigated UWB BPF with wide 
stop-band rejection is shown in Fig. 1. 

  
(a) The layout, 

 

  
(b) equivalent circuit network of the filter, 

 
Fig. 1 Geometry of the proposed UWB filter using 
dual-stage radial loaded stub. 

 
The proposed UWB filter consists of stubs-

loaded MMR at the center section and two identical 
coupled-lines located at the left and right section. 
The proposed BPF is a modified form of [8] and the 
dual-stage radial loaded stub is coupled to the 
middle MMR section to achieve the stop-band 
rejection characteristic. Fig. 1 (b) illustrates the 
equivalent transmission line network of the 
proposed filter. The inter-digital coupled line can be 
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equaled as two single transmission lines at two 
sides and a J-inverter susceptance in the middle. 
This MMR is formed by attaching three round stubs 
in the middle section. They can work together to 
produce an extended stop-band in the higher 
frequency range. On the other hand, the middle 
section of the constituted MMR also exhibits an 
excellent low-pass property with sharpened 
rejection skirt.  

The dual-stage radial loaded stub inserted into 
the middle section of the MMR can be seen as a 
shunt series resonant branch. This branch is 
regarded as a capacitor and cascade inductors. The 
dual-stage radial loaded stub is designed based on 
the radial-UIR loaded stub. The detailed analysis of 
radial-UIR loaded stub could be found in our 
previous study [21]. The radial-UIR loaded stub’s 
equivalent model can be seeing shown in Fig. 2. 

inY
inY

Fig. 2 equivalent mode diagram of the radial-UIR 
loaded stub. 

 
From Fig. 2, the radial-UIR loaded stub can be 

analyzed in terms of even and odd mode (the AA’ 
plane behaves as an electric/magnetic wall for 
odd/even mode). For odd mode, the center UIR has 
no influence on the electrical response while the 
radial-UIR loaded stub is relevant to even mode 
response. The even mode excitation condition can 
be extracted from resonant condition is  expressed 
as follows [22]: 
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In this filter 2 90Z   ， 2 90   and 

1 72Z   . So we can get 1 90   . Then the length 
of the stub is designed near / 4notch  which is 
illustrated as follows: 
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where notch  is the wavelength of the center 
frequency of the notch band, notchf  is the center 
frequency of the notch band, r  is the relative 
dielectric constant, eff  is the effective dielectric 
constant, and C is the speed of light. 

In this paper, we want to get a wide stop-band 
rejection characteristic. From [19], we know that 
the width of the radial-UIR loaded stub can control 
the width of the stop-band. The effects of the wide 
stop-band characteristic has been investigated. Fig. 
3 shows the response |S21| of the mentioned filter 
with various W. By increasing the width of radial-
UIR loaded stub, the width of the stop-band is 
changed. 

From Fig. 3, it is clear that the bandwidth of the 
stop-band increases to the wider level with the 
increase of W. More specifically, the width of the 
stop-band (-20dB) would increase to near 1GHz  

 
 

Fig. 3 Simulated |S21| of the stub for different W 
with other parameter fixed. 
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when the width of the stub is increased to 4mm. 
Although this method could obtain enough 
bandwidth of the stop-band, there is a very poor 
rectangular coefficient. In addition, there would be 
a spurious frequency from 10GHz to 14GHz. The 
spurious frequency could influence the pass-band of 
UWB filter. In another case, the width of the stub 
(W) is far greater than the width of branch (W1). So 
discontinuities in the transmission-line should be 
taken into consideration. This will increase the 
difficulty of accurate design. 

To overcome that problem, we should use other 
structures to substitute for general radial-loaded 
stub. At first, we analyze the current density of the 
proposed general radial-loaded stub. Figure 4 shows 
the current density of the general stub at the 
frequency of pass-band and at the stop-band 
frequency. 

 

 
 
Fig. 4 Current density of the general stub at the 
stop-band frequency (f=6GHz). 
 

It can be seen from the current density of the 
structure in the pass-band frequency that the stub 
does not resonate and has no effect on the overall 
performance. At the stop-band frequency (f=6GHz), 
the stub resonates with a much higher current 
density along the two edges of the general radial-
loaded stub. At the same time, we can clearly see 
that the middle of the stub has lower current density. 
By cutting out the lower current density part and 
retain the higher current density part, we could get 
degenerate radial loaded stub (dual-stage radial 
loaded stub). By using this method, we could obtain 

reasonable current distribution. The (the ratio of 
W/W1) discontinuities of this structure is also 
reduced at the same time. 

 

 
 
Fig. 5 Current density of the dual-stage radial 
loaded stub at the stop-band frequency (f=6GHz).  
 

From Fig. 5, it can be seen clearly that the 
degenerated radial loaded stub (dual-stage radial 
loaded stub) could achieve the function of the 
general stub well. Next, we compare the simulation 
results of the two kinds of stubs to verify the 
effectiveness of the method further. 

It can be seen from Fig. 6 that good wide stop-
band rejection has been achieved by using the dual- 
stage radial loaded stub. From the comparison 

 

 
 
Fig. 6 Comparison of simulated |S21| of Dual-stage 
stub and general stub. 
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of simulated |S21| of the dual-stage stub and general 
stub, we can see that dual-stage stub can generate 
good rectangular coefficient and reject spurious 
frequency response at the same time. Figure 7 
shows response |S21|of the mentioned filter with 
various L4. 

 

 
 
Fig. 7 Simulated |S21| of the proposed filter in Fig. 
1 for different L4 with other parameter fixed. 

 
Form Fig. 7, it is found that the center 

frequency of the stop-band shifts to the lower level 
with the increase of L4. However, the filter can 
always maintain nearly 500 MHz of bandwidth 
within stop-band. Because the dual-stage radial 
loaded stub resonators is a degenerated form of 
general stub, so this structure inherited the 
advantages of the original structure. The frequency 
of the stop-band can be easily controlled by 
adjusting the dimensions of the dual-stage radial 
loaded stub resonator. More specifically, the filter 
could block undesired existed radio signals (except 
WLAN and RFID) from UWB communication. 
Although the dual-stage radial loaded stub 
resonator can get a good stop-band rejection 
characteristic, it is still not convenient for the design 
via limited design parameters. On the other hand, 
the rectangular coefficients of dual-stage radial 
loaded stub are not good enough from the Fig. 7. To 
overcome that problem, we substitute the tri-stage 
radial loaded stub for the dual-stage radial loaded 
stub. 

 

B. UWB BPF with stop-band characteristic 
using Tri-stage radial loaded stub resonator 

Compared with the dual-stage radial loaded 
stub resonator, tri-stage radial loaded stub resonator 

has a wider degree of the freedom in structure and 
design. The schematic of the proposed filter using 
tri-stage radial loaded stub is shown in Fig. 8.  
Compared with the designed filter in Fig. 1, the 
difference is the inner stub. The additional stub can 
bring extra resonant frequency and expand the stop-
band bandwidth. Comparison of simulated |S21| of 
these mentioned two filters is shown in Fig. 9. From 
the Fig. 9, it is clear to see that if the middle stub is 
added, the width of stop-band would be twice of 
that of the dual-stage radial loaded stub. In order to 
get more detailed research results, the UWB filter 
using tri-stage radial loaded stub resonator is 
analyzed using CST and discussed herein. Figures 
10 and 11 show the filter response |S21| of with 
varying L5 (L5<5mm and L5>5mm). 

 

 
 

Fig. 8 Geometry of the proposed UWB filter using 
tri-stage radial loaded stub. 

 

 
 

Fig. 9 Comparison of simulated |S21| of these 
mentioned two filters. 
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There have one point need to be noted is that 
when L4=L5=5mm, the bandwidth of stop-band is 
the same as using the dual-stage radial loaded stub. 
This is because of that the tri-stage radial loaded 
stub could be seen as degenerated radial loaded stub 
when L4=L5=5mm. 
 

 
 
Fig. 10 Simulated |S21| of the proposed filter for 
different L5 with other parameter fixed (L5>5mm). 
 

 
 
Fig. 11 Simulated |S21| of the proposed filter for 
different L5 with other parameter fixed (L5<5mm). 
 

From the Fig. 10, it is clear to see that if the 
middle stub L5 increases (L5), the stop-band would 
expand to a lower level. In other words, an increase 
of L5 can expand the stop-band to the lower level. 
Furthermore we could see that the middle stub 
brings out an additional frequency. When the 
additional frequency moved to the lower, the stop-
band could expand to near 1GHz. It's worth noting 

that the stop-band would be distorted with 
L5=6.5mm.  

From Fig. 11, it is clear to see that if the middle 
stub L5 decreases (L5), the stop-band could expand 
to a higher level. In other words, a decrease of L5 
could expand the stop-band to a higher level. As the 
same as Fig. 10, the middle stub brings out an 
additional resonance frequency. When the 
additional frequency moves to a higher level, the 
stop-band also expands to near 1GHz. Based on the 
above discussions, the resonance frequency of the 
stop-band can be easily controlled by adjusting the 
dimensions of the dual/tri-stage radial loaded stub. 
More specifically, the filter using dual-stage radial 
loaded stub could block most undesired existed 
radio signal (except WLAN and RFID) within the 
UWB operation band. The filter using tri-stage 
radial loaded stub could block all undesired existed 
radio signals within UWB communication.  

Based on the above parametric study, the 
proposed filter is optimized and manufactured after 
several adjustments of different parameters. Figure 
12 and Fig. 13 shows the simulated results of 
different L3 and W3. According to the details of 
Fig. 12 and Fig. 13, the optimal dimensions can be 
determined. The final dimensions of the designed 
filter are as follows: L1=6.4mm, L2=3.7mm, 
L3=4mm, L4=6mm, L5=1.8mm, L6=1.5mm, 
R1=0.6mm, R2=0.5mm, W1=0.1mm, W2=1mm. 

 

 
 
Fig. 12 Simulated |S21| of the proposed filter for 
different L3. 
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Fig. 13 Simulated |S21| of the proposed filter for 
different W3. 
 

III. EXPERIMENTAL RESULT 
To verify the effectiveness of the proposed 

filters, the proposed dual-wideband BPFs with 
stop-band rejection characteristic using dual/tri-
stage radial loaded stub resonators are designed, 
simulated, fabricated and measured. To compare 
the difference of the two designs, basic parameters 
of the two filters are the same. Figure 14 is the 
photograph of the fabricated filters. The overall 
circuit size of these filters are less than 
10mm×10mm, so these filters are compact. 
The proposed dual-wideband BPFs with wide 
stop-band rejection characteristic using dual/tri-
stage radial loaded stub is measured by Anristu 
37347D vector network analyzer. Figure 15, Fig. 
16, Fig. 17 and Fig. 18 demonstrate the frequency 
responses and group delay of proposed filters. The 
excellent agreement is obtained when compared 
with simulated ones. Both of the simulation and 
modified filter using dual-stage radial-loaded stub. 
Measured results of the two filters show that the 
two filters have two pass bands and a stop-band 
rejection characteristic. Form Fig. 15, the first one 
is a filter whose center frequency is 6GHz, -3dB 
fractional bandwidths are 3.1GHz-4.2GHz and 
6.5GHz-10.6GHz and -20dB fractional stop-band 
bandwidths is 5.6-6.2GHz (591MHz). The second 
one, shown in the Fig. 17, is a filter whose center 
frequency is 5.6 GHz, -3dB fractional bandwidths 
are 3.1GHz-4.86GHz and 6.76GHz-10.6GHz and -
20dB fractional stop-band bandwidths is 5.2GHz-
6.2GHz (1GHz). The only difference of the two 
filters is that we substituted the tri-stage radial 

loaded stub for the dual-stage radial loaded stub 
when the second filter was designed. So we 
expanded the bandwidth of the stop-band to the 
higher level. The changing trends of the stop-band 
show that the filter using tri-stage radial loaded 
stub can improve rectangular coefficient 
effectively comparing to the dual-stage radial 
loaded stub. Because the tri-stage radial loaded 
stub add a parameter, which made the modified 
filter have a wide degree of the freedom in 
structure and design. 

 

 
 

(a) filter using dual-stage radial loaded stub, 
 

 
 

(b) filter using tri-stage radial loaded stub 
 
Fig. 14 Phototype and of the fabricated filter. 
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Fig. 15 Comparison of simulated and measured 
|S11| and |S21| using dual-stage radial-loaded stub. 
 

 
 
Fig. 16 Measured group delay of the fabricated. 
 
The simulated and measured results show good 
agreement. This minor discrepancy between 
simulated and measured results should be caused 
by insertion loss of SMA connectors and 
unexpected tolerances in fabrication, material 
parameters and solder etc. As shown in Fig. 15 
and Fig. 17 the measured insertion loss is less than 
0.5dB. The rejection between the two transmission 
bands is more than 25 dB. As shown in Fig. 16 
and Fig. 18, the measured group delay is between 
0.2ns and 0.6 ns with a maximum variation of 0.6 
ns in the two pass-band and more than 2ns in the 
middle stop-band. At upper rejection band, the 
presented filters have deeper and wider stop-band 
attenuation which is more than -25 dB from 11 to 
15 GHz. 

 
 
Fig. 17 Comparison of simulated and measured 
|S11| and |S21| using Tri-stage radial-loaded stub. 
 

 
 
Fig. 18 measured group delay of the fabricated 
modified filter using Tri-stage radial-loaded stub. 
 

It should be noted that the filters are 
embarrassed in that the return loss is quite high in 
the first pass-band since three round stubs of the 
origin structure [8] are cut by the filters to get 
enough space to design, which would reduce the 
strength of the resonance. So the insertion loss 
would have some attenuation. However, in this 
structure, the gap and size are so small that the 
attenuation can be controlled in an acceptable 
range. At the same time, the attenuation of the 
filters in the pass-band is nearly constant. Based 
on the above analysis, although the two filters 
have little defect, they are still good UWB filters 
with notch-band character. Simualed and 
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measured results show that the two filters are good 
ultra-wide notch-band BPFs, which can be suitable 
for implementing the functions of UWB system. 
 

IV. CONCLUSION 
In this paper, two compact UWB BPFs with 

WLAN and RFID stop-band rejection 
characteristic have been developed and 
manufactured. Inserting dual/tri-stage radial 
loaded stub to the original UWB BPF leads to 
rejection of undesired existed radio signals such as 
wireless local area network (WLAN) and RFID. 
The dual/tri-stage radial loaded stub can bring out 
a stop-band rejection characteristic at the desired 
frequency with no significant influence on the 
wide passband performance of the filter. In 
particular, changing the length of the dual-stage 
radial loaded stub can adjust the stop-band 
optionally in a wide range. Changing the length of 
the third-stage radial loaded stub can expand the 
bandwith of stop-band to 1GHz for perfect WLAN 
and RFID stop-band rejection characteristic.The 
proposed filters are promising for use in UWB 
systems due to their simple structures, compact 
size, and excellent performance. 
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Abstract ─ A novel multi-resonance small square 
monopole antenna with frequency band-notched 
function is presented. By cutting two modified C- 
shaped slots in the ground plane bandwidth is 
increased that provides a wide usable fractional 
bandwidth of more than 145% (2.85- 17.83). In 
order to achieve band-rejected function a pair of 
C-shaped parasitic structures were inserted in the 
ground plane and a frequency notched band of 
5.08–5.93 GHz has been received. The measured 
results reveal that the bandwidth of the proposed 
antenna is from 2.85 GHz to 17.83 GHz for 
VSWR<2. Simulated and experimental results 
obtained for this antenna show that it exhibits 
good radiation behavior within the UWB 
frequency range. The designed antenna has a small 
size of 1218 mm2. 
  
Index Terms ─ Printed Monopole Antenna 
(PMA), C-shaped parasitic structure, modified 
ground plane, ultra-wideband (UWB). 
 

I. INTRODUCTION 
   In UWB communication systems, one of key 
issues is the design of a compact antenna while 
providing wideband characteristic over the whole 
operating band [1]. Consequently, a number of 

printed microstrip antenna by the combination of 
different shapes of strips, feed lines and ground 
planes with different geometries to generate more 
resonant modes for a wider impedance bandwidth 
have been experimentally characterized [2-8]. In 
[2], two parasitic strips along the microstrip feed 
line are used to enhance the impedance bandwidth. 
Using T-shaped strips and L-shaped slots are the 
methods used in [3] and [4] to excite more 
resonances. Moreover, other strategies to improve 
the impedance bandwidth which do not involve a 
modification of the geometry of the planar antenna 
have been investigated [5]-[7]. 
    The frequency range for UWB systems between 
3.1 to 10.6 GHz will cause interference to the 
existing wireless communication systems, such as, 
the wireless local area network (WLAN) for IEEE 
802.11a operating in 5.15–5.35 GHz and 5.725–
5.825 GHz bands, so the UWB antenna with a 
band-stop performance is required. In order to 
generate the frequency band-notch function, 
modified planar monopoles have been recently 
proposed [8-11]. In [8] and [9], different shapes of 
the slits (i.e., W-shaped and folded trapezoid) are 
used to obtain the desired band-notch 
characteristics. Multiple half-wavelength U-shaped 
slits are embedded in the radiation patch to 
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generate the single and multiple band-notch 
functions, respectively [11]. In [8]-[11], however 
the elements were developed on the same layer 
within the antenna radiator or on the backed side of 
the layer for generating single frequency band-
notched antennas. Therefore, due to the space 
limitation, it is difficult to generate dual/multiple 
notches. On the other hand, in [8]-[10], the designs 
have complicated structures leading to increased 
fabrication costs, antenna size, and difficulty in the 
integration with microwave integrated circuits. In 
[12], band-notch function is achieved by using a T-
shaped coupled-parasitic element in the ground 
plane. Two rod-shaped parasitic structures behind 
the radiating patch are used to generate a band-stop 
performance in [13]. 
   In the proposed structure, based on Defected 
Ground Structure (DGS), by cutting two C-
shaped slots on the ground plane, additional 
resonances are excited which leads to a 
bandwidth improvement that achieves a fractional 
bandwidth of more than 145% (2.85-17.83 GHz), 
with respect to the multi-resonance performance. 
Also, based on Electromagnetic Coupling Theory 
(ECT), band-notch function is provided by 
inserting two C-shaped parasitic structures. In the 
monopole antenna design, by reducing the 
antenna size, the impedance matching at lower 
frequencies becomes poor and the bandwidth is 
degraded. The distinctive point of the proposed 
antenna is that although it has small size respect 
to the antennas introduced in [6]-[12], it has 
wider impedance bandwidth in the frequency 
band of 2.85 to over 178.3 GHz with notched 
band, covering all the 5.2/5.8GHz WLAN band, 
and also the impedance matching at lower 
frequencies is very well obtained. Unlike other 
antennas reported in the literature up to date [8]-
[12], the proposed antenna displays a good omni-
directional with low cross-polarization level 
radiation pattern even at higher frequencies. 
 

II. ANTENNA DESIGN 
   Figure 1 shows the geometry of the proposed 
planar monopole antenna fed by a microstrip line, 
which is printed on a FR4 substrate of thickness 1.6 
mm, and loss tangent 0.018. As shown in Fig. 1, the 
presented antenna consists of a square radiating 
patch and modified ground plane with two C-
shaped slots and parasitic structures. The basic 
antenna structure consists of a square patch, a feed 

line, and a ground plane. The square patch has a 
width W. The patch is connected to a feed line of 
width fW  and length fL . On the other side of the 

substrate, a conducting ground plane of width subW  
and length gndL  is placed. The proposed antenna is 
connected to a 50Ω SMA connector for signal 
transmission. 
 

 
 

Fig. 1. Geometry of proposed square monopole 
antenna with modified ground plane. 

 
   In this design, to achieve a multi-resonance 
function and gave a bandwidth enhancement 
performance two C-shaped slots inserted in ground 
plane. By adding two C-shaped parasitic structures 
in the ground plane frequency band notch function 
(5.1-5.9GHz WLAN) is generated. Regarding 
Defected Ground Structures (DGS), the creating 
slots in the ground plane provide an additional 
current path. Moreover, this structure changes the 
inductance and capacitance of the input impedance, 
which in turn leads to change the bandwidth. The 
DGS applied to a microstrip line causes a resonant 
character of the structure transmission with a 
resonant frequency controllable by changing the 
shape and size of the slot [13]. Therefore, by 
cutting two C-shaped slots at the ground plane and 
carefully adjusting its parameters, much enhanced 
impedance bandwidth may be achieved. As 
illustrated in Fig. 1, the pair of C-shaped conductor-
backed plane is placed under the radiating patch 
and is also symmetrical with respect to the 
longitudinal direction. The conductor-backed plane 
perturbs the resonant response and also acts as a 
parasitic half-wave resonant structure electrically 
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coupled to the square monopole [14]. At the notch 
frequency, the current flows are more dominant 
around the parasitic elements, and they are 
oppositely directed between the parasitic element 
and the radiation patch. As a result, the desired high 
attenuation near the notch frequency can be 
produced. The variable band-notch characteristics 
can be achieved by carefully choosing the 
parameter ( RL and PL ) for the C-shaped conductor-
backed plane. In this structure, the length RL  is the 
critical parameter to control the filter the coupling 
value between ground plane and parasitic element. 
On the other hand, the center frequency of the 
notched band is insensitive to the change of RL . 
The resonant frequency of the notched band is 
determined by PL . In this design, the optimized 
length is set to band-stop resonate at approximately, 
where and corresponds to band-notch frequency 
(5.5 GHz), and also is fixed at 8 mm. 
In this design, the optimized length resonanceL  is 

set to resonate at resonance25.0  , where 

113 5.0 SSSresonance WLWL  , and 

114 5.05.0 SSSresonance LWWL  . 3resonance  
and 4resonance  corresponds to new resonance 
frequency at 11.5 GHz and 14.5 GHz, 
respectively. Also the optimized length notchL is 

set to band-stop resonate at notch5.0  , 
where PPnotch WLL 2 . notch  corresponds to 

band-notch frequency (5.5 GHz). 
   The final values of presented slot antenna design 
parameters are as follows: 
 
TABLE I: The final dimensions of the designed 
antenna 
Param mm Param mm Param. mm 

SubW  12 
SubL  18 

Subh  1.6 

fL  7 W  10  fW  2 

PW  4.5 
PL  7.5 

1PW  4 

1PL  0.5 
SW  5 

SL  2.5 

1SW  4.5 
1SL  0.5 

RW  0.5 

RL  2 
1RW  2 

1RL  0.5 

III. RESULTS AND DISCUSSIONS 
   In this Section, the microstrip Monopole antenna 
with various design parameters were constructed, 
and the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The proposed microstrip-
fed monopole antenna was fabricated and tested to 
demonstrate the effect of the presented. The 
parameters of this proposed antenna are studied by 
changing one parameter at a time and fixing the 
others. Ansoft HFSS simulations are used to 
optimize the design and agreement between the 
simulation and measurement is obtained [15]. 
 

 
 

Fig. 2. (a) basic structure (ordinary monopole 
antenna), (b) antenna with a pair of C-shaped slots 
in the ground plane, (c) the proposed antenna. 
 
The configuration of the various antennas 
structures are shown in Fig. 2. Return loss 
characteristics for ordinary square patch antenna, 
square antenna with two C-shaped slots in the 
ground plane and the proposed antenna structure 
are compared in Fig. 3. As shown in Fig. 3, it is 
observed that the upper frequency bandwidth is 
affected by using the C-shaped slots in the ground 
plane and the notch frequency bandwidth is 
sensitive to the C-shaped parasitic structures. Also 
the input impedance of the various monopole 
antenna structures that studied on Fig. 3, on a 
Smith Chart is shown in Fig. 4. 
   To understand the phenomenon behind this multi 
resonance performance, the simulated current 
distributions on the ground plane for the proposed 
antenna with two C-shaped slots at 11.5 GHz and 
14.5GHz are presented in Fig. 4 (a) and 4 (b). It 
can be observed in Fig. 4 (a), (b) that the current 
concentrated on the edges of the interior and 
exterior of the two C-shaped slots at 11.5 GHz and 
14.5 GHz. Therefore, the antenna impedance 
changes at these frequencies due to the resonant 
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properties of the C-shaped slots. It is found that by 
using these slots, third and fourth resonances 
generated at 11.5 GHz and 14.5 GHz [3]. Other 
important design parameters of this structure are 
two C-shaped parasitic structures use in the 
ground plane. Figure 4 (c) presents the simulated 
current distributions on the modified ground plane 
at the notch frequency (5.5 GHz). As shown in 
Fig. 4 (c), at the notch frequency the current flows 
are more dominant around of the C-shaped 
parasitic structures. As a result, the desired high 
attenuation near the notch frequency can be 
produced [8].  
 

 
Fig. 3. Simulated return loss characteristics for the 
square monopole antenna without and with C-
shaped slots and parasitic structures. 
 

 
Fig. 4. Simulated surface current distributions 
on ground plane (a) at 11.5 GHz, (b) at 14.5 
GHz, and (c) at 5.5 GHz. 
 
   The simulated VSWR curves with different 
values of 1SW  are plotted in Fig. 5. As shown in 

Fig. 5, when the width of the 1SW  increases from 
3 to 4.75mm, the bandwidth of antenna has a 
various and with mmWS 5.41  , we gave a good 
bandwidth of square antenna with two C-shaped 
slots in the ground plane. 

 
Fig. 5. Simulated VSWR characteristics for the 
proposed antenna without two C-shaped parasitic 
structures with different values of 1SW . 
 
   The simulated VSWR curves with different 
values of PL  are plotted in Fig. 6. As shown in 
Fig. 6, when the height of the PL increases from 6 
to 10 mm, the centre of notch frequency is 
decreases from 6.4 to 4.6 GHz and from these 
results, we can conclude that the notch frequency 
is controllable by changing the interior height of 
the PL . 

 
Fig. 6. Simulated VSWR characteristics for the 
proposed antenna with different values of PL . 
 
   The simulated VSWR curves with different 
values of RL are plotted in Fig. 7. As shown in 
Fig. 7, when the height of the RL  increases from 
1.5 to 3 mm, the filter bandwidth is varied from 
0.5 to 1.8 GHz. 
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Fig. 7. Simulated VSWR characteristics for the 
proposed antenna with different values of RL . 
                              
   The proposed antenna with optimal design, as 
shown in Fig. 8, was built and tested. The 
measured and simulated VSWR characteristics of 
the proposed antenna are shown on Fig. 9. The 
fabricated antenna has the frequency band of 2.85 
to over 17.83 GHz with notched-band function 
around 5.07-5.91.  
 

 
Fig. 8. Photograph of the realized printed 
monopole antenna. 
 
Figure 10 illustrates the measured radiation 
patterns, including the Co-polarization and 
cross-polarization, in the H–plane (x-z plane) 
and E-plane (y-z plane). It can be seen that the 
radiation patterns in x-z plane are nearly 
omnidirectional for the three frequencies. 

 
Fig. 9. Measured and simulated VSWR for the 
proposed antenna. 
 
    

 
Fig. 10. Measured radiation patterns of the 
proposed antenna (a) 3 GHz, (b) 7 GHz, and (c) 10 
GHz. 
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Figure 11 shows the effects of the C-shaped slots 
and the coupled C-shaped strips, on the maximum 
gain in comparison to the same antenna without 
them. As shown in Fig. 11, the ordinary square 
antenna has a gain that is low at 3 GHz and 
increases with frequency. It can be observed in 
Fig. 11 that by using a square radiating patch with 
a pair of C-shaped slots and parasitic structures, a 
sharp decrease of maximum gain in the notched 
frequency band at 5.5 GHz is shown. For other 
frequencies outside the notched frequency band, 
the antenna gain with the filter is similar to those 
without it. 
 

 
Fig. 11. Maximum gain comparisons for the 
ordinary square antenna (simulated), and the 
proposed antenna (measured). 
 

V. CONCLUSION 
   In this paper, we present a novel multi-resonance 
microstrip-fed square monopole antenna for UWB 
applications with band-notch performance. The 
proposed antenna can operate from 2.85 to 17.83 
GHz with WLAN rejection band around 5.1–5.97 
GHz. In order to enhance bandwidth we insert two 
C-shaped slots in the ground plane, and also by 
adding two C-shaped parasitic structure a 
frequency band-notch function can be achieved. 
The designed antenna has a small size of 1218 
mm2. Simulated and experimental results show 
that the proposed antenna could be a good 
candidate for UWB applications. 
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Abstract ─ one compact microstrip branch-line 
coupler with wideband harmonic suppression is 
presented in this letter. The new structure has two 
significant advantages, which not only effectively 
reduces the occupied area to 26.5% of the 
conventional branch-line coupler at 0.96 GHz, but 
also has high 6th harmonic suppression 
performance. The measured results indicate that a 
bandwidth of more than 120 MHz has been 
achieved while the phase difference between S21 
and S31 is within 90° ± 1°. The measured 
bandwidth of |S21| and |S31| within 3 ± 0.5 dB are 
145 MHz and 150MHz, respectively. Furthermore, 
the measured insertion loss is comparable to that 
of a conventional branch-line coupler. The new 
coupler can be easily implemented by using the 
standard printed-circuit-board etching processes 
and is very useful for wireless communication 
systems. 
 

Index Terms ─ Branch-line coupler, microstrip, 
harmonic suppression. 
 

I. INTRODUCTION 
Branch-line couplers are extensively used at 
microwave frequencies in the design of 
microwave circuits such as balanced mixers, 
image-rejection mixers, balanced amplifiers, 

power combiners, and power dividers, etc [1]. 
There are currently two drawbacks for the 
conventional microstrip branch-line design. Firstly, 
as the conventional branch-line coupler is 
composed of four quarter-wavelength 
transmission-line sections at the designed 
frequency, this will result in a large occupied area 
especially at low frequency. Secondly, the 
conventional design also has harmonics that 
occurred at the integral multiples of the 
fundamental operation frequency. These 
properties will degrade the performance of the 
coupler. Therefore, much work has been reported 
in recent years to achieve both compact design 
and harmonic suppression for the branch-line 
coupler [2-12].  
Typically, there are two methods to design a 
compact planar microstrip branch-line coupler 
with harmonic suppression. The first method is to 
load the coupler with shunt open-stubs. By 
loading shunt open-stubs inside the free area of 
the branch-line coupler, Eccleston et al. designed 
a branch-line coupler with a size reduction of 37% 
to the conventional design at 1.8 GHz [5]. Based 
on the similar idea, Mondal et al. proposed a 
branch-line coupler, which has the properties of 
42% size reduction at 2.4 GHz and 5th harmonics 
suppression [6]. However, further improvement 
should be carried out on size reduction and 
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harmonic suppression. The second design method 
is to introduce slow-wave resonators in the 
coupler structure. Using compensated spiral 
compact microstrip resonant cells (SCMRCs), Gu 
et al. introduced a branch-line coupler with its 
area reduced to 24% of the conventional one 
together with 2nd and 3rd harmonics suppression 
at 2.4 GHz. However, the isolation performance is 
not ideal [7]. By introducing high-low impedance 
resonators inside the free area of the coupler, 
Wang et al. proposed a slow-wave branch-line 
coupler with its area reduced to 28% of the 
conventional one at 2.0 GHz. Even so, it only has 
2nd harmonic suppression performance [8]. On 
the other side, size reduction methods were also 
reported in [9–12]. These couplers achieve 
compact size, but the harmonic suppressions still 
need improvement. 
The motivation of this paper is to design a new 
microstrip branch-line coupler with compact size 
and wideband harmonic suppression. For this 
purpose, one branch-line coupler with operation 
central frequency located at 0.96 GHz is designed, 
fabricated, and measured. Measured results 
indicate that the proposed branch coupler not only 
effectively reduces the occupied area to 26.5% of 
the conventional branch-line coupler at the same 
operation frequency, but also has high 6th 
harmonic suppression performance. Furthermore, 
the proposed new coupler has a bandwidth of 
more than 120 MHz, while the phase difference 
between S21 and S31 is within 90° ± 1°. The 
organizations of the paper are as following: the 
design theory of the proposed branch-line coupler 
is given in Section II; the simulated and measured 
results are given in Section III, and the 
conclusions are given in Section IV. 
 

II. CIRCUIT DESIGN 
The schematic layout of the proposed branch-line 
coupler is shown in Fig. 1, which consists of eight 
microstrip open-ended resonators loaded inside 
the free area of a conventional branch-line coupler. 
Each microstrip resonator is composed of a short 
high-impedance line and a long low-impedance 
line with open-end. This type of loading will 
introduce eight microstrip open-ended resonators 
that are in parallel with the main transmission 
lines of the conventional coupler. As the length of 

the high-impedance line is very short and less than 
λ/10, where λ is the guided wavelength at the 
operation frequency. Therefore, each 


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Fig. 1. Topology of the proposed branch-line 
coupler. 
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Fig. 2. Equivalent circuit of the proposed 
branch-line coupler. 
 
high-impedance line can be deemed as a lumped 
element with negligibly small value and its 
inductance effect to the per unit length of the main 
transmission lines between two adjacent ports can 
be ignored since it is trivial. The capacitances 
caused by the low-impedance lines are loaded 
parallel with the main transmission lines in a 
distributed form. This will increase the per unit 
length capacitance of the main transmission lines 
between two adjacent ports. Figure 2 shows the 
equivalent circuit of the proposed branch-line 
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coupler. We can clearly see from this figure that 
the loaded high-low impedance resonators will 
introduce extra parallel capacitances denoted as 
C11 and C12 in the coupler, where C11 and C12 
are the capacitances caused by the couplings 
between the loaded resonators and the ground. 
Thus, this type of loading can increase the shunt 
capacitance in the coupler. As the propagation 
constant β is given by     

0 0 1( )L C C   ,         (1) 

Where L0 and C0 are the distributed inductance 
and capacitance for the main line of the 
branch-line coupler per unit length, respectively, 
and C1 is the effective distributed capacitance per 
unit length caused by the shunt capacitance C11 
and C12. Clearly, the propagation constant is 
increased by the periodic capacitive loading. An 
increased propagation constant means a shorter 
physical structure can be used to yield a required 
electrical length compared with a conventional 
transmission line. This new type of slow-wave 
loading dose not occupy extra area of the circuit 
as the periodic slow-wave loading are placed at 
the free area inside the branch-line coupler. We 
can get a desired slow-wave factor by adjusting 
the structure parameters of the proposed new 
branch-line coupler properly. On the other side, 
when the electrical length of the loaded high-low 
impedance resonator is odd number times of λ/4, 
where λ is the guided wavelength at the spurious 
resonance frequency, harmonic signals that 
occurred at the integral multiples of the 
fundamental operation frequency can be 
suppressed. The proposed branch-line coupler is 
designed based on the slow-wave loading 
mentioned above. The values of L0, C0, and C1 
can be achieved by the curve fitting method 
through Advanced Design System simulator (ADS) 
based on the proposed lumped element equivalent 
circuit. Then, the coarse value of the structure 
parameters can be achieved by the experimental 
equations given in [13]. With further optimal 
design by the full-wave electronic magnetic (EM) 
simulation software (ANSOFT HFSS version 
11.0), the final structure parameters of the 
proposed branch-line coupler are as follows: W1 = 
1.7 mm, W2 =0.6 mm, W3 = 1.1 mm, W4 = 0.7 
mm, W5 = 1.6 mm, L1 = 9 mm, L2 = 3.2 mm, L3 

= 4.6 mm, L4 = 8.5 mm. They can be easily 
implemented by the standard printed-circuit-board 
etching processes. The substrate used here has a 
relative dielectric constant of 2.94 and a thickness 
of 0.76 mm and the total area of the proposed 
branch-line coupler is 820.25 mm2. 
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Fig. 3. Simulated S-parameters of the proposed 
branch-line coupler. 
a   Frequency range of 0 to 8 GHz. 
b   Frequency range of 0.5 to 1.5 GHz. 
 

III. SIMULATION AND 
MEASUREMENT RESULTS 

Simulation was accomplished with ANSOFT 
HFSS. Measurement was carried out on an 
Agilent 8510C network analyzer. Figure 3 shows 
the simulated results of S-parameters. Figure 4 
shows the measured S-parameters of the proposed 
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branch-line coupler. We can find that they are in 
good agreement. Referring to the measured results 
in Fig. 4, the central frequency located at 0.96 
GHz can be clearly observed. At this central 
frequency, the measured S21 is 3.12 dB and S31 is 
3.10 dB, while the measured bandwidth of |S21| 
and |S31| within 3 ± 0.5 dB are 145 MHz and 
150MHz, respectively.  
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Fig. 4. Measured S-parameters of the proposed 
branch-line coupler. 
a   Frequency range of 0 to 8 GHz. 
b   Frequency range of 0.5 to 1.5 GHz. 
 

From Fig. 4a we can also observe that the 6th 
harmonic signals have been effectively suppressed 
with S21 and S31 lower than a criterion of -10 dB. 
This means the proposed new coupler can protect 
specialized communication system from the 
interference of the unwanted signals from 1.5 
GHz to 5.8 GHz, such as the signals in the IEEE 
802.11 a/b/g standard specifications. This property 
is very useful for modern communication system 

to operation in high performance. In order to study 
the size reduction performance, we investigated 
the circuit area of conventional one at the same 
frequency and found that the cost area is 3089.88 
mm2. This means that the proposed branch-line 
coupler can effectively reduce the occupied area 
to 26.5% of the conventional coupler. 

Figure 5 shows the phase difference between 
S21 and S31. According to a criterion of 
±1°around the optimum 90° phase difference, the 
frequency range is from 0.90 GHz to 1.02 GHz 
corresponding to a bandwidth is 12.5%. To 
demonstrate the superior performance of the 
proposed coupler, Table 1 shows the performance 
comparison of the proposed design with several 
previous designs. Hence, the advantages of the 
proposed coupler can be clearly observed. 
Photograph of the fabricated branch-line coupler 
is shown in Fig. 6. 
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Fig. 5. Phase difference between S21 and S31. 
 

 
 
Fig. 6. Proposed branch-line coupler. 

769CUI, WANG, LI: COMPACT MICROSTRIP BRANCH-LINE COUPLER WITH WIDEBAND HARMONIC SUPPRESSION



 
Table 1: Performance comparison of couplers 

 
Relative 
Area 

Harmonic 
Suppression 

Conventional 100% No 
[5] 63% Not Reported 
[6] 58% 5th 

[7] 24% 3rd 

[8] 28% 2nd 
[9] 29.33% 4th 
[10] 26.8% 2nd 
[11] 25% 4th 
This Work 26.5% 6th 

 
IV. CONCLUSION 

A novel compact microstrip branch-line 
coupler has been presented in this letter. Due to 
eight microstrip open-ended resonators placed 
inside the free area of a conventional branch-line 
coupler, the new structure has effectively reduced 
the occupied area to 26.5% of the conventional 
design at 0.96 GHz and has high 6th harmonic 
suppression performance. One sample microstrip 
branch-line coupler has been fabricated, measured, 
and compared with the previous designs. Results 
indicate that the proposed coupler has the 
properties of compact size, low insertion loss, and 
wideband harmonic suppression performance. 
With this good performance, the proposed 
branch-line coupler has potential applications in 
modern wireless communication systems. 
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Abstract ─ A novel ultra wideband (UWB) printed 
slot antenna with band-notched performance is 
designed and manufactured. In order to increase 
the impedance bandwidth of the slot antenna, we 
use a rectangular slot with a pair of L-shaped 
strips protruded inside the slot on the ground plane 
that with this structure UWB frequency range can 
be achieved. Additionally, by using an N-shaped 
slot on the radiating stub, a frequency notch band 
performance has been obtained. The designed 
antenna has a small size of 20×20 mm 2  while 
showing the radiation performance in the 
frequency band of 3.12 to over 14.27 GHz with a 
band rejection performance in the frequency band 
of 5.03 to 5.86 GHz. Simulated and experimental 
results obtained for this antenna show that it 
exhibits good radiation behavior within the UWB 
frequency range. 
  
Index Terms ─ Printed Slot Antenna, N-Shaped 
Slot, Protruded L-Shaped Strip, Ultra-Wideband 
(UWB). 
 

I. INTRODUCTION 
In UWB communication systems, one of key 
issues is the design of a compact antenna while 
providing wideband characteristic over the whole 
operating band. Consequently, a number of printed 

microstrip with different geometries have been 
experimentally characterized [1]-[3]. Moreover, 
other strategies to improve the impedance 
bandwidth have been investigated [4]-[5]. The 
Federal Communication Commission (FCC)’s 
allocation of the frequency range 3.1–10.6 GHz 
for UWB systems and it will cause interference to 
the existing wireless communication systems, such 
as, the wireless local area network (WLAN) for 
operating in 5.15–5.35 GHz and 5.725–5.825 GHz 
bands), so the UWB antenna with a single band-
stop performance is required [6-8].  
   A novel and compact microstrip-fed slot antenna 
with additional resonance and band-notched 
characteristics for UWB applications has been 
presented. This paper focuses on a slot antenna for 
UWB applications, which combines the square 
radiating stub approach with an N-shaped slot, and 
the ground plane with a rectangular slot with a pair 
of L-shaped strips protruded inside the slot that 
achieves a fractional bandwidth of more than 
125%. In the proposed structure, first by inserting 
a rectangular slot with a pair of L-shaped strips 
protruded inside the slot on the ground plane, 
additional resonance is excited and hence much 
wider impedance bandwidth can be produced, 
especially at the higher frequencies. In order to 
generate a single band-notch function, for the first 
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time, we use an N-shaped slot on the square 
radiating stub. Good return loss and radiation 
pattern characteristics are obtained in the 
frequency band of interest. Simulated and 
experimental results show that the proposed slot 
antenna could be a good candidate for UWB 
applications 
 

II. ANTENNA DESIGN 
   The slot antenna fed by a 50 Ω microstrip line is 
shown in Fig 1, which is printed on a FR4 
substrate of thickness 0.8 mm, permittivity 4.4, 
and loss tangent 0.018. The basic antenna structure 
consists of a square radiating stub, a 50 Ω 
microstrip feed-line, and a ground plane with a 
rectangular slot. The square radiating stub has a 
widthW . The radiating stub is connected to a feed 
line of width fW  and length fL , as shown in Fig. 
1. On the other side of the substrate, a conducting 
ground plane with a rectangular slot is placed. The 
proposed antenna is connected to a 50 Ω SMA 
connector for signal transmission  
   In this study, to design a novel antenna, the 
antenna with N-shaped slot and a rectangular slot 
with a pair of L-shaped strips protruded inside the 
slot is proposed. Based on Electromagnet 
Coupling Theory (ECT), the L-shaped strips 
protruded inside the slot on the ground plane are 
playing an important role in the broadband 
characteristics of this antenna, because it can 
adjust the electromagnetic coupling effects 
between the feed-line and the ground plane, and 
improves its impedance bandwidth without any 
cost of size or expense [9]. This phenomenon 
occurs because, with the use of L-shaped strips 
protruded inside the slot, additional coupling is 
introduced between the feed of the square patch 
and the ground plane [10]. As illustrated in Fig. 1, 
the N-shaped slot is cut on the square radiating 
stub. The N-shaped slot perturbs the resonant 
response and also acts as a half-wave resonant 
structure [11]. At the notch frequency, the current 
flows are more dominant around the N-shaped slot 
[5]-[7]. As a result, the desired high attenuation 
near the notch frequency can be produced. The 
variable band-notch characteristics can be 
achieved by carefully choosing the parameter 
( nW , and nL ) for the N-shaped slot. In this 

structure, the width, nW , is the critical parameter to 

control the filter bandwidth. On the other hand, the 
center frequency of the notched band is insensitive 
to the change of nW . The resonant frequency of the 

notched band is determined by nL . In this design, 
the optimized length is set to band-stop resonate at 
approximately, where and corresponds to band-
notch frequency (5.5 GHz), and also is fixed at 5. 
5 mm.     
   In this work, we start by choosing the aperture 
length SL . We have a lot of flexibility in choosing 
this parameter. The length of the aperture mostly 
affects the antenna bandwidth. As SL  decreases, 
so does the antenna BW and vice versa. Next step, 
we have to determine the aperture width SW . The 

aperture width is approximately 2S , where S  
is the slot wavelength that depends on a number of 
parameters such as the slot width as well as the 
thickness and dielectric constant of the substrate 
on which the slot is fabricated. The last and final 
step in the design is to choose the length of the 
radiating patch PW . A good starting point is to 
choose it to be equal to 4mW  , where m  is 
the guided wavelength in the microstrip line [6]. 
 

  
Fig. 1. Geometry of the proposed slot antenna, (a) 
side view, and (b) top view. 
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The optimal dimensions of the designed antenna 
are as follows: mmWsub 20 , mmLsub 20 , 

mmW 7 , mmW f 5.1 , mmL f 4 , 

mmWS 18 , mmLS 11 , mmWn 3.0 , 

mmLn 6 , mmWn 5.31  , mmLn 4.01  , 
mmWS 5.21  , mmLS 5.21  , mmWP 2 , 

mmLP 1 , mmWP 75.11  , mmLP 25.01  ,   
and mmLgnd 3 . 
 

III. RESULTS AND DISCUSSIONS 
   In this Section, the planar slot antenna with 
various design parameters were constructed, and 
the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The parameters of this 
proposed antenna are studied by changing one 
parameter at a time and fixing the others. The 
simulated results are obtained using the Ansoft 
simulation software high-frequency structure 
simulator (HFSS) [12]. 
   Figure 2 shows the structure of the various 
antennas used for simulation studies. Return loss 
characteristics for ordinary slot antenna (Fig. 2(a)), 
with a rectangular slot with a pair of L-shaped 
strips protruded inside the slot on the ground plane 
(Fig. 2(b)), and the proposed antenna structure 
(Fig. 2(c)) are compared in Fig. 3. It is found that 
by inserting the a rectangular slot with a pair of L-
shaped strips protruded inside the slot on the 
ground plane, the antenna can create the third 
resonant frequency at 10.5 GHz based on an over-
coupling condition and hence the impedance 
bandwidth is effectively improved at the upper 
frequency [4]. Also as shown in Fig. 3, in this 
structure, the N-shaped slot is used in order to 
generate the frequency band-stop performance. 
Also the input impedance of the various slot 
antenna structures that shown in Fig. 2(b) and 2(c), 
on a Smith Chart is shown in Fig. 4. 
   In order to understand the phenomenon behind 
these new additional resonances and band-notch 
performance, the simulated current distribution on 
the ground plane and the radiating patch for the 
proposed antenna at the resonances frequencies of 
4 GHz, 9 GHz, and 10.5 GHz and the notch 
frequency of 5.5 GHz are presented in Figs. 5(a), 
5(b), 5(c) and 5(d), respectively. 

 
Fig. 2. (a) The ordinary slot antenna, (b) the 
antenna with a rectangular slot with a pair of L-
shaped strips protruded inside the slot on the 
ground plane (c) the proposed slot antenna. 
 

 
Fig. 3. Simulated return loss characteristics for 
antennas shown in Fig. 2. 
 

 
Fig. 4. The simulated input impedance on a Smith 
chart of the various slot antenna structures shown 
in Fig. 2(b) and 2(c). 
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Fig. 5. Simulated surface current distributions for 
the proposed antenna on the radiating patch and 
the ground plane at resonances frequencies, (a) 4 
GHz, (b) 9 GHz, (c) 10.5 GHz, and (d) at notch 
frequency (5.5 GHz). 
 
It can be observed on Figs. 5(a), 5(b), and 5(c) that 
the current concentrated on the edges of the 
interior and exterior of the protruded L-shaped 
strips and the feed-line and radiating patch edges 

at resonances frequencies. Therefore the antenna 
impedance changes at these frequencies due to the 
resonant properties of the proposed structure. In 
addition, by inserting a rectangular slot with a pair 
of L-shaped strips protruded inside the slot on the 
ground plane the impedance bandwidth is 
effectively improved at the upper frequency [2]. It 
can be observed on Fig. 5(d) that the current 
concentrated on the edges of the interior and 
exterior of the N-shaped slot at 5.5 GHz. This 
figure shows that the electrical current for the 
notch frequency (5.5 GHz) does change direction 
along the N-shaped slot, due to the band notch 
properties of the proposed structure. 
   In this study, the N-shaped slot in the square 
radiating stub with variable dimensions is used in 
order to generate the frequency band-stop 
performance as displayed in Fig. 1. The simulated 
VSWR curves with different values of nL  are 
plotted in Fig. 6. As shown in Fig. 6, when the 
interior length increases from 4.8 to 6.6 mm, the 
center of notch frequency is decreases from 5.95 
to 4.35 GHz. From these results, we can conclude 
that the notch frequency is controllable by 
changing the interior length of N-shaped slot. 
      

 
   Fig. 6. Simulated VSWR characteristic with 
different values of 

nL . 
 
Another main effect of the N-shaped slot occurs on 
the filter bandwidth. In this structure, the width nW , 
is the critical parameter to control the filter 
bandwidth. Figure 7 illustrates the simulated 
VSWR characteristics with various width of nW  . 
As the interior gap distance of the nW  increases 
from 0.2 to 0.6 mm, the filter bandwidth is varied 
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from 0.7 to 1.5 GHz. Therefore the bandwidth of 
notch frequency is controllable by changing the 
width   of nW . 
 

 
   Fig. 7. Simulated VSWR characteristic with 
different values of nW . 
 

 
Fig. 8. Measured and simulated VSWR for the 
proposed slot antenna. 
 
   The proposed antenna with optimal design was 
built and tested. Figure 8 shows the measured and 
simulated VSWR characteristics of the proposed 
antenna. The fabricated antenna satisfies the 
VSWR<2 requirement from of 3.12 to over 14.27 
GHz with a band rejection performance in the 
frequency band of 5.03 to 5.86 GHz. As shown in 
Fig. 8, there exists a discrepancy between 
measured data and the simulated results this could 
be due to the effect of the SMA port. In order to 
confirm the accurate VSWR characteristics for 
the designed antenna, it is recommended that the 
manufacturing and measurement process need to 
be performed carefully.    

 
Fig. 9. Measured radiation patterns of the 
proposed antenna. (a) 4 GHz, (b) 7 GHz, and (c) 
10 GHz. 
 
Fig. 9 the measured radiation patterns including 
the co-polarization and cross-polarization in the H-
plane (x-z plane) and E-plane (y-z plane). The 
main purpose of the radiation patterns is to 
demonstrate that the antenna actually radiates over 
a wide frequency band. It can be seen that the 
radiation patterns in x-z plane are nearly 
omnidirectional for the three frequencies. 
   Figure 10 shows the effects of the a rectangular 
slot with a pair of L-shaped strips protruded inside 
the slot on the ground plane and the N-shaped slot 
on the radiating stub on the maximum gain in 
comparison to the ordinary slot antenna without 
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them. A two-antenna technique is used to measure 
the radiation gain in the z axis direction (x-z 
plane). As shown in Fig. 10, the ordinary antenna 
has a gain that is low at 2 GHz and increases with 
frequency. It is found that the gain of the ordinary 
slot antenna is decreased with the use of the 
rectangular slot with a pair of L-shaped strips 
protruded inside the slot on the ground plane and 
the N-shaped slot on the radiating stub. It can be 
observed in Fig. 10 that by using these structures, 
a sharp decrease of maximum gain in the notched 
frequency band at 5.5 GHz are shown. For other 
frequencies outside the notched frequencies band, 
the antenna gain with the filter is similar to those 
without it. 
 

 
 

Fig. 10. Maximum gain comparisons for the 
ordinary slot antenna (simulated), and the 
proposed antenna (measured) in the z axis 
direction (x-z plane). 
 

V. CONCLUSION 
In this letter, a novel compact printed slot antenna 
has been proposed for UWB applications. The 
fabricated antenna satisfies the VSWR<2 
requirement from of 3.12 to over 14.27 GHz with 
a band rejection performance in the frequency 
band of 5.03 to 5.86 GHz. By inserting a 
rectangular slot with a pair of L-shaped strips 
protruded inside the slot on the ground plane, 
additional resonance is excited and hence much 
wider impedance bandwidth can be produced, 
especially at the higher band. n order to generate a 
single band-notch function, for the first time, we 
use an N-shaped slot on the square radiating stub. 
The proposed antenna has a simple configuration 
and is easy to fabricate. Experimental results show 

that the proposed antenna could be a good 
candidate for UWB application. 
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