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Abstract —The spectral element method (SEM) is
implemented for the numerical simulation of high
electron mobility transistors (HEMTS) through a self-
consistent solution of the Schrédinger-Poisson equations.
The electron conduction band structure and electron
density distribution are calculated and plotted, and
results compared to those based on methods utilizing a
finite-difference approach. Simulation accuracy and
efficiency are analyzed and compared with traditional
finite difference method (FDM). DC current-voltage (I-V)
characteristics for the HEMT structure are simulated,
based on a quasi-2D current model. The SEM approach
offers advantages in speed and efficiency over FDM,
while yielding results which conform well to reported
experimental results. These advantages are particularly
important for compound heterojunction devices with
complex material profiles, for which FDM methods may
be inefficient and computationally slow.

Index Terms — Heterojunction, Schrddinger equation,
spectral element method, transistor.

I. INTRODUCTION

High Electron Mobility Transistors (HEMTSs) — also
referred to as modulation-doped FETs (MODFETS), or
heterostructure FETs (HFETS) —are field-effect transistors
which utilize a channel region formed by a heterojunction
of (typically I11-V) materials having different band gaps,
in contrast to the conventional MOSFET channel formed
as a three-dimensional region of doped semiconductor.
The characteristics of the HEMT two-dimensional
electron gas (2DEG) within the channel are typically
studied by solving the Poisson-Schrédinger equations in
a self-consistent matter, using various techniques such as
the finite difference method [1], finite element method
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[2], and multigrid method [3], among others. HEMTs
and related heterojunction solid-state devices can have
highly complex material profiles with very small
dimensions (on the scale of angstroms); accordingly,
traditional numerical methods may be numerically
inefficient and computationally slow, limiting their
usefulness in device/circuit design and analysis
applications.

The spectral element method (SEM) is a high-order
finite element method which combines the advantages of
the finite element method and the spectral method,
resulting in computational speed advantages — by two
to three orders of magnitude — when compared to
conventional finite difference methods [4]. Furthermore,
application of the spectral element method can result in
high accuracy in numerical simulations with reasonable
computational effort.

Our present research suggests that, to date, few
efforts have been made to apply the spectral element
method to the simulation of widely-used semiconductor
devices such as the HEMT device. In this work we
develop a spectral element method approach for the
simulation of the HEMT structure. Although the
implementation of the SEM is more complex than that of
the finite difference method, we demonstrate that
improvements in computational accuracy and efficiency
are highly significant. This will be illustrated through
comparison with computational results using the finite
difference method and analysis of relative L, errors,
(i.e., the root mean square of the error components). In
addition, a quasi-two-dimensional scheme is used to
study current-voltage characteristics of the HEMT
device model in the triode region, based on the electron
density distribution calculated from the Schrddinger-
Poisson equations describing the HEMT structure,

1054-4887 © ACES
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demonstrating the further advantage of the SEM approach
for device/circuit modeling and analysis.

Il. THE SCHRODINGER-POISSON
EQUATIONS

Given the idealized two-dimensional nature of
the 2DEG, a quantum mechanical approach must
be incorporated into the simulation in order to
accurately represent carrier motion. Accordingly, the
one-dimensional, single-electron, time-independent
Schrédinger equation (TISE) applies:

2
— () v V@Y = B, (1)
where 1 is the wave function, E represents energy, V is
potential energy, A is Planck’s constant over 27, and m”*
is the effective mass for the electron.

As is typical in semiconductor device modeling, we
assume that permittivity is independent of time, and that
polarization due to mechanical forces is negligible.
Accordingly, the one dimensional Poisson equation is
written as:

(06 @) 6@ = —alNF ) —n@] = )
—p(x),
where €, is the relative dielectric constant, €, is the
vacuum permittivity, ¢ is the electrostatic potential, n is
the electron density distribution, and N7 is the ionized
donor concentration. The relationship between N7 and
the donor concentration Nj, is given by:

NEG) = —— v ®)
1+2 exp[T]
where Ej, is the donor energy level, kg is Boltzmann’s
constant, and E; is the energy of the Fermi level.

The electron density n includes the subband electron

density n,p and the bulk electron density n;j, [5]:

n =n,p + Nzp, 4
and the subband electron density can be expressed as:
2
UZD(X)=er21|l|Jj(X)| nj, ®)

where m is the number of bound states, and n; represents
the electron occupation for each state, expressed as [1]:

m kT [1 + exp( Ej)]. (6)
The 3-D bulk electron densny can be expressed as [6]:

n]-—

(2m* )2 (E- V)ZdE
n3D(x) = 22 K3 f (E—V ) ’ (7)
1+8Xp[ kBTf]

where the potential energy V may be related to the
electrostatic potential ¢ through the equation:

V(x) = —q¢p(x) + AE.(x), (@)
where AE, is the conduction band offset at the
heterointerface.

I11. NORMALIZATION AND THE STURM-
LIOUVILLE DIFFERENTIAL EQUATION
The Schrédinger equation can be normalized in one

ACES JOURNAL, Vol. 31, No.10, October 2016

dimension as [7]:

[_Li (;_) + V(x)] Y@ =Ep@E),  (9)

2 dx \mi(%) d
wherei— V( )—V(X) Vh@-ad) g _E p _
212 Eq Ey’
Vs .
O mr(x) =m*(x)/m*(0), with d, a reference

thickness, e.g., the AlGaAs spacer thickness in the HEMT
structure.

The one dimensional Poisson equation can be
normalized as:

“(e®)o® = —p(x)

where €, (%) = EOE(:)()X) and p(%) = (0) p(x)

These normalized Schrédinger and Poisson equations
can be treated as special forms of the Sturm-Liouville
differential equation:

|- L (@ %) + V@] uE = Fu@ + p),  (11)
which becomes the Schrddinger equation for g(¥) = 0
~ 1 . .

and n(x) = @ and the Poisson equation for
V() =0,E=0,and n(%) = €,(%).

Finally, multiplying the above equation by a time-
independent test function v on both sides, and integrating
the equation over the spatial domain Q, a weak

formulation of the Sturm-Liouville differential equation
can be obtained:

/5 (ndx) d~dx+f Vuvdx =
J, Euvd% + [, pvdx.

(10)

(12)

IV. DISCRETIZATION AND MATRIX
FORMULATION

One characteristic of the spectral element method is
adopted from the finite element method, i.e., the domain
under study is divided into K elements. In implementing
this division, the spatial location of any semiconductor
device inhomogeneity, e.g., a material heterojunction,
must be considered in order to avoid an ambiguity which
occurs when different materials (e.g., AlGaAs and
GaAs) appear within a single element of the numerical
grid. After discretization into elements, integrations
involved in the original equations may be performed
individually on each element, specifically:

fnk(n—) —dx+f Vuvdx =

fnk Euvdx + fnk pvdx,
fork=1,..,K
A mathematical mapping is then implemented, and
a global physical coordinate x € [x, x,,, ] for each
element K is mapped into a local coordinate ¢ € A =
[—1, 1] for the Gauss-Lobatto-Legendre (GLL) integration
quadrature. The mapping function takes the form of:
x(&) =x, + AxéL1 (14)
where Ax = xj.,1 — x; IS the Iength of element Q,, and

(13)



x, and x,., represent respectively the left and right
endpoints of element Q.

As usual, this coordinate transformation requires the
inclusion of the so-called Jacobian Jx within the integrand:

o f GO = [, FOO) 7 dg =
IARIGTES

where the integrand function f(x) is an arbitrary

function and the superscript (k) denotes the restriction

[ o)
of f(x) to element k. J, = d’;g =&
for the k™ element. To perform the mtegratlon over A,
GLL quadrature is applied, reducing the integral to a

finite weighted sum:

J, £ d§ = T owif (G0, (16)

where w; represents the weights of the GLL quadrature.

Following domain decomposition, a GLL interpolation

scheme is applied to the function u in the one-dimensional

Sturm-Liouville differential equation above, applied to
each element. A test function v is also defined:

u® @) = T, u® (%,)b (%), (17)

v @ = b @), (18)

where b; (X) represents the Nt-order GLL interpolation

polynomial:
-1 (1-%2)Ly(®)

bj(x) = NN+DLy(Z) %% (19)
in which L, represents the Legendre polynomial of the
Nth order, and L), its derivative.

Finally, the Sturm-Liouville differential equation
can be transformed to:

N {u(k)(fj) PRSI o[ T
wn(g) - = +VGmﬂkmM”@)
wn(&) ']k]} = ijo{u(")(f-) .

Mo Zo[E- b @D @) - wn (&) -
hn+zo&owwgowﬂb@)m]

which can be written succinctly in matrix notation as:

AU = ABU + f(®). (21)
As mentioned earlier, the Sturm-Liouville equation
reduces to the Schrédinger equation for g = 0, which
can be written in the matrix form:

AY = ABY, (22)
where A is the stiffness matrix, B is the diagonal matrix
by virtue of the quadrature, and ¥ is the wavefunction to
be determined.

Since the matrix B is a diagonal matrix, equation
(22) can be written as a regular eigenvalue problem,
which can be solved more efficiently:

AP =29, (23)
where 4 = B"Y2AB~/2 ‘and ¥ = B'/?Y,
Similarly, the Sturm-Liouville equation reduces to

(15)

is the Jacobian

ab® ) db(k) @

(20)
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the Poisson equation for ¥ = 0 and £ = 0, which can
also be expressed in matrix form:

Ad = f(D). (24)
This equation can be solved using Newton-Raphson
iteration in the usual manner:

LR s
AN ) n) _
a¢j ] (Ad)

F(@™)),

where the index n denotes the nth iteration.

o+ — (M) _ |4
(25)

V. BOUNDARY CONDITIONS

At this point, we consider a typical AlGaAs/GaAs
HEMT structure, with the conduction band profile
schematically shown in Fig. 1. When solving the Poisson
equation for HEMTs, we may choose Ef =0 ; the
electrostatic potential at the gate (x = 0) is determined
by the Schottky barrier height and the applied gate
voltage: ¢(xp) = Pps — Vyare - At the gate (x =0),
¢(xy) = ¢y, the value of the electrostatic potential
applied to the HEMT gate, a function of the choice of
Fermi level Ef.

Intrinsic to the derivation of the weak formulation,
Neumann-type boundary conditions are naturally
included for the Schrédinger equation in the spectral
element method; this is a significant advantage of the
SEM approach for solving the Schrodinger equation, as
compared with the FDM approach. In contrast, with
FDM, the process of handling Neumann-type boundary
conditions for the Schrédinger equation is awkward and
requires significant numerical effort.

Ti

d’ms

_VG

x=0

Metal n+AlGaAs AlGaAs GaAs

Fig. 1. Conduction band profile for a typical HEMT
device.

V1. ELECTRON CONDUCTION BAND AND
ELECTRON DENSITY DISTRIBUTION
The physical parameters of a typical AlIGaAs/GaAs

HEMT device used for numerical testing are summarized

in Table 1 below. The device consists of a doped
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Aly 3Gag ;As layer, 20 nm in depth, with a doping density
of 3 x 108 /cm3, above an undoped Al ;Ga, ,As barrier
(spacer) layer, 5 nm in depth, positioned above a deep
(175 nm) GaAs buffer layer.

Figure 2 illustrates computational results for the
electron conduction band energy and electron density
distribution with no external bias, with results shown
using both FDM- and SEM-based simulations.

Table 1: HEMT physical parameters used for simulation

Material X Thizlg\;less [()/‘;';’T‘]Q)g Isiglggt\;?c I\I/Ell?sc(tri:lle)
Constant 0
n+ AlxGaix As|0.3] 200 3E+18 12.2 0.092
AlxGai-x As |0.3 50 0 131 0.092
GaAs 0| 1750 0 131 0.067

x represents the Al mole fraction for the Al,Ga;.x As material; m, is
the effective mass for electrons.

The expected quantum well at the heterojunction
(x=250 Angstroms) is clearly evident, as is the
accumulation of electron charge carriers (the 2DEG) in
the region of the quantum well. The electron distribution
“spills out” slightly into the material above the
heterojunction (x < 250 Angstroms), illustrating the need
for an undoped spacer layer to avoid Coulombic
interactions between electrons and ionized dopant atoms.
It can be seen that FDM and SEM simulations provide
consistent results with regard to electron conduction
band energy and electron density distribution, supporting
the validity of the SEM implementation for numerical
solution of the Schrédinger-Poisson equation.

1 T T T T T T T T 3 2
SEM
FDM

115

conduction band (eV)
=
electron density n (1/cm3)

0.5

r W'O
800 1000 1200 1400 1600 1800 2000
X position (Angstrom)

r r
0 200 400 600

Fig. 2. Conduction band energy value and electron
density distribution for the HEMT device of Table 1,
calculated from SEM and FDM simulations.

VII. SIMULATION EFFICIENCY AND
ACCURACY ANALYSIS
Visual comparisons of graphically plotted solutions

ACES JOURNAL, Vol. 31, No.10, October 2016

(e.g., in Fig. 2) are qualitatively helpful, but lack
guantitative rigor. One formal quantitative metric would
be the rate of numerical convergence as a function of an
increasing number of unknowns. The comparison of
simulation time is also useful. Figure 3 shows a
comparison of error as a function of simulation CPU time
for FDM and SEM. It can be seen that, to reach similar
accuracy, SEM is nearly 40 times faster than FDM for
this one dimensional simulation.

2
10 & . . . .
NS —&— SEM
&— FDM
10" Y 1
X
10°
5
5 10°
o~
N
10710
1021
10 r c c : c
0 5 10 15 20 25 30

CPU time (s)

Fig. 3. Error as a function of CPU time for FDM and
SEM.

Given that computational (CPU) time is directly
related to the number of nodes defined for the computer
simulation, we can also study L, errors as a function of
grid size (i.e., number of nodes) in lieu of CPU time.
Furthermore, instead of directly using grid size in a
direction along an axis perpendicular to the device
surface, the parameter number of points per wavelength
(PPW) is used for normalization.

Figure 4 shows relative L, error for a simulated
static potential computed using the FDM approach, as a
function of PPW. It is apparent that L, error drops below
approximately 0.5% if a minimum of 100 points-per-
wavelength are chosen for the FDM simulation. In
contrast, the SEM-based approach (with GLL order of 2)
requires only 3 points-per-wavelength to achieve this
level of accuracy, as shown in Fig. 5, demonstrating a
significant improvement in efficiency and accuracy over
the FDM approach. It is also apparent that L, error
decreases approximately linearly with increases in PPW,
as evident in the log-log graphs for both FDM- and SEM-
based computational approaches.

Finally, Fig. 5 illustrates that the rate of decrease in
L, error as a function of increasing PPW is greater for
higher-order GLLs. To achieve errors in the range 0.1%
to 1%, a GLL order of N = 4 and PPW value of 4 points
per wavelength would suffice for spectral element
simulations of HEMT device structures.



10 ¢

10 -

L2 error

10

;
10 10° 10
PPW

Fig. 4. Relative L, error in computed electrostatic
potential as a function of points-per-wavelength, for
FDM-based simulations.

1
10

-2 ~

10 | S E

7] N=
—— N=2

—&— N=4

fay

0 1 2
10 10 10

Fig. 5. L, error in computed electrostatic potential as a
function of PPW, for SEM-based simulations having
various GLL orders N (N =1, 2 and 4).

VIIl. HEMT CURRENT-VOLTAGE
CHARACTERISTICS

The direct-current (DC) current-voltage (I-V)
characteristics for a HEMT device can be calculated
based on a quasi-two-dimensional (quasi-2D) drift-
diffusion current model, using computational results of
the electron density distribution [8, 9]. Figure 6 shows a
schematic illustration of the quasi-2D current model
which applies to the HEMT device structure under
consideration.

The 2DEG sheet charge density is a function of
voltage along the channel:

ns(V) = [n(V,z)dz, (26)
and the drain current is:
Ip = —qWv(x)n;. (27)

The computation of drain current requires knowledge
of the relationship between drift velocity and electric
field (the v-E relationship); for increased accuracy,

LI, LIU, KLEMER: NUMERICAL SIMULATION OF HIGH ELECTRON MOBILITY TRANSISTORS

experimental measurements of the nonlinear v - E
relationship (from [10]) are used for current calculations.
Device parameters for the simulated AlGaAs/GaAs
HEMT are taken from [11], specifically: gate width
W = 60um, gate length L = 0.5um, gate metallization
Ti/Pt/Au, Schottky barrier height ¢ = 0.58V, Si-doped
n- Aly,sGagy,,As layer thickness d,+ = 30nm with
doping concentration N, = 1.5 x 10*8/cm3, undoped
Aly,5Gag 7,As spacer layer thickness of 6d = 4 nm
and mole fraction x = 0.28. Source and drain resistances
are assumed to be R, = R; = 0.05 Qcm [12, 13]. These
values are highly process-dependent, thus typical values
are chosen empirically here.

Based on this quasi-2D current model and knowledge
of the electron density distribution (calculated from the
Schrédinger-Poisson equations using the spectral element
method), the current-voltage characteristics for the HEMT
triode region can be determined (Fig. 7). Simulated
points are shown by discrete markers in Fig. 7; the solid
lines which interconnect simulation points of like gate
voltage are provided for convenience in visualizing
trends only. These results conform well to experimental
data obtained for the triode region in Thomasian et al.
[11].

15

124 ’ -

Ids (mA)

0 0.2 0.4 0.6 058
Vds (V)

Fig. 7. I-V characteristics of an AlGaAs/GaAs HEMT.

IX. CONCLUSIONS
Itis clear that implementation of the spectral element
method in numerical simulations of the conduction band
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structure and 2DEG electron distribution in HEMT
devices offers significant advantages in numerical
efficiency and relative accuracy when compared to less-
complex methods, such as the finite difference method.
Furthermore, results from SEM-based simulation can
facilitate the determination of device terminal 1-V
characteristics in a much more computationally-efficient
manner, as compared to traditional methods. Estimation
of AC small-signal parameters from large-signal data
now becomes numerically feasible given the greater
computational speed associated with an SEM-based
method. This can facilitate both small-signal analysis
and design and nonlinear large-signal analysis. Given the
increasing interest in applying heterostructure-based
compound semiconductor devices to new application
areas (e.g., optical, chemical, and biological sensors), the
SEM-based approach demonstrated herein can permit
efficient numerical design of complex device structures
having novel material profiles.
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Abstract — Discrete body of revolution (DBoR) enhanced
method of moments (MoM) is a specialized technique
to analyze electromagnetic scattering from the object
with discrete cylindrical periodicity. By exploiting the
block circulant property of the impedance matrix of
MoM, both filling time and storage requirement for the
matrix are reduced. The matrix-vector product can be
further accelerated by using the fast Fourier transform
(FFT) technique. However, the matrix filling time and
memory requirement of DBoOR-FFT are the same as
those of DBoR-MoM, which are still expensive when
the number of unknowns in each sector becomes larger.
Meanwhile, the DBoR-FFT scheme works inefficiently
for the small number of periodic sectors. In this paper,
the adaptive cross approximation (ACA) technique
is employed to enhance the DBoR-MoM. Numerical
examples are given to demonstrate the efficiency of the
proposed method.

Index Terms — Adaptive cross approximation, discrete
body of revolution, electromagnetic scattering, method
of moments.

I. INTRODUCTION
Method of moments (MoM) is a popular tool to
analyze the electromagnetic scattering from the
conducting objects [1-3]. For objects with general shape,
MoM costs O(N?®) CPU time and O(N?) memory,

where N is the number of unknowns, which prohibits its
application to electrically large objects.

There are mainly two types of techniques to
conquer this difficulty. On one hand, a series of fast
algorithms have been proposed for general geometry
[2-4]. Among them, adaptive cross approximation
(ACA) algorithm [4] is one of the popular techniques. It
makes use of the fact that the approximate rank of
submatrix is deficient when the source group and the
observation group are sufficiently separated. Hence the
submatrix can be computed efficiently by invoking
low-rank decomposition technique. On the other hand,
specialized codes are developed to save the time and
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memory cost of the ordinary MoM for the structures
bearing the symmetry, uniformity or periodicity. Bodies
of revolution [5-7], bodies of translation [8], and
periodic frequency selective surface [9] are several
well-known structures. Recently, discrete body of
revolution (DBoR) based integral equation approach
[10-14] is proposed to analyze the structures with
discrete cylindrical periodicity.

Many structures encountered in practical application
possess discrete cylindrical periodicity, such as windmill,
turbine and jet-engine. In the original DBoR schemes
[10-11], a matrix equation with multiple right-hand
sides has to be solved since the decomposition of
incident field are required. A direct solution scheme of
DBOoR is discussed in [13-14], and it usually requires a
parallel out-of-core solver for the electrically large
geometries whereas the in-core solution is preferred in
most situations. An efficiently iterative DBoR solver,
which is free of decomposition of incident field, is
proposed in [12]. It exploits the block circulant property
of the whole impedance matrix, thus the storage
requirement and filling time of the matrix are of order
N2/M , where M denotes the number of discrete sectors.
The time complexity of one matrix-vector product
scales O(N?) if FFT technique is not adopted, and

scales O[(N’logM)/M] if fast Fourier transform

(FFT) technique is adopted.

However, the efficiency of DBoR-FFT is still
required to be improved since FFT works inefficiently
when the number of discrete sectors M is small and the
storage requirement and filling time are of O(N2/M),

which is still large. In this paper, a DBoR-ACA scheme
is developed which exploits ACA to accelerate the
solution of DBoR. Numerical experiments demonstrate
that DBoR-ACA is an efficient solution scheme.

The remainder of this paper is organized as follows.
In Section 11, the theory and the formulations are given.
Three numerical experiments are presented in Section
Il to show the efficiency of the proposed method.
Section 1V concludes this paper.
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Il. THEORY AND FORMULATIONS

A. DBoR-MoM and DBoR-FFT

As shown in Fig. 1, consider a DBoR geometry
comprised of M discrete cylindrically periodic sectors,
each sector occupying an angular width of Ap=27z/M .
In the analysis, the mesh is generated for sector S, and
then rotated to obtain the meshes for other sectors §S,,
i =2,3, ..., M. The meshes must remain conformal on
truncated boundary between two neighbor sectors for
current continuity and satisfy cylindrically periodical
condition to take advantage of DBOR, as discussed in
[11]. The surface current density J(r) is expanded by

the RWG basis functions [1] divided into sectors:
I =531, (1)

m=1q=1
where Q denotes the number of unknowns in each
sector, and N =M xQ is the number of total unknowns.
I and f2 represent the corresponding expansion

coefficient and the RWG function for gth basis function
in mth sector. r S, is position vector. The impedance
matrix z of combined field integral equation (CFIE) is
correspondingly partitioned into blocks. As shown in
Eqg. (2), each block is denoted as Z,, which represents
the interactions between sector S, and sector S_, each
with the size of QxQ:

Zu Z1z Z13 e ZlM |1 V1
221 Zzz Zzz o ZZM Iz Vz
231 Z32 233 e ZaM Ia = Va (2)
ZMl ZMZ ZMS ZMM IM VM

Fig.1. A geometry with M cylindrical periodic sectors.

Similar to the procedure for electric field integral
equation in [12], Z  for CFIE can be represented as
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Z. . since it depends only on the value of m-n. Also,
due to the rotational symmetry, it exists 2 =2, .-
As aresult, only Z,, i=0, 1,..., M-1, are required to be
computed and stored. One can also use Q2 times FFT

of M-points to compute the matrix-vector product [12]
since the impedance matrix is in the block circulant
form. In this letter, the scheme without FFT is referred
to as DBoR-MoM whereas the scheme with FFT is
referred to as DBOR-FFT.

B. DBoR-ACA

DBoR-FFT does not work well when the number
of discrete sectors M is small. A scheme of DBoR-ACA
is developed by employing the ACA algorithm to
compress each block of Z, . A multilevel spatial
partitioning is used to group the RWG functions in each
sector. The groups are recorded using octree data at all
levels. The touching groups at the finest level are near
groups and the others are well-separated groups. The
interactions of near groups are computed via DBoOR-
MoM directly, while the interactions of others are
accelerated by the ACA algorithm. Consider two well-
separated groups, one group containing s testing
functions residing in sector S,, and the other group
containing t basis functions residing in sector S_. The
interactions between them lead to a submatrix Z*¢,
which is one of the submatrices of block Z,,, .. Here,
the superscript sxt denotes the size of the submatrix.
Suppose that z=¢ is rank-deficient with an effectively
approximate rank r. The rank r is usually far smaller
than s and t when both s and t are large. By utilizing the

ACA algorithm, the matrix Z*¢ can be approximated as:

75t 75 =Y\ 1 3)
where Usr and Vv~ are two decomposition matrices.
The rank r is determined adaptively by ACA algorithm
to satisfy the following condition:

|zt —U=v | <]z Q)
where 7 denotes the truncated tolerance of the ACA
algorithm and is set as 10 in this paper. The details of
the ACA algorithm to fulfill (3) are referred to [4].
DBoR-ACA fills only a fraction of entries for each
block Z.. As shown by numerical observation in [4],
both the memory and CPU time requirements of the
ACA algorithm scale as N’logN for electrically
moderate size problems, while those of MoM scale N2.
Thus DBOR-ACA can reduce both the memory
requirement and simulation time for DBoR-MoM.
Table 1 lists a comparison of predictions of the
computational complexity for the scheme of DBoOR-
MoM, DBoR-FFT, and DBoR-ACA, where MVP time
denotes the time required to compute matrix-vector
product once.
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Table 1: Predictions of computational complexity

DBoR
MoM FFT ACA
Mm?ﬁg”mg N2/M | N2/M [N logN/M
Storage of ) 2 %
matrix N“/M N°/M N3 logN/M
MVPtime | N? |N?logN/M| N’logN

I1l. NUMERICAL RESULTS

To demonstrate the efficiency of the DBoR-ACA
scheme in comparison with DBoR-MoM and DBoR-
FFT, codes are developed for all schemes and numerical
examples are presented for typical geometries. In the
simulations, the frequency f is 300 MHz unless
otherwise specified. The electric field of incident wave
is E'=Xexp(j2zz/A), where A is the wavelength. The
discrete rotational axis of DBoOR is z axis. CFIE is
employed with combination coefficient of 0.5. The
resulting matrix equations are iteratively solved by
restarted GMRES [16] where the restarted number is set
to be 30. The stop criterion for iteration is relative
residual norm less than 10*. The bistatic radar cross
section (RCS) results are observed at the plane with
fixed azimuthal angle ¢*=0° and varied polar angles

& . All the simulations are carried out in single
precision arithmetic on a computer equipped with a
2.83 GHz Intel® Core2 Quad processor, with one core
being used.

A. Efficiency test for a conducting ring

The first example is selected to test the
performance of different schemes varying with number
of sectors. The configuration is a conducting ring with
inner radius a=2 m, outer radius b=3 m, and height
h=0.1 m, as shown in Fig. 2 (a). To take advantage of
DBoR, the mesh has to be changed each time when the
number of sectors is increased. Here, the total number
of unknowns is kept at a fixed level approximately.
Table 2 lists the number of unknowns corresponding to
each number of sectors.

Table 2: The number of unknowns and number of
sectors for the first example

ACES JOURNAL, Vol. 31, No.10, October 2016

controlled by both the octree structure and the sectors.
Increasing number of divided sectors brings two
burdens which lessening the compressed efficiency of
DBoR-ACA against the case when ACA algorithm is
utilized for objects of general shape. The first one is
that it produces more groups belonging simultaneously
to more than one sector, which resulting in more groups
with small number of unknowns. The second burden is
that the size of the largest group of DBoR-ACA is
reduced since the size of each sector is reduced. But
even for as many as 128 sectors, the performance of
DBoR-ACA has not been reduced by much.

Figure 2 (b) shows the CPU time cost of one MVP.
It can be found that the computational time for DBoR-
MoM and DBoR-ACA changes slightly as number of
sectors increases, whereas the computational time of
DBoR-FFT reduces dramatically. The complexity of
DBoR-FFT is consistent with O(N?logN /M) for

large value of number of sectors M, however the
computational time is even greater than that of DBoR-
MoM for M <32. It is because the implementation of
FFT with small number of points is not that efficient. In
addition, it destroys the CPU cache friendly feature of
the submatrices of original DBoR-MoM. It can be
observed that a slightly decrease of the CPU time for
DBoR-MoM for large number of sectors. This owes to
a slightly decreasing of the total number of unknowns
as given in Table 2. The slightly increase of the CPU
time for DBoR-ACA with large number of sectors
is ascribed to the same burdens for the memory
requirement. It should be noted that the DBoR-ACA
scheme takes more CPU time to perform one MVP than
the DBOR-FFT scheme does for large M. For DBoR
configuration of practical engineering M is usually not
very big, hence, DBoR-ACA is still a faster solver by
considering the filling time of the impedance matrix
together. Table 3 shows the case for 128 sectors. Here
the total time denotes the whole analysis time including
the time for pre-processing, matrix filling and solving,
and RCS calculating. It can be observed that FFT takes
effect in accelerating the DBoR-MoM. However, the
total simulation time of DBoR-ACA is still less than
that of DBoR-FFT due to saving of matrix filling time.

M

8

16

32

64

80

100

128

N

47304

46560

46752

46848

44880

45600

45312

Figure 2 (a) plots the memory requirement for
DBoR-MoM and DBoR-ACA. The memory requirement
of DBoOR-FFT is same as that of DBoR-MoM. It can be
observed that the memory requirement of DBoR-MoM
is scaled as 1/M , while the DBoR-ACA grows a few
larger than O(1/M) as M increases. The reason is that

the dividing strategy of the DBoR-ACA group is

10000
A  DBOR-MoM
— - — - -N"2/M
@ I ] O  DBORACA
S 1000 R NA(4/3)logN/M
; N
S - A - A -
S ! N R 3
%—' 100 F o™~ _
5¢
B....3. o i
10
8 58 108
Number of sectors
(@)



100
> q A DBOR-MoM — == = =N"2
‘&’ o DBOR-ACA  ~------- N~ (4/3)logN
i) ——O0—— DBOR-FFT — = = — = N"2logM/M
2
S 10 }
£
>
o 4 N
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E 1k T ] ¥
= p o T = L
[a W
>
=
0.1

8 28 48 68 88 108 128
Number of sectors

Fig. 2 Comparisons of the complexity for DBoR-MoM,
DBoR-FFT, and DBoR-ACA schemes by increasing the
number of divided sectors while keep approximately the
total number of unknowns of 46000. (a) Memory, and
(b) CPU time for one matrix-vector multiplication.

Table 3: Comparisons of the CPU time and memory
requirement for the conducting ring with 128 cylindrical
sectors and each with 354 unknowns

FAN, HE, CHEN: AN EFFICIENT ACA SOLUTION FOR ELECTROMAGNETIC SCATTERING

DBoR
MoM FFT ACA
Memory (MB) 125 125 26
Matrix filling time (s) 72 73 13
Number of iteration 39 39 39
Iteration time () 105 19 42
Total time (s) 180 95 58

B. Computation complexity test for a conducting ring

The second example is a conducting ring with
inner radius a = 2 m, outer radius b = 4 m, and height
h = 0.1 m. This example is to show the complexity of
various DBoR schemes for electrically increasing large
problems. The ring is discretized with a mesh size of
h = 0.05 m and the frequency f is increased from

214.3 MHz to 333.3 MHz. This leads to an increase of
the total number of unknowns from 54528 to 129600 as
the relation N oc f2. The ring is modeling with 64

sectors. The size of group box at finest level is 0.2 in
DBoR-ACA scheme. The complexity of memory
requirements and CPU time of one MVP for DBoR-
MoM and DBoR-ACA are illustrated in Fig. 3 (a) and
Fig. 3 (b), respectively. The memory requirement of
DBoOR-FFT is same as that of DBoR-MoM. It can be
observed the practical implementation is consistent with
the prediction of the complexity as listed in Table 1.
Also both the memory requirement and CPU time cost
of DBOR-ACA are less than those of DBoR-FFT when
the number of unknowns becomes large in each sector.

10000
I iy §
S2000 F 4
= &
= 100 } .g-----B° Rty "
S a-
§
= 10fF A DBoR-MoM - — - NR2/M
O DBoR-ACA  =------- N~(4/3)logN/M
1
50 70 90 110 130
Number of unknowns(x1000)
(a)
20
A DBoR-MoM
. — - — - -N™2 /ZA
) O  DBOR-FFT R
g — - - — - N"2logM/M P
S O  DBoR-ACA K
@ 10 F ------- NA@4/3)logN/M -~
o
= . . d
ﬁ o e -4
£ - R - A
[ é:_,,_,_,{:—u‘--"‘g'
0 .
50 70 90 110 130
Number of unknowns(x1000)
(b)

Fig. 3. Comparisons of the complexity between DBoR-
MoM, DBoR-FFT, and DBoR-ACA algorithms for a
conducting ring varying with number of unknowns. (a)
Memory, and (b) CPU time for one matrix-vector
product.

C. Bistatic RCS for a conducting jet-engine inlet

The last example is a conducting jet-engine inlet as
shown in Fig. 4 (a). The configuration has 16 sectors
and each sector has 4932 unknowns. The size of group
box at finest level of DBoR-ACA algorithm is 0.4 m.
This example is to show the efficiency for the small
number of sectors of various DBoR schemes. The
geometry and dimension of one sector of jet-engine is
shown in Fig. 4 (b) and of shell is shown in Fig. 4 (c).
For the cylindrical shell, the radius is 2.1 m and the
height is 4.0 m for the inner side and the thickness is
0.1 m. The jet-engine is placed at a distance of 0.1 m
above the bottom of the shell. The bistatic RCS results
are illustrated in Fig. 5 for the various DBoR schemes
and fast multipole solver in FEKO®. It can be observed
that they are in agreement with each other. Table 4
shows the CPU time and memory requirement for this
example. It can be found that DBoOR-FFT fails to
accelerate DBoR-MoM while DBoR-ACA successes to
spend less memory and less CPU time.
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4degree«

Fig. 4. The geometry and mesh of: (a) jet-engine inlet,
(b) single sector of jet-engine, and (c) single sector of
the shell.

— - - — - DBOR-MoM DBOR_ACA
—-—--DBORFFT ———-FEKO

0 30 60 90 120 150 180
6° (Degree)

Fig. 5. The bistatic radar cross section of conducting
jet-engine inlet.
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Table 4: Comparison of the CPU time and memory
requirement for the jet-engine inlet with 16 sectors and
each sector with 4932 unknowns

DBoR
MoM FFT ACA
Memory (MB) 3008 3008 396
Matrix filling time (s) | 1530 1532 244

Number of iteration 344 344 348
Iteration time (s) 4953 9013 1072
Total time (5) 6490 10552 1321

V. CONCLUSION

The DBoR-MoM has been extended to CFIE for
the analysis of electromagnetic scattering from discrete
body of revolution in free space. The ACA technique
was exploited to accelerate both matrix-filling operation
and matrix-vector product of the DBoR-MoM.
Numerical examples validate the efficiency and
accuracy of the proposed method in comparison with
DBoR-MoM and DBoR-FFT. The numerical results
suggest that DBoR-FFT fails to accelerate DBoR-MoM
for the DBoR with small number of sectors whereas
the proposed DBoR-ACA method is appropriate for
accelerating the solution of all types of cylindrically
periodic geometries. At the end, it is worthwhile to note
that a faster scheme can be obtained if sparsified ACA
[17] is applied into the DBOR.
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Abstract — Scattering of electromagnetic plane wave
from a perfect electromagnetic conducting (PEMC)
cylinder coated with a topological insulating (TI)
material has been presented. The core (PEMC) and
cladding material (TI) produce co- and cross-polarized
components of electromagnetic field in response to the
incident plane wave for a given polarization (TE or TM).
When the value of 4 is made zero, Tl material becomes
ordinary dielectric and the results of PEMC coated with
TI with = 0 (dielectric material) have been compared
with the previously published literature and are found in
good agreement. When the coating is removed, same
results as that of isolated PEMC circular cylinder have
also been reproduced.

Index Terms— Cladding, insulating, isolated, polarization,
topological.

L. INTRODUCTION

Topological insulator’s states in 2D and 3D
materials were observed theoretically in 2005 and 2007
while their experimental discovery won the 2010 Nobel
Prize. Topological insulator material is currently the
hottest topic in condensed matter and quantum physics,
and is hard to understand. Topological insulator is a type
of material that conducts electricity on its surface due to
special surface electronic states. The surface states of Tl
are topologically protected, i.e., they cannot be destroyed
by impurities. TIs are made possible due to the
combination of time-reversal symmetry and interaction
of spin-orbit coupling, which occurs in heavy elements
like mercury and bismuth.

Tls are defined by the constitutive relations:

D = ¢,€,E — eoa%(coB), 1)
H=-2 ° 1 p 2
€o HoHr oMy 2)

where ¢, ur are relative permeability and permittivity
and e, wo are the permeability and permittivity of free
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space respectively. co is the speed of light in vacuum,
a = e?l4reohcy is the fine structure constant, 7 is Plank
constant, e is the electric charge and 6 is axion parameter
which is uniquely determined by band structure. Only
two values of @ are possible: 8 = 0 (i.e., conventional
dielectric) and 6 = =« (i.e., topological insulator), which
gives time reversal symmetry. When time reversal
symmetry is broken, the 8 is quantized in odd integer
values of z [1].

Due to these attractive properties many scientists
started studying TI. Surface plasmons localized on the
topologically nontrivial interface have been studied
by Karch [1]. Qi and Zhang studied the theory of
topological superconductors in close analogy to the
theory of topological insulators [2]. Scattering results
from topological insulator cylinders are very few [3-6].
Scattering by TI circular cylinder is discussed in [3].
Scattering from buried TI circular cylinder in a slightly
rough surface has been investigated in [4] and buried in
a semi infinite medium has been discussed in [5]. In
[6], it has been shown that what will happen when a
Tl cicular cylinder is placed in chiral medium?
Electromagnetic scattering from coated cylinder is a
more challenging task and is therefore addressed in the
present paper.

PEMC is a new class of materials introduced by
Lindell and Sihvola [7]. It is the generalization of perfect
electric conductor (PEC) and perfect magnetic conductor
(PMC) material. It is defined by the boundary conditions:

nx (H +ME) =0, )

n.(D — MB) =0, (4)
where M denotes the admittance of the PEMC boundary.
M = 0 for PMC and M—z+o0 for PEC. The circular
cylinders are the most basic canonical shape for the
study of electromagnetic waves scattering. Cylindrical
geometry has a long history in EM problems [8-9, 12-18,
22-26]. Scientists had studied the problems of circular
cylinder using composition of different materials, e.g.,
dielectric, negative refractive index materials (NRM),
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PEMC, chiral, and nihility [10-14, 16, 17, 19-24].

In this paper, an infinite PEMC circular cylinder
coated with T1 material is considered. The purpose of the
study is to explore important scattering characteristics
and to provide physical insight of this geometry. Using
the large argument approximation of Hankel function,
the bi-static echo widths in the far zone are calculated.
For the wverification of analytical formulation and
numerical code, numerical results are compared with the
published work. We have used e ™ time dependence
which is suppressed throughout the analysis.

In the next few sections, analytical formulation,
numerical results and discussion, and conclusions are
described.

II. ANALYTICAL FORMULATION

Geometry of problem is shown in Fig. 1. Inner
cylinder is PEMC while the outer cylinder shows the
coating layer of Tl material. PEMC circular cylinder
coated with Tl material is of uniform thickness. The
cylinder is supposed to be of infinite length along z-axis.
Radius of PEMC cylinder is ‘a’ while radius of PEMC
cylinder coated with Tl is ‘b’. The region outside the
coating p> b is free space and is mentioned as region 0
with wave number k, = w./y€y. The region between
a < p < b is termed as region 1 with wave number as

k1 = WyVHU €q.

0, uoiday

N

Fig. 1. PEMC Cylinder coated with topological insulator.

The polarization of the incident electric field is
taken parallel to the axis of the cylinder. The incident
electric field is given by:

E(L;z = etkopcosy (5)

The incident electric field can be written in terms of
cylindrical wave function as:

Ep, = Yoo " (kop)e™ @, (6)

Using Maxwell’s equations, the corresponding
magnetic field in ¢ direction can be written as:

Hip = =1 Siemc i (kop)e™ . ")
The scattered co-polarized electric field in region 0

can be written as:
ES, = T_oita™ HyP (kop)e™®. (8)
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And the corresponding ¢ component of scattered co-
polarized magnetic field can be written as:
Hsp = =255 o i"a"H (kop)e™ @ (9)
0
As the core material of the cylinder is of PEMC, so
in addition to co-polarized component cross-polarized
component will also appear. The scattered cross-polarized
magnetic field in region 0 can be written as:
He, = =25 o b HD (kop)e™ @, (10)
0
And the corresponding ¢ component of scattered
cross-polarized electric field can be expressed as:
ESp = —Eo Zn o i"a"Hy" (kop)e™ @), (11)
Region 1 has two interfaces at p = a and p = b;
therefore, co- and cross-polarized electric and magnetic

fields in region 1 can be expressed in terms of oppositely
traveling cylindrical waves as:

By =By ) P (kip) +
n=-—oo
d"HLY (kyp)]e/ @,
E, ©
ing e

dH (fap)]e @),

iE,
—=— % "[e"HP (kip) +

m &
n=—oo

frHY (kap)]e™,

Hy, = —E, Z in[enHr(lZ) (kip) +

n=-—oo

(12)

Hyp = in[CnHrSZ), (k1p) +

@
(13)
Ey, =

(14)

FrH (kyp)) e @), (15)
In above expressions J,, () is the Bessel functions of first
kind, while HV () and H?(.) are the Hankel functions
of first and second kinds respectively. Also an, by, Cn, dn,
enand f, are the unknown scattering coefficients. These
unknown coefficients can be found by using boundary
conditions at the interfaces p =aand p = b.
At p = a, boundary conditions are:
H,+ME,=0 p=a 0<¢<2m,
Hiy+ME;, =0 p=a 0=<¢<2m
At p = b, boundary conditions are:
Hip + Hip = Hipy —aEi, p=b, 0<¢<2m,

(16)
(17

(18)
HS, = HS, —aC;LHElZ p=b, 0<¢<2m (19
H{,=H,, p=bh, 0<¢<2m, (20)
E§,=Hy, p=b 0<¢<2m, (21)

where
EOZ = E(L;z + Egz: (22)
Hop = Hi, + H5,p. (23)

By the application of above boundary conditions at
interface p = a and p = b, a linear matrix is obtained in
terms of the unknown scattering coefficients. Solution of



this matrix gives unknown scattering coefficients. The
values of a, and b, give us co- and cross-polarized
components of scattered field due to PEMC cylinder
coated with TI.

III. BACK SCATTERING CROSS-SECTIONS
(o)

The ratio of the total power scattered by the scatter
to the incident power per unit area on the scatterer is
called back scattering cross-section and is given as:

WS | ES |2
g = ZﬂpW = Zﬂpm

For parallel polarization, the normalized bi-static
echo width (RCS) of the co-polarized and cross-polarized
field components is given by:

O'co/ =E| Zn:w . ein((p) |2’
AO Vs n=—oo n

O'cross/ =i| Zn:w b ein((p) |2
Ao T ne—oo ’

where a,is the scattering coefficient of co-polarized field
and by is the scattering coefficient of cross-polarized
field. For perpendicular polarization, the duality principle
for the above formulation may be used.

IV. NUMERICAL RESULTS AND
DISCUSSION

In this section numerical results are described. The
numerical results are based on the above analytical
formulations for PEMC coated with Tl material. For
Figs. 2-8, koa = 1.05, kob = 2.1, & = 1.6*10°2°C, speed of
light is co = 3*108m/s and permeability u = 1.

In Fig. 2 echo width of PEMC circular cylinder
coated with TI material has been plotted with
observation angle from 0 to 2z radians. In this figure,
Mn1=10, € =9.8 and ¢ = 0, which is a case for PMC
circular cylinder coated with dielectric material. This
result when compared with [24], excellent agreement is

found.
2.\ / |

% 2 PMC
5 - M0
b -4 =0

-6}

-8t

0 50

100 150¢200 250 300 350

Fig. 2. Echo width from PMC coated with dielectric
material with ¢ = 9.8.
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Fig. 3. Echo width from PEC coated with dielectric
material € = 9.8.

o/Ag (db)

0 50 100 150 s 200 250 300 350
Fig. 4. Echo width of co- and cross-polarized from PEMC
coated with dielectric material ¢ = 9.8.

In Figs. 3 and 4, the numerical result is repeated for
Mmp—o, ¢ = 9.8 and § =0 and M1 = 1, € = 9.8 and
6 = 0. Comparison is made for PEC circular cylinder
coated with dielectric material. Again, the obtained nice
comparison and validated our formulation. With this
confidence, the numerical code has been run for different
values of Mn: and 0, while ¢ = 100 which is the
characteristic value of Tl material (i.e., e= 50 to 100) and
Figs. 5-8 are obtained.

In Figs. 5-8, scattering behavior of PEMC circular
cylinder coated with TI material has been highlighted.
With these results one can understand the composition
of the highly focused material, i.e., TI material with
PEMC (which is the most fundamental material for
electromagnetic analysis).

Figure 5 represents echo width of co- and cross-
polarized components for PMC circular cylinder coated
with TI material. In this figure, M#»1 = 0, ¢ = 100 and
6 = 41z, which is the case of PMC circular cylinder
coated with Tl material. In this plot, cross-polarized
component has also been appeared along with co-
polarized component. This cross-polarized component is
due to TI material. Figure 6 shows the case when PEMC

1160



1161

circular cylinder coated with Tl material has been taken.
For this figure, parameters are taken as Mn; = 1, ¢ = 100
and 6 = 41z. On comparing Fig. 5 and Fig. 6, it has been
observed co-polarized component is same, while cross-
polarized component of Fig. 5 is greater than the cross-
polarized component of Fig. 6. This greater contribution
in the cross-polarized component is because of PEMC
core when coated with TI material.

20 .\ —
0 — -/
= ¢ PMC
Z -20f co-pol. My, =0
g 40} 0=41n
S) cross-pol.
—-60F f
-80F .“‘ ',‘ .“ '0'
[ 24 ‘s'

0 50 100 150¢200 250 300 350

Fig. 5. Echo width of co- and cross-polarized components
for PMC with € = 100.

20

0 I\' V/
—_
= ¢ PEMC
= =20} _
~ co-pol Mpy=L
- .
=< 40} 0=41n
S cross-pol.
_60' f¢-.....u‘-...'..--'..§
-, d hJ -
- K * o*
- 0
—80F . N “ "
(Y %

0 50 100 150¢200 250 300 350

Fig. 6. Echo width of co- and cross-polarized components
for PEMC with ¢ = 100.

Figure 7 shows the comparison between co-polarized
components for different of 9, i.e., for 6 =0 and § = 41x;
when PEMC circular cylinder coated with TI material is
considered. It is observed that the behavior of co-
polarized component for 6 = 0 is same as co-polarized
component for § = 41z near 0-80 and 310-360 but
different for 80-310 regardless of the amplitude.

Figure 8 shows the comparison between cross-
polarized components for & = 0 and 6 = 41z respectively,
when PEMC circular cylinder coated with TI material is
considered. It is observed that the behavior of cross-
polarized component for & = 0 is different from co-
polarized component for § = 41z near0-80 and 310-360
but same for 80-310 regardless of the amplitude.
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Fig. 7. Echo width of co- and co-polarized components
for different values of & when core is PEMC with ¢ = 100.
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Fig. 8. Echo width of cross- and cross-polarized
components for different values of & when core is PEMC
with € = 100.

V.NUMERICAL VERIFICATION

In Fig. 2 the code has been verified with the limiting
parameters M#n1=0, ¢ = 9.8 and 6 = 0 and compared with
the literature [24]. The code is further verified in Figs. 3
and 4, the parameters used are: Miu1—o, ¢ = 9.8 and
6=0and My1=1,e=9.8and §=0. Comparison is made
with [24]. In both the cases excellent agreement is found.
The proposed study can also be verified with the help
of experiments as well as commercially available
simulation software which will be our task.

VI. CONCLUSIONS

In the present paper analytical formulation of a
perfect electromagnetic conducting (PEMC) circular
cylinder of infinite length coated with a topological
insulating (T1) material has been presented. The core
(PEMC) and cladding (T1) material produces co- and
cross-polarized components of electromagnetic magnetic
field in response to the incident plane wave for a given
polarization (TE or TM). By coating Tl material on
PEMC circular cylinder, again co- and cross-polarized
components of the scattered field has been obtained.
When the value of ¢ is made zero, TI material becomes



ordinary dielectric and the results of PEMC coated with
dielectric material has been reproduced. When the
coating is removed, the same results, as that of isolated
PEMC circular cylinder, have been reproduced. Making
Mpn1—oo or 0, PEC and PMC coated with Tl material
results. By using both aforementioned conditions, results
of PEC and PMC coated with ordinary dielectric material
have been obtained. Thus, in short, it can be said that the
present problem is the most fundamental and generalized
which contains all the special cases, i.e., PEC coated
with dielectric, PMC coated with dielectric, PEMC
coated with dielectric, PEC coated with Tl, PMC coated
with TI, PEMC coated with TI material can be
conveniently achieved. It can also be concluded that the
behavior of co- and cross- polarized components vary
both in amplitude and shape with variation in geometrical
parameters, i.e., Mn1, 6 and e.
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Abstract — Amplifying reflectarray antenna can be used
to increase the overall gain of the antenna in large
distance communication systems. However, amplifying
reflectarray antenna may become nonlinear in some
incident powers which may lead to performance
degradation. In this paper nonlinear behavior of an
amplifying reflectarray antenna is studied and a new
method is proposed to improve the performance of the
antenna. Nonlinear analysis of the active unit cell is
performed using harmonic balance method considering
nonlinear model of the amplifier. Then, the effect of
nonlinear element in radiation pattern of the antenna is
studied. Aperture coupled patch structure is used to
analyze amplifying unit cell. Finally, an amplifying
reflectarray antenna considering nonlinear behavior
of the active elements is designed and the proposed
balanced amplifier structure is used to improve
performance of the amplifying antenna.

Index Terms — Active antenna, antenna array, harmonic
balance method, nonlinear analysis, reflectarray antenna.

I. INTRODUCTION

Printed reflectarray has some advantages compared
to the usual reflectors, four of which - i.e., saving
volume, simplifying the mechanical design, applying
easily to deployable reflectors, and capability of
integrating active elements by the antenna structure
are of great importance. Different unit cell shapes
are proposed to improve the reflectarray antenna
performance which introduce the required phase-shift
on the reflected field to produce a focused or shaped
beam. Required phase shift can be obtained using
resonating patches [1] or by a transmission line of
proper length connected [2] or aperture-coupled to the
patches [3, 4] with different size or using active
elements like PIN diodes [5] or varactor diodes [6].

Using high gain antenna for large distance
communication is necessary to improve performance of
communication link. In these cases, usually reflector
antenna or phased array antenna is used. However,
manufacturing reflector antenna is difficult especially in
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high frequencies and phased array antenna may have
some problems like unwanted radiation from the feed
network. Amplifying reflectarray antenna is proposed
in [3, 4, 7] which uses amplifier in each unit cell to
increase gain of the antenna. Using an amplifier in the
antenna structure results in difficulties in the antenna
design and some issues should be determined like
stability of the antenna. Moreover, the active element
acts nonlinear and this necessitates the nonlinear
analysis of the antenna structure. So, [8] studies
nonlinear analysis of amplifying reflectarray antenna
and [6] studies nonlinear analysis of reflectarray
antenna containing varactor diodes.

This paper shows the importance of nonlinear
analysis of active reflectarray antenna, and also the
influence of nonlinear element in radiation pattern is
clarified. The main output of this work is that by the
explained method, the impact of nonlinearities on
the performance of reflectarrays can be investigated.
Furthermore, any active reflectarray cell having active
device by any nonlinear model can be used in the
analysis and the impact of the model parameters can
be studied. Also, a new structure using balanced
amplifier is used to improve antenna performance. This
performance improvement will be cleared by designing
a sample antenna with and without using the proposed
cell.

To analyze the active reflectarray antenna, first the
cell removing the amplifier is simulated using HFSS
software considering infinite array approach to obtain
the passive unit cell scattering parameters in which the
amplifier is replaced by a two port network and two
spatial ports modelled as Flogute port are assumed
representing two orthogonal polarizations. So, a 4 port
network is obtained which its scattering parameters are
known. In the next step, an amplifier which has
nonlinear model is connected to the 4 port network and
the active cell performance is studied to obtain the cell
amplitude response by varying the incident power to the
cell. Finally, obtained nonlinear response of the cell is
used to design the antenna. Verification of the nonlinear
response of the unit cell is done by ADS simulation.
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This process is carried out for a sample active unit cell
in the center frequency of 6.2 GHz and detailed steps
are explained.

I1. UNIT CELL MODELING

In aperture coupled microstrip antenna structure,
each cell consists of a microstrip line coupled to the
radiating patch on the opposite side of the substrate via
an aperture in the ground plane as shown in Fig. 1. In
this paper cross-polarized element configuration is used
like [3, 4] to prevent instability, where the incident and
scattered fields are orthogonally-polarized. Unit cell
consists of a dual-polarized aperture coupled microstrip
patch and an amplifier connected between the two ports
in the microstrip line path. Also, as in this paper our
goal is to evaluate the performance of the active
element, an ideal phase shifter is used to control the
phase of the reflected signal. Parameters of the unit cell
are given in Table 1. Dielectric constant of top substrate
is 3.02 with a height of 1.524 mm, and dielectric
constant of bottom substrate is 6.15 with a height of
1.28 mm.

Patch
{

antenna substrate

i

«—>
Ias
[y

Active substrate

Ground layer

Active circuit

Fig. 1. Antenna unit cell schematic.

Table 1: Unit cell parameters
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shown in Fig. 3 which has two nonlinear capacitances
of C, and C,, and one nonlinear current source

of I .. Relations for current source of 1 ,, and
capacitances of C, and C of TOM model are given

in (1) to (5) and parameters of the nonlinear model of
NE4210 are given in Table 2.

Outpuf
4

Antenna | ,
3| 4port
model

) T
Vin
4
L Input output 3
matching|—| matching v
Floquet Ports
x

Fig. 2. Four port modelling of the unit cell.

Periodic
waveguide

Cgd

Rg Rd
Gateow, - AM—o Drain
+ les
Vgs 5= Cgs Ids 9 CdsT —b
- 2Rdb Qidb
% Rs
Source

Fig. 3. Nonlinear TOM model.

Parameter Value Parameter Value )
d 3356 mm t1 6 mm Table 2: Parameters of the nonlinear model
pl 14.3 mm 2 25mm Parameter Value Parameter Value
P2 13.9 mm W2 1.87 mm Vi, -0.798 (V) Cyo 0.36 pF
S1 6.3 mm X1 1.5 mm a 8 (1/V) C o 0.014 pF
S2 8.8 mm X2 5.7mm 0.0952
wi 0.75 mm B (AVO) Ay 03 (V)
The passive part of the cell is modelled as a 4 port Tas 0.5 (/W) Az 0.6 (V)
network in which ports 3 and 4 are spatial ports T, 0.065 Rg 8 Ohm
modelled as Floqute port [9], and the amplifier is Q 55 Rd 05 Ohm
connected between ports 1 and 2. So, the passive part of Cds 0.12 pF Rs 30hm
the unit cell removing the amplifier is simulated using Rdb 5 kOhm Chbs 1nE
HFSS software supposing infinite array to obtain 4 port F Y
scattering parameters as shown in Fig. 2. c 05 bi 06 (V)

Next, active element is connected between ports 1
and 2 of the obtained 4 port network as shown in Fig. 2
to obtain the active cell response in linear or nonlinear
states. Active element used in this work is NE4210
which has nonlinear TOM model [10] and can be
simulated in ADS software. Nonlinear TOM maodel is

Current source of | , in TOM model is given as:

| = IdsD 1
E LT oV x| @
where
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3
AV, V) {1—[1— “;ds } } 0<V, <3/a,

AV, V) vV, >3/a,
vt =(Vt0+vt05c)_Tqy XVds’ (3)
and Q, T,,, T,, a, V,, g are parameters of the
model. Also, capacitances of C and C in TOM
model are obtained as:

' @)

dsg =

.= Z\?QS +239d _ CgsO 1+ Veff ’Vtg %
e e 2 \/1—\\//" \/(Veff -V, ) +A?
bi (4)
NP e " +Cg2d° Ve Vw |

0 V. -V
ng — g\Q/gd + g\?gs _ CgsO 14 eff 120
od ud ZJ _Yn \/(Veff —th) +A?
Vbi (5)
<| 1+ Vgs _ng gd 0 1 Vgs _ng ’
(Vo Vo) 447 | 2 (Vo Vg ) 447
where
1 ' 2
v new E(Veff +V10 ) + (Veff _VIO ) + Azz ’ (6)
1 2 2
Veff :E (Vgs +ng)+ (Vgs _ng) +A" |, (7)
A if A/is specified
Y ,is sp | -
1/« else
V oew if V., <min(F,xV,;,V,.)
V, =1 . 9)
min(F. x V,; , Vi) else

111. HARMONIC BALANCE ANALYSIS

Using harmonic balance method [11], the nonlinear
analysis of the unit cell is performed by dividing the
unit cell into two nonlinear and linear networks as
shown in Fig. 4. Nonlinear part consists of nonlinear
capacitances and nonlinear current source. Also, linear
part consists of 4-port network of the unit cell and
passive elements. Voltages of V,, V,and V, of Fig. 4

should be evaluated so that I, +I, =0. Harmonic

balance equation can be solved with different methods,
among which the Newton-Raphson [11] technique is
the most common technique and is used in this paper.
Assuming nonlinear TOM model for the transistor, total
directivity of the unit cell will be obtained in Section V
for different incident power which will show the
nonlinear behavior of the cell.

Nonlinear Network

linear Network

vi R cesivi)

Parasitic -
Network

T,
Bias and ds v 1ds(V1,v2)|

N va Antenna Unit
Cell S4p

+
v3 Ced(v3)

o—t—

+ V7|

Fig. 4. Dividing the unit cell to nonlinear and linear
networks.

1IV. PERFORMANCE IMPROVRMENT OF
THE CELL

In this part a new configuration using balanced
amplifier is introduced to improve stability of the
designed amplifying reflectarray antenna as shown in
Fig. 5. Also, this configuration increases the power
compression point of the cell which improves the
antenna gain in nonlinear states. Using balanced
amplifier in amplifying reflectarray antenna has some
advantages. First, if the amplifiers are identical, the
VSWR from the balanced structure is near 1 and it
improves stability of the structure which is a problem in
active reflectarray antenna. Moreover, output power is
twice that achieved from the single amplifier, and if one
of the amplifiers fails, the balanced amplifier unit will
still work with reduced gain. Another important
advantage of using balanced amplifier in amplifying
reflectarray antenna is the ability of easily cascading
active unit with other units, like phase shifter, since
each unit is isolated by the coupler.

Fig. 5. Proposed unit cell for performance improvement.

V. RESULTS
Stability of the active part is identified by
geometrically derived stability factor M [12]. This
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measurement gives the distance from the center of the
Smith chart to the nearest output (load) stability circle.
This stability factor is given by:

1-[s,,
M = - , (10)
|S 2 —CONJ (Sn)*Al +|812*821|
where A is determinant of the S-parameter matrix.
Having M >1 is the single necessary and sufficient
condition for unconditional stability of a 2-port
network. M factor for one stage amplifier is given in
Fig. 6, which shows that the active part may become
unstable in the frequency of operation.

5

M factor for one stage amplifier
a4l |77 M factor for balanced amplifier |/
’l
1
1
= 3 /!
=l A !
3 Y J
/ LRl T ’
= A ~=1
II
o / — T~
1 s
0
0 5 10 15 20

Frequncy (GHz)

Fig. 6. M factor for one stage amplifier and balanced
amplifier.

M factor for balanced amplifier is shown in Fig. 6
which has minimum of 1.01 and shows improvement in
stability of the active part. Also, output power of the
cell versus incident power for first design and improved
cell is shown in Fig. 7 and gain of the cell versus
incident power for first design and improved cell is
shown in Fig. 8.

12

10 Z

8 e

Power (dBm)
S

Output power for the cell with one stage amplifier
Output power for the cell with balanced amplifier

-4
-10 -5 0 5
Incident power (dBm)

Fig. 7. Output power of the cell versus incident power
for the first design and improved cell.
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12

10

_______
\

N

Gain (dB)
[}

Gain for the cell with one stage amplifier |
""" Gain for the cell with balanced amplifier
0 T T

-10 5 0 5
Incident power (dBm)

Fig. 8. Gain of the cell versus incident power for the
first design and improved cell.

VI. SAMPLE ANTENNA DESIGN
In this section it is shown that the power received
in each cell is different and as a result each cell may
have different gain and phase. Phase of the received
field from the feed antenna at each cell is shown in Fig.
9.

0.3

0.2

0.1

0

-0.1 ——

-0.2

-0.3

0.4
04 03 02 01 0 01 02 03

X

Fig. 9. Phase of the received field from the feed antenna
at each cell.

Knowing the magnitude of y polarization electric
field in each cell EY (uv), power delivered to each cell

is obtained as:
~ 2
(Es(u,v))
P(x.y)="——
2%

To simulate the active antenna, a 59.2 cm * 59.2 cm
antenna is designed in the center frequency of 6.2 GHz
by focal length of 74 cm. If we assume center of the
antenna as center of Cartesian coordinates, feed antenna
is placed in (-29.6 cm, 0, 74 cm). Assuming transmitted
feed antenna power in a way that the power distribution
on the antenna surface is like Fig. 10, most active
elements become nonlinear, and the impact of
nonlinearity of each cell should be considered. For this
reason amplitude and phase differences caused by the

(1)



nonlinear amplifier in each cell should be considered.

power distribution on the antenna (dBm)

7 ‘t“\\\§§§
() ‘\\\\\

Fig. 10. Supposed power on the antenna surface.

Considering amplitude behavior of the unit cell
shown in Fig. 8, and the power distribution on antenna
surface shown in Fig. 10, amplitude error of each unit
cell is calculated as shown in Fig. 11.

Gain distribution on the antenna caused by active element (dB)
0.3 . . . . .

Fig. 11. Amplitude error of each unit cell.

The errors in the amplitude and phase of the
reflected signal from each cell can cause gain reduction.
However, phase error is low in comparison to
amplitude error and can be neglected in this scenario.
Antenna directivity with and without considering the
nonlinear effect of active elements is shown in Fig. 12,
when feed power is so that some cells are in nonlinear
region and maximum difference between linear and
nonlinear analysis can be obtained. In this case,
nonlinear analysis shows degradation in gain which
cannot be assessed by linear analysis. So, because of
the nonlinear behavior of the active elements,
maximum gain of the designed antenna decreases from
41 dBi to 37.5 dBi as shown in Fig. 12. Therefore, to
assess the pattern of the active reflectarray antenna
correctly, for all feed power, the nonlinear impact of
amplifier should be considered. It is worth mentioning
when feed power is so that all cells are in linear region,
linear and nonlinear simulations have the same results.

ARYANIAN, ABDIPOUR, MORADI: NONLINEAR ANALYSIS AND PERFORMANCE IMPROVEMENT

Using the balanced amplifier by nonlinear response
shown in Fig. 8 and considering the power distribution
like Fig. 10, the antenna is analyzed again which shows
that the antenna gain is increased to 40.2 dBi where
gain reduction is decreased to about 0.8 dB and 2.7 dB
improvement is reached.

50

40

30

iv AR

Directivity(dBi)
5
I
——
_>
‘i

Co-pol active antenna by linear model of amplifier
Co-Pol active antenna by non-linear model of amplifier
Co-Pol active antenna using balanced amplifier by non-linear model of amplifier
20t E E E i E

-30 -20 -10 0 10 20 30
Angle off Broadside (deg)

Fig. 12. Performance improvement of the antenna using
balanced amplifier when feed power is so that some
cells are in nonlinear region.

VII. CONCLUSION
It is shown that in some cases, nonlinear analysis
of amplifying reflectarray antenna is needed. This paper
uses a method combining linear full-wave simulations
with the harmonic balance method to predict impact of
nonlinearities on the unit cell characteristics of active
reflectarrays, as well as on the pattern produced by the
reflectarrays. Next, result of nonlinear analysis has been
used to design a sample antenna which shows that
predicting pattern of the antenna with linear modelling
of the active element has error. Finally, a new structure
is proposed to improve performance of amplifying
reflectarray antenna which improves stability of the
antenna and increases total gain of the antenna when
incident power is such that the active elements are in
nonlinear state. Using the proposed cell, antenna gain

reduction in nonlinear state is decreased.
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Abstract — This paper presents a new parameter-
ized model order reduction technique to efficiently
perform global time- and frequency-domain sensitiv-
ity analysis of electromagnetic systems over the de-
sign space of interest. The partial element equivalent
circuit (PEEC) method is adopted to build the elec-
tromagnetic system model at a set of initial samples
in the design space. The block Laguerre-SVD algo-
rithm is proposed to reduce the size of the original
equations of the PEEC-based equivalent circuit along
with those describing the port voltage and current
sensitivities. Then, a multivariate cubic spline in-
terpolation method is used to build a parameterized
compact model of port voltages and currents along
with their corresponding sensitivities over the entire
design space of interest. Finally, two numerical exam-
ples are presented, which confirm the accuracy and
efficiency of the proposed method.

Index Terms — Parameterized model order reduc-
tion, partial element equivalent circuit, sensitivity
analysis, time- and frequency-domain circuit simu-
lation.

I. INTRODUCTION

The need to improve the performances of electro-
magnetic (EM) structures during their early design
stage has made sensitivity analysis a necessary tool.
The sensitivities represent the system response gradi-
ents in the design parameter space, where the design
parameters are related to the geometry and/or the
materials of the EM structure.

The simplest way to compute sensitivities is rep-
resented by the perturbation method, which requires
to analyze the EM structure for two different val-
ues of each design parameter for a specific nominal
point in the design space. It is computationally ex-
pensive and often inaccurate, therefore impractical
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when the number of design parameters to take into
account is large and a global sensitivity analysis over
the design space of interest is required. Recently,
significant progress has been made towards the de-
velopment of sensitivity analysis approaches to be
used along with EM simulators, involving conducting
and dielectric objects, both in time- and frequency-
domain [1-8]. Differential and integral equation-
based methods have been considered for sensitivity
analysis [9,10]. Typical fields of applications are op-
timization of microwave devices, modeling of signal
integrity (SI)/power integrity (PI) problems, control
of crosstalk for electromagnetic compatibility (EMC)
purposes. These techniques usually turn to be highly
demanding in terms of both CPU time and memory
resources, since they perform the sensitivity analy-
sis using EM solvers and/or manipulating matrices
describing the EM system which are typically very
large.

Among EM methods, the partial element equiv-
alent circuit (PEEC) [11] has gained increasing pop-
ularity because of its ability to transform the EM
system under examination into an equivalent circuit
[11-16] that can be represented by modified nodal
analysis (MNA) matrix circuit equations [17], stud-
ied by means of Kirchoff principles and simulated us-
ing circuit solvers. The PEEC method uses a circuit
interpretation of the electric field integral equation
(EFIE) [18].

In the context of sensitivity analysis, a PEEC-
based method to carry out parameterized sensitiv-
ity analysis of EM systems that depend on multiple
design parameters has been proposed in [19]. The
PEEC method is used to compute state-space matri-
ces of the MNA equations for a set of values of design
parameters (e.g., geometrical and substrate parame-
ters). An interpolation process provides parameter-
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ized models of these matrices as functions of design
parameters [20]. The proposed interpolation scheme
is able to compute derivatives of EM matrices, which
are needed to perform the system sensitivity analysis.
Thus, the algorithm provides sensitivity information
over the entire design space of interest (global sensi-
tivity), and not only around one operating point (lo-
cal sensitivity). Although the method [19] is very ac-
curate and more efficient with respect to the pertur-
bative approach, it suffers from a high computational
cost when the size of the MNA matrices of the PEEC
circuits becomes large. In [21], a parameterized sen-
sitivity analysis based on a parameterized model or-
der reduction (PMOR) technique is presented. The
finite element method is used to generate the equa-
tions of the original network, a multiparameter mo-
ment matching PMOR technique and an adjoint vari-
able method are used to calculate frequency-domain
sensitivities.

In this paper, we propose a new parameterized
model order reduction (PMOR) technique to effi-
ciently perform global time- and frequency-domain
sensitivity analysis of electromagnetic systems over
the design space of interest. The PEEC method is
adopted to generate a set of PEEC MNA equations
and corresponding state-space matrices at a set of de-
sign space points. For each of these points in the de-
sign space, the block Laguerre-SVD algorithm is pro-
posed to reduce the size of the original equations of
the PEEC-based equivalent circuit along with those
describing the port voltage and current sensitivities.
Then, a methodology based on a multivariate cubic
spline interpolation is used to build a parameterized
compact model of port voltages and currents along
with their corresponding sensitivities over the entire
design space of interest. The proposed technique
shows a significantly improved efficiency when per-
forming a global sensitivity analysis with respect to
the method [19], while maintaining a high accuracy.

The paper is organized as follows. Section II
briefly describes the PEEC formulation and the sen-
sitivity formulation while Section III presents the
proposed parameterized model order reduction al-
gorithm. Finally some numerical examples are pre-
sented in Section IV to validate the proposed tech-
nique.

II. PEEC SENSITIVITY
FORMULATION

In what follows, we consider a quasi-static PEEC
formulation [12]. The Galerkin’s approach is applied
to convert the continuous electromagnetic problem
described by the EFIE to a discrete problem in terms
of electrical circuit quantities, i.e., currents ¢(¢) and
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Fig. 1. Illustration of PEEC circuit electrical quanti-
ties for a conductor elementary cell.

node potentials v(t). An example of PEEC electri-
cal quantities for a conductor elementary cell is il-
lustrated, in the Laplace domain, in Fig. 1 where
the current controlled voltage sources sL, ;;I; and
the current controlled current sources I..; model the
magnetic and electric field coupling, respectively. Let
us denote with n, the number of the nodes and
with n; the number of branches where currents flow.
Among this latter, n. and ng represent the branches
of conductors and dielectrics, respectively. Further-
more, let us assume to be interested in generating
an admittance (Y) representation having n, output
currents 4,(¢) under voltage excitation v,(t). Using
the MNA formulation [17], the following admittance
representation is obtained [20]:

P 01,1, Oniy g Onn,np
0ny,m, L;D 00y ,m4 Onlnnp d 'L(
Ond-,nn Ond,nb Cq Ondanp

01,1 Oy, Oy iy Ony ik (t)
Onnvnn 7PAT0"71,7nd PKT q(t)

| APT R @ 0, |0 |,
0nyn, -7 ng, ndond-ﬁp vd(t

0
_KP On My Onp,nd Onp,np

S| o0, (1)

- q((t))
. Onstnptmamy ] |l
ip(t) = [In:n: ] '{Jd((tt)) ; (2)
ik

where P € R™*" and L, € R™*™ are the co-
efficients of potential and partial inductance matri-
ces, respectively, R € R™*™ js a diagonal ma-
trix containing the resistances of volume cells and
Cy € R"4*™ jg the excess capacitance matrix de-
scribing the polarization charge in dielectrics [22].
A € R™*"n ig the connectivity matrix, while K €
R™ *"n ig a selection matrix introduced to define the
port voltages in terms of node potentials:

v,(t) = K v(t). (3)



In (1), g(t) € R"*! represents the charges on the
conductors, i(t) € R™*! is the vector of volume
currents, vg(t) € R"*1 describes the voltage drop
across the excess capacitance and i(t) € R™*! rep-
resents the port currents. I, ., is the identity matrix
of dimension equal to the number of ports and ® is:

- [0n]. “

Nd,Nd

The vector i,(t) describes the n, port currents that
are of opposite sign with respect to 45 (¢). The system
of equations (1)-(2) is typically ill-conditioned be-
cause the values of charges are usually much smaller
than those of currents and voltages. In order to
mitigate such a problem, a scaling scheme can be
adopted [20]. Equations (1)-(2) can be easily trans-
lated from the Y representation to an impedance (Z)
representation [19] that can be expressed in a com-
pact form as:
Cz(t)=—Ga(t) + Biy(t) 5
op()=L (1), 2
where C € R"*" G € R"*"s B € R"*" I, =
B, x(t) = [q(t) i(t) va(t)]" € R™*! and n, = n,, +
ny + ng is the number of state variables [19].
Considering now the influence of the design pa-
rameters g = (g1,...,gm), the formulation (5) be-
comes:
Clg) 2(t,9)=—Glg)x(t,9) + Blg)ip(t) ;)
v, (t,9)=L"(g)x(t.g)-
In [19], the sensitivity of the voltage outputs with
respect to M design parameters g = (g,,,)_, was
computed deriving (6). Merging the original system
and corresponding sensitivity system, a new full sys-
tem can be written as:

i) o) = &
5

(7)
where ™~ denotes the derivatives with respect to the de-
sign parameters. Equation (7) can be solved, apply-
ing appropriate termination conditions, by the means
of differential equations solvers, upon the knowledge
of the system matrices and their derivatives. How-
ever, the simulations become slow and difficult to
manage when the dimensions of the original PEEC
matrices become large. Therefore, it is fundamental
to obtain a parameterized reduced order model able
to reduce the CPU time effort needed to carry out
the desired simulations.
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III. PARAMETERIZED MODEL
ORDER REDUCTION
ALGORITHM

In this section, we describe the proposed PMOR
algorithm applied to the system (7) in order to per-
form parameterized (global) time- and frequency-
domain sensitivity analysis with respect to design pa-
rameters in a more efficient way in comparison with
the technique [19], where a parameterized sensitivity
analysis was performed using interpolation models of
the original PEEC matrices without any order reduc-
tion scheme.

A. Block model order reduction

The first step of the proposed PMOR algo-
rithm is to generate a set of PEEC matrices {P(g;,),
L,(g;), Calgy); R(gy,)}itst corresponding to a set of
Kot initial samples g, in the design space. We as-
sume that a topologically fixed discretization mesh
is used and that it is independent from the specific
design parameter values as in [19]. When geometri-
cal parameters are modified, the mesh is only locally
stretched or shrunk. Therefore, the PEEC matri-
ces A, ® K are uniquely determined by the circuit
topology and do not depend on g. Then, a model
order reduction (MOR) is proposed to generate the
Krylov matrix K,(g;,) of the system (7) for each ini-
tial sample in the design space. In [23,24], block
structure preserving MOR methods were presented,
where blocks were derived based on the specific ap-
plication. This concept of block structure preserving
MOR is used in this paper to generalize the Laguerre-
SVD MOR (LSVD-MOR) algorithm [25]. The stan-
dard LSVD-MOR is listed in Algorithm 1, where «
is a positive scaling parameter, ¢ — 1 is the order of
approximation and:

K,= RO RY ... REeD| (8)

is the Krylov matrix of order ¢ — 1 [25]. The LSVD-
MOR algorithm can be extended to a block LSVD-
MOR., method, considering the block form of the
matrices in (7). If we replace the set of matrices
{C,G,B,L} in Algorithm 1 with that block form,
the step £k = 0 of the standard LSVD-MOR algo-
rithm can be re-written as:

G+aC 0 RORY| [Bo ©
G+aCG +aC| [RYRY|  [BB]’
After some manipulation it follows:
R{VRY | _ [GNl 0 } P 0} _
RURY| ~ |GGy |BB
-1 (0)
- 1GN s 15 01 = Ry Y (10)
Gy'B+Gy'BGy'B| ~ |RVR |
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where we have defined G and G N as

Gy=G +aC

= 11

Gy= G +aC. (11)
At the step k = 0, the Krylov matrix K, is composed
of two components:

R\”=G,'B
RO_G-1B + G-'B (12)
5 =Gy B+ Gy B.

The first component is related to the Krylov matrix
of the original system (5) for k = 0, while the second

one is the derivative of this first component:
R” =R (13)
This means that the Krylov matrix of the original
system and its derivative are enough to finalize the

first step of the block LSVD-MOR algorithm. The
other steps for for k£ > 0 lead to:

G+aC 0 RIYRY |
G +aCG+aC| [RERP| ~

k—1 k—1

[9—0{3 0 } Rgl )R(12 :

G -aCG -aC| [REIREY

Likewise, after some manipulations:

] . (14)

k)1 (k
it -
R31'Ryy
651 0 ] [en 0 ][R
Gy Gy |GRrGR] |REVRED
{A Gy'Gr 0 ] R"Y o
GZ_VlGR-i-G;,lGRG;[lGR ng—l)ng—l) ’
(15)
where we have defined Gi and G R as:
Gr=G - aC
Gr=GC - aC. (16)

The blocks of the Krylov matrix for £ > 0 are also
composed of two components:

R"V=G 'GrRI
R =GL'GrRTY +

(éj_leR + G]‘VICA}R) ng_l). (17)

Gy'Gr
As previously, equation (17) shows that the first com-

ponent ng) is the component of the Krylov matrix
of the original system (5) for k > 0, and the second

is the corresponding derivative:

R =RV, (18)
According to Algorithm 1, the Krylov matrix K,
reads:

component ng)

CRED

R" 0 R 0, b
\RYq npav| (19

= RgﬁR \Rﬁ 17\
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and by a column permutation:

k _ |IRVCRTY 0 0 (20)
a= R207. RY‘I D\R@ R( -1)
where R(1 Y = R is the i-th component of the Krylov

matrix of the original system and Rg) = RO is its
derivative (see (13) and (18)). For each initial sam-
ple g, the corresponding Krylov matrix K,(g;) is
computed using the block LSVD-MOR method.

To compute the reduced system of (7), an or-
thonormalization step is applied to the Krylov matrix
K, using a Singular Value Decomposition (SVD) al-
gorithm to obtain the projection matrix:

V- VEU'=98VD(K,), (21)
that is then used for the congruence transformations
to compute the reduced matrices. In order to pre-
serve the block structure of the system (7), the pro-
jection matrix V € R?"s*"r is partitioned in a block
fashion [23, 24]:

_ V1
V‘BJ’ (22)
where n, = ¢ - n, denotes the column size of the

Krylov matrix K,. The projection matrix blocks may
not have a full column rank n,., in particular the first
block V1, due to the presence of a block of zeros.
An orthonormalization step is applied to V; in or-
der to obtain a matrix V; whose columns span the
same space as the columns of V1, while having how-
ever a full column rank [24]. The same operation is
performed on V5 to obtain \~72. The second block Vo
has generally full column rank n,.. After this step the
column size of the two blocks V; and V5 may differ
with respect to the column size of V; and V. How-
ever, this does not influence the reduction of the full
system (7). Finally the projection matrix is written

as [23,24]:
Vi 0
0Va|’

In order to reduce the overall system in (7), the pro-
jection matrix (23) is used to compute the reduced
matrices by congruence transformatlons

V= (23)

C.i 0] [VFo][co][vio
_CT,QCT,Z_ N 0 VT CC_ 0 V2
Gy 0 ]_[VT0|[G0] [V o0
G,2G,2] | 0 VI||GG|| 0V
__ 2 ,2__ 2 L -_ 2 (24)
Br,l 0 o VT BO
_BV',QBr,Q_ N 0 VT _BB_
L..L.2] _|VT 0 |[LL
0 Lo 0o VI|loL|"

Algorithm 2 lists the steps of the proposed block
LSVD-MOR method to perform in order to obtain



Samples

Sample values
Interpolated model
New evaluation point
New evaluation value

+e | xe@

Fig. 2. Example of sampling design space grid.

the set of reduced matrices for the reduced sys-
tem. Concerning the proposed PMOR algorithm, the
block LSVD-MOR method is used to to generate the
Krylov matrix K,(g,,) of the system (7) for each ini-
tial sample in the design space.

B. Interpolation models
Once  the set  of matrices {P(g;),
L,(g9:),Ca(gy), R(9:), Kq(gr) } & Keot ' js  available,
the corresponding interpolatlon models are built.
Figure 2 shows an example for the case of one
design parameter. Each interpolation model is built
starting from a set of samples indicated with red
dots (o) in Fig. 2. For each (o) sample in the
design space, a set of PEEC matrices and a Krylov
matrix are computed and the corresponding models,
that cover the entire design space, are built by the
means of an interpolation scheme. For interpolation
purposes the multivariate cubic spline interpolation
method [26], which is well-known for its stable
and smooth characteristics, is used. The proposed
interpolation scheme is continuous in the first and
second order derivatives and can be used in the
general case of an M-dimensional (M-D) design
space.
First the interpolation models
{P(9).Ly(9),Ca(g),R(g)} are computed while
guaranteemg positive definiteness and semidefi-
niteness matrix properties [19,20]. At this step,
according to Algorithm 2, it could be possible to
compute a set of reduced matrices for each point
of interest in the design space by using the block
LSVD-MOR method previously described. However,
to improve the efficiency of the proposed PMOR
method, we choose to create an interpolation model
for the K,(g) matrix, starting from the correspond-
ing data samples K,(g,). From the model K,(g),
the values of the projection matrices Vi(g) and
V2(g) can be computed for each point of interest in
the design space.
Inspecting equation (19),

polation models of the matrices {Rgi)(gk)}fz_ol

only the inter-
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and {R(g)Ey  (mamely (R (@)} and
{R2 ( )y are sufficient to obtain the interpo-
lation model K,(g). Furthermore, there is still
one degree of freedom about how to compute the

matrices {RY (g)}7)
1. As described in Algorithm 2;

2. directly as derivative of {ﬁﬁ“ (@)},

17y (see (13)
and (18)).

The latter option is based on the interpolation model

{ﬁl (9)}1=) that can provide derivatives with re-
spect to g. This choice is preferred since it allows
storing only the model {ﬁi” (9)}{=; and then saving
memory resources, while keeping a similar accuracy.

Using the interpolation models
{P(9).L,(9).Calg). R(9)} and {R;"(g)}.
it is possible to obtain a set of PEEC matrices
and a set of projection matrices Vi(g) and Va(g)
for each point of the design space. Applying the
congruence transformations, the sets of reduced

matrices {C,,i(9), Gr,i(9),Bri(g),Li(9)},_, , and
{6r2(g) ér2(g) ﬁr?(g)7LT2(g)}
The reduced version of (7) can be written as:
{cr (g) 0 } Fr(t,g)'
C, (g)cr72( ) (
[Cj i(g) 0 } {wr(
Gr2(9)Gra(g)] [Z:

(

(

t

are computed.

ﬁ

%

[52283 oo J :

i -] ] o
These reduced matrices are used to perform both

time- and frequency-domain sensitivity analysis, with
appropriate termination conditions.

IV. NUMERICAL EXAMPLES

Two numerical examples are proposed to vali-
date the proposed PMOR technique for sensitivity
analysis. Parameterized time- and frequency-domain
sensitivity analyses are performed with the proposed
PMOR technique and the results are compared with
the approach proposed in [19] and with the pertur-
bative approach (with respect to each parameter g, )
that in time- and frequency-domain reads:

vp(taglv vy Gm + Dgm, --agM) - ’Up(t,g)

'/U\P,Qm (tvg) = Ag
(26)
- Z(S, 91, 9m + Dgm, -, gnr) — L(s,9)
ng(s7g) = Ag ?
(27)

)
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wherem =1,..., M, M and Ag,, represent the num-
ber of parameters and the increment, respectively.
The accuracy of the perturbative approach depends
on the choice of the increment Ag,,: if the increment
is not small enough, the estimation of the derivative is
not accurate, while if the perturbation is very small
compared with the nominal value, numerical prob-
lems may occur due to numerical noise. This may
lead to inaccurate computation of the system sensi-
tivities. In contrast, thanks to the interpolation mod-
els, the methods presented in this paper and in [19]
lead to more accuracy and numerical stability, since
the derivatives are computed from continuously dif-
ferentiable polynomials built by means of spline func-
tions. The method [19] is denoted as Full Parameter-
ized while the proposed method is denoted as Block
PMOR in what follows.

In the numerical results (see Tables 1-2), for the
Full Parameterized and Block PMOR models, the
model evaluation CPU time indicates the average
time needed to evaluate the corresponding param-
eterized models in a point of the validation grid in
order to obtain a set of PEEC matrices. Moreover,
for the Block PMOR model, the SVD operation is
also part of the model evaluation. For the Perturba-
tive Approach, the model evaluation CPU time refers
to the average time needed to compute a set of PEEC
matrices by a PEEC solver at and around a point in
the validation grid, which are then used for a finite
difference calculation. Once the parameterized mod-
els are evaluated, or PEEC matrices have been com-
puted (perturbative approach), they can be used to
carry out sensitivity analysis in frequency- and time-
domain. For each of the three methods, the average
time needed to perform the sensitivity analysis in a
point of the validation grid is denoted as simulation
CPU time.

Numerical simulations have been performed on a
Linux platform on an AMD FX(tm)-6100 Six-Core
Processor 3.3 GHz with 16 GB RAM.

A. Metallic enclosure coupled to a transmis-
sion line

In the first example a metallic enclosure cou-
pled to a transmission line is studied. The cross
section is shown in Fig. 3. The geometrical di-
mensions are w., = 1lmm, d. = 5mm, s; = 1 mm,
d; = 30mm. A set of PEEC matrices is com-
puted over a grid of 6 x 6 values of the conductor
length [, € [25 —65] mm and s, € [7—22] mm in
order to build the aforementioned parameterized re-
duced order model. Furthermore, a parameterized
full model has been built by means of the method [19]
for the comparison. The order of the full models
is 2870 while the reduced order is 471. Parame-
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51 Y

dl

Fig. 3. Metallic enclosure coupled to a transmission
line (example A).

Table 1: Simulation time comparison (Example A).
The CPU time information related to time- and
frequency-domain analysis refers to an average value
of the CPU time needed to perform the sensitivity
analysis in a point of the validation grid

Block Full Perturbative
PMOR |Parameterized| Approach
Model eval 13 s 12s 618 s
Time Simulation 6 s 161 s 48 s
Total 19 s 173 s 666 s
Model eval 13 s 12s 618 s
Freq Simulation| _37s 639 s 944 s
Total 50 s 651 s 1562 s

terized time- and frequency-domain sensitivities are
performed over a validation grid of 5 x 5 values of
l. €29 — 61] mm and s, € [8.5 — 20.5] mm. The ob-
tained results are then compared with the ones ob-
tained by the perturbative model (26), (27). For the
time-domain results, the bottom conductor is excited
by a smooth pulse voltage source with amplitude 1V,
rise/fall times 7. = 74 = 1.5 ns, width 6 ns and in-
ternal resistance Ry = 50 2. All the ports are termi-
nated on 50 2 resistances.

Figures 4-5 and 6-7 show time- and frequency-
domain results that confirm the high accuracy of the
proposed approach. Table 1 clearly shows the compu-
tational advantage of the proposed PMOR technique:
the CPU time required to perform both time- and
frequency-domain sensitivity simulations is consider-
ably improved with respect to the two other com-
pared approaches for a sensitivity analysis around a
nominal design point and therefore also for a global
sensitivity analysis. It is important to note that the
Block PMOR and Full Parameterized methods re-
quire a one-time effort to build the corresponding pa-
rameterized models that then allow global sensitivity
simulations. This CPU time for the Block PMOR
method is equal to 8236 s and for the Full Parame-
terized method is equal to 7513 s.



2 E
Full Parameterized
= = Block PMOR
1 ==== Perturbative Approach
lc=61 [mm]

av,/di_[v/m]
o

s =8.5 [mm]
¢ L

5 10 15
Time [ns]

Fig. 4. Time-domain voltage sensitivity with respect
to l. at the port 1 (example A).

2+ Full Parameterized
= = :Block PMOR
=—===:Perturbative Approach

dv, /ds,_[V/m]

5 10 15
Time [ns]

Fig. 5. Time-domain voltage sensitivity with respect
to s. at the port 2 (example A).

Full Parameterized
= = 'Block PMOR
===-=:Perturbative Approach

1=61 [mm]
c

10°

|dZ,,/ds | [/ m]

Freq [GHZz]

Fig. 6. Magnitude of the sensitivity of Z1; with re-
spect to s. (example A).
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Full Parameterized
= = :Block PMOR
=—===:Perturbative Approach

10°

|dZ, /il | [©2 / m]

0 0.5 1 1.5 2 2.5 3
Freq [GHZz]

Fig. 7. Magnitude of the sensitivity of Z;5 with re-
spect to I, (example A).

Fig. 8. Three conductors microstrip (example B).

B. Three conductors microstrip

Three coupled microstrips are modeled in this ex-
ample and Fig. 8 shows the corresponding cross sec-
tion. The geometrical dimensions are w. = 178 pum,
te = 35um, d = 3mm and the length of the lines
is | = 40mm. The parameterized reduced order
and parameterized full models have been built start-
ing from a set of PEEC matrices computed over
a grid of 6 x 6 values of s, € [0.1 —0.4] mm and
h € [0.1 —0.3] mm. The order of the full models
is 3360 while the reduced order is 577. Parame-
terized time- and frequency-domain sensitivities are
performed over a validation grid of 5 x 5 values of
$¢ € [0.13—=0.37 mm and h € [0.12 — 0.28] mm.
The obtained results are then compared with the per-
turbative approach (26), (27). For the time-domain
results, a smooth pulse voltage source with amplitude
1V, rise/fall times 7, = 7y = 1.5 ns, width 6 ns and
internal resistance Ry = 50 (2 is applied on the first
conductor. All the ports are terminated on 50 €2 re-
sistances. Time-domain sensitivity results are shown
in Figs. 9, 10 while frequency-domain sensitivity re-
sults are shown in Figs. 11, 12. As in the previous
example, the results confirm the high accuracy of the
proposed method. Table 2 shows the simulation time
comparison that clearly confirms that the proposed
PMOR method considerably reduces the CPU time
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201 Full Parameterized

= = Block PMOR

=—=== Perturbative Approach
10

av /ds_ [V/m]
o

KN
o

-20

h=0.2 [mm]

10 15 20 25 30 35 40
Time [ns]

Fig. 9. Time-domain voltage sensitivity with respect
to s. at the port 1 (example B).

20l Full Parameterized
= = 'Block PMOR
—=-==Perturbative Approach
101

s =0.37 [mm]
c

dV_/dh [V/m]
o

s =0.13 [mm]
c

KN
o
‘

h=0.2 [mm]

10 15 20 25 30 35
Time [ns]

Fig. 10. Time-domain voltage sensitivity with respect
to h at the port 3 (example B).

required for a sensitivity analysis with respect to the
other two methods around a nominal design point
and therefore for a global sensitivity analysis. As in
the previous example, an initial computational effort
is required to compute the Block PMOR and Full
Parameterized models that is equal to 9306 s for the
Block PMOR and to 8456 s for the Full Parameter-
ized method.

V. CONCLUSIONS

In this paper we have presented a new PMOR
technique to perform both time- and frequency-
domain global sensitivity analysis of PEEC circuits.
It is based on the PEEC method, the block Laguerre
SVD model order reduction technique and interpola-
tion schemes. Two numerical examples confirm the
high modeling capability and the improved efficiency
of the proposed approach with respect to existing sen-
sitivity analysis methods.
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Full Parameterized
= = Block PMOR
==== Perturbative Appr
‘T 10°
c
=
o
N
N
i3
10°
h=0.28 [mm]
5_=0.25 [mm]
0 0.5 1 15 2
Freq [GHz]
Fig. 11. Magnitude of the sensitivity of Z;3 with

respect to h (example B).

108 :
Full Parameterized
= = Block PMOR
==== Perturbative Approach
106 C

|2, /ds | [/ m]
=)
S

s =0.25 [mm]
c
102 h=0.12[mm]
0 ‘ _ h=0.28 [mm]
10
0 0.5 1 1.5 2
Freq [GHZz]

Fig. 12. Magnitude of the sensitivity of Zy4 with
respect to s, (example B).

Table 2: Simulation time comparison (Example B).
The CPU time information related to time- and
frequency-domain analysis refers to an average value
of the CPU time needed to perform the sensitivity
analysis in a point of the validation grid

Block Full Perturbative
PMOR |Parameterized| Approach
Model eval 11s 10 s 699 s
Time Simulation| _9s 275 s 48 s
Total 20 s 285 s 747 s
Model eval 11s 10 s 699 s
Freq Simulation| _52s 591 s 857 s
Total 63 s 601 s 1556 s




VI. APPENDIX
This appendix illustrates the pseudo-code of the
Laguerre-SVD and the Block Laguerre-SVD algo-
rithms.
Algorithm 1 Laguerre-SVD Algorithm
Select values for o and ¢
RO+ (G+aC)R® =B
fork=1—g—1do
R*) + (G 4+ aC)R¥ = (G — aC)RF-D
end for
K, = [R(O),R(l), . .’R(q—l)]
VXUT « SVD [K,]
C,+ VTcv, G, + VTGV
B, «+ VTB, L, + VTL

Algorithm 2 Block Laguerre-SVD Algorithm
Select values for « and ¢
Gy G+aC. G G-aC
Gy +— G+ aC, Gr+ G—-aC
R\” + G'B
R + G,'B+G,'B
fork=1—>¢—-1do
R « Gy'GrRTY

R« (G3'Gr+GH'Ga) R 4
Gy GrRYTY

end for ‘

K, = RﬁO)';;qu:l)LO e O
“RY.RYIRD . RETY

Ny =q-ny

V«VIUT = SVD (Ky)
_ V1
V-V
fori=1,2 do
If rank V, = ry, < n, determine an ns x ry,
matrix V; with colspan V; = colspan V; and
rank V; = ry,

end f01~r
v=|V10
0 V,

Apply congruence transformations (24)
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Abstract — In this paper, the use of the Finite Difference
Method (FDM) is proposed to determine the reflection
coefficient of an open-ended coaxial sensor for
determining the moisture content of oil palm fruit. Semi-
rigid open-ended coaxial sensor is used in conjunction
with Vector Network Analyzer for reflection coefficient
measurement of oil palm fruit. Moisture content in oil
palm fruit determine optimum harvest time of oil palm
fruit. Finite difference method is then used to simulate
measured reflection coefficient due to different moisture
contents in oil palm fruit at various stages of ripeness.
The FDM results were found to be in good agreement
with measured data when compared with the quasi-static
and capacitance model. Overall, the mean errors in
magnitude and phase for the FDM were 0.03 and 3.70°,
respectively.

Index Terms — Finite difference method, moisture
content, oil palm fruit, open-ended coaxial sensor,
reflection coefficient.
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I. INTRODUCTION

A. Background of oil palm

The oil palm, Elaeis guineensis Jacq, is indigenous
to West Africa where the cultivation area is from Sierra
Leone, Liberia, the Ivory Coast, Ghana, Cameroon and
extended to the equatorial regions of the Republics of
Congo and Zaire [1].

The harvesting period begins around 24 to 30
months after planting [2] and each palm can produce
between 8 to 15 fresh fruit bunches (FFB) per year. The
weight of each bunch is about 15 to 25 kg each and this
depends on the planting material and age of the palm.
Each FFB contains about 1000 to 1300 fruit. Each fruit
consists of 3 layers, which are the fibrous mesocarp
layer, the endocarp (shell) and the kernel (Fig. 1).

Palm oil is obtained from the fleshy mesocarp,
which is composed of 45-55 per cent oil by weight [3].
The Tenera has been the preference for the palm oil
industry because of its thin shell and high oil content in
the thick mesocarp structure.

1054-4887 © ACES
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Fig. 1. Cross section of a fruitlet [2].

B. Conventional technique of determining the fruit
ripeness

There are several techniques to gauge the oil palm
fruit ripeness. The visible symptoms to determine fruit
ripeness include the color change of the fruit [4]-[5], the
percentage or number of detached fruit per bunch [6] and
the fruit ability to float on water, or so called floatation
technique [7]. However, they are unreliable due to their
inconsistencies and inaccuracies.

C. The relationship between moisture content and
ripeness of oil palm fruit

The current research in gauging the ripeness of oil
palm fruit is via examination of the amount of moisture
content in mesocarp of an oil palm fruit. Ariffin et al. [8]
states that the moisture content in mesocarp of oil palm
fruit can be used as an indicator to determine the fruit
ripeness. It was found that the moisture content is
higher in unripe oil palm fruit at the early stage of fruit
development. The water in the mesocarp decreases
gradually during fruit ripening which coincides with the
oil accumulation approximately from week 12 to week
15 after anthesis (Fig. 2). The amount of water in fresh
mesocarp decreases rapidly to 40% in the ripe fruit from
week 16 to week 17 after anthesis. The water content will
then decreases slowly from week 18 to week 24. The
moisture content decrease is almost about the same time
as the accumulation of oil in the mesocarp. Hence, there
is a close relationship between the moisture content (mc)
and oil content (oc) in mesocarp. This phenomenon is
helpful to gauge the fruit ripeness. Hartley [1] states that
the mass fraction of oil and mass fraction of water in the
mesocarp can be expressed linearly. This relationship are
visualize in Fig. 3.
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Fig. 3. The correlation of the water content (moisture
content) against the oil content in mesocarp.

II. MATERIALS AND METHOD

A. Measurement of moisture content in oil palm fruit

For the sake of establishing the relationship between
reflection coefficient and moisture content, the actual
moisture content must first be determined by a reliable
technique. Standard oven method was chosen to
determine moisture content in palm oil fruit because it is
the method proposed by Malaysia Palm OQil Board
(MPOB). The relative moisture content of oil palm fruit,
in percentage (wet basis) can be expressed as equation
2):

me. — Mpetore dry — m

after dry x100% | (1)
Mpefore dry

where Mygeay aNd My, are the weight of fruit
sample before dried and after dried, respectively.
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B. Simulation and measurement of open-ended coaxial
sensor on oil palm fruit

Open-ended coaxial sensors have been used
extensively to measure the reflection coefficient of oil
palm fruit [10]-[12]. The probe associated with such a
sensor is made of an RG-402 semi-rigid cable, normally
operating at 2 GHz. The stage of fruit ripeness is
determined by the percentage of moisture content. As the
moisture content (or permittivity, ;) of the fruit changes,

the values of reflection coefficient measured by the
sensor also changed.

Unfortunately, both the quasi-static model (a.k.a. the
admittance model) and the capacitance model assume
that the thickness of the sample under consideration is
infinite [13]. Therefore, these models are inappropriate
for characterizing a thin sample or any sample with finite
thickness, such as oil palm fruit. However, the dimensions
of the sample must be taken into account in FDM
calculation [14]-[15]. For instance, the length and
thickness of the fruit are considered in FDM.

C. The moisture content and the dielectric properties
in oil palm fruit

The moisture content of agricultural products is one
of the most important parameters for determining the
quality of the products. This information is required to
determine the optimum time for harvesting and safe
storage.

The standard oven-drying method is tedious and
time-consuming, and they are not suitable for use in
agro-production application. Hence, the development of
a rapid test method, such as microwave method, is a
pressing need in the industry. The complex dielectric
permittivity, €* is often expressed by equation (2):

g=g'-jg", (2
where ¢' is related to the ability of the material to store
energy (dielectric constant) and €" is the loss factor
which is the dissipation of energy in the material. The
permittivity of oil palm fruit [17] can be expressed as:

\/?=Vw\/§+vf\/§+vox/8_*7 ©)
where v, Vi, and vq are the volume fraction of water,
fiber, and oil, respectively, and STN, s: , and 83 are the
corresponding complex permittivities. It has been shown
that both & and 8; are essentially constant throughout
the frequency range between DC and 10 GHz with
gr=22-0.06jand e, = 2.3 -0.02j. The values of &,

are obtained from the Cole-Cole model [18]:
* € €

gy =g, +—> 2 4)
v 1+ (jor)'™*
where o' is the distribution parameter, which is an
empirical constant. Thus, the palm oil mixture consists
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of three main components, i.e., Vo, Vw, and vz, and the
relationship between them is:

Vo = 1-Vy-Vi. 5)

Since v¢ = 0.16 [1], vw can be calculated as:
_ (mc)(psVs +Po —PoVi) 6
w= (6)

Pw — (m'C')pW + (m-C-)pO l
where the densities p,,, p; and p, are 1, 0.92 and 0.93

respectively and mc is the moisture content. The volume

fraction of oil and water can be found by using Equation

(5) and Equation (6), respectively. In Equation (7), the

relative moisture content in the wet basis can be

determined in terms of the mass of water, oil, and fiber,

which are represented by mw, mo, and ms , respectively

[19]:

mc. = L

m,, + Mg +Mm;

Hence, the permittivity of the oil palm fruit can be
calculated using the mixture model [12].

Figure 4 shows the permittivity of oil palm fruit for

mc between 20% and 90%. The abnormal behavior of ¢'

with mc below 30% is due to bound water [20]-[21].

x100% . @

80

70

60

r r

TRRTIMEEL L iy r
20 30 40 50 60 70 80 %0
muisture content, mc (%)

Fig. 4. Relationship of moisture content in oil palm fruit
with €' (dielectric constant) and €" (loss factor) at 2 GHz.

D. Admittance model (quasi-static model)

The relationship between normalized admittance
and the reflection coefficient of an open-ended, coaxial
sensor can be written as Equation (8):

Z, -7, 1-Y,
_“L 0 _ ~L , (8)

Z +Zy 1+Y_
where Zo is the 50 Q characteristic impedance of the
coaxial sensor. The normalized admittance, Y [12], [22],
is established by two terms, i.e., normalized conductance,

G(% , and susceptance B(% . Y can be expressed
0 0

as:



_c0O, BO)

v Y, Y, ®)
where
GO __ e e 1
Y, _In(% e,  sin® . (10)
[3, (ko /s sin 0) 3, (k, Vea sin 0)f do
BO) e
Yo _Tc|n(%)\/€
ZSi(ko\/s(a2+b2—2abcose)j )

|

[=}

6

< —Si[ZkO\/ga sin[gD
_—Si[ZkO\/gb sin(gD

where g, is the dielectric constant of the material that

fills the coaxial line, € is the dielectric constant in the
external medium, a and b are the inner and outer radii,
respectively, k is the free space propagation constant, Jo
is the zero-order Bessel function, and Si is the sine
integral. Equations (10) and (11) can be approximated by
the first term of the Taylor series expansion [22]. In this

study, the aspect ratio, ba was 3.2981.

E. Capacitance model

An open-ended coaxial sensor can be used to
measure the dielectric constant of living tissue (in vivo),
e.g., oil palm fruit. The expression that represents the
aperture admittance in terms of the in vivo measurement
of the relative permittivity of the external medium [13]
is:

Yo (o.8) = jo(e,Co) = joC(e,) , 12)
in which
C(er) =&Co, (13)
C(e, =1) = Cy, (14)
C,=2.38¢y(b-a), (15)
-9
€,= % Fim, (16)

where Y, is the admittance at the end of the coaxial
probe, o is the angular frequency, €, is the permittivity

of free space, 8: is the relative permittivity of the

sample that occupies the space outside the coaxial line,
and C, is the capacitance of the probe (in free space).

The fringing capacitance, C(g:) at the aperture of the
probe consists of a part that is dependent on the relative
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permittivity of the sample and the filling of the coaxial
line.

F. Iteration method in solving finite difference method
(FDM)

The computation work of FDM involves large
system of simultaneous equations, and iterative method
was used to overcome these. lterative method uses the
approximation from previous computation to calculate
the next approximation. This computation is carried out
iteratively until its value converges.

Initial values of the potentials were set at the free
nodes which equals to zero or to any reasonable value.
For example, we set 1 V at the excitation plane and 0 V
at the ground conductor or perfect electric conductor
(PEC). These potential values are arranged to form a
matrix. Maintaining the potentials at the fixed nodes
constant at all times, then applying the equation:

1
Vii=3 Mgy Vi # Vi Vi) @)

to every free node in turn until the potentials at all grid
nodes (Fig. 5) are calculated. The potential in output
matrix is fed to the input matrix to calculate the potential
(element in matrix) in the next iteration. The potentials
obtained at first iteration may only provide an
approximate result because the first iteration may not
able to converge the potential to a correct value. In order
to enhance the accuracy of the potentials, the calculation
was repeated at each free node using previously
calculated potential. The iterative modification of the
potential at each grid node or vertex points of meshes is
repeated until desired degree of accuracies is obtained or
until two successive values at each node are sufficiently
equal.

Vijr

» 5

Fig. 5. Finite difference solution pattern: finite-difference,
five-node molecule.

G. Application of the concept of finite-difference in
the coaxial sensor and sample
Plane CD is the boundary between two different
materials, i.e., the Teflon in the coaxial line and the
sample. At the dielectric boundary (Fig. 6), the boundary
condition,
D1n= D2n, (18)
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must be imposed where D1, and D2, are the normal
components of the electric flux density at dielectric
filler in coaxial line and in the sample being tested,
respectively. This condition is based on Gauss’ Law for
electric fields, i.e.,

{D-dl ={eE-dl =Q,,c =0, (19)
since no free charge is deliberately placed on the dielectric
boundary. Substituting E = -VV in Equation (19) gives:

0=§svv-d|=§gg—\r:.d|, (20)

where Z—V denotes the derivative of V normal to the
n

contour |. Applying Equation (20) to the interface in Fig.
6 yields:

Vy=— 2\ 2
e +8;) e +e;)

The finite difference potential results on plane CD

in Fig. 6 (circular ring potential in the area of the cross
section of coaxial sensor, Viing) were computed. The total
potential, Vares, and the total charge, Qarea, at the area of

1 1
Vo+=V,+—V,. (21
34244()
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the aperture of the probe can be determined easily by
using Equations (22) and (23), respectively [23]:

b
Varea = Iavring dp, (22)

b2r Vring
Qarea=¢] | — pdédp (23)
a0 P
where p is the radius at aperture of the coaxial probe, a
is the inner radius of the coaxial probe, and b is the
outer radius of the coaxial probe. The normalized and
characteristic admittance are expressed as:

S JoC
Y="T, 24
Y. (24)
Yot (25)

€0€¢ a

where &, is the permittivity in free space, €. is the
relative permittivity of the coaxial line (PTFE), and
Lo is the free space of permeability. The reflection
coefficient, I" is obtained from Equation (8).

v

*
Vh:
' . I 4 PML (runcated region)
B Vs B £ ] [
alr, &, . .
R Vaz Vi
outer conductor (PEC) Vq.c cample 1“'"34__":54:
v h1 Vo under A%
. . £] e g test a4
v \iy dielectric 1 (Region 2)
. ol terial i T
i ma . .1.'Il V3 —— T\Il
PML n coaxial line | PML
N " i 1 ! - - - "“ ki N 1 )
(truncated region) (Region 1) —I»Y1 Ihg _ (huncated region)
- ® A Ao >z
inner conductor (PEC) D = J < FML
{excitation plane) Vi3 (runcated region)

*PML=Perfect Matched Layer
PEC=Perfect Electric Conductor

Fig. 6. Interface between media of dielectric permittivities €1 (dielectric material in the coaxial line) and &, (sample

being tested).

III. RESULTS AND DISCUSSION

A. Magnitude of the reflection coefficient

The results comparison for the measured and
calculated values of the reflection coefficient at various
percentages of moisture content in oil palm fruit is
shown in Fig. 7.

The whole results suggested that the magnitude of
the reflection coefficient decreases as the moisture
content of the fruit increased [24]. The results obtained
using the mixture model indicated that complex
permittivity, e* increased when the moisture content is

high. This relationship, which is due to the high degree
mismatch of impedance, is clearly shown in Fig. 8.
Increases in &* could cause the sample’s impedance, Z,
to decrease. The admittance model can be used to
calculate this.

In summary, increasing the moisture content causes
the complex permittivity to increase, as Fig. 4 shows.
Hence, this condition results in the decrease of
impedance, which, in turn, causes the magnitude of the
reflection coefficient, |T"|, to decrease. Figure 8 shows

this relationship as a 3D line plot.



CHENG, ABBAS,

0.5 +  measurement data
FDM
mem—— Admittance model

sweeeeeeees Capacitance model

0.4

0.3

Magnitude of reflection coefficient, |

0.2 Region 1 Region 2

0.1

0 r r r r r
20 30 40 50 60 70 80 90

moisture content, mc (%)

Fig. 7. The comparison between measured |T"| with

calculated results obtained from finite difference method
(FDM), admittance model and capacitance model at
2 GHz.

0.95

0.9 /
0.85 /
08
0.75
0.7 /

0.65

magnitude of reflection coefficient, |

80
250

150
40

muisture content, me (%) o

20 o |2) (Ohm)

Fig. 8. The relationships between |Z,|, |T" |, and moisture
content.

According to the admittance model, decreasing Z,
(as a result of a greater dielectric constant) results in a
decrease in the magnitude of the reflection coefficient.
The relationship between the normalized admittance,

(Y,_ :%] and the reflection coefficient, I" is shown
L
by the Equation (25). Zo is the 50 Q characteristic
impedance of the coaxial sensor. Figure 8 shows the
relationship between magnitude of reflection coefficient,
magnitude of impedance, and moisture content.

The FDM, admittance model and capacitance model
produced trends that were similar to the measurement
results. The magnitudes that were acquired by FDM
showed better agreement with the measured data than the
admittance model or the capacitance model [19]. The
FDM provided a mean error of 0.03 for the moisture
content ranging from 20% to 90%. The mean errors
produced by the admittance model and the capacitance
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model are 0.06 and 0.05, respectively. The poor accuracies
of the admittance model and the capacitance model were
due to the assumptions that were made in the models. In
both models, it is assumed that the thickness of the
sample is infinite [13]. Therefore, neither one of them is
suitable for use in characterizing a thin sample or any
sample with a finite thickness, such as the sample of oil
palm fruit. However, the dimensions of the sample, i.e.,
its length and width, must be taken into account in the
FDM calculation. The PML is necessary to truncate the
computation region of the material, in order to retain the
practicability of the computation.

Among the three models, the FDM approach had the
best agreement with the measured values of the reflection
coefficient, as shown in Fig. 7.

Figure 9 represents a portion of Fig. 7, which
designated as region 1 in Fig. 7. Region 1 is in mc range
from 20% to 40%. Meanwhile, the region where the mc
range is from 40% to 90% is designated as region 2.
These two mc ranges are important to study the period
after anthesis. The relationship of water content in fruit
and the period after anthesis can be referred to Fig. 2.

Measurement data shows |T"| decreases gradually
when moisture content increases. Referring to Fig. 2, it
can be observed that the mc in the range of 20% to 40%
is within 18 weeks to 24 weeks after anthesis. During this
period, the water content and oil content show
insignificant change. The fruit accumulates maximum
amount of oil content in this mc range. It can be used to
determine the optimum of harvesting time of oil palm
fruit. Therefore, the relationship of |I"| against moisture
content can be used to predict moisture content upon the
knowledge of |T"|.

The trend line in Fig. 2 that represents water and oil
content seems unchanged in this mc range. The fruit
seems to be at constant water and oil level. The mean
magnitude error of FDM, admittance model and
capacitance model are similar, i.e., 0.01 when compared
with Fig. 9. The similar values of mean magnitude error
for these models are close to the mean magnitude error
that is presented by the fitting line shown in Fig. 9, i.e.,
0.01. The insignificant change in moisture content yield
to the insignificant change in their magnitude of
reflection coefficient as well. It can be proved by the
sensitivity in Fig. 10. Figure 10 indicates the sensitivity

dir|

d(mc)
sensitivity is kept constant when the mc increases from
20% to 40%. It means that it is best represented as a
linear relationship. It has been proved by the fitting linear
equation in Fig. 9. The sensitivity value is -0.0017 and it
is very small. This can be explained by Fig. 2. In Fig. 2,
the range of water content which is between 20% to 40%
shows the insignificant change when the fruit exceeds
week 17 after anthesis.

in region 1. It can be noticed that the
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Figure 11 represents region 2 in Fig. 7. The range
40% to 90% moisture content is within week 12 to week
16 after anthesis. It can be observed in Fig. 2 as well. The
water content and oil content change drastically during
week 16 to week 17. The water content starts to decrease,
whereas oil content starts to rise on week 16 after
anthesis. This is difficult to predict because the moisture
content has an abrupt change. Hence, it can be observed
that the error of FDM, admittance model and capacitance
model are larger than the case in region 1 (Fig. 9),
namely 0.06, 0.11 and 0.10. When FDM, admittance
model and capacitance model are compared to each
other, it can be found that FDM shows the best
agreement with measured data with the smallest error,
0.06 during week 12 to 17 after anthesis. The fitted line
of measure data is best represented as quadratic equation

T |= (6x107°)(mc)? —0.004(mc) +1.111. Hence, the
sensitivity equation [25] can be represented by
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iy
d(mc)
Fig. 12. Even though the sensitivity decreases when the
moisture contents increases from 40% to 90%, however,
the variation of sensitivity with mc is not drastic.
Although the sensitivity decreases, it is still greater than
the sensitivity in region 1 as shown in Fig. 10. Overall,

dir|
(mc

=(1.2x107")(mc) —0.004 and it is visualized in

the sensor has higher sensitivity for moisture

content greater than 40% (region 2) if compared with
Fig. 10 and it is commendable as this coincides with the
drastic change in moisture content from unripe fruits to
the ripe stage.
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Fig. 12. Sensitivity of dll%(mc) for the mc range
between 40% to 90% (region 2).

B. Phase of reflection coefficient

The variation of phase with moisture content, mc, is
shown in Fig. 13. Phase is highly influenced by the
complex permittivity, e* and the thickness of the sample



[26]. In addition, the length of the coaxial line and the
thickness of the fruit can cause a phase shift. The phase
shift in Fig. 13 shows good agreement with the measured
data when compared with the phase on plane AB. When
the length of coaxial line varies from 0.5 cm to 10 cm, it
can be observed that the error in FDM shows the smallest
when the length is 6 cm as seen in Fig. 14. However, the
measured length of coaxial sensor from the caliper shows
5.655 cm. This deviation may be due to the inhomogenity
of the fruit in terms of permittivity. The FDM results
deviated from the measured data because FDM only
considers a homogeneous sample calculation. The phase
of reflection coefficient from FDM still shows the best
results for 6 cm coaxial sensor when compared to
admittance model and capacitance model which have
extended to plane AB as well by using technique of de-
embedding of coaxial probe [27]. The effects of length
of the open-ended, coaxial sensor towards reflection
coefficient in reflection measurement had been reported
[28]. Error shown by FDM is 45.6 degrees on the plane
CD. After the plane is extended from plane CD to AB,
the error is reduced to 7.80 degrees with similar
condition. It is expected that the measurement plane
must coincide with the calibration plane, since the
calibration is done on plane AB. The mean phase error
of admittance model (25.0 degrees of mean error) and
capacitance model (27.1 degrees of mean error) are
higher at plane CD if compared with the mean phase
error at plane AB. After the plane CD is extended to
plane AB, the error of admittance model is reduced to
17.3 degrees, while capacitance model is reduced to 15.0
degrees. After the comparison was done, the FDM on
plane AB shows the best agreement with measured data.
The poor accuracy in admittance model and capacitance
model are due to the assumption made in both models.
As mentioned previously, the admittance model and
capacitance model assumed that the thickness of sample
under consideration is infinite [13]. Therefore, they are
not suitable to be used in characterizing a thin sample or
any sample with finite thickness which is similar with oil
palm fruit. This deviation of measured phase from the
calculated phase using FDM may be due to the
inhomogeneity of the oil palm fruit. The FDM results
deviated from measured data because the FDM
calculations only considered homogeneous samples. The
FDM approach has better results for the phase of the
reflection coefficient than the admittance model or the
capacitance model. FDM has an error of only 3.70
degrees for similar conditions. The mean phase errors of
the admittance model and the capacitance model were
approximately 18 degrees and 15 degrees, respectively.
When all the results were compared, it was apparent that
the FDM provided the best agreement with the measured
data. The poor accuracies in the admittance model
and the capacitance model were due to the limiting
assumptions that were made in both models. As
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mentioned previously, in both of these models, it was
assumed that the thickness of sample of fruit was
infinite. Therefore, neither of these two models is
suitable for characterizing thin sample or any sample
with finite thickness, such as the oil palm fruit. Figure 15
represents region 1 in Fig. 13. In Fig. 9, the magnitude
of measured data, admittance model and capacitance
model shows insignificant change with moisture content
range 20% to 40%. The phase of admittance model and
capacitance model for moisture content between 20%
and 40% is almost constant as shown in Fig. 15.
However, the measured phase decreases with equation

¢ =0.0117(mc)? —1.2846(mc) —30.665. The mean phase

error for FDM, admittance model and capacitance model
on plane AB are 3.59 degrees, 4.27 degrees and 4.44s
degree respectively. They have the mean phase error that
is close to the fitting line which shows 3.13 degrees of
mean error. Comparing FDM with admittance model and
capacitance model, FDM has better agreement with the
measured phase. The FDM, admittance model and
capacitance model on plane CD (measurement plane)
show a larger mean phase error if compared with the
models on plane AB. It is due to the measured magnitude
are collected on calibration plane but not the measurement
plane. The differentiation of the fitting line equation with
moisture content is:

d¢
d(mc)

or so-called sensitivity for moisture content range 20%
to 40% as shown in Fig. 16. It is dissimilar to Fig. 10
because of the sensitivity in Fig. 16 decreases from 0.3
to 0.8 for moisture content range 20% to 40%, however,
the sensitivity in Fig. 16 decreases insignificantly from
0.0035 to 0.0029. For this reason, the measured phase
has higher sensitivity than the measured magnitude in
region 1.

=0.0234(mc) —1.2846,, (26)
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Fig. 13. Comparison of phase of reflection coefficient
among measured data, FDM, admittance model and
capacitance model.
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Figure 17 represents region 2 in Fig. 13. The mc
range 40% to 90% is within week 12 to week 16 after
anthesis. During this period, the condition in Fig. 17 is
similar to Fig. 11 because they show a similar trend.
The water content starts to decrease, whereas oil content
starts to rise in week 16 after anthesis. It can be observed
that the error of FDM, admittance model and capacitance
model are larger than the case in Fig. 15, namely
8.51 degrees, 22.29 degrees and 18.97 degrees. In
Fig. 15, FDM still shows the best agreement with
measured data. It has the smallest error compared with
admittance model and capacitance model. Unlike the
case in Fig. 15, the results of admittance model and
capacitance model deviated from measured phase in mc
range from 40% to 90%. The admittance model and
capacitance model have larger mean phase error, namely
22.29 degrees and 18.97 degrees, respectively. The fitting
equation that represents the trend of measured phase

is ¢ =0.0015(mc)? —0.9145(mc) — 27.928 as shown in
Fig. 17, while the relationship between sensitivity and
mc is |d¢/ d(mc)| = (0.0030)(mc) —0.9145.
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Fig. 17. Region 2 of Fig. 13.

For moisture content from 40% to 90%, the
sensitivity decreases from 0.79 to 0.65. However, the
range of sensitivity in Fig. 16 is from 0.3 to 0.8. The
measured phase in the moisture content from 40% to
90% shows higher sensitivity than in Fig. 16. This can
be explained by referring to Fig. 4. In Fig. 4, the €’ and
€” increase drastically when the moisture content is
greater than 40%. The negative phase of reflection
coefficient increases when the complex permittivity

)

d(mc)

increases as well. The sensitivity of phase [




shows higher than the magnitude in region 2 (Fig. 17).
This implies that a small change in moisture content can
be easily detected by the phase of reflection coefficient
when compared with magnitude of reflection coefficient.
This can help to estimate the moisture content accurately
[23].
In region 2 where mc > 40%, the sensitivity is
higher than region 1. The sensitivity can be expressed as
d¢
d(mc)
with the response of moisture content to the weeks after
anthesis as shown in Fig. 2, where the variation of mc
becomes drastic when mc > 40%.

=|-0.0245(mc) +2.25 (Fig. 18). It is in line

|d ¢/d(mc)|=(-0.0245(me)+2.23|
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Fig. 18. Sensitivity, ‘% for mc range that exceeds

40%.

IV. CONCLUSION

In this work, the complex reflection coefficient was
analyzed computationally with FDM on an aperture
coaxial sensor. The accuracy of this analysis was
investigated by comparing calculated (FDM, the
admittance model and the capacitance model) with
measured reflection coefficients (measured using a
Vector Network Analyzer). Figures 7 and 13 indicate
that the FDM was more accurate than the admittance
model and the capacitance model.
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Abstract — The Prolate Spheroidal Impulse Radiating
Antenna (PSIRA) focuses pulsed radiation in the near
field with a small beam width allowing the application
of non-invasive skin cancer treatment. In this proposed
work, SWB (Slanted Wire Bicone), EPH (Elliptical Profile
Horn), TSVS (Tapered Slot Vivaldi Shape) and Tapered
Arm Conical Plate (TACP) feed antenna configurations
for Prolate Spheroidal Reflector (PSR) are explored to
enhance the spatial resolution on biological target. The
feed antenna is placed at the first focal point and the
target is located at the second focal point of the PSR.
Next, the resolution of focused electric field on the target
is enhanced by using near field focusing lens. A 3 layer
partition lens system is placed before the target to reduce
the spot size of the focused field on the target. The
delivery of subnanosecond pulses using reflector in
conjunction with and without partition lens system on
the biological target is compared for all feed antenna
configurations. Tapered Arm Conical Plate (TACP) fed
PSR with the 3 layer partition lens system greatly
reduces the spot size to 0.5 cm along lateral direction and
1 cm along axial direction. The enhancement in spatial
resolution is much favorable to reduce the damage of
healthy tissues during cancer treatment.

Index Terms — Near field focusing lens, non-invasive
cancer treatment, prolate spheroidal impulse radiating
antenna, subnanosecond electric pulse, ultra wide band
antenna.

I. INTRODUCTION

Recent research shows that fast, intense
electromagnetic pulses can be used to kill melanoma
cells [1, 2]. The conventional treatment for melanoma is
an invasive method which delivers electric pulses in
nanosecond range using electrodes into the skin. The
non-invasive technique involves PSIRA to deliver an
electric pulse. The non-invasive treatment limits surgery,
reduces the pain, scarring and mortality of the patients
while remaining cost effective and safe. From the past
researches, it is observed that if an intense electric field
is applied to cancer cells, it introduces a programmed cell
death called apoptosis [3].
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Xiao et al. showcased the high power electromagnetic
pulses can treat melanoma cells [4, 5]. The intense pulses
with subnanosecond range is preferred to obtain the
higher probability of penetration into the interior of the
cells. The preferred duration of subnanosecond pulse is
in the range of 100-200 ps making it possible to focus
the radiation on the target efficiently and produce small
spot size on the target. Baum et al. desighed PSIRA to
deliver subnanosecond pulse. The PSIRA acts as a high
power radiation source for melanoma treatment [6]. The
PSIRA is based on the two foci of an ellipse. It radiates
subnanosecond intense pulses from the first focus to
the second focus. The feed of the PSIRA is an ultra-
wideband antenna. The spatial resolution on the target is
enhanced by placing lens system before the target.
Kumar et al. designed a graded index lens system which
is located before the dielectric slab (er = 9). The spot
diameter obtained from the numerical simulation is
1.187 cm [7].

In the proposed work, four types of PSIRA with
partition lens are designed and their performance is
compared in terms of spatial resolution on the target.

This paper is organized as follows. Section I
presents the design of PSR. In Section Ill, the different
feed configuration for PSR is discussed. Section 1V
discusses the partition lens system design .The skin
model is presented in Section V. Section VI presents the
comparative results of the numerical simulations of the
PSIRA and focusing lens system.

I1. PROLATE SPHEROIDAL REFLECTOR
DESIGN

The Impulse Radiating Antenna (IRA) is a class
of focused aperture antennas that have been used
extensively for the generation and radiation of ultra
wide band electromagnetic pulses [8, 9]. The IRA can
effectively focus its radiation in the near field by using
Prolate Spheroidal Reflector (PSR). A fast rising transient
pulse is propagated from the first focus of the PSR. The
wave is then refocused on the second focus of the PSR
to obtain a very narrow impulsive waveform.

The PSIRA consists of two main parts, feed arms
and a reflector. The schematic diagram of Prolate
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Spheroidal Reflector is shown in Fig. 1. PSR is an
elliptical reflector. It has two focal points. The feed
antenna is placed at the first focal point .The target
(skin) is placed at the second focal point. The radiated
electromagnetic wave from the first focal point is
concentrated at the second focal point where the target is
placed. PSR is designed using the reflector geometry
proposed by Xiao et al. [6]. The semi major axis (a) of
the reflector is 29.8 cm. The semi minor axis (b) is 25 cm.

It has two foci. The focal distance zo = vVa? — b?, i.e.,
16.3 cm .The second focal point is closer to the near field
region with focal distance less than 2D?%4, where D is
aperture diameter and / is the wavelength. The distance
between the two focal point is 32.6 cm.

Fig. 1. Schematic diagram of prolate spheroidal reflector
with geometrical parameter.

I11. DESIGN OF FEED ANTENNA
CONFIGURATIONS OF PSR
The radiation characteristics of IRA at high
frequencies are very sensitive to the design of feeding
structure. The design of different feed antenna structures
for PSR is presented in this section.

A. Slanted Wire Bicone (SWB) fed PSR

The Slanted Wire Bicone (SWB) fed PSIRA design
is presented. It is much suitable for ultra wide band
application such as intense subnanosecond pulse radiation.
The design of SWB is derived from bicone antenna
[10].The radiation is focused in one direction by slanting
the two cones in the desired direction by the angle of 30°,
which is shown in Fig. 2 (a). In order to construct a light
weight feed structure, the wire bicone is chosen instead
of solid structure. The inner diameter of conical structure
is 2 cm and the outer diameter is 22 cm. The excitation
gap between the cone is optimized to 1 cm. The entire
simulation setup is shown in Fig. 2 (b).
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Fig. 2. SWB fed PSR: (a) geometry of SWB feed and (b)
simulation model of SWB fed PSR.

B. Elliptical Profile Horn (EPH) fed PSR

The design of Elliptic Profile Horn (EPH) feed for
PSR is presented. The EPH feed is simple and is
designed from the single quadrant of the elliptical
profile, which is shown in Fig. 3 (a). In this work the
longitudinal section of the ellipse in the y-z plane is
chosen, because it is easy to bend the surface smoothly
at both the low impedance (driving point) as well as free
space ends of the horn [11].

Two significant variables in the design of the
elliptical profile horn are overall length a (semi major
axis of the ellipse) and the height h (separation between
the plate which is determined from the semi minor axis
(b)).

The coordinates of the ellipse can be obtained from:

x?  (y-h)?
?‘F b2 = 1. (1)
The parameter m is given by:
2
m=62:1—b/a2, 2

e-eccentricity of the ellipse.

The length of the arc described by the ellipse is
given by E(m), the complete elliptic integral of the first
kind,

T
E(m)=J, VT —m sin?6d8. 3)

The simulation setup is shown in Fig. 3 (b). The
semi major axis (a) of elliptic profile is 15 cm and semi
minor axis (b) is 16 cm. At the excitation point the
spacing between the plates is properly designed in order
to avoid the higher order modes. For the design of horn
structure the higher order modes are undesirable. So the
feed gap has to be less than the wavelength at the highest
operating frequency. The edges of the plates are tapered.
The curvature of the tapering is optimized to completely
remove the fluctuations in the main lobe at higher
frequencies.
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Fig. 3. EPH fed PSR: (a) geometry of elliptical profile
and (b) simulation model of EPH fed PSR.

C. Tapered Slot Vivaldi Shaped (TSVS) fed PSR

The traditional Vivaldi feed arm structure for
parabolic reflector has a low reflection loss in the
entire frequency band but low radiation efficiency. The
Tapered Slot Vivaldi Shaped (TSVS) feed arm shown in
Fig. 4 (a) is designed in order to improve the radiation
characteristics of the PSIRA. The Prolate Spheroidal
Reflector with Tapered Slot Vivaldi Shaped feed arm is
shown in Fig. 4 (b). It consists of two pairs of feed arms.
The feed arms are separated by the arm angle ¢=70°
from the horizontal axis. The optimized arm angle
(9=70°) is used because the antenna has uniform
aperture field distribution in the entire frequency band of
interest [12].

v w Prolate Spheroidal
Refector

b Tapered Slot Vivaklh
Shaped Feed

Fig. 4. TSVS fed PSR: (a) geometrical dimensions of
TSVS feed and (b) simulation model of PSR with TSVS
feed arms.

The TSVS feed is a combination of Vivaldi antenna
and TEM coplanar transmission line. The Vivaldi shape
is obtained by blending the edge of the coplanar
transmission line with the radius(r) of 7 cm. The rounded
portion of the TSVS feed is optimized to reduce the
current reflection from the end of the antenna and to
improve the radiation of low frequencies.

Two parts of the Vivaldi shape are joined at one end
of the arm and the other end of the arm is arranged in
such a way that it looks like a linearly tapered slot. The
length of the slot, L=17.6 cm. The width of the tapered
slot, W=4 cm. The thickness of the arm is considered as
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1 mm. The pair of two feed arms is placed at the first
focal point of the PSR. The upper and lower feed arms
are separated by the optimized feed gap of 1 cm.

D. Tapered Arm Conical Plate (TACP) fed PSR

The TACP fed PSR is constructed with a diameter
of 50 cm and four tapered conical plate feed arm with
separation angle of ¢, = 60°. The design of a conical
structure mainly depends on the three angles By, B1,
and f3,. The center angle is ,, and 8, and p, are the
lower and upper side angle of the feed arm, which
is shown in Fig. 5 (a). The conically symmetric TEM
feeding structure parameters [ B,, B1, B»] are related
to the equivalent longitudinally symmetric structure
parameters (semi major axis a, semi minor axis b,
diameter D, focal length F).

The center angle is specified as B,:

B, = arctan (1/(% - %)) (4)
B, = 2 arctan (m1/4 tan (BO/Z)), (5)
B, =2arctan (m"/* tan (B,/2)), (6)

B, and 3, are the lower and upper side angle of the feed
arm.

Figure 5 (b) shows the PSIRA with TACP feed.
These arms are terminated by 200 Q load which are used
as a low frequency matching circuit. Different termination
loads have been tried [13] and it has been observed that
there is no resistive termination load that can match the
feeding arms with the reflector to remove the standing
waves. It means that there is some stored energy around
the arm-reflector junction. Because of that stored energy
at the junction, the observed impedance is a complex
value. It is not easy to match the feeding arms with the
reflector for the entire frequency band. In order to reduce
the energy stored around the junction of the arm-reflector
and to improve the gain of the IRA, the end part of the
feeding arms are tapered.
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Fig. 5. TACP fed PSR: (a) configuration of TACP fed
PSR and (b) simulation model of PSR with TACP feed
arms.



E. Impedance and radiation characteristics of different
feed configurations

The impedance and radiation characteristics of
different feed configurations are presented. The spot size
is one of the most important parameters to be considered
for non-invasive cancer treatment. The spot is measured
from the focal waveform at half power points.

The return loss and VSWR are calculated from Figs.
6 (a) and 7 (a) for SWB fed PSR. The return loss is -10 dB
for the bandwidth of 600 MHz to 10 GHz. Within the
band of 600 MHz to 10 GHz, the VSWR is lower than 2.
The radiated pulse is focused to the second focal point
where the target (skin) is placed. The focal waveform is
shown in Fig. 8 (a). The maximum electric field measured
is 49 V/m. The Full Width Half Maximum (FWHM) is
65ps.

The impedance characteristics of EPH fed PSIRA
are shown in Figs. 6 (b) and 7 (b). The return loss is
-