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Abstract ─ This work describes a meshless 
approach to obtain resonant frequencies and field 
distributions in axisymmetric electromagnetic 
cavities. The meshless local Petrov-Galerkin is 
used with shape functions generated by moving 
least squares. Boundary conditions are imposed by 
a collocation method that does not require 
integrations. The proposed analysis has simple 
implementation and reduced computational effort. 
Results for TE and TM modes of cylindrical and 
spherical cavities are presented and compared with 
analytical solutions. 
  
Index Terms ─ BOR (bodies of revolution), 
electromagnetic cavities, LBIE (local boundary 
integral equation), and MLPG (meshless local 
Petrov-Galerkin).  
 

I. INTRODUCTION 
Meshless methods are a class of numerical 

methods able to solve problems governed by 
partial differential equations (PDE), as other 
methods vastly used by the computational 
electromagnetic (CEM) community like the finite 
element method (FEM) and the finite difference 
method (FDM). The FDM is usually employed to 
solve problems in time domain, generating the 
well-known finite difference time domain (FDTD) 
[1]. FEM, on the other hand, is generally used to 
solve electromagnetic problems in frequency 
domain. Both methods need a mesh (FEM) or a 
grid (FDTD) to attain a numerical solution.  

A mesh generation with strict quality 
restrictions required by numerical methods is a 
very demanding task, especially for very 
complicated geometries and for three-dimensional 
(3D) problems. For this reason, alternative 
numerical techniques without meshes or grids are 
sought. In meshless methods, the numerical 
solution is obtained without setting up any kind of 
grid or mesh. From a computational perspective, 
FEM requires more time in its mesh setup, while 
meshless methods demand on its matrix 
computation due to the complexity of their shape 
function construction.  

Meshless methods can be classified in two 
categories: methods based on strong forms and 
those based on weak formulations. In strong-form 
methods, the governing partial differential 
equations (PDEs) are directly discretized using 
simple collocation techniques. These methods are 
computationally efficient and have simple 
implementation; but they are often unstable, not 
robust, and inaccurate [2]. Meshless methods 
based on collocation are generally implemented 
using smoothed particle hydrodynamics for 
electromagnetics (SPEM) formulations [3] or 
radial basis functions [4, 5, and 6].   

In order to use methods based on weak 
formulations, it is necessary to construct a weak 
equation, which is obtained by applying the 
residual method to the PDE [2]. Galerkin or 
Petrov-Galerkin methods can be used to discretize 
the weak equation, resulting in methods more 
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robust, stable, and with higher convergence rates 
than collocation techniques [2].  

The element free Galerkin method (EFGM) is 
a global weak formulation, which has been 
successfully applied in the solution of wave 
scattering problems [7]. The main drawback of the 
EFGM is that it requires a background mesh to 
perform numerical integrations. Recently, 
meshless local Petrov-Galerkin (MLPG), which is 
a local weak-form method and does not use a 
mesh even for integration, has been used to solve 
wave propagation [8] and 3D static problems [9]. 

The present work extends the MLPG 
procedures presented in [8 and 9] to determine the 
resonant frequencies and field distributions inside 
axisymmetric cavities. Similar problems have been 
solved in [4 and 5] using meshless collocation 
methods. Our work adopts MLPG, which is a 
weak-form method that, in principle, has better 
precision and numerical stability when compared 
with collocation methods [2].  
 

II. PROBLEM FORMULATION 
The vectorial Helmholtz equation for a source-

free region containing a material characterized by 
its relative permittivity 𝜖𝑟 and permeability 𝜇𝑟 is 
given by [10] 

∇ × �
1
𝜖𝑟

 ∇ × 𝐻��⃗ � − 𝑘0
2𝜇𝑟𝐻��⃗ = 0,          (1) 

where 𝑘02 = 𝜔2𝜖0𝜇0 and 𝑘0 is the free-space 
wavenumber.  

We first make the assumption that the field 
distribution is also axisymmetric, i.e., the magnetic 
field in (1) has only the 𝜙-component and varies 
only in 𝜌 and 𝑧 directions (𝐻��⃗ = 𝐻𝜙(𝜌, 𝑧)𝜙�). This 
assumption is applied in (1) and results in a TM 
scalar formulation: 

𝜕
𝜕𝜌

�
1
𝜌𝜖𝑟

𝜕�𝜌𝐻𝜙�
𝜕𝜌

� +
𝜕
𝜕𝑧
�

1
𝜌𝜖𝑟

𝜕�𝜌𝐻𝜙�
𝜕𝑧

� + 𝑘02𝜇𝑟𝐻𝜙 

= 0.                                                     (2) 

The weak form is then obtained by the weighted 
residual method, multiplying (2) by a test function 
𝜓(𝜌, 𝑧) and integrating the result over the domain 
Ω: 

�
𝜕
𝜕𝜌

�
1
𝜌𝜖𝑟

𝜕�𝜌𝐻𝜙�
𝜕𝜌

�𝜓 +
𝜕
𝜕𝑧
�

1
𝜌𝜖𝑟

𝜕�𝜌𝐻𝜙�
𝜕𝑧

�
Ω

𝜓𝑑𝐴 

+𝑘02�𝜇𝑟𝐻𝜙𝜓𝑑𝐴
Ω

 = 0.                     (3) 

After some mathematical manipulations [10], the 
weak form for the TM solution is obtained:  

�
𝜓
𝜌𝜖𝑟

𝜕�𝜌𝐻𝜙�
𝜕𝑛

𝑑𝑙
𝜕Ω

−�
∇𝜓 ⋅ ∇�𝜌𝐻𝜙�

𝜖𝑟𝜌
𝑑𝐴

 Ω
 

+𝑘02�
𝜇𝑟𝜓(𝜌𝐻𝜙)

𝜌
𝑑𝐴 = 0.             (4)

Ω
 

The TE weak formulation is obtained from 
duality. A single equation mathematically 
expressing both TE and TM cases is written as 

�
𝜓
𝜌𝑓

𝜕𝑢
𝜕𝑛

𝑑𝑙
𝜕Ω

−�
∇𝜓 ⋅ ∇𝑢
𝑓𝜌

𝑑𝐴
 Ω

+𝑘02�
𝑔𝜓𝑢
𝜌

𝑑𝐴
Ω

 

= 0,                                    (5) 

where, for TM modes, 𝑢 = 𝜌𝐻𝜙 , 𝑓 is the relative 
electric permittivity 𝜖𝑟,  and  𝑔 is the relative 
magnetic permeability 𝜇𝑟 inside the cavity. For TE 
modes,  𝑢 = 𝜌𝐸𝜙, 𝑓 = 𝜇𝑟, and 𝑔 =  𝜖𝑟. 
 

III. THE MESHLESS APPROACH 
Equation (5) is numerically evaluated by a 

meshless approach, which begins by spreading 
nodes (field nodes) over the problem domain Ω 
and its boundary 𝜕Ω (see Fig. 1). Every node xI 
has an associated shape function 𝜙I, which is 
different from zero only in a small region around 
the node I. This region is known as node I’s 
influence domains ΩFI, as illustrated in Fig. 1. The 
influence domain can be of any shape (generally 
circular, square, or rectangular forms are adopted), 
as long as their union covers all the problem 
domain Ω. In this work, circular influence domains 
are employed. The local approximation of 𝑢 at a 
point x is then given by: 

𝑢ℎ(𝑥) = �𝜙I(𝑥)𝑢I

𝑁

I

,                     (6) 

where 𝐼 = 1, … ,𝑁 represents the nodes whose 
influence domains include point x and 𝑢I are the 
nodal values. The set of N nodes is known as the 
support domain Ωx (Fig. 1). To build the shape 
function we have adopted the moving least squares    
(MLS)    method,    which    begins    by  
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Fig. 1. A computational domain Ω and its 
boundaries 𝜕Ω. The horizontal striped regions are 
influence domains ΩF1 and ΩF2 of the nodes 
x1 and x2, respectively. The non-striped regions 
are test domains ΩS3 and ΩS4 of the nodes x3 and 
x4, respectively. The vertical striped region is the 
support domain  Ωx of a point x.  
 
expressing 𝑢ℎ as [2] 

𝑢ℎ(x) = 𝐩T(x)𝐚(x), ∀ x ∈  Ω𝐱,   (7) 

where 𝐩T(x) = [𝑝1(x),𝑝2(x), … ,𝑝𝑚(x)] is a 
complete monomial basis with 𝑚 terms and 𝐚(x) 
is a vector containing the coefficients 𝑎j(x), 
𝑗 = 1, 2, … ,𝑚, which are functions of the space 
co-ordinates x = [𝜌, 𝑧]T. For example, using a 
first order polynomial, 𝐩T(x) is given by: 

𝐩T(x) = [1,𝜌, 𝑧],   for  𝑚 = 3.             (8)  

The coefficient vector 𝐚(x) is determined by 
minimizing a weight discrete 𝐿2-norm defined as: 

𝐽 = �𝑤(dI)
𝑁

I=1

[𝐩T(xI)𝐚(x)− uI]2,          (9) 

where 𝑁 is the number of nodes in the support 
domain of x and xI are the coordinates of node I. 
The chosen weighting function is a third order 
spline function expressed by [2]: 

 𝑤(𝑑𝐼) =

⎩
⎪
⎨

⎪
⎧
2
3
− 4𝑑I

2 + 4𝑑I
3            if  𝑑𝐼 ≤

1
2

4
3
− 4𝑑I + 4𝑑I

2 − 4
3
𝑑I
3           

                                 if 1
2

< 𝑑I ≤ 1
0                                   otherwise,

(10) 

where 𝑑I = |x − xI|/𝑟I and 𝑟I is the radius of the 
influence domain associated to node I, as shown in 
Fig. 1. The 𝑟I values are obtained in a two step 
preprocess: (i) a small set of 𝑁𝑖𝑛𝑖 neighbor nodes 
for each node I is selected; (ii) the distance 
between node I and its furthest neighbor node 
(𝑑𝑖𝑠𝑡I) is evaluated and multiplied by the 
dimensionless size parameter 𝛼I, defining 
𝑟𝐼 = 𝑑𝑖𝑠𝑡𝐼 ⋅ 𝛼𝐼.  

The minimization of 𝐽 results in [2] 

𝐚(x) = 𝐀−1(x)𝐁(x)𝐔,                   (11)    

where 𝐀 is the moment matrix, given by 

𝐀(x) = �𝑤(x − xI)𝐩(xI)𝐩T(xI)
𝑁

I=0

,       (12) 

the matrix 𝐁 has the form 𝐁(x) =
[𝑩𝟏,𝑩𝟐, … ,𝑩𝑵], with column elements 𝑩I defined 
by 

𝑩I = w(dI)𝐩(xI),                   (13) 

and 𝐔 is the vector that contains all fictitious nodal 
values of  support domain Ωx, 𝐔 = {u1, … , u𝑁}T. 

Equation (7) can be rewritten using (11) as 
follows [2]:  

𝑢ℎ(x) = 𝐩T(x)𝐀−1(x)𝐁(x)𝐔 = 𝚽T(x)𝐔,    (14) 

where 𝚽(x) is the matrix of MLS shape functions 
corresponding to 𝑁 nodes of Ωx, written as: 

𝚽T(x) = [𝜙1(x),𝜙2(x), … ,𝜙𝑁(x)],      (15) 

where 𝜙I(x) is the shape function of the Ith node 
of Ωx. Equation (14) indicates that shape functions 
and, consequently, the MLS approximation 
depend on 𝐀−1. A well-conditioned 𝐀 matrix is 
guaranteed using N ≫ m and avoiding certain 
singular node distributions (e.g., a collinear node 
distribution) [2]. Equation (14) is the matrix form 
of (6).  

The partial derivatives of 𝚽 with respect to 𝜌  
are obtained as: 

 𝚽,𝜌
T = 𝐩,𝜌

T𝐀−1𝐁 + 𝐩T𝐀,𝜌
−1𝐁+ 𝐩T𝐀−1𝐁,𝜌, (16) 

where the subscript ,𝜌 denotes the parcial 
derivative with respect to 𝜌. Derivatives of the 
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shape function with respect to 𝑧 are obtained in a 
similar way [2].   

Figure 2 illustrates a MLS shape function for a 
node located at xT = [0,0], obtained using 25 
nodes uniformly spread over Ω. Each node in the 
domain will have a similar function associated to it 
and the final approximation will be given by (6). 
The precision of the approximation depends on the 
node distribution, but if we define a FEM mesh 
and generate a MLS approximation using the FEM 
mesh nodes, the MLS approximation is typically 
more precise than FEM [2]. Figure 3 shows the 
first derivative of the MLS shape function with 
respect to 𝜌. 

 
IV. THE MLPG ANALYSIS 

The MLS function approximation is now 
applied to describe 𝑢 in equation (5). The 
proposed analysis is similar to MLPG4/LBIE 
(local boundary integral equation) [2], but it 
differs in what concerns the imposition of 
boundary conditions, which follows the treatment 
of interface conditions discussed in [9]. For the 
MLPG method, it is necessary to spread nodes 
inside Ω (interior nodes) and over the global 
boundary 𝜕Ω (boundary nodes), as shown in Fig. 
1. Interior nodes use the test function 𝜓I, which 
acts in a local region near node I (the node’s test 
domain ΩSI) where the integrations are carried 
out. In LBIE, ΩSI is generally a circle centered at 
the interior node I and the corresponding test 
function 𝜓I must satisfy the following 
requirements:  

 ∇2𝜓I = −𝛿(x − xI)  , a delta function at xI, (17)   

𝜓𝐼 = 0, at the test domain boundary ΩS.   (18) 

Conditions (17) and (18) are satisfied by the 
following test function: 

𝜓I(x) =
1

2𝜋
ln �

𝑠I
|x − xI|

� ,                (19) 

where 𝑠I is the radius of the circular domain ΩSI, 
chosen such that ΩSI does not intersect the global 
boundary 𝜕Ω [9]. The local weak form can be 
obtained by replacing 𝜓 by 𝜓I and 𝑢 by 𝑢ℎ in (5), 
where the boundary integral vanishes due to (18), 
resulting in: 

�
∇𝜓I ⋅ ∇𝑢ℎ

𝑓𝜌
𝑑𝐴

Ω𝑠
−𝑘02�

𝑔𝜓I𝑢ℎ

𝜌
𝑑𝐴 = 0.   (20)

Ω𝑠
 

 
Fig. 2. Shape function, 𝜙. 
 

 
Fig. 3. First derivative of shape function, 𝜙,𝜌. 
 
This local formulation is versatile. For example, it 
can be used to analyze a layered medium of 
permissivities or permeabilities. In these cases, it 
is necessary to deal with the discontinuity between 
different media, which can be accomplished by 
using the techniques described in [11].  

All boundary nodes are used to impose the 
boundary conditions and a simple technique 
(known as the meshless collocation scheme) that 
requires no integration is adopted [9]. Boundary 
conditions are expressed in a general form as: 

𝑏(xI)𝑢ℎ(xI) + 𝑐(xI)
𝜕𝑢ℎ(xI)
𝜕𝑛

= ℎ(xI),    (21) 

where 𝑏 = 1 and 𝑐 = 0 if xI is at a Dirichlet 
boundary or 𝑏 = 0 and 𝑐 = 1 if it is at a Neumann 
boundary. ℎ is a known imposed value. In a cavity 
with a perfect electric conductor wall, for TE 
modes, the function 𝑢 satisfies a Dirichlet 
boundary condition over the wall (i.e. 𝐸𝜙 = 0), 
while for TM modes a Neumann condition is 
imposed (𝜕𝐻𝜙/𝜕𝑛 = 0). Over the axis of 
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symmetry (z-axis), the Dirichlet condition 𝑢 = 0 
is imposed for both modes, as 𝜌 = 0. 

The numerical solution of the problem is 
obtained by transforming (20) and (21) into a set 
of linear equations, resulting in:  

(𝐶−𝑘𝑜2𝐷)𝑢𝐼 = 0,                            (22) 

where, for interior nodes,  

𝐶IJ = �
∇𝜓I ⋅ ∇𝜙J

𝑓𝜌
𝑑𝐴

ΩS
,               (23) 

𝐷IJ = �
𝑔𝜓I𝜙J
𝜌

𝑑𝐴,                     (24)
ΩS

 

and, for boundary nodes, 𝐶IJ = 𝜙J(xI)  (Dirichlet) 
or 𝐶IJ = 𝜕𝜙J(xI) /𝜕𝑛 (Neumann), and 𝐷IJ = 0. 𝐶 
and D are sparse matrices, which reduce the 
memory requirements and computation time by 
eliminating operations on zero elements. The 
wavenumbers 𝑘0 are obtained from the 
eigenvalues of (22). 
 

V. NUMERICAL RESULTS 
Axially symmetric resonant cavities can be 

analyzed by the proposed technique. We present 
results for two cavities: a cylindrical and a 
spherical cavity. Only modes without 𝜙-variation 
are analyzed (n = 0). 

In the first example, we analyze a cylindrical 
cavity with radius equal to 1m, height equal to 2m, 
and vacuum in its interior (𝜀𝑟 = 𝜇𝑟 = 1). Table 1 
shows the first resonant wavenumbers evaluated 
analytically [12] and numerically, using 3321 
uniformly spaced nodes over the domain and its 
boundary (node spacing of 2.5cm). Table 1 also 
shows the percentual relative errors. The 
maximum error is approximately 0.49% for TM 
and 0.05% for TE modes. We do not have an 
explanation for the larger TM error. The main 
difference between the TE and TM problems is the 
boundary conditions: the TE problem only uses 
Dirichlet boundary conditions while the TM one 
has a Neumann boundary at the cavity wall.  
However, this difference does not completely 
explain the larger TM error. 
In order to evaluate the convergence of the 
proposed method, it is necessary to determine the 
best   values   for   the   parameters  𝛼I,  which 
were defined in Section III to determine the node’s 
influence domain. Our study demonstrated that the 
numerical accuracy depends on this parameter, 

with small 𝛼I values leading to large errors 
because of the insufficient number of nodes to 
perform a precise MLS approximation. However, 
larger αI values result in larger number of nodes 
inside the support domains. This results in an 
increase in time to evaluate the shape functions 
and in less sparse matrices, which also require 
more computing time to determine the eigenvalues 
and eigenvectors. 
 
Table 1: Resonant wavenumbers 𝑘 (𝑟𝑎𝑑/𝑚) and 
relative errors (%) for the cylindrical cavity 

𝐌𝐎𝐃𝐄𝐧𝐩𝐪 Analytical 
Solution 

Numerical 
Solution 

Error 
(%) 

TE011 4.1411799 4.1423492 0.0282       
𝐓𝐄𝟎𝟏𝟐 4.9549545 4.9570499 0.0422 
TE013 6.0735970 6.0769282 0.0548 
TM010 2.4048255 2.4167237 0.4947 
TM011 2.8723835 2.8865461 0.4930 
TM012 3.9563607 3.9757341 0.4896 

 
Figure 4 presents the relative error as a 

function of 𝛼𝐼. This figure (obtained with 𝑁𝑖𝑛𝑖 = 6 
and 1981 uniformly spaced nodes over the domain 
and its boundary, with a node spacing of 33 cm) 
shows that optimum values of 𝛼𝐼 are between 1.3 
and 2.0. The simulations suggest the optimum 
values 𝛼𝐼 = 1.3  and 1.6 for TE and TM modes, 
respectively. 

Figure 5 presents the convergence results for 
the six modes present in Table 1. The node 
spacing is changed in the interval [0.333 m, 0.025 
m] and the convergence rates are approximately 
1.84 and 1.2 for TE and TM modes, respectively. 

Figures 6 through 8 present the electrical and 
magnetic field distributions inside the cavity, 
which were obtained extracting the field 
components from the eigenvectors using 1891 
uniformly spaced nodes over the domain and its 
boundary (node spacing of 33 cm). Figure 6 shows  
TE011(𝐸ϕ) and TM010(𝐻ϕ) modes, Fig. 7 shows  
TE012(𝐸ϕ) and TM011(𝐻ϕ) modes, and Fig. 8 
shows TE013(𝐸ϕ) and TM012(𝐻ϕ) modes.  These 
numerical field distributions are in agreement with 
analytical results [12].  

The second test problem is a spherical cavity 
with radius equal to 1 m and vacuum in its interior 
(𝜀𝑟 = 𝜇𝑟 = 1). Table 2 shows analytical [12] and 
numerical resonant wavenumbers (𝑛 = 0, with 
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2705 nodes uniformly spaced over the domain and 
its boundary, with node spacing of 2.5cm).  The 
maximum error is approximately 0.69% for TM 
and 0.066% for TE modes. 

 
Fig. 4. Influence of the 𝛼𝐼 values on the accuracy 
of the results for the cylindrical cavity.  

 
Fig. 5. Convergence of TE and TM modes for the 
cylindrical cavity.  
 

 
Fig. 6. Numerical field distribution in the 
cylindrical cavity: (a) TE011(𝐸ϕ) and TM010(𝐻ϕ). 

 
Fig. 7. Numerical field distribution in the 
cylindrical cavity: (a) TE012(𝐸ϕ) and TM011(𝐻ϕ). 
 

 
Fig. 8. Numerical field distribution in the 
cylindrical cavity: (a) TE013(𝐸ϕ) and TM012(𝐻ϕ). 
 
Table 2: Resonant wavenumbers 𝑘 (𝑟𝑎𝑑/𝑚) and 
relative errors (%) for the spherical cavity 

𝐌𝐎𝐃𝐄𝐧𝐩𝐪 Analytical 
Solution 

Numerical 
Solution 

Error 
(%) 

TE011 4.4934095 4.4949440 0.0341 
𝐓𝐄𝟎𝟏𝟐 5.7634592 5.7664633 0.0521 
TE013 6.9879300 6.9925602 0.0662 
TM010 2.7437072 2.7579069 0.5175 
TM011 3.8702386 3.8929146 0.5859 
TM012 4.9734204 5.0077221 0.6897 
 
Figure 9 presents the convergence results for 

the modes present in Table 1 (built with the same 
𝑁𝑖𝑛𝑖 and 𝛼𝐼 values chosen for the cylindrical 
cavity). The convergence rates are approximately 
2.0 and 1.4 for TE modes and TM modes, 
respectively. 

Figures 10 through 11 present the numerical 
field distribution inside the spherical cavity, 
obtained using 1553 nodes uniformly spaced over 
the domain and its boundary (node spacing of 
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33cm). Figure 10 shows TE011(𝐸ϕ) and 
TM010(𝐻ϕ) modes, Fig. 11 shows TE012(𝐸ϕ) and 
TM011(𝐻ϕ) modes, and Fig. 12 shows  TE013(𝐸ϕ) 
and TM012(𝐻ϕ) modes.  Again, the field 
distributions are in perfect agreement with 
analytical results [12].  

  

 
Fig. 9. Convergence of TE and TM modes for the 
spherical cavity.  
 

 
Fig. 10. Numerical field distribution in the 
spherical cavity: (a) TE011(𝐸ϕ) and TM010(𝐻ϕ). 
 

CONCLUSIONS 
This work discussed the numerical analysis of 

axisymmetric resonant cavities by a Meshless 
Local Petrov-Galerkin (MLPG) method. The 
axisymmetric weak formulation is simple and 
versatile. The proposed MLPG analysis uses a 
collocation method to impose the boundary 
conditions, which simplifies the algorithm. The 
employed method is a local weak-form method 
and does not require a background mesh.  

Two axially symmetric resonant cavities had 
their eigenvalues and field distributions 

numerically evaluated. The proposed method had 
its convergence rate determined, which for a 
cylindrical cavity are 1.84 and 1.2 for TE and TM 
modes, respectively. For a spherical cavity, the 
convergence rates are 2 and 1.4 for TE and TM 
modes, respectively. The method can be easily 
adaptable to different axially symmetric 
geometries. 
 

 
Fig. 11. Numerical field distribution in the 
spherical cavity: (a) TE012(𝐸ϕ) and TM011(𝐻ϕ). 
 

 
Fig. 12. Numerical field distribution in the 
spherical cavity: (a) TE013(𝐸ϕ) and TM012(𝐻ϕ). 
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Abstract ─ In this paper, an optimal weighed 
cooperative spectrum sensing strategy based on 
data fusion is investigated in cognitive radio 
network. Cognitive radios sense the channels by 
energy detection independently and send their 
results to a fusion center, in which the observed 
data are fused by the specific weighing. The 
optimal sensing problem, which seeks to minimize 
interference and maximize throughput by keeping 
the probabilities of false alarm and detection 
within the allowable limit, is formulated. In 
particular, both the cooperative detections in single 
channel and multi-channels are analyzed, and the 
optimal weighed factors are obtained by Cauchy-
inequality. Based on the weighing, we transform 
the non-convex optimal problem of multi-channel 
sensing with double parameters and nonlinear 
constraints into a convex problem with single 
parameter and linear constraints, which can be 
easily solved. The simulation shows that the 
proposed algorithm can achieve lower interference 
and higher throughput with less computing 
complexity, and the detected performance of each 
sub-channel can also be guaranteed. It also 
indicates that there is a conflict between improving 
throughput and decreasing interference, and the 
proposed algorithm can make better use of 
spectrum by balancing the conflict. 
 
Index Terms ─ Cognitive radio, cooperative 
spectrum sensing, data fusion, energy detection, 
signal processing. 
 

I. INTRODUCTION 
Since wireless technologies continue to grow, 

more and more spectrum resources will be needed. 
Within the current spectrum allocation, all of the 

frequency bands are allocated to the legal user 
authorized by the government, which is called 
primary user (PU), and the unlicensed user is not 
permitted to access to the spectrum [1]. A survey 
of spectrum utilization made by the Federal 
Communications Commission (FCC) has indicated 
that 70% of the allocated spectrum in US has not 
been well-utilized, and in New York City, only 
13.1% of the spectrum source from 30 MHz to 3 
GHz is well used [2]. Moreover, the spectrum 
usage varies significantly in various time, 
frequency, and geographic locations, so it is 
difficult to reuse the spectrum according to the 
previous allocation principle [3]. 

Spectrum utilization can be improved 
significantly by allowing an unlicensed user to 
utilize a licensed band when the PU is absent, and 
therefore, a new intelligent unlicensed wireless 
communication system named cognitive radio 
(CR) is proposed to promote the efficient use of 
the spectrum [4]. A CR based on software radio, 
can reuse the temporarily unused radio spectrum 
allocated to PU, which is called idle spectrum, by 
sensing and adapting to the environment. Since the 
chief principle for CR to operate in the idle 
channel is that CR can’t cause harmful 
interference to the PU, the CR must continuously 
sense the idle frequency band used by it, in order 
to detect the presence of the PU. Once the PU 
appears, CR should immediately vacate this band 
to search a new idle spectrum [5].  

Presently, three schemes (namely, matched 
filter detection, energy detection and cyclo-
stationary feature detection) have been presented 
for the single-user detection in CR networks. 
Matched filter detection can achieve high 
processing gain while cyclo-stationary feature 
detection can distinguish the primary signal under 
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low SNR. However, both of them need the prior 
information about the primary signal, which is 
difficult to get in the actual case [6]. Energy 
detection has been put forward as an optimal 
method for the occasion where CR cannot gather 
sufficient information about the primary signal [7]. 
However, unfortunately, the performance of 
energy detection could be degraded in the fading 
and shadow environment. In order to cope with 
this problem, the cooperative spectrum sensing has 
been proposed [8]. 

It has been proved that compared to the single-
user detection, by allowing multiple CRs to 
cooperatively sense spectrum, the detected 
performance in the fading and shadow 
environment can be improved greatly [9]. In 
cooperative spectrum sensing, each CR makes a 
local decision by energy detection, and then 
reports its decision result to a fusion center in 
order to obtain the final decision on the presence 
of PU [10]. The fusion rule of the cooperative 
detection includes decision fusion and data fusion, 
and in this paper, we focus on data fusion which 
can achieve higher performance while more CRs 
are in deep fading [11].   

Light-weight cooperative detection based on 
decision fusion is proposed in [12] to increase the 
detection probability under a specific false alarm 
probability. By its predominant nature as a data 
fusion scheme, an optimal linear cooperative 
spectrum sensing for CR network based on 
weighed data fusion is proposed by [13]. In [13], 
the detected performance is improved through the 
optimum weight vector obtained by the global 
solution of the objective function. However, the 
complexity brought by the solution of non-convex 
optimization problem is high. The linear 
combination weights for a global fusion center that 
together maximize global probability of detection 
[14]. However, the probability of false alarm 
which needs to be decreased for improving the 
spectrum utilization is lack of consideration. The 
researches in [12-14] are all about the cooperative 
detection in the single channel. An optimal multi-
band joint detection for spectrum sensing in CR 
network is proposed in [15], and the spectrum 
sensing problem is formulated as a class of 
optimization problems which maximize the 
throughput of CR. However, the objective function 
and constraints in [15] are all nonlinear functions, 

and the interior-point method adopted to solve the 
problem is complex.   

In this paper, the weighed cooperative 
detection based on data fusion is researched 
further and both the cooperative detections in 
single channel and multi-channel are considered. 
Our technical contributions are summarized as 
follows: (1) We respectively obtain the optimal 
weighed factors of the cooperative detection in 
single channel from the two aspects: minimizing 
interference and maximizing throughput, and the 
optimal problem can be further expressed as 
maximizing probability of detection and 
minimizing probability of false alarm subject to 
the constraints of throughput and interference 
respectively. The solution of the proposed optimal 
problem is based on the Cauchy-inequality which 
has less complexity. (2) By the research result of 
the detection in single channel, the non-convex 
optimal problem of the cooperative detection in 
multi-channel with double parameters and 
nonlinear constraints can be transformed into a 
convex optimal problem with single parameter and 
linear constraints, which can be solved easily. (3) 
Our simulation proves that there is an obvious 
conflict between improving throughput and 
decreasing interference, however the proposed 
algorithms can balance the conflict better.  

The rest of the paper is organized as follows. 
In Section II, we describe the single-user energy 
detection. In Section III, we develop the weighed 
cooperative detection in single channel in order to 
minimize interference to PU and maximize 
throughput of CR. Based on the research result in 
Section III, the optimization of the cooperative 
detection in multi-channel is proposed and solved 
in Section IV. The advantages of the proposed 
cooperative spectrum sensing algorithm are then 
illustrated by the simulations in Section V, and 
lastly the conclusions are drawn in Section 
VI.        

 
II. SINGLE USER DETECTION 

 
A. Primary signal assumption 

Suppose that there are N users in the CR 
network, and the received signal of CRi can be 
denoted by the binary assumption defined as (1). 
Hypothesis 1H  denotes the presence of PU while 

hypothesis 0H  denotes the absence of PU. 

801 ACES JOURNAL, VOL. 26, NO. 10, OCTOBER 2011



 
0

1
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: ( ) ( ) ( ) 1, 2,...,
i
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H x l h s l n l l M

= =
= + =

  ,     (1) 

where xi(l) is the received signal of CRi, and l is 
the sampling node of the received signal. s(l) is the 
primary signal which is assumed to be a uniform 
random process with zero mean and variance 2

sσ , 

while the noise ( )n l is assumed to be Gaussian 

random process with zero mean and variance 2
nσ , 

and s(l) and n(l) are completely independent. hi is 
the channel gain between the PU and CRi. 
 
B. Energy detection 

If prior knowledge of the primary signal is 
unknown, the energy detection method is optimal 
for detecting any zero-mean constellation signals.  

In the energy detection approach, the radio-
frequency (RF) energy in the channel or the 
received signal strength indicator is measured by 
CR to determine the presence of the PU. Firstly, 
the received signal is filtered through a band-pass 
filter to select the preferable bandwidth. The 
output signal is then squared and integrated over 
the observed interval. Finally, the output of the 
integrator is compared to a pre-set threshold for 
deciding the vacancy of the channel. The energy 
detection model is shown in Fig. 1. 

Band-pass Filter ( )2


0

T

∫ λ>
<

( )x t

0H

1H

Fig. 1. Energy detection model. 
 

Over an observed interval of M samples, each CR 
calculates an energy statistic Ti which is given by  

   2

1

1
( ) 1,2,...,

M

i i
l

T x l i N
M =

= =∑ .          (2) 

By comparing Ti to the threshold λi, the presence 
of the PU can be estimated by   

             
1

0

H

i i
H

T λ><  .                        (3) 

If M is large enough, according to the center limit 
theorem (CLT), the probability distribution 
function (PDF) of Ti can be approximated by a 
Gaussian distribution whose mean ui,j and variance 

2
,i jσ  under the hypothesis Hj ( j=0,1) are calculated 

respectively as follows   

2 2
,0 ,1

0 12 4 2 4
,0 ,1

(1 )

2 2
(2 1)

i n i i n

i n i i n

u u
H H

M M

σ γ σ

σ σ σ γ σ

 = = +
 
 
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,(4) 

where the received SNR by CRi is 2 2 2/i i s nhγ σ σ= . 
Therefore, according to (4), for a single CR, the 
probabilities of false alarm and detection are given 
respectively as follows  

         , 2
( 1)

2
i

f i
n

MP Q λ
σ

 
= −  

 
 ,            (5) 

       . 2
( 1)

4 2
i

d i i
n i

MP Q λ γ
σ γ

 
= − −  + 

,      (6) 

where function 2( ) exp( 2)d 2
x

Q x t t π
∞

= −∫ .  

Probabilities of false alarm and detection 
represent the different characters of CR. The high 
probability of false alarm, which means the high 
error probability of deciding the presence of the 
PU, decreases the spectrum utilization, while the 
low probability of detection, which means the high 
error probability of deciding the absence of the 
PU, increases the interference to PU. The 
probability of miss detection is obtained by 
          , ,1m i d iP P= − .                     (7) 

By setting the threshold λi for a desired 
probability of false alarm ,f iP , according to (5) and 

(6), we obtain the probability of detection as 

      
1

,
,

( )

4 22 1
f i

d i
ii

Q P MP Q γ
γγ

− 
= −  ++ 



,      (8) 

while by setting the threshold λi for a desired 
probability of detection ,d iP , we can obtain the 

probability of false alarm as 

 ( )1
, ,( ) 2 1 / 2f i d i i iP Q Q P Mγ γ−= + + .   (9) 

 
III. COOPERATIVE DETECTION IN  

SINGLE CHANNEL 
 

A. Cooperative detection generalization  
The critical challenging issue in spectrum 

sensing of CR is the hidden terminal problem, 
which occurs when the CR is shadowed or in 
severe multipath fading. Figure 2 shows that CR3 
is shadowed by a high building over its sensing 
channel, and therefore CR3 may falsely decide the 
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absence of the PU because of the weak primary 
signal power received by it. Thus, CR3 may access 
to the channel in spite of the interference to PU. 
To solve this problem, multiple CRs can be 
designed to collaborate in spectrum sensing. When 
one CR is in deep fading, the received signal may 
be too weak to be detected. However, by 
employing a CR located near by the PU as an 
assistant, the primary signal can be detected 
reliably by the infirm CR. 

In this paper, we consider a cooperative 
spectrum sensing scenario where multiple CRs can 
be coordinated to enhance the performance of 
spectrum sensing as a whole, and by cooperative 
spectrum sensing, the probability of detection in 
fading channel can be greatly increased.  

 
Fig. 2. Causes of unreliable detection. 
 

In this subsection, we assume that one CR can 
only detect a single channel at one time and the 
CR network is composed of N CRs, and a fusion 
center which manages the CR network and all the 
associated N CRs.  

In the network, cooperative detection can be 
defined by the following four steps 

(1) Each CR performs local spectrum sensing 
by observing the primary signal independently, 
and its sensing result may be a 1-bit binary 
decision 0/1 which denotes 0 1/H H or an energy 
statistic of the primary signal.  

(2) All the CRs transmit their sensing results 
to the fusion center through one dedicated control 
channel in an orthogonal manner.  

(3) The fusion center fuses all the sensing 
results from the CRs in order to make the final 
decision to infer the presence of the PU. 

(4) After getting the fusion decision, the 
fusion center reports its final decision to all the 
CRs through the dedicated control channel.  

The cooperative detection model is showed in 
Fig. 3. It shows that cooperative spectrum sensing 
goes through two successive channels: the sensing 
channel (observed channel from PU to CR) and the 
reporting channel (dedicated control channel from 
CR to the fusion center). 

CR

CR

CR

PU
Fusion Centre

Sensing 
Channel

Reporting 
Channel

 
Fig. 3. Cooperative detection model in CR.  
 

The fusion fashion by the fusion center 
includes the following two kinds 

(1) Decision fusion: each CR makes a binary 
decision based on the local observation and then 
forwards 1-bit decision to the fusion center. At the 
fusion center, all the 1-bit decisions are combined 
together to make the final decision by a fusion rule 
such as OR logic, AND logic and K-OUT-N logic.  

(2) Data fusion: instead of transmitting the 1-
bit decision to the fusion center in the decision 
fusion, here each CR can just send its observed 
value directly to the fusion center. At the fusion 
center, all the observed values from CRs are 
accumulated and then compared to a global 
decision threshold for getting the final decision.  

Compared to the 1-bit transmission of decision 
fusion, data fusion needs CR to transmit larger 
observed information, however, data fusion which 
gets less influence of the single CR, outperforms 
decision fusion while more CRs are shadowed or 
in deep fading. 

 
 

B. Cooperative detection based on weighing 
Since the single detected performance of each 

CR is different, and the CRs with low detected 
performance can decrease the cooperative detected 
performance while those with high detected 
performance can increase the cooperative detected 
performance, in this paper, weighed factor is used 
to represent the contribution of the single CR to 
the cooperative detection. A weighed cooperative 
detection model based on data fusion is showed in 
Fig. 4.    
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Fig. 4. Weighed cooperative detection model. 
 

In Fig. 4, each CR sends its energy statistic Ti 
for i=1, 2,…, N to the fusion center which together 
combines all the statistics by the specific weighed 
factors, and gives the final decision by comparing 
the fusion statistic to the global threshold. The 
statistic received from CRi by the fusion center is 
obtained as follows 
        , 1, 2,...,i i iY g T v i N= + = ,         (10) 

where gi is the channel gain between CRi and the 
fusion center, and v is AWGN with the variance 

2
vσ . The fusion statistic is given by 

         
1

N

i i
i

Z Yω
=

=∑ ,                    (11) 

where the weight vector ω=[ω1,ω2,…,ωN]T  
satisfies ||ω||=1.  According to (4), the mean uz,j 
and variance 2

,Z jσ  under jH  (j=0,1)  are given by  

2
,0
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i

N
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i

N
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u g
H

g
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u g
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g
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ω σ

σ ω σ σ

ω γ σ

σ ω γ σ σ

=

=

=

=

 =

 = +

 = +

 = + +


∑

∑

∑

∑

. (12) 

Similar with (5-6), the cooperative probabilities of 
false alarm and detection are obtained as (13-14). 

          

2

1

2 2 2

1

/

2

N

g n i i
i

f N

i i v
i

g
Q Q

g
M

λ σ ω

ω σ

=

=

 
− 

 =  
+  

 

∑

∑ 

,            (13)     

   

2

1

2 2 2

1

/ (1 )

2
(1 2 )

N

g n i i i
i

d N

i i i v
i

g
Q Q

g
M

λ σ ω γ

ω γ σ

=

=

 
− + 

 =  
+ +  

 

∑

∑ 

,  (14) 

where λg is the global detection threshold of 
cooperative spectrum sensing, and 2 2 4

v v nσ σ σ= . By 
supposing that the channel state between the CR 
and fusion center is much better than that between 
the PU and CR, we have 2 0vσ ≈  and  1iγ <<  for 
i=1, 2,…, N.  

From (9), we know that the probability of 
detection improves with the increasing of the 
received SNR, and therefore, a larger weighed 
factor should be allocated to the CR with high 
SNR in order to improve the cooperative 
probability of detection. A simple method 
proposed in [16] is to obtain the weighed factors 
according to the SNR ratio of the CRs, which can 
be defined as 

    2

1

N

i i i
i

ω γ γ
=

= ∑ .                   (15) 

The weight vector obtained by (15) can 
improve the cooperative detected performance; 
however, the channel gain between the CR and 
fusion center isn’t considered by (15), and the 
detected performance may be decreased when the 
channel is worse.   

The two basic communication characters of 
CR are defined as follows  

(1)  Decrease the interference to PU in order to 
guarantee the communication quality of PU. 

(2)  Improve the throughput of CR in order to 
improve the spectrum utilization.     

So we can propose the optimal cooperative 
spectrum sensing scheme from the two aspects 
mentioned above. 

 
 

C. Weighing based on minimizing interference   
Since the CR and PU coexist in the same 

channel, the communication of CR can undergo 
the four states defined as follows 

(1)  While the PU is present in the channel and 
the CR can detect the presence of the PU exactly, 
the CR can’t use the channel in order to avoid 
disturbing the PU with the probability Qd. 

(2)  While the PU is absent and the CR detects 
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the vacancy of the channel exactly, the CR can use 
this channel without disturbing the PU with the 
probability 1-Qf  and rate C0.  

(3)  While the PU is present in the channel and 
the CR falsely detects the vacancy of the channel, 
the CR can use the channel and disturb the PU 
with the probability 1-Qd and rate C1. 

(4)  While the PU is absent, and the CR falsely 
detects the presence of the PU, the CR can vacate 
the idle channel and waste the spectrum utilization 
with the probability Qf. 

The CR communicates mainly at the scene (2) 
and (3) with the rates C0 and C1, which are 
obtained as follows 

       

2

0 2 2

2

1 2 2 2

log 1

log 1

R

n

R

s n

C W

C W

σ
σ

σ
σ σ

 
= + 

 
 

= + + 

,         (16) 

where W is the bandwidth of the primary channel, 
and 2

Rσ is the transmission power of the CR. 

Observably, we can have 0 1C C> .      
The transmission capacity of the CR at the 

scene (2) and (3) can be respectively obtained as  
   00

(1 )C H fR P Q C= − ,                (17) 

  11
(1 )I H dR P Q C= − ,                  (18) 

where
0HP and

1HP denote the probabilities of the 

hypotheses H0 and H1 respectively, and the 
transmission capacities RC and RI can be named 
communication throughput and interference 
capacity respectively. From (17) and (18), we 
know low Qf can increase the throughput of CR 
while high Qd can decrease the interference to PU. 

The optimal problem in this subsection can be 
defined as to minimize the interference capacity in 
scene (3) subject to the constraint that guarantees 
the communication throughput in scene (2) and the 
spectrum utilization in scene (4). Therefore, the 
optimal problem can be defined as 

    

min

. .

1

I

C

f

R

s t R
Q

ε
α
≥
≤

=

ω

ω

 ,                      (19) 

where ε and α are the constraint values, and 
generally we make 0 0.5α≤ < . According to (17-
18), the optimal problem (19) can be modified as  

       

max

. .

1

d

f

Q

s t Q η≤

=

ω

ω

,                      (20) 

where
0 0min(1 / , )HP Cη ε α= − which denotes that if 

0 0 (1 )HP Cε α≥ − , 
0

1 / HP Cη ε= −  and otherwise 

η α= .   
Since function Q(x) is the decreasing function, 

according to (13-14), Qd improves with the 
increasing of Qf, and when Qf reaches the upper 
band, Qd can also reach the maximum. Letting Qf 
=η and substituting it into (13-14), similar with 
(8), Qd can be denoted by η as 

1
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∑
, (21)     

where
1

N
ii

Nγ γ
=

= ∑ is the average SNR of N CRs. 

Since Q(x) is the decreasing function, the optimal 
problem of (20) can be further modified by 
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. . 1
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 .    (22) 

By substituting 1 2i i i id gω γ= + into (22), we get 

          

2
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1 1

( )
1 2

N N
i

i i
i ii

f d dγ
γ= =

 
=   + 
∑ ∑ω . (23) 

According to the Cauchy-inequality, we can get 

     

2
2

2

1 1 1 1 21 2

N N N
i i

i i
i i i ii

d dγ γ
γγ= = =

 
≤   ++ 

∑ ∑ ∑ .  (24) 

When 1 2i i id ργ γ= +  where the constant 0ρ > , 

the equation of (24) which denotes that ( )f ω  
reaches the maximum, can be obtained as 

              
2

max
1

( )
1 2

N
i

i i

f γ
γ=

=
+∑ω ,                  (25) 
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where the corresponding weighed factors satisfy  
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*
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1

, 1, 2,..., .
(1 2 ) (1 2 )

N
i i

i
ii i i i

i N
g g

γ γω
γ γ=

= =
+ +∑   

(26) 
By substituting (25) into (21) and (18), the 
minimum of interference capacity is obtained as 

1

21

1
1

( )
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2 1 21 2

N
i

I H
i i

Q MR P C Q γη
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−

=

  
 = − −   ++  

∑ . 

(27) 
From (27), we can know that with the increasing 
of the number and SNR of the cooperative CRs, 
the interference to the PU can be decreased. 
 
D. Weighing based on maximizing throughput    

Another purpose to research on the CR is to 
improve its communication throughput. Since the 
channel used by CR is allocated to the PU, and 
while the PU appears in the channel, the CR must 
vacate this channel and wait to search a new idle 
spectrum, it is important to improve the throughput 
of CR during the transmission time. It is also 
necessary to keep the interference to the PU below 
the specific tolerance, while the throughput is 
improved [17]. The optimal problem in this section 
can be defined as to maximize the communication 
throughput in scene (2) subject to the constraint 
that makes the interference in scene (3) and (4) 
below the tolerance. Therefore, the optimal 
problem can be defined as  
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=

ω
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,                     (28) 

where ξ and β are the constraint values, and 
generally we make 0.5 1β< ≤ . According to (17-
18), the optimal problem in (28) is modified by 
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. .
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f

d

Q

s t Q µ≥
=

ω
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,                      (29) 

where 11
max(1 / , )HP Cµ ξ β= − which denotes that 

if 
1 1(1 )HP Cξ β≤ − , 

1 11 / HP Cµ ξ= −  and otherwise 

µ β= . 

As mentioned above, Qf increases with the 
increasing of Qd, and when Qd reaches the lower 
band, Qf can reach the minimum. By substituting 
Qd =μ into (13-14), Qf could be denoted by μ as 
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                                                                           (30) 
Similar with (22), the optimal problem in (29) can 
be equivalent as 
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According to the Cauchy-inequality, the maximum 
of ( )φ ω can be obtained as  

                    2
max

1

( )
N

i
i

ϕ γ
=

=∑ω ,           (32) 

where the correspondingω is given by 

        
2

*
2

1

1, 2,...,
N

i i
i

ii i
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By substituting (32) and (33) into (30) and (17), 
the maximum of communication throughput is 
obtained as 

0
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C H i
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MR P C Q Q µ γ γ−
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(34) 
According to (26) and (23), if 1iγ << , it can be 

given that * ~ /i i igω γ , and compared to (15), the 
proposed optimal algorithm in this paper can 
allocate a larger weighed factor to the CR whose 
channel gain to the fusion center is lower in order 
to compensate the lost information brought by the 
fading of the reporting channel, besides that 
increases the weighed factor of the CR with high 
SNR in order to improve its contribution to the 
cooperative detection. 
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IV.  COOPERATIVE DETECTION IN 
MULTI-CHANNEL 

 
A.  Minimizing interference 

Consider a primary communication system 
(multi-carrier modulation based) operating over a 
wideband channel which is divided into L non-
overlapping narrowband sub-bands. In a particular 
geographical region and within a particular time 
interval, some of the sub-bands might not be used 
by the PUs and are available for opportunistic 
spectrum access. Compared to the detection in 
single channel, the detection in multi-channel must 
consider the total detected performance of all the 
sub-channels. Since the fading of each channel is 
different, the thresholds and probabilities of false 
alarm and detection of each sub-channel should 
also be different in order to make the best use of 
the spectrum.   

In this subsection, we present the multi-
channel cooperative detection framework for 
wideband spectrum sensing. Since the sensing 
about wideband experiences different channel 
conditions, it is difficult to distinguish the channel 
fading. As mentioned in Section 3, the weighed 
cooperative detection can compensate the lost 
information brought by the channel fading, and 
therefore it is necessary to apply the weighed 
cooperation in the multi-channel detection. 

The design objective is to find the optimal 
global threshold vector λg=[λg,1,λg,2,…, λg,L] and the 
optimal weight vectors ( ) ( ) ( ) ( )

1 2[ , ,..., ]j j j j
Nω ω ω=ω for 

j = 1, 2,…, L, so that the CR system can make the 
efficient use of the unused idle sub-channels 
without causing harmful interference to the PU. 
For the given threshold vectors λg and ( )jω , the 
probabilities of false alarm and detection can be 
compactly represented as follows 

 
 
. (35) 
                                                                            
 

The vector mQ  can be obtained by m d= −Q I Q , 
where I  denotes the all one vector.  

All the N CRs detect the L sub-channels 
independently, and the received SNR of CRi in the 
channel j is defined as ijγ for i=1,2,…,N and j=1, 

2,…,L. We also denote the CR rates of the L sub-

channels at scene (2) and (3) as the two vectors 

0 0,1 0,2 0,[ , ,..., ]LC C C=C  and 1 1,1 1,2 1,[ , ,..., ]LC C C=C  

where 0 1>C C  respectively. Therefore, the total 
communication throughput and interference 
capacity of the CR in L sub-channels can be 
respectively obtained as follows 
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C H j f g j
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= −∑ ω ,   (36) 
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1 ( , )
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j j
I H j d g j

j
R P C Q λ

=

= −∑ ω .    (37) 

     Similar with the detection in single channel, 
one of our objectives is to find the optimal 
thresholds λg,j and weight vectors ( )jω  for j=1, 
2,…, L in the L sub-bands in order to collectively 
minimize the total interference to PU subject to the 
constraint that guarantees the communication 
throughput and spectrum utilization of the CR in 
each sub-channel. As such, the optimal problem of 
cooperative detection in multi-channel can be 
formulated as   
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,            (38) 

 
where ε, 1 2[ , ,..., ]Lα α αα = and 1 2[ , ,..., ]Lβ β ββ =  
are respectively the constraints of the throughput 
and probabilities of false alarm and detection.  

The objective function and constraints in (38) 
are the non-convex functions with double 
parameters and nonlinear constraints, and 
therefore, the optimal problem in (38) is usually 
NP-hard to be solved directly. In order to solve the 
problem in (38), we resort to transformation of the 
problem into a sub-problem with low complexity, 
in which the conclusions obtained in Section 3 are 
also used.     

According to (26), by choosing ω(j) as the 
optimal weight vector, we can define RI by ( )j

fQ  as 

(27). Since ( )j
dQ  increases with the increasing of 

( )j
fQ , RI can reach the minimum when RC reaches 

its lower band. Since there is the only ( )j
fQ  

corresponding to the given λg,j and ω(j), the optimal 
solution of λg can be substituted by optimizing fQ . 
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Therefore the optimal problem of (38) can be 
further modified as follows 

       
1 ( )

1,
1
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min 1

21 2f
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where the lower band of communication 

throughput ( )0 0,1
max , (1 )

L
H j jj

P Cε ε α
=

′ = −∑ which 

denotes that if 
0 0,1

(1 )
L

H j jj
P Cε α

=
≥ −∑  , ε ε′ =  

and otherwise 
0 0,1

(1 )
L

H j jj
P Cε α

=
′ = −∑ . The 

average SNR of the channel j is 
1

N
j iji

Nγ γ
=

= ∑ . 

The substituted variable ( )2

1
1 2

N
j ij iji

θ γ γ
=

= +∑ . 

In this way, the original nonlinear constraints 
are transformed into the linear constraints, and the 
optimal global thresholds can be obtained by fQ
through (13). In order to solve the optimal problem 
in (39), firstly, we must prove that the objective 
function is convex in fQ , and in order to prove 

this problem, we define 

 
1 ( )

( ) ( )
( ) 1

21 2

j
f jj

j f
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and the objective function can be defined as 

      ( )
1,

1
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L

j
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j
S C s Q

=

=∑Q             (41) 

Lemma 1: Subject to the conditions 0.5<α  
and 0.5>β , the function ( )( )j

j fs Q is convex in ( )j
fQ . 

Proof: Let 1 ( )( )j
f jQ Q τ− = , and according to (40) 

it is obtained that ( ) ( )j
f jQ Q τ=  and ( )( ) 1j

j fs Q = −  

( )1 2 0.5jj jQ Mτ γ θ+ − . By taking the second 

derivative of ( )j
fQ  and ( )( )j

j fs Q in jτ , we can obtain 
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. (43) 

According to the inequality constraint of (39), the 
range of jτ  is obtained by 

         

1 1( ) ( ) 1 2

(0.5 )

j j j j
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Q Q

M
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− −≤ ≤ + +

+
.   (44) 

Since 0.5jα < , we get 0jτ >  and 2 ( ) 2 0j
f jQ τ∂ ∂ > . 

According to (42-43), while 0.5jβ > , we can have 

that (0.5 )j j jMτ γ θ< +  and 2 ( ) 2( ) 0j
j f js Q τ∂ ∂ > . 

Finally we can obtain   
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s Q s Q Q
Q τ τ

∂ ∂ ∂
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,   (45) 

which implies that ( )( )j
j fs Q is convex in ( )j

fQ . 

Lemma 2: The objective function S(Qf) is also 
convex in Qf. 

Proof: By supposing that both the two vectors 
(1) (2) ( )[ , ,..., ]L

fa fa fa faQ Q Q=Q  and (1) (2)[ , ,...,fb fb fbQ Q=Q  
( ) ]L
fbQ satisfy the linear constraints of (39), for any

[0, 1]ζ ∈ , we define that 

          (1 )fc fa fbζ ζ= + −Q Q Q ,          (46) 

where the vector (1) (2) ( )[ , ,..., ]L
fc fc fc fcQ Q Q=Q . It is easy 

to know that Qfc also satisfies the constraints of 
(39). Since according to Lemma 1, ( )( )j

j fs Q is 

convex in ( )j
fQ , it can be obtained that 
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By substituting (47) into (41), we have 
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1 1
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which means that function S(Qf) is convex in Qf.  
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So the optimal problem (39) takes the form of 
minimizing a convex function subject to the linear 
constraints, and thus a local optimum is also the 
global optimum. Efficient numerical search 
algorithms such as the Graded Newton method can 
be used to find the optimal solution. In this 
subsection, the non-convex optimal problem with 
double parameters and nonlinear constraints is 
transformed into a convex optimal problem with 
single parameter and linear constraints, which can 
be solved easily.  

 
B.  Maximizing throughput 

Alternatively, we can formulate the 
cooperative detection in multi-channel into another 
optimization problem that maximizes the 
throughput of CR subject to the constraint of the 
interference to PU. This optimal problem is 
defined as follows 
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For getting the sub-problem of (49), the 
weighed factors obtained by (33) are adopted, and 

IR  can be denoted by dQ  according to (34). By 
transforming the objective function into the 
minimal problem, similar with (39), the optimal 
problem of (49) can be modified as    
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(50) 
where the upper band of the interference capacity 
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The optimal problem of (50) is also a convex 
optimal problem with single parameter and linear 
constraints, which can be proved to have solution 
similar with Lemma 1 and 2. The global detection 
threshold gλ  can be obtained by dQ  through (14). 

 
V. SIMULATION AND ANALYSIS 

 
A.  Simulation of detection in single channel  

In this subsection, we numerically evaluate the 
proposed weighed cooperative detection based on 
data fusion. Consider the single channel used by 
the PU, and the achievable rates 0 10kbpsC = and 

1 5kbpsC = in the primary channel. There are N=5 
CRs in the network, and their SNRs are =γ [-15, -
10, -8, -5, -3] dB. The number of the sampling 
nodes M=100, and the hypothesis probabilities 
satisfy

0 1
0.5H HP P= = . The sensing channel and 

reporting channel obey Rayleigh distribution.  
Figures 5 and 6, respectively, illustrate the 

interference capacity and communication 
throughput of the three cooperative detection 
algorithms: the proposed weighed algorithm based 
on minimizing interference or maximizing 
throughput, the algorithm without weighing and 
the weighed algorithm based SNR. From Fig. 5, 
we can see that the proposed weighed algorithm 
based on minimizing interference can achieve 
lower interference than the other two subject to the 
constraint on the communication throughput. 
While communication throughput CR  improves, 

the interference capacity IR  also increases, that is 

because the probability dQ  can decrease with the 

decreasing of fQ .  

Figure 6 shows that the proposed weighed 
algorithm based on maximizing throughput also 
achieves higher communication throughput than 
the other two subject to the constraint on the 
interference capacity. While the interference 
capacity increases, the communication throughput 
also improves, and therefore there is a conflict 
between improving throughput and decreasing 
interference. So the limit probabilities of false 
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alarm and detection should be chosen 
appropriately according to the requirement of CR. 

 

    

Fig. 5. Interference capacity RI versus 
communication throughput RC. 

 

 
Fig. 6. Communication throughput RC versus 
interference capacity RI. 
 

Figures 7 and 8, respectively, reflect the 
interference capacity and communication 
throughput of the three algorithms versus the 
average channel gain between CRs and the fusion 
center. Here, the channel gains obey random 
Rayleigh distribution, and the average channel 

gain which is given by 
1

N
ii

g g N
=

= ∑ increases 

from 0dB to 10dB. The proposed algorithm cannot 
be affected by the channel gain, while the other 
two have the obvious fluctuation with the 
changing of the channel gain. In addition, 
compared to the other algorithms, the proposed 
weighed algorithm based on minimizing 
interference always keeps the lower interference 

capacity, while the proposed weighed algorithm 
based on maximizing throughput always keeps 
higher communication throughput. That is 
because, according to (26) and (33), the weighed 
factors obtained by the proposed algorithm satisfy 

1 /i igω   for i=1, 2,…, N, and the larger factor 
can be allocated to the CR with lower channel gain 
in order to compensate the sensing loss brought by 
the channel fading.   

     

 
Fig. 7. Interference capacity RI versus the average 
channel gain g from CRs to fusion center. 
 

 
Fig. 8. Communication throughput RC versus the 
average channel gain g from CRs to fusion center. 
 

B. Simulation of detection in multi-channel 
In this section, the performance of the 

proposed cooperative detection in multi-channel is 
analyzed. We assume that there is L=5 sub-
channels, and the average SNRs of these channels 
are γ =[-15,-13,-12,-10,-8] dB. The CR rates in L  
sub-channels are 0C =[12, 10, 8, 6, 4] and 1C = [6, 

4, 3, 2, 1]，and the upper band of probability of 
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false alarm and the lower band of probability of 
detection are 0.4α = and 0.6β = respectively.  

Figure 9 illustrates the comparative 
interference capacity RI of the proposed multi-
channel cooperative detection based on (39), the 
weighed algorithm with the uniform threshold and 
the weighed factors obtained by (26), and the 
algorithm with uniform threshold but without 
weighing versus the communication throughput 
RC. Differing from the uniform threshold adopted 
by the other two algorithms, the optimal thresholds 
shown in Fig. 10 which are different and adaptive 
to the status change of the sub-channels (channel 
with higher SNR has larger threshold), are adopted 
by the proposed algorithm, and therefore the 
proposed algorithm which can produce lower 
interference to the PU, can make better use of the 
wide frequency band by balancing the conflict 
between improving spectral utilization and 
decreasing interference.  

Figures 11 and 12, respectively, show the 
probabilities of false alarm and detection of each 
sub-channel in the proposed algorithm and the 
weighed algorithm with uniform threshold when 

13.2kbpsCR = . Obviously, the proposed algorithm 
can keep the sensing probabilities within the 
limits, and the probabilities of false alarm are all 
below 0.4 while the probabilities of detection are 
all above 0.6. However in the weighed algorithm 
with uniform threshold, the probabilities of false 
alarm are higher in some channels, while the 
probabilities of detection are lower in the other 
channels, and only the sensing probabilities of 
channel 3 satisfy the limits. 

Figure 13 illustrates the comparative 
communication throughput RC of the proposed 
multi-channel cooperative detection based on (50), 
the weighed algorithm with the uniform threshold 
and the weighed factors obtained by (33), and the 
algorithm with uniform threshold but without 
weighing versus the interference capacity RI. From 
this figure we can see that the proposed algorithm 
can achieve higher throughput than the other two.  

From Figs. 14 and 15, we can see that  similar 
with the optimal problem of (39), the optimal sub-
channel probabilities of false alarm and detection 
obtained by (50) can respectively keep below 0.4 
and above 0.6, when 2.4kbpsIR = . Compared to 
the probabilities in Figs. 11 and 12, in order to 
improve the throughput, the probabilities of false 

alarm are decreased, however, the probabilities of 
detection are synchronously decreased and 
therefore, the interference to PU is increased. That 
is, the conflict between improving throughput and 
decreasing interference is ineluctable. 

 
Fig. 9. Interference capacity RI versus 
communication throughput RC. 
 

 
Fig. 10. Threshold of each sub-channel. 

 
We illustrate the computational complexity of 

the proposed multi-channel cooperative detection. 
The number of iterations to reach the optimal 
solution is taken as the measure of complexity. 
Figure 16 shows the computational complexity 
versus the number of CRs N when the number of 
channels L=10, while Fig. 17 shows the 
computational complexity versus different L when 
N=10. We can see that compared to the 
conventional non-convex optimization scheme 
with double parameters, the computational 
complexity of the proposed scheme is much lower.  
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Fig. 11. Probability of false alarm in each sub-
channel. 
 

 
Fig. 12. Probability of detection in each sub-
channel. 
 

 
Fig. 13. Communication throughput RC versus 
interference capacity RI. 

 
Fig. 14. Probability of false alarm in each sub-
channel. 

 
Fig. 15. Probability of detection in each sub-
channel. 
 

 

 
Fig. 16. Number of iterations versus the number of 
CRs N. 
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Fig. 17. Number of iterations versus the number of 
the sub-channels L. 

 
VI. CONCLUSION 

In this paper, we have explored both the 
optimal cooperative spectrum sensing strategies 
for cognitive radio networks in single channel and 
multi-channel. We have studied the problem how 
to choose the optimal weighed factors to minimize 
interference and maximize throughput in the 
weighed cooperative detection model based on 
data fusion. We obtain the optimal weighed factors 
of the single-channel cooperative detection by the 
Cauchy-inequality, and by the research results of 
the single-channel cooperative detection, we have 
transformed the non-convex optimal problem of 
multi-channel cooperative detection with double 
parameters and nonlinear constraints into the 
convex optimal problem with single parameter and 
linear constraints, which can be solved easily.  

In our algorithm, the weighed factors are 
proportional to the received SNRs by CRs and 
inversely proportional to the channel gains 
between CRs and the fusion center. Therefore 
compared to the conventional weighed algorithm, 
the proposed algorithm can allocate a larger 
weighed factor to the CR with higher SNR and 
lower gain in order to increase its decision strength 
in the cooperative detection and compensate the 
lost information brought by the channel fading. By 
the obtained weighing, the sensing performance of 
the cooperative detection can be improved greatly. 

The simulation shows that there is a conflict 
between improving throughput and decreasing 
interference, however, the proposed algorithm can 
make better use of spectrum by balancing the 

conflict. The proposed algorithm can also keep the 
probabilities of false alarm and detection within 
the limits in order to guarantee the 
effective utilization of each sub-channel. In this 
paper, from the two aspects: minimizing 
interference and maximizing throughput, we 
develop our problems, however, these two aspects 
are conflictive and contrary, so how to find the 
uniform weighing to obtain a better tradeoff 
between the two aspects is an interesting research 
topic for further investigation.  
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Abstract─ A novel parallel framework is proposed 
for the iterative solution of the multilevel fast 
multipole method (MLFMM). The inversion of the 
near-field impedance matrix is used as the 
preconditioner matrix to improve the convergence 
history of the ill-conditioned linear system 
formulated by electric field integral equation. In 
order to accelerate the inversion of the near field 
impedance matrix with huge number of unknowns, 
the parallel technique is used to construct the 
preconditioner matrix. Our numerical experiments 
reveal that with an efficiently parallelized 
MLFMM and the effective parallel preconditioner, 
we are able to solve problems with millions of 
unknowns in a few hours. Both the number of 
iteration steps and the overall simulation time can 
be saved significantly. For closed-surface 
problems analyzed by the combined-field integral 
equation, the number of iterations can also be 
reduced significantly by the proposed method. 
Numerical results are presented to demonstrate the 
accuracy and efficiency of the proposed method. 
  
Index Terms─ Multilevel fast multipole method, 
preconditioning, scattering problems. 
  

I. INTRODUCTION 
The method of moments (MoM) [1-4] has found 

widespread application in a variety of 
electromagnetic radiation and scattering problems. 
The matrix associated with the resulting linear 
systems is large and dense for electrically large 
objects in electromagnetic scattering. It is 
basically impractical to solve the electric-field 
integral equation (EFIE) matrix equation using the 
direct method due to the memory requirement of 
O(N2) and computational complexity of O(N3), 

where N is the number of unknowns. Making such 
solutions prohibitively expensive for large-scale 
problems, this difficulty can be circumvented by 
use of iterative solvers, and the matrix-vector 
product operation can be efficiently computed by 
the multilevel fast multipole method (MLFMM) 
[5-9]. The use of MLFMM reduces both the 
memory requirement and the computational 
complexity to O(NlogN). 

Although the MLFMM reduces the complexity 
of MoM from O(N2) to O(NlogN), allowing for the 
solution of large problems with limited 
computational resources. However, accurate 
solutions of large problems require discretizations 
with millions of unknowns, which cannot easily be 
solved with sequential implementations of 
MLFMM running on a single processor. To solve 
such large problems, it is helpful to increase the 
computational resource by assembling parallel 
computing platforms and, at the same time, by 
paralleling MLFMM [10-14]. There are many 
efforts that have been done to improve the 
efficiency of the parallel MLFMM. Thanks to 
those efforts, it has become possible to solve 
millions of unknowns on relatively inexpensive 
platforms. 

Among integral formulations, the application of 
boundary conditions for the electric field and the 
magnetic field on the surface of the object leads to 
the EFIE and the magnetic-field integral equation 
(MFIE), respectively. For closed object, EFIE and 
MFIE can be combined together to form the 
combined-field integral equation (CFIE), which 
provides better-conditioned matrix equations than 
EFIE and MFIE and is free of internal-resonance. 
However, for the open structure only EFIE can be 
used, the EFIE provides a first-kind Fredholm 
integral equation, which is usually ill-conditioned, 
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this is especially true when the higher-order basis 
functions are employed, which will drastically 
increase the condition number of the EFIE matrix. 
Generally, it requires a large number of iterations 
to reach convergence. This bottleneck severely 
limits the capability of the MLFMM for open 
structure. To break this bottleneck, many 
preconditioner techniques [15-20] have been 
developed to accelerate the convergence rate, such 
as the diagonal, block-diagonal, but they are not 
effective enough to yield a highly efficient 
solution. 

We know that, in the MLFMM application, only 
the near-field impedance matrix is stored, which is 
composed of the interactions of the neighboring 
cubes in the lowest level of the octree structure. 
The Green’s function used for the computation of 
the matrix elements decays with 1/R, where R is 
the distance between the pair of basis and testing 
functions. Due to this rapid decay of the Green’s 
function, basis functions that are close to each 
other are expected to have strong electromagnetic 
coupling, resulting in matrix elements with larger 
magnitudes. Therefore, the near-field impedance 
matrix retains the most relevant contributions of 
the impedance matrix in MoM. In this paper, we 
use the exact inversion of the near-field matrix as 
a preconditioner matrix in MLFMM. From the 
numerical results, we can see that the number of 
iterations reduced significantly compared with that 
without the preconditioner. Moreover, for 
conducting geometries with closed surfaces, the 
CFIE should be considered. Even though EFIE can 
also be used in such problems, this has no practical 
use since CFIE can solve the closed-surface 
problems much faster. Furthermore, from the 
numerical results, we can see that the 
preconditioner for the CFIE systems can also get 
higher efficiency. 

The remainder of this paper is organized as 
follows. Section II gives a brief introduction to the 
EFIE and MFIE, together with an introduction of 
the MLFMM. The efficient parallization of 
MLFMM and the construct preconditioner matrix 
are also investigated in this part in detail. Section 
III presents the numerical results to demonstrate 
the accuracy and efficiency of the proposed 
method. Finally, some conclusions are given in 
section IV. 
 

II. THEORY  
The EFIE and MFIE formulation of 

electromagnetic scattering problems using planar 
Rao-Wilton-Glisson (RWG) basis functions for 
surface modeling is presented in [1]. The resulting 
linear systems from EFIE and MFIE formulation 
after Galerkin’s testing are briefly outlined as 
follows 

1

, 1,2,...,
=

= =∑
N

mn n m
n

Z a V m N ,         (1) 

where 
'[ ωµ= −∫∫ ∫∫ 

EFIE
m nmn s sm n

Z ds ds j J J                            

( ) ' ))] ( , ')
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∇ ∇ m n
j gJ J r r ,       (2) 


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1

2
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MFIE
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= ∫∫ 

m

EFIE inc
m ms
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m

MFIE inc
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Here '
( , ') / 4 '

jk r rg r r e r rπ− −
= −

 

   

 refers to the 

Green’s function in free space and na are the 
coefficients of the induced current expanded in 
RWG basis functions, V is the vector of incident 
field. r and 'r  denote the observation and source 
point locations. incE and incH are the incident 
plane wave, η and k  denote the free space 
impedance and wave number, respectively. 

For closed structure, the CFIE is simply a 
linear combination of EFIE and MFIE and is of 
the form 

(1 )
α α
η

= + −CFIE EFIE MFIEZ Z Z .                       (6) 

The combination parameter α  ranges from 0 to 
1 and can be chosen to be any value within this 
range. 

From above we can see that, if we have 
discretization of equation (2) and (3) by MoM, we 
end up with a dense linear matrix. The surface of 
the object is in general meshed with 0.1λ  of the 
wavelength for accuracy. Hence, for high 
frequencies where the electrical size of the object 
becomes large in terms of the wavelength, the 
system matrix becomes also large. When iterative 
methods are used to solve such systems, they can 
at best provide O(N2) complexity, which severely 
limit the capacity of the MoM in dealing with 
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large objects. Fortunately, a solution has been 
proposed to accelerate the computation of the 
MVP using the MLFMM for the MoM, which 
reduces the memory requirement and the 
computational complexity to O(NlogN). 

In MLFMM, the impedance matrix Z can be 
split into two parts as 

= +  NF FFZ a Z a Z a ,              (7) 

where NFZ denotes the sparse matrix that 
corresponds to near-field interactions, while 

FFZ denotes the matrix that corresponds to far-
field interactions. To calculate electromagnetic 
interactions by MLFMM in a multilevel scheme, a 
tree structure first needed to construct. The entire 
object is first enclosed into a large cube, and then 
the cube is partitioned into eight smaller cubes. 
Each subcube is recursively subdivided into eight 
smaller cubes until the finest cubes satisfy the 
termination criterion. After constructing an octree, 
we find nonempty cubes by sorting. Only 
nonempty cubes are recorded using tree-structured 
data at all levels. Thus, the tree structure is sparse. 
The computational cost depends on the nonempty 
cubes, not all cubes. Two cubes are well-separated 
if the ratio of the cube-center-distance to the cube 
size is greater than or equal to 2. The interaction 
between them can be computed in a group-by-
group manner by MLFMM. Otherwise, they are 
near each other and share at least one edge point, 
the interaction between the two cubes can be 
calculated directly by MoM. 

Although the MLFMM has reduced the 
complexity of the MoM from complexity O(N2) to 
O(NlogN), allowing for the solution of large 
problems with limited computational resources. 
However, accurate solutions of large problems 
require discretizations with millions of unknowns, 
which cannot easily be solved with sequential 
implementations of MLFMM running on a single 
processor. Both the computation ability and the 
storage ability of a single computer can not afford. 
To solve such large problems, it is helpful to 
increase the computational resource by assembling 
parallel computing platforms and, at the same 
time, by paralleling MLFMM. Parallel MLFMM 
has received much attention in recent years with 
the development of the computer science; the 
bigger problems have been solved on the super 
computer. To improve the convergence rate of the 

equation (1) for the open structure, the parallel 
preconditioner for the parallel MLFMM was also 
constructed. 

 
A. Efficient parallelization of MLFMM 

Because of the complicated structure, 
parallelization of MLFMM is not a trivial. Simple 
parallelization schemes usually lead to inefficient 
solutions due to dense communications and 
unbalanced distribution of the workload among 
processors. For high efficiency parallelization, 
several issues must be carefully considered to 
obtain an efficient parallelization of MLFMM. 

In the past few years, a series of implementation 
tricks have been developed for efficiently 
parallelizing the MLFMM, these tricks are 
different, but the most important thing in those 
tricks in parallelizing MLFMM is load-balancing 
and minimizes the communications between the 
processors. This is achieved by using different 
partitioning strategies for the lower and higher 
levels of the tree structure. In the lower levels of the 
tree structure, there are many clusters with a small 
number of samples for the radiated and incoming 
fields. The number of cubes is much larger than the 
number of processors. Therefore, it is natural to 
distribute the cubes equally among processors. 
However, it is difficult to achieve good load-
balancing in higher levels with this parallel 
approach, since the number of cubes in the coarse 
levels is small and the electric size of the cube is 
large, the far-field patterns is large. Therefore, in the 
coarse level, we adopt another parallel approach in 
the coarse levels; we replicate the cubes in every 
processor, but partition the far-field patterns equally 
among all processors as paper. Using this approach 
for the parallel MLFMM in the far-field, good load 
balancing can be achieved. 

The interaction in MLFMM is classified into a 
near-field interaction and the far-field interaction. 
After distribute the cubes to each processor, the 
near-field interaction lists and the far-field 
interaction lists can be set up in a parallel way. The 
near-field interaction are calculated directly and 
stored in memory without any communication. For 
the far-field interaction in the MLFMM is 
transformed into three phases: called the 
aggregation, translation, and disaggregation stage. 
Aggregation stage: The far-field interaction begins 
with aggregating basis functions at the finest level 
to obtain the radiation pattern. Each processor 
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calculates and stores the radiation and receiving 
patterns of the basis and testing functions included 
in its local box. Then each processor shifting the 
radiation pattern to the center of the box in the 
second finest level, and finally interpolating the 
deficient radiation pattern to obtain the radiation 
pattern of the box in the second-finest level. This 
procedure repeats until the shared levels. In the 
shared levels, each box is assigned to the same 
processor. The far-field pattern of each box is 
distributed equally among processors. In the 
distributed levels, even though a local interpolation 
is used, some of the far-field patterns may locate in 
other processors. Therefore one-to-one 
communications are needed to get the required data. 
Translation stage: The translation stage is one of 
the most important stages in the parallelization 
MLFMM; since the cubes are distributed among the 
processors; one to one communications are required 
between the processors for the translation stage. To 
eliminate this overhead, each processor is loaded 
with extra cubes called the ghost cubes. For 
example, if cube i  at processor a  needed the far-
field samples of cube j  at processor b , maybe 
another cube at processor a  also needed the far-
field samples of cube j  at processor b , to reduce 
the communication between the processors; we 
allocate space for the cube j  at processor a . When 
the far-field samples of the cube j  is received by 
processor a , we store it at processor a , this ensure 
that the same data is not transferred more than once. 
In the shared levels, the far-field samples of each 
cube are distributed equally among the processors. 
Therefore, there is need no communication between 
the processors at the translation stage in the shared 
levels. 
Disaggregation stage: The disaggregation stage is 
generally the inverse of the aggregation stage; the 
incoming fields are calculated at the centre of each 
cube from the top of the tree structure to the lowest 
level using the interpolation and shift operations. 
Some of the samples obtained from the 
interpolation operation should be sent to other 
processors, this is because interpolation during the 
aggregation stage are performed using the inflated 
data prepared by one-to-one communications 
among the processors. Following an interpolation 
operation, some of the resulting data are used 
locally, while the rest are sent to other processors, 

similar to the communications during the 
translation stage. 

 
B.  Novel preconditioner in MLFMM 

For equation (1), there are two ways to solve it. 
One is the direct solver, and the other is the iterative 
solver. For large-scale problems, it is impractical to 
solve the matrix equation with a large number of 
unknowns using the direct solver because it has a 
memory requirement of O(N2). This difficulty can 
be circumvented by solving the matrix equation 
using the Krylov-sub-space iterative method, which 
requires the matrix-vector product (MVP) in each 
iteration step. In the past, several iterative methods, 
including the conjugate gradient (CG), the 
biconjugate gradient (BCG), the stabilized 
biconjugate gradient (BCGS), and the generalized 
minimal residual (GMRES) have been employed. 
The use of those methods reduce the memory 
requirement to O(N). Iterative solutions of linear 
systems using Krylov-subspace methods make it 
possible to solve large-scale scientific problems 
with modest computing requirements. Effective 
parallelization of both the matrix-vector 
multiplication and the iterative solvers are possible, 
allowing even larger systems to be solved with cost-
effective parallel computers. 

Unfortunately, the MoM matrix based on EFIE is 
usually ill-conditioned and requires a large number 
of iterations to reach convergence. In order to speed 
up the convergence rate of the GMRES solution, 
preconditioning techniques are often used, such as 
the block-diagonal. The block-diagonal techniques 
can help to partially alleviate this difficulty, but they 
are not effective enough to yield a highly efficient 
solution. In this paper, we use the exact inverse of 
the near-field matrix as the precondition for the 
MLFMM, The preconditioner matrix is very easy to 
construct, which can be obtained from the near-field 
interaction matrix. Number results are presented to 
show the high effectiveness of the proposed 
preconditioner and fast convergence of the iterative 
solution. 

From above, we have known that the impedance 
matrix can be split into two parts, where 

NFZ denotes the near-field interactions and 

FFZ denotes the far-field interactions, since FFZ  is 

not readily available and NFZ retains the most 
relevant contributions of the impedance matrix, it is 
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customary to construct preconditioners from NFZ  

assuming it to be a good approximation to Z . 
Therefore, in this paper, we choose the 

preconditioning matrix = NFM Z . We call this 
proposed preconditioner the NF_LU preconditioner 
method. 

In order to speed up the convergence rate of the 
Kryloy iterative methods, the preconditioning 
matrix M  are employed to transform (5) into an 
equivalent form 

1 1− −=M Ax M b ,                       (8) 
with 1−=A M A  and 1−=b M b , equation (8) can be 
written as the following form 

= Ax b .                              (9) 
1M − is a matrix for preconditioning the matrix A  

from the left. The purpose of preconditioning is to 
make the condition number of the matrix A  better 
than the original matrix A . So the Kryloy iterative 
methods for the equation (9) can get a fast 
convergence. 

For sequential implementations of MLFMM 
running on a single processor, the calculation of 

1M − can be obtained by the Umfpack strategy, 
However, for large-scale problems, the direct solver 

1M − may require prohibitive memory and the time 
used to construct the inverse matrix will be very 
long. Fortunately this cost can be alleviated by 
parallelization. With an efficient parallelization to 
compute the 1M − , problems that are discretized with 
tens of millions of unknowns are easily solved on a 
cluster of computers. In this paper, we use the 
parallel LU factorization to construct the 
preconditioner matrix 1M − , after decomposing the 
matrix M  in the form of M LU= , preconditioning 
operation is performed in each step by solving 
LUv w= , the preconditioning operation 1v M w−=  
is computed by solving the linear system LUv w=  
is performed in two distinct steps: solve Lx w=  and 
Uv x=  successively.  

 

III. NUMERICAL RESULTS  
In this section, several numerical examples are 

presented to demonstrate the efficiency of the 
proposed method. We calculate the RCS of three 
conducting geometries, which are shown in Fig. 1-
3. The first two geometries are open structures 
analyzed by EFIE while the third structure is a 
closed structure computed by CFIE. All 

experiments are performed on a 2-node cluster 
connected with an Infiniband network. Each node 
includes 8 cores and 48 GB of RAM. The resulting 
linear systems are solved by the restarted version 
of the GMRES solver with dimension of 30 and 
tolerance residual of 310− . 

First of all, the proposed method is used to the 
analysis scattering from a square PEC plane with 
length of 16m, the incident plane wave direction is 
fixed at 0incθ =   and  0incφ =  , the scattering angle 

is fixed at 0 ~ 180sθ =   and 0sφ =  are shown in 
Fig. 1. The computational information (the electric 
size of the plane; the number of unknowns; the 
number of iterations without NF_LU 
preconditioner; the number of iterations with 
NF_LU preconditioner) for this example is given 
in Table I. From this table, we can conclude that 
without preconditioner, EFIE solutions converge 
fast only for a small number of unknowns. The 
number of iteration increases quickly to reach 
convergence without a preconditioner when the 
number of unknown increases. Convergence fails 
at the 1000th iterations without preconditioner 
when the electric size of the plane is 128λ ; it can 
be found from Table I that the NF_LU solve all 
problems within reasonable iteration counts. 
Compared with iterative solution without 
preconditioner, the NF_LU preconditioned method 
decrease the number of iterations about 12 times. 
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Fig. 1. Bistatic RCS of the conduct plane at 1.2 
GHz. 

 

The second example is the analysis of 
scattering from a half PEC sphere, the radius of 
the sphere is 8m. The incident direction of the 

plane wave are 0θ = 

inc  and 0φ = 

inc . The 
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scattering angle is observed at 0 ~ 180θ =  

s , 

when 0φ = 

s  are shown in Fig. 2. The 
computational information for this example is 
given in Table II. As the electrical size of the half 
sphere is bigger than 32 λ , it can be seen from 
Table II that convergence fails without 
preconditioner since the number of iterations is 
larger than 1000. In contrast, with a NF_LU 
preconditioner, it is able to achieve convergence in 
200 iterations when the electric size of the half 
sphere is 128 λ . Compared with traditional 
method without preconditioner, the NF_LU 
preconditioned method performs high efficiency in 
this example.  
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Fig. 2. Bistatic RCS in dB of the conduct half 
sphere at 1.2 GHz. 

 

Table I: Performance comparison of no 
preconditioner and NF_LU preconditioner 

Frequency 
(GHz) 

Unknowns No 
preconditioner 

NF_LU 
preconditioner 

0.3 85840 255 21 
0.6 344000 352 30 
1.2 1377280 645 41 
2.4 5509120 >1000 60 

 

Table II: Performance comparison of no 
preconditioner and NF_LU preconditioner 
Frequency 

(GHz) 
Unknowns No  

preconditioner 
NF_LU 

preconditioner 
0.3 78004 420 44 
0.6 312016 >1000 73 
1.2 1248064 >1000 117 
2.4 5001952 >1000 198 
 
The last example is used to analyze scattering 

from a VFY-218 plane, since many real-life 

problems confronted in CEM involve complicated 
structures enclosing a volume. Due to its favorable 
properties, CFIE is the preferred integral-equation 
formulation for those targets with closed surfaces. 
The incident direction is fixed at 90θ =inc  and 

90φ =inc . The scattering angles are 90θ =s  at 

0 ~ 360φ =s  are shown in Fig. 3. The electric 
current on the surface of the plane is shown in Fig. 
4. The computational information for this example 
is given in Table III. It can be seen from Table III 
that even for the CFIE matrix, the proposed 
preconditioner also performs a better efficiency. 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Bistatic RCS in dB of the VFY-218 plane 
at 3GHz. 
 

Fig. 4. Current distribution on the VFY-218 at 
3GHz. 
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Table III: Performance comparison of no 
preconditioner and NF_LU preconditioner 

 
IV. CONCLUSION 

In this paper, we present the details of a 
hierarchical partitioning strategy for the efficient 
parallelization of MLFMM on distributed-memory 
architectures. The parallel NF_LU can accelerate 
the convergence of the GMRES iterative solver 
which is used for the solution of surface integral 
equations. From the numerical results, we can 
conclude that for the large open-surface problems 
that are analyzed by EFIE, the proposed 
preconditioner is more efficient and robust when 
compared with no preconditioner. For complex 
closed-surface problems that can make use of the 
well-conditioned CFIE, the proposed method is 
also very efficient. 
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Abstract ─ A novel method based on invasive 
weed optimization (IWO) algorithm is described 
for synthesizing a point source doubly curved 
reflector antenna to produce a shaped beam in one 
plane and narrow beam in the perpendicular plane. 
The whole reflector body can be created by 
determining two basic curves. The central vertical 
curve is approximately responsible for producing a 
shaped beam in the vertical plane. It can be 
expressed by a well-defined function, and the 
function coefficients will compose a solution 
space to be explored by IWO. The transverse 
section curve is known to be a parabola for 
producing a narrow beam in that plane. The 
validity of the proposed method is verified by an 
example of shaped reflector antenna with cosecant 
squared pattern and comparing it with previously 
used methods. The simulation results based on 
physical optics (PO) further prove the validity and 
versatility of this technique for solving reflector 
synthesize problems.  
  
Index Terms ─ Cosecant squared pattern, doubly 
curved reflector, IWO.  
 

I. INTRODUCTION 
Antennas with the cosecant squared pattern in 

the elevation plane and pencil beam in the azimuth 
plane are widely used in surveillance-search radar 
systems. In comparison with phased array 
antennas, reflector antennas don’t have the 
calibration and implementation problems. Doubly 
curved reflector antenna is a classical antenna for 
this purpose. The synthesis procedure based on 
geometrical optics (GO) is described in details by 
many authors [1-4]. Different types of 

configuration [4-6] and analysis methods for 
computing its farfield pattern has been presented 
in [7-11]. The design procedure based on GO, is 
inflexible to achieve extra desired features such as 
low sidelobe level or low ripples at the shaped 
beam region for antenna performance. By 
knowing that doubly curvature antenna can be 
synthesized to produce a shaped beam in one of 
the principle planes, and after the success of 
optimization algorithms in antenna problems, the 
authors are guided to create a new synthesis 
method for doubly curved reflector antennas. 

Optimization algorithms in solving antenna 
problems are always employed for improving 
antenna performance for example, [12, 13]. In this 
paper, the authors try to employ an optimization 
algorithm to create a synthesis method for doubly 
curved reflector antennas. The algorithms could 
find the antenna structure independently and by 
defining a proper goal both synthesize and 
optimization can be done. Describing central 
section curvature of reflector surface using a few 
parameters, and finding the parameters to reach 
the antenna desired performance, is fundamental 
to the proposed method. This method uses IWO as 
a tool to perform the idea, because IWO is an 
efficient and robust optimization algorithm 
method in finding global minima. It was first 
extracted by [14] and successfully has been used 
in antenna design problems [15-18]. In this paper, 
the basic concept of GO synthesis is reviewed 
briefly. Then, the proposed method is described in 
details so that the procedure can be fully 
understood and in the next step, a reflector is 
designed and compared with the reflector designed 
based on the previous GO based method. 
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II. THEORETICAL ANTENNA DESIGN 
Totally for reflector antenna problems and 

propagation problems [19], geometrical optics 
analysis can be more useful and efficient than 
other methods. For doubly curved reflector 
antennas, the conventional way to synthesize a 
shaped pattern is based on GO also [1-3]. In this 
section, we will only review the basic concept of 
GO synthesis procedure and extract design 
formulas. 

Doubly curved reflector antenna contains two 
main sections. The central vertical section of the 
reflector must be designed to provide the desired 
elevation shaped pattern. The transverse section is 
required to be a parabola for focusing feed rays in 
the transverse or azimuth plane to produce the 
narrow beam in that plane. 

 
Fig. 1. Central vertical curve parameters. 
 
A. Central vertical section 

In order to shape the reflector antenna’s 
surface to have a prescribed elevation pattern, the 
proper central vertical section must be found. It 
means that the central vertical section has the 
dominant effect on elevation pattern. The central 
curve is illustrated in Fig. 1 [4]. Consider that the 
phase center of feed is located at the origin O. 𝜑 is 
the angle of incident ray with respect to 𝑧 and 𝜃 is 
the angle of reflected ray. The angle between the 
incident and reflected rays, 𝜎, can be determined 
as follows: 

,σ θ ϕ= +    (1) 
𝜌 is the distance from origin to central curve. 
Clearly 𝜃 and 𝜌 are functions of 𝜑 (i.e. 𝜎(𝜑) and 

𝜌(𝜑)). The differential equation of the central 
curve is [2]: 

tan( ),
2

d

d

ρ σ

ρ ϕ
=  (2) 

In this equation, 𝜎(𝜑) and 𝜌(𝜑) are both 
unknown.  If we know 𝜎(𝜑), 𝜌(𝜑) can be 
determined. 
 

 
Fig. 2. Ray path in transverse section curve: (a) 3D 
view, (b) side view. 
 
B. Transverse section of reflector 

The transverse sections of the surface are 
determined by the requirement that the reflector 
is to convert a spherical wave into a cylindrical 
wave. For this purpose, all reflected rays from 
the reflector in the direction 𝜃 need to be 
parallel. Therefore, as illustrated in Fig. 2 the 
following condition must be met [4]: 

1 1 ,FP FP PA= +   (3) 
 this leads to 

1
22 2 2

1 1 12 cos( ) ,z z y zρ ρ ϕ θ ρ+ − + + = +    (4) 

The latter equation gives transverse parabolas 
of the reflector surface. The desired surface can be 
achieved by combining both vertical and 
transverse curves of reflector. 

To determine the reflector central curve using 
(2), it is necessary to derive a more useful 
differential equation based on energy balance 
principles of GO. 

 Let 𝐼(𝜑,𝜓) be the incident energy of feed. 
𝐼(𝜑, 0)𝑑𝜓𝑑𝜑 is the power incident on a central 
element of the reflector. This power is reflected in 
a wedge with a 𝜌𝑑𝜓 width and with a wedge 
angle 𝑑𝜃. If 𝑃(𝜃) is the reflected energy of 

𝜃2 

𝜃 

𝜃1 

𝜑1 

𝜑 𝜑2 

𝜌0 
      O           
Feed Point 

𝜌 
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antenna, the following relation can be written 
based on the GO principle of energy balance [1-4]: 

( ) ( ) ,P d d I d dθ ρ ψ θ ϕ ψ ϕ=  (5) 
Taking logarithmic derivatives with respect to 𝜑 
of Eq. (5) and substituting from Eq. (2), we get 
instead the differential equation which for 
cosecant squared pattern with 

2

1 2( ) csc ( ),P θ θ θ θ θ= < <  when  1 2 ,ϕ ϕ ϕ< <  (6) 

it is  

( )
2

2

2

( )
tan( ) 2 cot ( ) 0.

2 ( )
(7)

d

d

I d d

I d d

θ

ϕ

ϕ θ ϕ θ θ
θ

ϕ ϕ ϕ

′−
+ − =
  −  

This equation couldn’t be solved analytically and 
has to be discretized and solved numerically. 
Besides, a proper guess for the initial value of 
𝑑𝜃/𝑑𝜑 is required to solve this equation [1]. 
Finding the proper initial value for 𝑑𝜃/𝑑𝜑 needs 
an exhausting trial-and-error and different values 
must be examined to achieve the desired farfield 
pattern. 
After finding 𝜃(𝜑), 𝜎(𝜑) and 𝜌(𝜑) will be clear. 
By using Eq. (2) and Eq. (4), whole reflector body 
is achieved. 

 
III. SHAPED REFLECTOR SYNTHESIS 

USING IWO 
Recently, employing optimization algorithms, 

such as genetic algorithm, particle swarm 
optimization, ant colony, and etc., for solving an 
antenna optimization problem is very common. 
Another algorithm is the invasive weed 
optimization (IWO) which was first proposed by 
Mehrabian and Lucas [14]. IWO is an effective 
and robust algorithm to find global minima as it 
has been shown in [14]. According to [14, 18], the 
algorithm process can be summarized as follows: 
1. A finite number of seeds spread out randomly 

on the search area. 
2. They grow to flowering weeds and produce 

seeds. The number of reproduced seeds of 
each weed depends on its own fitness and 
better fitness permits more seeds to be 
reproduced. However, the maximum number 
of seeds is limited. 

3. These reproduced seeds disperse over the 
search area around their parent weeds. The 
random dispersion has a normal distribution 
with mean equal to zero but varying variance 
(spatial dispersal). The standard deviation 

(SD) decreases in each time step of the 
algorithm as [14] 

max

max

( )
( )

( )
, (8)

n

iter initial final finaln
SD SD SD SD

iter iter

iter

−
= − +

where 𝑖𝑡𝑒𝑟 is the number of current time step, 
𝑖𝑡𝑒𝑟𝑚𝑎𝑥 is the maximum number of iterations, 
𝑆𝐷𝑖𝑡𝑒𝑟 is the SD at the present time step, 
𝑆𝐷𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and 𝑆𝐷𝑓𝑖𝑛𝑎𝑙 are prescribed constant 
values for SD at first and last iteration, and 𝑛 
is the nonlinear modulation index which 
usually is set to 3. This decreasing behavior 
for SD causes aggregation of seeds around 
better solutions. 

4. There is a maximum for the number of weeds 
in each time step and only plants with better 
fitness can survive and produce seeds in the 
next step (competitive exclusion). The process 
continues until the maximum number of 
iterations is reached and finally the plant with 
the best fitness is closest to the optimal 
solution. The flow chart of this algorithm is 
represented Fig. 3. [18]. 

 

A. Antenna synthesis using IWO 
In this paper, we employ the ability of IWO for 

synthesizing a doubly curved reflector antenna. 
IWO will choose the best design depending on its 
defined goal. The synthesis method can define the 
desired pattern and reach to it while in synthesis 
procedure by the GO method, there is not enough 
flexibility in defining the desired sidelobe level or 
limited ripple in the shaped region. The 
optimization algorithm tries to find the best 
reflector body which its characteristics are fitted 
on the desired characteristics.  

It was mentioned in Section 3 that the basic 
curves of the doubly curved reflector antenna can 
construct the whole body of it. It can be said that 
the central vertical curve approximately produces 
the shaped elevation pattern and transverse section 
is mostly a parabola to emerge feed rays parallel 
for generating a pencil beam in the transverse or 
azimuth plane.  

In the synthesis procedure based on IWO, the 
main idea is finding a central section curve which 
can create a reflector body with the desired shaped 
pattern. Transverse sections are parabolas and 
don’t need to be found. In order to implement the 
idea, we recommend the following method. 
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B. Central curve synthesis using IWO 

In order to determine the central curve by the 
optimization algorithm, at first, the curve must be 
expressed by a finite number of parameters. For 
example, the curve’s function can be 
approximated to an n-th order polynomial with 
n+1 coefficient or parameters.  Afterward, these 
parameters need to be determined properly by 
IWO for creating the central curve. The central 
curve with the parabolas which are mentioned in 
Eq. (4) will create the whole body of reflector.  
The optimization procedure has a goal which is 
obtaining the desired (csc𝜃)2 pattern in the 
elevation plane.  

In this paper, central curve is expressed 
indirectly.  As it was described in Section 3, if the 
distribution of 𝜎(𝜑) between 𝜑1 and 𝜑2 is 
determined, 𝜃(𝜑) and 𝜌(𝜑) will be determined, 
respectively according to equations (1) and (2), 
and then the central vertical curve will be created. 
For approximating 𝜎(𝜑) distribution, various 
functions were examined to find a function with 
fewer parameters and good accuracy. The best 
choice was the 4-th order polynomial: 

4 3 2

1 2 3 4 5( ) ,p p p p pσ ϕ ϕ ϕ ϕ ϕ= + + + +  (9) 

where 𝑝𝑖  , 𝑖 = 1,2, … ,5 are the parameters which 
should be determined. The IWO process starts 
with initial random coefficients of a chosen 
function for 𝜎(𝜑). Random central curves and 
then random surfaces will be generated according 
to Eq. (4). So in each time step of the algorithm, 
we have a number of random reflector surfaces. 
To obtain the elevation radiation pattern of each 
reflector it has to be analyzed. Since we have the 
radiation pattern of the feed, the secondary pattern 
of reflector can be obtained by PO simulations. 
The obtained elevation pattern is compared with 
the ideal sector cosecant squared pattern. 
Consequently, the error (or fitness) value of weed 
(produced surface) is the difference between far 
field vertical plane pattern and a desired sector 
cosecant squared pattern. The optimization process 
continues until accomplishing a radiation pattern 
which is closest to cosecant squared pattern. 

 
Fig. 3. A flow-chart representation of the IWO 
algorithm. 
 

In this paper, the focus is on achieving a low 
ripple in the shaped region. To do this a proper 
fitness function is needed to be calculated for 
every produced reflector, which focuses on shaped 
region error. Consider that the obtained elevation 
pattern of each reflector varies from −180° 
to 180° . We sample  𝑁 point of this elevation 
pattern (the value of gain 𝐺𝑖) and calculate the 
fitness function as follows: 

2

1

2 2 2

. .

1 1
( ( ) (csc ) ) ( ( )) (10)

2
,i

o w
G X X

N
f

θ

θ

θ θ
°
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− + +
 

=  
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∑ ∑
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[ ]( ) ( 25) ;iX G θ= − −    & 0

2
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≡
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
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Initialization 
Initialize n randomly generated weeds 

in the search space 
 

Evaluate fitness of each 

Reproduction including spatial distribution 

Create the seed by producing normally 
distributed seeds with zero mean and standard 

deviation equal to Eq (8) from each. 

Is the total 
number of 

(seeds + weeds) 
   

Include all the seeds 
and weeds in the colony 

Competitive exclusion 
 Include only plants 
with better fitness  

Evaluate fitness of each 

Is iter=itermax 

END  
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Fig. 4. Specifying 𝜃0, 𝜃1, and 𝜃2 in goal 
boundaries. 
 
As it is mentioned in the fitness function if the side 
lobe level goes upper than -25 dB, another term, 
which is the relative error of the unwanted and 
desired sidelobe level, will be added to the error 
due to the cosecant region. The region between 
𝜃0 and  𝜃1 does not affect the total error. 
 

IV. SIMULATION RESULTS 
 
Table 1: IWO parameter values 

Symbol Quantity Value 
N Number of initial 

population 
25 

itermax Maximum number of 
iterations 

50 

Dim Problem dimension 5 
Pmax Maximum number of 

plant population 
8 

Smax Maximum number of 
seeds 

5 

Smin Minimum number of 
seeds 

1 

N Nonlinear modulation 
index 

3 

SDintial Initial value of standard 
deviation 

10 

SDfinal Final value of standard 
deviation 

0.01 

Lini Initial search area -5 to +5 
 

In order to show the ability of the IWO 
algorithm in synthesizing this type of antenna, a 
detailed simulation result is presented. The 𝜌0 is 
chosen to be 0.724 𝑚. Therefore, the antenna 
dimension is  1.3 𝑚 ×0.88 𝑚. The feed is a typical 
horn operating at 9.37 GHZ frequency. Since the 

feed is placed 15o offset and has about 92o
 10–dB 

beam width, 𝜑 varies from -61o to 31o. 𝜎(𝜑) is 
specified according to Eq. (9). 

The 10–dB beam width of feed in the 
transverse plane and the positioning of the central 
section curve in front of feed, specifies the size of 
the reflector in that plane.  

 
Fig. 5. 𝜎(𝜑)’s coefficient values as the number of 
iteration increases. 
 

The optimization procedure is started with the 
parameters’ values which are tabulated in Table 1. 
The other related graphs for IWO are Fig. 5 and 
Fig. 6. Figure 5 shows the convergence process of 
coefficients (which are the algorithm dimensions) 
versus iteration. After 50 iterations, the optimum 
solution or lowest fitness is achieved (Fig. 6). The 
final values of 𝑝𝑖  , 𝑖 = 1,2, … ,5 are in Table 2. 

Fig. 6. Convergence diagram of optimization 
procedure.
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Fig. 7. Convergence procedure of reflector 
surfaces (3D view). (a) Initial produced reflector, 
(b) produced reflector surface in second iteration, 
 (c) produced reflector surface in 25-th iteration, 
and  (d) the final optimum reflector surface. 

 
 
Fig. 8. Radiation pattern of produced reflector 
surfaces in Fig. 7. (a) Initial produced reflector, 
(b) produced reflector surface in second iteration, 
(c) produced reflector surface in 25-th iteration, 
and (d) the final optimum reflector surface. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Elevation pattern azimuth pattern 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Fig . 9.  Comparison between two methods: (a) on the ripple of the shaped region in elevation pattern, (b) 
pencil beam in azimuth pattern. 

 
Table 2: 𝜎(𝜑)’s coefficient final optimum values 

𝑝1 𝑝2 𝑝3 𝑝4 𝑝5 
-0.1494 0.2818 0.9416 -0.3041 0.16 

 
In Fig. 7, the surfaces, which are produced 

during IWO iterations, are shown. It can be seen 
that the surfaces try to find their proper 
configuration as the number of iteration increases. 
The far filed patterns of the illustrated surfaces are 
shown in Fig. 8 respectively. As it is shown, the 
elevation pattern tries to be fitted to its defined 
goal as the number of iteration increases. The 
disorganized azimuth patterns in Fig. 8 are 
resulted of disorganized surfaces in their 
corresponding steps of iteration. In order to 
comprise the simulated pattern of the proposed 
method and the GO based method, another 
reflector in the equal conditions, same as feed 
position and reflector dimension is designed based 
on the GO method. It is shown in Fig. 9. Actually, 
the ripple in the cosecant squared band for the 
designed antenna using IWO, is less than 2dB, But 
the other pattern has the larger ripple. 

 
V. CONCLUSION 

The invasive optimization algorithm (IWO), a 
novel stochastic algorithm has been successfully 
employed to create a flexible method to design 
doubly curved reflector antennas. Totally, 
synthesis procedures based on optimization 
algorithms can reduce the complexity of the 
problem and improve the flexibility in design 
goals and antenna performance. In addition, other 

antenna parameters such as positions, orientations, 
and feed excitation can be set as other 
optimization parameters. Furthermore, different 
types of desired goals can be defined to be 
optimized. In this paper, the focus was on a lower 
ripple on the cosecant squared region while other 
characteristics like the extremely low sidelobe 
level or elimination ground effect by having a 
sharp fall in the elevation pattern before shaped 
region and other definable goals can be defined 
and achieved. The proposed method is suggested 
to be employed because of more flexibility in 
defining a desirable destination pattern. The 
validity of the proposed technique is verified by 
designing the fixed antenna set using the two 
described methods. If a more accurate simulation 
is employed, the method can be more accurate. 
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Abstract ─In this paper, we present fast and 
accurate solutions of large-scale scattering 
problems involving three-dimensional objects with 
arbitrary shapes using parallel finite element-
boundary integral method (FE-BI). Particularly, an 
efficient parallel preconditioner is constructed 
with both the finite-element matrix and the near-
field part of the boundary integral equation 
operator for the ill-conditioned linear system 
formulated by the FE-BI. With an efficient 
parallelization of FE-BI, scattering problems that 
are discretized with millions of unknowns could 
be easily solved on distributed-memory 
computers. The numerical results are presented to 
demonstrate the accuracy and efficiency of the 
proposed method. 
 
Index Terms - Finite element boundary integral 
method, parallelization, multilevel fast multipole 
method, scattering problems. 
 

I. INTRODUCTION 
The finite element boundary integral method 

(FE-BI) [1-5] provides fast and accurate solutions 
for three-dimensional electromagnetic scattering 
from complex geometries, which may be 
comprised of both conductors and dielectric 
media. The method divides the analyzed objects 
into two regions, one is the interior region and 
another is the exterior region. The field in the 
interior region is formulated using the finite-
element method (FEM) and the field in the 
exterior region is represented by a boundary 
integral equation (BIE). The interior and exterior 
fields are then coupled by the field continuity 

conditions. In the FE-BI method, the final 
coefficient matrix is made up of a complex dense 
BIE sub-matrix and a complex sparse FEM sub-
matrix. The multilevel fast multipole method 
(MLFMM) [6-10] is used to speed up the matrix-
vector product (MVP)  for the dense BIE part 
when the electrically large object is analyzed, 
which reduces the memory requirement from 
O(N2) to O(NlogN) and the computational 
complexity from O(N3) to O(NlogN), where N is 
the number of unknowns belongs to BIE part. 
When the FE-BI is combined with MLFMM, the 
coefficient matrix can be fast built when a large 
object is analyzed. Unfortunately, the FE-BI 
method suffers from a very slow convergence rate 
with the iterative solvers since the coefficient 
matrix arising from FE-BI is badly ill-conditioned. 
This bottleneck severely limits the capability of 
the FE-BI method since the iterative methods are 
the only choose for the large-scale problems. To 
break this bottleneck, many preconditioners have 
been developed to accelerate the convergence rate, 
such as the diagonal, block-diagonal, but they are 
not effective enough to yield a highly efficient 
solution. In [11], Liu and Jin proposed to use the 
FEM-absorbing boundary condition (ABC) matrix 
as the precondition for the FE-BI matrix equation. 
However, about 0.05 λ distance should be set 
between both the absorbing boundary and the 
scattering objects to improve the efficiency of the 
preconditioner. This will bring an increase of 
unknowns for the increscent calculation domain, 
which reduces the efficiency of the FE- ABC 
preconditioner. In this paper, an efficient 
preconditioner is constructed by the finite-element 
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part and the near-field value terms of the boundary 
integral, both can be easily obtained from the FE-
BI matrix with no additional cost and memory 
requirement since the main contribution of the 
impedance matrix for the boundary integral is 
given by the near-field part. In our experience, the 
convergence rate of solving the FE-BI matrix is 
significantly accelerated after equipping this 
preconditioning technique. 

Although the preconditioned FE-BI has been 
applied to a variety of electromagnetic problems 
with remarkable success, accurate solutions of 
many real-life problems require discretization with 
more than millions of unknowns, leading to large-
scale matrix equations, which can not be solved on 
a single personal computer. In order to solve large 
problems, it is necessary to parallelize the FE-BI 
code and implement on distributed computers. 
However, it is not a trivial to design a high 
efficient parallelization scheme because of the 
complicated structure of the FE-BI matrices. 
Simple parallelization techniques usually fail to 
provide efficient solutions, due to communications 
among processors, poor loading-balance of the 
work. In this work, the FE-BI matrix is divided 
according to the features of the sub-matrices, 
which making it possible to compute and store 
only a small part of matrix in each computer and 
take full advantage of the parallelization 
computing. Especially, a series of implementation 
efforts previously developed for parallelizing the 
MLFMM in [12-19] are adopted to improve the 
parallelization efficiency of the BIE part, which is 
the most important point for the whole 
parallelization implementation. At the same time, 
the precondition matrix is constructed and 
factorized in parallelization. 

The remainder of this paper is organized as 
follows. Section II gives a brief introduction to the 
FE-BI, together with an introduction of the novel 
preconditioner for the FE-BI. The parallization of 
FE-BI is also investigated in this part in detail. 
Section III presents the numerical results to 
demonstrate the accuracy and efficiency of the 
proposed method. Finally, some conclusions are 
given in section IV. 

 
II. THEORY 

Consider the problem of electromagnetic wave 
scattering by an inhomogeneous object 

characterized by relative permittivity rε and 

permeability rµ . The object is excited by an 

incident field ( )iE r  and the total field ( )E r  

comprises the sum of the incident field ( )iE r and 

the scattered field ( )sE r . To solve this problem 
with FE-BI, we first introduce a surface S to 
enclose the object and divide the object into an 
interior region and an exterior region. We employ 
the FEM to deal with the interior region. The 
exterior region is formulated using the BIE. The 
field inside S can be formulated into an equivalent 
variational problem with the functional given by  

( ) ( )( ) ( )( ) ( ) ( )2
0

0

1 1

2
ε

µ
 

= ∇× ∇× − 
 

∫∫∫  rV
r

F k dV
jk

E E r E r E r E r

      ( ) ( )( )0η+ ∫∫ 


sS

dSE r J r ,      (1) 

where 0k  and 0η  denote the free-space wave 
number and impedance, respectively. V denotes 
the volume enclosed by S, n̂  denotes the outward 
unit vector normal to S, 0K  is the free-space wave 
number. Using tetrahedron-based  edge elements 
to expand ( )E r and Rao-Wilton-Glisson (RWG) 

[20] basis functions to expand sJ  

1=

= ∑
M

i i
i

EE W ,  
1=

= ∑
sN

s i i
i

J fJ .           (2) 

Substituting (2) into (1), we obtain the matrix 
equation 

I
II IS

S
SI SS

S

0 0

0

 
     =    

    
 

E
K K

E
K K B

J
,           (3) 

where IE  is a vector containing the discrete 

electric field inside V, SE , and sJ are the vectors 
containing the discrete electric and magnetic field 
on S. [ ]IIK , [ ]ISK , [ ]SIK , [ ]SSK , and [ ]B  denote the 

corresponding highly sparse FEM matrices, [ ]IIK  

and [ ]SSK are symmetric matrices and 

[ ] [ ]IS SI

T=K K ,where the superscript T denotes the 

transpose. 
Equation (3) cannot be solved unless a relation 

between SE and sJ is established. Such a relation is 
provided by BIE for the exterior region, whose 
discretization yields 

S S[ ]{ } [ ]{ } { }+ =P E Q J b .            (4) 
In (4), { }b  is a vector related to the incident 
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field. [ ]P  and [ ]Q   are generated by BIE. 
Combining (3) and (4) together, we obtain the 
following matrix equation 

II IS I

SI SS S

S

0 0

0

0

     
     =    
         

K K E
K K B E

bP Q J
.           (5) 

The generation of (3) using FEM is standard, the 
generation of (4) using the method of moment 
(MoM) [20-21] can take many different forms. 
The basic equations for generating (4) are the 
electric-field integral equation (EFIE) is given by  

1
( ) ( ) ( ) ( )

2
= + −inc

s sE r E r L J K M ,         (6) 

and the magnetic-field integral equation (MFIE) is 
given by  

1
( ) ( ) ( ) ( )

2
= + +inc

s sH r H r M JL K ,         (7) 

where J and M are related to the fields on S by 

0 ˆη= ×nsJ H and ˆ= ×s nM E , respectively, and 

( ,inc incE H ) denote the incident fields. The operators 
L  and K  are defined as  

0 0( ) ( ) ( , )d′ ′ ′= +∫∫S
jk G SL X X r r r  

0
0

( ) ( , )d′ ′ ′ ′∇ ⋅ ∇∫∫S

j G S
k

X r r r ,      (8) 

0( ) ( ) ( , )d′ ′ ′= ×∇∫∫S
G SK X X r r r .                   (9) 

However, each of them suffers from the problem 
of interior resonance and fails to produce accurate 
solutions at and near the resonant frequencies. To 
eliminate this problem, one has to combine EFIE 
and MFIE to obtain a combined field integral 
equation (CFIE). In this paper, the TE-NH is 
chosen which produces the best conditioned 
matrix for (5), substitute (2) into (6), we obtain the 
TE formulation 

0

1
( ) ( , )d

2
 ′ ′ ′= ⋅ − − ×∇ 
 ∫∫ ∫∫ 

mn m n nS S
P r G S dSf w f r r  

0

1
( , )d

2
′ ′= − + ⋅ ×∇∫∫ ∫∫ 

mn m nS S
B G S dSf f r r     (10) 

0 0 0
0

( , )d ( ) ( , )d
 

′ ′ ′ ′ ′ ′= ⋅ − − ∇ ⋅ ∇ 
 

∫∫ ∫∫ ∫∫  
mn m n nS S S

jQ jk G S G S dS
k

f f r r f r r r
 

0 0 ( , )d′ ′= − ⋅ −∫∫ ∫∫ 
m nS S

jk G S dSf f r r , 

0
0

1
( ) ( , )d′ ′ ′ ′∇ ⋅ ∇ ⋅∫∫ ∫∫ 

m nS S
G S dS

jk
f f r r r .  (11) 

And from (7), the NH formulation 

0

1
ˆ, ( ) , ( , )d

2mn m n m nS
Q r n G Sf f f f r r′ ′= + × ×∇∫∫ , (12) 

0 0ˆ , ( , )d′ ′= − × −∫∫mn m nS
P n jk G Sf f r r  

                     0
0

( ) ( , )d′ ′ ′ ′∇ ⋅ ∇∫∫ nS

j G S
k

f r r r .     (13) 

The computational complexity of (5) consists of 
two parts: the part associated with FEM is ( )O N  

and the part related to BIE is 2( )sO N , where sN  

denotes the number of unknowns on the truncation 
boundary. The dense matrices [ ]P  and [ ]Q  
generated by the BIE are bottleneck of the FE-BI 
method, which severely limit the capacity of the 
FE-BI method in dealing with electrically large 
objects. Fortunately, this problem can be solved 
iteratively, where the required the MVP are 
performed efficiently by the MLFMM, which 
reduces the memory requirement and the 
computational complexity to ( log )s sO N N  for the 
BIE. Conventionally, to implement the MLFMM, 
an octree first needs to construct. The entire object 
is first enclosed in a large box, which is divided 
into eight smaller boxes. Each sub-box is then 
recursively subdivided into eight smaller cubes 
until the edge length of the finest cube is about 
half of a wavelength. The interaction between 
these boxes can be divided into two cases: two 
cubes are near each other sharing at least one edge 
point, the interaction between the two groups are 
computed by MoM. Otherwise, two cubes are 
well-separated from each other if the ratio of the 
cube-center-distance to the cube size is greater 
than or equal to 2. The interactions between boxes 
are calculated using the MLFMM. 

The basic formulae to calculate the matrix 
entries for the far groups in MLFMM are given by 

 

2 21
( ) )
λ

′′ ′= ⋅ ⋅
2 ∫ 

P
mmij im mm jmP V T k r V d k（ ,      (14) 

 

2 21
( ) )
λ

′′ ′= ⋅ ⋅
2 ∫ 

Q
mmij im mm jmQ V T k r V d k（ ,     (15) 

where 


(2)
0

0

ˆˆ) ( ) (2 1) ( ) ( )′′ ′ ′
=

⋅ = − + ⋅ ⋅∑

L
l

mmmm l mm l mm
l

T k r j l h k r P r k（ , (16) 

0 ˆ ˆ ˆ ˆ[ ( ) ( )]− ⋅= − × + − ⋅ ×∫ imjP
im i iS

V e k kk n dSk r f I f ,     (17) 

( )0 ˆ ˆ ˆ ˆ( )− ⋅  = − − − × × ∫ imjQ
im i iS

V e kk k n dSk r I f f ,    (18) 

0

'
′⋅= ∫ jmj

jm jS
V e dSk r f .                                   (19) 

Although the MLFMM for the BIE part has 
reduced the complexity of MoM from O(N2) to 
O(NlogN), allowing the solution of large problems 
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with limited computational resources compared 
with the MoM. However, for problems with 
millions of unknowns, it is still not easy to solve it 
with FE-BI on a single processor. Thus, it is 
helpful to increase computational resource by 
assembling parallel computing platforms and, at 
the same time, by paralleling FE-BI. 

 
A. Novel preconditioner in FE-BI 

For equation (5), there are two approaches to 
solve it. One is the direct solver [22]; the other is 
the iterative solver. For large-scale problems, it is 
impractical to solve the matrix equation with a 
large number of unknowns using the direct solver. 
This difficulty can be circumvented by solving the 
matrix equation using the Krylov subspace 
iterative method, which requires the MVP in each 
iteration step. In the past, several iterative 
methods, including the conjugate gradient (CG), 
the biconjugate gradient (BCG), the stabilized 
biconjugate gradient (BCGS), and the generalized 
minimal residual (GMRES) have been employed. 
Unfortunately, since the BIE produces a dense 
matrix, the final FE-BI system matrix consists of a 
partly-full matrix and a partly-sparse matrix. The 
FE-BI matrix is usually ill-conditioned and 
requires a large number of iterations to reach 
convergence.  Therefore for electrically large 
objects, iterative solvers should be adopted with 
efficient preconditioners. There are many 
preconditioners that have been developed to speed 
up the convergence rate of the GMRES solution, 
e.g. the block-diagonal can help to partially 
alleviate this difficulty, but they are not effective 
enough to yield a highly efficient solution. In [11], 
a FE-ABC preconditioner has been proposed and 
proven to be highly efficient for the FE-BI. 
However, a certain distance should be set between 
the absorbing boundary and the scattering objects 
to improve the efficiency of the preconditioner. 
This will bring the increase of the unknowns for 
the FE-BI. In this paper, an efficient 
preconditioner is constructed by the finite-element 
part and the near-field part of the boundary 
integral, both can be easily obtained from the 
matrix of the FE-BI with no additional computing 
cost and memory requirement since the main 
contribution of the impedance matrix for the 
boundary integral is given by the near-field part. 
Therefore, the preconditioning matrix is 
constructed by both the FEM matrix and the near-

field part in the sparse pattern of the FEM matrix. 
Numerical results are presented to show the high 
effectiveness of the proposed method. 

In this section, we consider solving the FE-BI 
matrix equation (5) with the MLFMM accelerated 
by the Krylov iterative method. In order to speed 
up the convergence rate of the Krylov iterative 
method, the preconditioning matrix 1−M  is used to 
transform (5) into an equivalent form 

1 1− −=M Ax M b ,                 (20) 
where 

II IS

SI SS

0

0

 
 =  
  

K K
A K K B

P Q
  

I

S

S

 
 =  
  

E
x E

J
  

0

0

 
 =  
  

b
b

. 

With 1−=A M A  and 1−=b M b , equation (20) can 
be written as the following form 

= Ax b .                             (21) 
1−M  is a matrix for preconditioning the matrix A  

from the left. The purpose of preconditioning is to 
make the condition number of the matrix A  better 
than the original matrix A . Thus, the Krylov 
iterative method for the equation (21) can get a 
fast convergence. 

An effective preconditioner M  [22-23] should 
be a good approximation of matrix A  and easy to 
construct. Since the main contribution of the 
impedance matrix for the boundary integral is 
given by the near-field part. The preconditioner is 
constructed by the finite-element part and the 
near-field of the BIE matrix in sparse pattern 
as shown in (22); both can be easily obtained 
from the FE-BI matrix with no additional 
computing cost and memory requirement.  

II IS

SI SS

0

0 ' '

 
 =  
  

K K
M K K B

P Q
.             (22) 

Then (20) can be written as follows 
1

II IS II IS

SI SS SI SS

0 0

0 ' ' 0

−
     

    
    
         

I

S

S

K K K K E
K K B K K B E

P Q P Q J

 

1

II IS

SI SS

0 0

0

0 ' '

−
   

  =   
     

K K
K K B

bP Q
.   (23) 

In order to reduce the computational complexity 
of the MVP, the second matrix in the left terms of 
(23) can be replaced according to the following 

834FAN, CHEN, CHEN, DING: AN EFFICIENT PARALLEL FE-BI ALGORITHM FOR LARGE-SCALE SCATTERING PROBLEMS



equation 
 

II IS II IS

SI SS SI SS

0 0

0 0 ' '

   
   = −   
      

K K K K
K K B K K B

P Q P Q

 

0 0 0

0 0 0

0 ' '

 
 
 
 − − 

　　

P P Q Q
  ,            (24) 

and (24) can be sequentially transformed to the 
following form 

1

II IS

SI SS

0 0 0 0

0 0 0

0 ' '0 ' '

−    
    +    
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K K
K K B

P P Q QP Q
Ι  

1

II IS

SI SS

0 0

0

0 ' '

−
   

  =   
     

B
K K
K K

bP Q
,          (25) 

where 'P  and 'Q  stand for the near-field part 
drawing from the total matrix of boundary integral 
P  and Q  in the sparse pattern of FEM matrices 

B  and SSK , respectively.  
For sequential implementations of the FE-BI 

running on a single processor, the calculation of 
1−M  can be obtained by the UMFPACK strategy 

[24]. However, for large-scale problems, the direct 
solver 1−M  may require prohibitive memory and 
the time used to construct the matrix 1−M will be 
very long. Fortunately this cost can be alleviated 
by parallelization. In this paper, we use the parallel 
LU factorization to construct the preconditioner 
matrix 1−M , after decomposing the matrix M  in 
the form of = M L U . The preconditioning 
operation is performed in each step by solving

= L U v w , the preconditioning operation 
1−=v M w  is computed by solving the linear 

system = L U v w , it is performed at two distinct 
steps: solve =Lx w  and =Uv x  successively. This 
two-step is processing in parallization. We call this 
preconditioning iteration as a forward and 
backward preconditioning iteration. 

 
B. Efficient parallelization of FE-BI matrix 

Because of the complicated structure of the FE-
BI matrix, parallelization of FE-BI is not trivial. 
Simple parallelization schemes usually lead to 
inefficient solutions due to dense communications 
and unbalanced distribution of the workload 
among processors. For high efficiency 

parallelization, two parts must be considered in 
detail. The first part is to partition the MoM 
matrices among the distribute computers. The 
second part is to construct the preconditioner 
matrices among the distribute computers. For the 
FEM matrix [ ]IIK , [ ]ISK , [ ]SIK , [ ]SSK , and [ ]B , 

which denotes the corresponding highly sparse 
FEM matrix. This estimation needs very small 
memory and CPU time; thus, all the FEM matrices 
are computed on one processor. 

For the surface MoM matrices generated by the 
BIE are a bottleneck of the FE-BI, which severely 
limits the capacity of the FE-BI method in dealing 
with electrically large objects. Although the 
MLFMM allows for it to solve large problems 
with limited computational resources, to further 
improve the capacity of the MLFMM for 
electrically large objects, one of robust ways is to 
increase computational resources by assembling 
parallel computer platforms and, at the same time, 
by parallelizing MLFMM. 

The efficiency of the parallel FE-BI is 
determined by the efficiency of the parallel BIE 
part. In the past few years, a series of 
implementation tricks have been developed for 
efficiently parallelizing the MLFMM, these tricks 
are different, but the key issues in those tricks in 
parallelizing MLFMM are load-balancing and 
minimizing the communications between the 
processors. To obtain an efficient parallelization of 
MLFMM, several issues must be carefully 
considered to distribute the task equally among the 
processors. In this paper, we utilize different 
partitioning strategies for the lower and higher 
levels of the tree structure. It is natural that the 
parallel approach for the fine level is to distribute 
the boxes equally among processors, where the 
number of boxes is much larger than the number 
of processors. But it is difficult to achieve good 
load-balancing for the coarse level with this 
parallel approach, where the number of boxes is 
smaller than the number of processors. However, 
since the box size of the coarse level is big, and 
the number of far-field patterns for the MLFMM is 
large, we can partition the far-field patterns 
equally among all processors while replicating the 
boxes in every processor as paper [16]. Using this 
scheme for the parallel MLFMM in the far-field, 
good load balancing can be achieved. 

The interaction matrix in MLFMM is classified 
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into a near-field interaction matrix and a far-field 
interaction matrix. After distributing the boxes to 
each processor in the finest level, the near-field 
and the far-field interaction lists can be set up in a 
parallel way. The near-field interaction matrix are 
calculated directly and stored in memory. For the 
far-field, the interaction is calculated in a cluster-
by-cluster manner. The computation in MLFMM 
is done in three stages called the aggregation, 
translation and disaggregation stage.  
Aggregation stage: The far-field interaction 
begins with aggregating basis functions at the 
finest level to obtain the radiation pattern. Each 
processor calculates and stores the radiation and 
receiving patterns of the basis and testing 
functions included in its local box. Then each 
processor shifting the radiation pattern to the 
center of the box in the second finest level, and 
finally interpolating the deficient radiation pattern 
to obtain the radiation pattern of the box in the 
second-finest level. This procedure repeats until 
the shared levels. In the shared levels, each box is 
assigned to the same processor. The far-field 
pattern of each box is distributed equally among 
processors. In the distributed levels, even though a 
local interpolation is used, some of the far-field 
patterns may locate in other processors. Therefore 
one-to-one communications are needed to get the 
required data. 
Translation stage: The translation stage is one of 
the most important stages in the parallelization 
MLFMM; since the boxes are distributed among 
the processors; one to one communications are 
required between the processors for the translation 
stage. To eliminate this overhead, each processor 
is loaded with extra boxes called the ghost boxes. 
For example, if box i  at processor a  needed the 
far-field samples of box j  at processorb , maybe 
another box at processor a  also needed the far-
field samples of box j , to reduce the 
communication between the processors; we 
allocate space for the box j  at processor a . When 
the far-field samples of box j  is received by 
processor a , we store it in the memory, this ensure 
that the same data is not transferred more than 
once. In the shared levels, the far-field samples of 
each cluster are distributed equally among the 
processors. Therefore, there is no need for 
communication between the processors at the 
translation stage in the shared levels. 

Disaggregation stage: The disaggregation stage is 
the generally the inverse of the aggregation stage, 
the incoming fields are calculated at the centre of 
each box from the top of the tree structure to the 
lowest level using the anterpolation. Some of the 
far-field samples obtained from the anterpolation 
operation should be sent to other processors in the 
distributed levels, Similar to the communications 
during the aggregation stage, this procedure 
repeats until the finest level. 
 

III. NUMERICAL RESULTS  
In this section, several numerical examples are 

presented to demonstrate the efficiency of the 
proposed method. All experiments are performed 
on two distributed-memory computers; each 
computer involves 8 processors, each processor 
has 6 gigabytes (GB) of memory with 3.0GHz 
clock rate. The resulting linear systems are solved 
iteratively by the GMRES (30) solver with a 
relative residual of 310−  in double precision. 

 

A. The accuracy of the proposed method   

 
Fig. 1. A PEC sphere coated with a single-layer 
dielectric. 
 

First, the proposed method is used to analyze 
scattering from a perfect conductor (PEC) sphere 
having a diameter of 16 λ , the sphere is coated 
with a 0.1m thick dielectric layer having a relative 
permittivity of ε = −2r i  and µ = 1r  as shown in 
Fig. 1, iS  is the surface of the PEC sphere. A 
400MHz plane wave is incident at 0θ =inc , 0φ =inc  

and the observed scattering angles are 0 ~ 180θ = 

s  

at 0φ = 

s . During the FE-BI calculation for this 
example, the boundary integral is carried out on 
the outer surface of the dielectric sphere. The total 
number of unknowns is 3,540,000, consisting of 
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2,710,000 for the finite-element and 830,000 for 
the boundary integral. We first assume that the 
sphere coated with an air, thus, the bistatic radar 
cross section (RCS) of the coated sphere is equal 
to a PEC sphere. As shown in Fig. 2, the 
numerical result of the bistatic RCS of the sphere 
is in a good agreement with the Mie solution. 
Figure 3 shows the bistatic RCS of the sphere 
coated with dielectric, the dielectric is 
characterized by ε = −2r i  and µ = 1r . It can also 
be found that there is a good agreement with the 
Mie solution. It involves 52 iterations for this 
problem to reach convergence. 

Solutions are performed on 1, 4, 8, 16, and 32 
processors, respectively. Table I lists the total 
processing times including the setup time and 
iterative solution parts, and the parallelization 
efficiency obtained for 4, 8, 16, and 32 processors 
with respect to 1 processor. Ideally, the speed of a 
simulation with P processors is P times higher 
compared with a single processor and the 
efficiency is 100%. However, from Table I we can 
see that when the number of processors increases, 
the efficiency of the FE-BI decreases. This is 
because with the number of processors increases, 
although the time for matrix computing decreases 
correspondingly, the data communication time in 
the translation stage between the computer 
increases quickly when the number of processors 
increases. This becomes the bottleneck in the 
parallelization of FE-BI. 

 

Fig. 2. Bistatic RCS of the conduct sphere at 400 
MHz. 
 

Fig. 3. Bistatic RCS of the coated sphere at 400 
MHz. 

 

Table I: Total processing time and parallelization 
for the solution of the sphere discretized with 
3,540,000 unknowns 

Sphere (Radius:16 λ , Number of unknowns: 3,540,000) 
Number of 
Processors 

1 4  8  16  32 

Total time 
(mintues) 

219 58 33 18 11 

Efficiency 100% 94% 83% 76% 62% 
 

The second geometry is a coated cylinder 
with a diameter of 10λ and 20 λ  high, the cylinder 
is coated with 0.1m thick dielectric layer having a 
relative permittivity of ε = −2r i  and µ = 1.r  A 

500MHz plane wave is incident at 0incθ =  and 

0incφ = , and the observed scattering angles are 

0 ~ 180sθ =  at 0sφ = . After discretisation, the 
number of unknowns is 3,100,000, consisting of 
2,260,000 for the finite-element, and 840,000 for 
the boundary integral. We first consider the 
cylinder coated with air, so the RCS of the coated 
cylinder is equal to a PEC cylinder, Fig. 5 shows 
the bistatic RCS of the cylinder coated with 
dielectric ε = −2r i  and µ = 1.r  The numerical 
results of the bistatic RCS are compared with the 
body of revolution (BOR). It can be seen from Fig. 
4 and Fig. 5 that there is a good agreement 
between the parallel FE-BI and BOR. It involves 
44 iterations for this problem to reach 
convergence. Table II lists the total processing 
times including the setup time and iterative 
solution parts, and the parallelization efficiency 
obtained for 4, 8, 16, and 32 processors with 
respect to 1 processor. From the two examples 

0

10

20

30

40

50

60

70

0 30 60 90 120 150 180

R
C

S(
dB

) 

Theta(degree) 

FEBI

MIE

0

10

20

30

40

50

60

70

0 30 60 90 120 150 180

R
C

S(
dB

) 

Theta(degree) 

FEBI

MIE

837 ACES JOURNAL, VOL. 26, NO. 10, OCTOBER 2011



above, we can see that the parallelization of the 
FE-BI provides an efficient approach to solve 
large-scale electromagnetic scattering problems. 

 

Fig. 4. Bistatic RCS of the PEC cylinder at 500 
MHz. 
 

Fig. 5. Bistatic RCS of the coated cylinder at 500 
MHz. 
 
Table II: Total processing time and parallelization 
for the solution of the cylinder discretized with 
3,100,000 unknowns 

Cylinder (Diameter of 10 λ and 20 λ high , Number of 
unknowns: 3,100,000) 

Number of 
Processors 

1 4  8  16  32 

Total time 
(mintues) 

171 45 26 14 9 

Efficiency 100% 95% 82% 76% 59% 

B. Solution of the real-life problem 
To further show the capacity of our parallel FE-

BI code, finally, we present the solutions of a real-
life problem involving an airplane as shown in 
Fig. 6. The airplane is coated with a 0.02 
wavelength thick dielectric layer having a relative 
permittivity of 4rε =  and 2r iµ = − . A 600MHz 

plane wave is incident at 120θ = 

inc , 270φ = 

inc  

and the observed scattering angles are 120θ = 

s  at 

0 ~ 360φ = 

s . The bistatic RCS of the coated 
airplane is presented in Fig. 6. After the setup, it 
takes about 24 minutes, and the iterative solution 
involves 49 iterations to solve the problem on 16 
processors. 

 

Fig. 6. Bistatic RCS of the coated airplane at 600 
MHz. 
 

IV.    CONCLUSIONS 
In this paper, we consider fast and accurate 

solutions of large-scale scattering problems 
discretized with millions of unknowns using a 
parallel FE-BI on distributed-memory computers. 
The parallel near-field preconditioner is used to 
accelerate the convergence speed of the FE-BI 
matrix iteration. The capacity of the parallel FE-BI 
has been demonstrated by computing several 
coated geometries, i.e. a sphere, a cylinder, and an 
airplane. From the numerical results, we can see 
that the proposed parallel FE-BI is efficient for 
solving the scattering of electrically large objects. 
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Abstract ─ Among the numerical methods used in 
the electromagnetic modeling of high frequency 
electronic circuits, we include the wave concept 
iterative method. In this paper, we propose to 
improve the convergence speed of this method 
when modeling a complex structure. This method 
requires a maximum number of iterations, noted 
“Nmax”, to achieve the convergence to the optimal  
value. Our goal is to reduce the number of 
iterations calculated by this method to the value 
“Nmin” in order to reduce the computing time and 
to improve the convergence speed. This is done by 
adding a new algorithm based on filtering 
techniques. 

 
Index Terms ─ Adaptive and autoregressive 
Filtering, LMS algorithm, rapid convergence, 
WCIP method. 

 

I. INTRODUCTION 
     The wave concept iterative method (WCIP) has 
shown efficiency in solving problems of 
electromagnetism and analysis of radio frequency 
circuits (RF) [1-4]. Although this method is 
absolutely convergent, the number of iterations is 
relatively high and it needs much time for 
multilayer or complex structures requiring a fine 
mesh as demonstrated in [5-7], the numerical 
complexity is related to the number of cells 
describing the circuit. For example, for structures 
of 512x512 cells, it takes 24 minutes to perform 
1000 iterations. This result is calculated by a 

machine having a microprocessor Intel(R) 
Pentium(R) Dual Core CPU 2x2.16GHz and 3 GB 
of RAM. In this case of complex structures, the 
WCIP method takes much time to give good 
results. To avoid this problem, the techniques of 
adaptive filtering are an effective means to ensure 
a rapid convergence to the optimal value with a 
minimal error. Adaptive filtering is a powerful tool 
in signal processing, digital communications, and 
automatic control [8-10]. This tool has been 
applied in various fields such as system 
identification, prediction, inverse modeling, and 
the interference cancellation. We use the adaptive 
algorithm least mean square (LMS) because it is 
the simplest one in terms of calculation. In 
addition, it is the most efficient algorithm in terms 
of minimization criterion of mean squared error 
[11-12]. To improve the classical WCIP method, 
we use a new algorithm based on adaptive and 
autoregressive filtering. We aim at reducing the 
number of iterations in this method; hence, we 
reduce the computing time and we improve the 
convergence speed of the method.  
 

II. THEORETICAL STUDY 
 

A. Summary of the WCIP method  
     The WCIP method is developed in detail in    
[1-7]. It is an integral method based on the wave 
concept and it is used in solving problems of 
electromagnetic modeling. It is noted "WCIP" 
because it treats the waves instead of 
electromagnetic fields. It is called iterative because 
it establishes a recurrent relation between incident 
and reflected waves. This method is different from 
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the other integral methods (method of moments, 
Galerkin method ...) because it does not use the 
scalar product or the matrix inversion. Thus, the 
method defines two operators; one is defined in the 
space domain and the other in the spectral domain. 
The fast Fourier mode transformation (FMT) and 
the reverse transformation FMT-1 insure the 
transition from one area to another. Applied in 
guided spaces, it allows us to define the impedance 
seen by the source of a waveguide. We use this 
method to study the electromagnetic modeling of a 
frequency selective surface (FSS) having a 
complex structure as in Fig. 1. 
 

 
Fig. 1. Unit cell of an FSS structure. 
 
      The convergence of the WCIP method is 
reached after a maximum number of iterations 
called "Nmax". In our study, we will try to 
minimize the number of iterations calculated by 
this method to the value "Nmin" in order to have a 
fast and better convergence with a minimum 
calculation time. The remaining iterations until 
“Nmax” will be treated by a new adaptive filtering 
algorithm which provides a rapid convergence 
towards the best result with minimum error. This 
reduces the computation time and improves the 
convergence speed of this method. It is important 
to clarify the definition of the term "convergence 
speed" that will be the time to run the number of 
iterations required to converge "close enough" to 
the optimal result.  

 

B. Functional blocks of the new algorithm 
     The new proposed algorithm is composed of 
two functional blocks as illustrated by Fig. 2 
below. The first block is an autoregressive (AR) 
filter and the second is an adaptive filtering block.  

 
Fig. 2. Functional block of the new algorithm. 

 
     The AR filter block is used to model the input 
signal. This modeling is necessary to predict and 
regenerate the missing samples in an uncompleted 
input signal having length equal to “Nmin”. The 

prediction of )(nx
∧

at the instant “n” is from the 
signal at previous time [x(n-1), x(n-2), ...] in 
addition to the value of the white Gaussian noise at 
the same time “n”. Thus the prediction and 

estimation of samples )1( +
∧

nx , )2( +
∧

nx , )3( +
∧

nx ... 
can generate the following sequence samples from 

)1min( +
∧

Nx to max)(Nx
∧

. We must choose the 
optimal order of the AR model that gives the best 
prediction of the input signal. It remains to 
estimate the coefficients of the AR filter, this is 
obtained from the equations of "Yule-Walker” for 
an AR filter; this uniquely defines the coefficients 
of the AR filter that are the most suitable for 
modeling the input signal. The iterations from “1” 
to “Nmin” are calculated by the classical WCIP 
method. As in the next equation, the prediction of 
the signal samples in the following iterations from 
“Nmin+1” to “Nmax” is realized by the AR filter 
using a Gaussian white noise )(nb : 

      )()()()(
1

nbinxianx
m

i

+−= ∑
=

∧
,                  (1) 

where )(nx
∧

is an estimation of )(nx in the iteration”
n ” and “a(1), a(2),…….., a(m)” are the 
coefficients of the AR filter in the following 
transfer function, the value “m” is the order of this 
filter :  
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     Concerning the second block, it is an adaptive 
filter whose coefficients are changing in function 
of external signals. A filter is called adaptive if its 
coefficients are modified and updated in each new 
sample of the input signal. As in Fig. 2, we have 
an input x(n), the desired response (reference) d(n) 
and the error e(n) which is the difference between 
d(n) and the filter output y(n). The error e(n) 
serves to control (adjust) the values of filter 
coefficients. To estimate y(n) from x(n) the 
adaptive filter uses the programmable coefficients 
h(n) but to estimate the next sample y(n+1) the 
filter uses the new coefficients h(n+1) which will 
be calculated by an adaptive algorithm as we show 
below. We use the adaptive filter to ensure a rapid 
convergence to the optimal value with a minimum 
square error. 
     In our study, we choose the LMS (least-mean-
square) adaptive algorithm developed by Widrow 
and Hoff in 1959. This algorithm is certainly the 
most popular adaptive algorithm that exists due to 
its simplicity [11-12]. As in Fig. 2, the LMS 
algorithm updates the coefficients )(nh of the 
adaptive filter transfer function in every new 
iteration as in the following relation:  

 
  )()()()1( nenXnhnh µ+=+ .                    (3) 
 

The coefficients TL nhnhnhnh )](),....(),([)( 110 −=  
are defined in the iteration “ n ” and the 
coefficients )1( +nh are defined in the iteration “

1+n ”. The input vector is:
TLnxnxnxnX )]1(),.......,1(),([)( +−−= , L  is the 

order of the adaptive filter, “ µ ” is the adaptation 
step. The error value “ )()()( nyndne −= ” is relative 
to a reference signal )(nd . As below, the value )(ny
is the output in the iteration “ n ”: 

 
 )()()( nXnhny T= .                                    (4) 
 

 The adaptive filter coefficients “
TL nhnhnhnh )](),....(),([)( 110 −= ” are changed in 

each new iteration until they become stable and 
equal to “ opth ”. That’s how we define the stability 

and the convergence of the adaptive filter; it is 
represented by the next equation: 

 

opth{h(n)}lim =
∞→

E
n

.           (5) 

 
We aim at finding the condition of the stability and 
the convergence of the adaptive filter so we have 
to minimize the following function: 

 
2h(n)-1)h(nJ(n) += .             (6) 

 
We consider the following constraint: 

 
)()()1(h T ndnXn =+ .             (7) 

 
The solution of the problem is obtained by the 
multiplier λ of Lagrange. In fact, we want to 
minimize in reference to h(n+1) as in the following 
equations: 

 

)]()1(h)([h(n)-1)h(nJ(n) T2 nXnnd +−++= λ ,  (8) 

 

10)()]()1([2
)1(

)(
LxnXnhnh

nh
nJ

=−−+=
+∂

∂
λ .          (9) 

 
We obtain the next result:  

 

)(
2

)()1( nXnhnh λ
+=+ .           (10) 

 
The constraint becomes as in the next equation: 
 

)()(
2

)()()()1()( nXnXnXnhnXnhnd TTT λ
+=+= .  (11) 

Also, we have: 
 

           )()()()()()( nXnhnenynend T+=+= .     (12) 
 

Thus, we find the following expression of λ: 
 

nXnX
ne

T ()(

)(2
=λ .                                       

(13) 
 
Finally, we obtain the equation of the LMS 
algorithm: 

)n(e)n(X

n(X)n(TX

1
)n(h)n(X

2

)n(h)1n(h +=
λ
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In fact, to have the best control of the filter 
coefficients updating, we introduce a positive 
factorα , )20( << α : 

 

)()(
()(

)()1( nenX
nXnX

nhnh
T

α
+=+ .      (15) 

 
In comparison with equation (3), we obtain the 
following  result:   

 

µ
σ
ααα

=≈

−

=

∑
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This value µ  is called the adaptation step of the 
LMS algorithm. We consider the condition of α  

)20( <α< . It gives the next relation:                

2
2

0
xLσ

µ << .                               (17) 

 
This condition ensures the LMS algorithm 
convergence and the adaptive filter stability. So 
the best choice of the adaptation step µ  provides 
the stability and the convergence of the LMS 
algorithm to the optimal results with minimal error 
as in equation (17). This choice of the adaptation 

step µ  depends on the power 2xσ  of the input 
signal and the adaptive filter order L . Thus, the 
performance of the LMS algorithm depends on 
three factors: the adaptation step µ , the power of 
the input signal, and the order L  of the adaptive 
filter. 
     As shown in Fig. 3, the idea is to add to the 
classical WCIP algorithm a new algorithm 
describing an AR filter and an adaptive filter based 
on the LMS algorithm. Thus, the algorithm of the 
new method will be noted as an adaptive wave 
concept iterative process (A-WCIP). We introduce 
an input sequence that has a length equal to 
“Nmin”, the iterations of this sequence are 
calculated by the WCIP algorithm.  

The new “A-WCIP” algorithm predicts the 
result of the remaining iterations until achieving 
the convergence to the optimal value with “Nmax” 
iterations. 
 

 
Fig. 3. The new “A-WCIP” approach.  
 

The best conditioning of our system is done 
first by a good selection of the optimal order “m” 
of the AR filter. Then, it is done by a good choice 
of the adaptation step “ µ ” of the LMS algorithm, 

which depends on the input energy 2xσ  and the 
order “ L ”of the adaptive filter. We conclude that 
the conditioning of this system is mainly based on 
the nature of the input signal. This is an important 
point of our approach because it ensures that the 
system is adapted to all types of input signals that 
vary from one frequency to another, especially that 
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we are testing a wide frequency range. This 
provides stability and convergence of our system, 
whatever the conditions of the input signal. 
     Therefore, with the new algorithm, we improve 
the convergence of the classical iterative method 
which will calculate only a limited number of 
iterations equal to "Nmin". The number "Nmax" of 
iterations needed to reach the convergence will be 
achieved by the new A-WCIP algorithm which is a 
very rapid algorithm. Thus, an important gain in 
computing time will be accomplished by this new 
approach. 

 
III. SIMULATIONS AND RESULTS 

     The input signal )(nx in the last theoretical part 
will be designated in the next part by the 
coefficients of the diffraction matrix S11 or S21. 

 

A. Convergence improvement 
     In Figs. 4 and 5, the coefficients S11 and   S21 are 
represented as a function of the number of 
iterations by both methods (“WCIP” and “A-
WCIP”) in order prove that the new method gives 
also good results.  
     First, the classical WCIP method uses only the 
WCIP algorithm to calculate “Nmax=200” 
iterations. We conclude that the maximum number 
of iterations necessary to achieve the convergence 
is equal to 200 iterations. This number is relatively 
high because the electronic circuit studied has a 
complex structure. So in this case to have good 
results, the wave iterative method needs a big 
number of iterations (Nmax=200 iterations). Thus, 
this method takes much time to obtain the optimal 
result. So to reduce the computing time necessary 
to have a good result, we need to reduce the 
number of iterations calculated by the WCIP 
algorithm to the value “Nmin”. The remaining 
iterations are calculated by the new “A-WCIP” 
algorithm, which does not take much time to reach 
the convergence. 
     Then, we use the new “A-WCIP” method to 
calculate the same maximum number of iterations 
(Nmax=200 iterations). This new method is 
composed of two algorithms: the classical WCIP 
algorithm to which we add the new filtering 
algorithm. In the new “A-WCIP” approach, the 
number of iterations calculated by the classical 
WCIP algorithm is reduced to “Nmin=50” 
iterations. The maximum number of iterations is 

achieved by the new filtering algorithm 
(Nmax=200). The adaptive filter takes the output 
of the AR filter as input. As a result, the final 
output of the global new system “A-WCIP” must 
converge to the optimal values of S11 and S21 with 
minimum errors. 
 

Fig. 4. Variation of S11 by both methods.  
 

 
Fig. 5. Variation of S21 by both methods.   
           
     Here, we compare the results given by the two 
methods in order to prove that the new “A-WCIP” 
method provides good results. Of course, the new 
approach is faster than the classical one because it 
uses the WCIP algorithm to calculate “Nmin=50” 
iterations and it uses the filtering algorithm to 
calculate the remaining iterations until reaching 
the number “Nmax=200”.  However, the classical 
method uses only the WCIP algorithm to calculate 
200 iterations which takes much time.   

 
B. Comparison in terms of computing time  
     In the next paragraph, we use the classical 
WCIP method to calculate 1000 iterations 
(Nmax=1000) and we use the new “A-WCIP” 
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method to calculate the same number of iterations 
(Nmax=1000, Nmin=400). In Table 1, we observe 
an important gain in convergence time when 
calculating S11 and S21 values after 1000 iterations 
by the two methods. This gain of time is provided 
by the new “A-WCIP” method because we add a 
rapid adaptive filtering algorithm “LMS” in this 
method. The mesh used in this structure is 
512x512 cells. We use a machine having a 
microprocessor Intel(R) Pentium(R) Dual Core 
CPU 2x2.16GHz and 3GB of RAM. 
 
Table 1: Comparison of time between the two 
methods  

The used 
method 

Computing 
time (mn) 

“A-WCIP” 10 mn 
“WCIP” 24 mn 
Gain of Time 58,33% 

 
C. Comparison in terms of the average error  
     In Table 2, we represent the values of the 
average error calculated on the reflection and 
transmission coefficients S11 and S21. The band of 
frequency is from 10GHz to 15GHz. The error is 
calculated when using the new “A-WCIP” filtering 
method in comparison with the classical WCIP 
method. We choose two different values of 
"Nmin" (25 and 50). The number "Nmin" 
represents the minimum number of iterations 
calculated by the WCIP algorithm in the new “A-
WCIP” method. The maximum number of 
iterations is equal to 200 iterations. We find that 
the average error in comparison with the classical 
WCIP method is limited. This proves the 
effectiveness and robustness of our approach. 
Finally, we ensure the convergence to an optimum 
result very close to the desired value with a 
minimum average error in each frequency. 
 
Table 2: Comparison in terms of the average error 

Nmax Nmin 
Average  
error  
S11 (dB) 

Average  
error  
S21 (dB) 

200 25 2,782 0,893 
200 50 1,646 0,399 

 
 
 

D. Variation of S11 and S21 calculated by the 
new method in function of frequency 

     In Figs. 6 and 7, we represent the variation of 
the coefficients S11 and S21 in function of 
frequency. These coefficients are calculated by our 
new “A-WCIP” method. These results are 
compared with those calculated by the classical 
“WCIP” method in order to prove that our results 
are close to the best and optimal results. The 
maximum number of iterations calculated by the 
two methods is equal to 200 iterations 
(Nmax=200). In the new method, we test two 
values of “Nmin” (25 and 50 iterations) and we 
obtain good results in comparison with the WCIP 
method.  

Fig. 6. S21 and S11variations in function of 
frequency with Nmax= 200, Nmin= 25 iterations. 
 
     Thus in our new A-WCIP method, the WCIP 
algorithm is used to calculate only 25 or 50 
iterations and the following iterations are 
calculated by the adaptive filtering algorithm until 
achieving 200 iterations. In the classical WCIP 
method, we use only the WCIP algorithm to 
calculate all the 200 iterations. If we compare the 
two methods, we conclude that the number of 
iterations in the classical WCIP algorithm is 
reduced from 200 to 25 iterations in the new 
approach. Thus, we achieve our principal goal 
which is the reduction of the number of iterations 
in the WCIP algorithm. That is why we obtain a 
good reduction of computing time in the new A-
WCIP method. Finally, we obtain a fast 
convergence with minimum average error. 
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Fig. 7. S21 and S11variations in function of 
frequency with Nmax= 200, Nmin= 50 iterations. 
 

IV.  CONCLUSION 
     In our study, the convergence speed of the 
classical WCIP algorithm has been improved. In 
the new “A-WCIP” method, the WCIP algorithm 
has to calculate only a minimum number “Nmin” 
of iterations that can be reduced from 200 to 25 
iterations. The remaining iterations after “Nmin” 
are treated by the new filtering algorithm to 
achieve the convergence to the optimal value after 
“Nmax=200” iterations. Thus, we have a very fast 
convergence in comparison with the classical 
WCIP method in which the WCIP algorithm 
calculates all the 200 iterations. Finally, a very 
significant reduction in computing time has been 
obtained. Thus, we ensure a rapid convergence 
with a limited average error hence the efficiency 
and robustness of our new approach. 
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Abstract ─ A wideband perforated rectangular 
dielectric resonator antenna (RDRA) reflectarray 
is presented. The arrays of RDRA are formed from 
one piece of materials. Air-filled holes are drilled 
into the material around the RDRA. This 
technique of fabricating RDRA reflectarray using 
perforations eliminates the need to position and 
bond individual elements in the reflectarray and 
makes the fabrication of the RDRA reflectarray 
feasible. The ground plane below the reflectarray 
elements is folded as a rectangular concave 
surface so that an air-gap is formed between the 
RDRA elements and the ground plane in order to 
increase the bandwidth. Full-wave analysis using 
the finite integration technique is applied. Three 
cases are studied. In the first one, the horn antenna 
is placed at the focal point to illuminate the 
reflectarray and the main beam in the broadside 
direction. In the second one, the horn antenna is 
placed at the focal point and the main beam at ±30 
degrees off broadside direction. In the third one, 
an offset feed RDRA reflectarray is considered. A 
variable length RDRA provides the required phase 
shift at each cell on the reflectarray surface. The 
normalized gain patterns, the frequency 
bandwidth, and the aperture efficiency for the 
above cases are calculated.     
 
Index Terms ─ Dielectric resonator, reflectarray, 
wideband array. 

I. INTRODUCTION 
High gain antennas are desired in various 

applications, such as satellite communications, 
radar systems, and radio astronomy observations. 
Traditionally, large parabolic reflector antennas 
are selected for the systems mentioned above. 
However, these antennas are bulky, heavy, and 
their geometrical shape tends to be distorted 
during the implementation. Microstrip 
reflectarrays are good alternatives to reflectors for 
space applications because of their low profile, 
simple manufacturing process, added 
functionalities, and low cost especially for beam 
shaping applications. The microstrip reflectarray is 
made up of a reflective array of printed patches 
with a certain tuning on the phase of the reflected 
wave to produce a focused or shaped beam when 
illuminated by a primary feed. By varying the 
resonant properties of the elements making up the 
array, it is possible to introduce a graded 
progressive phase variation upon reflection across 
the surface of the reflectarray. Methods to control 
the phase of the re-radiated wave include using 
elements with variable sizes [1], patches with 
different stub lengths [2], slots with variable 
lengths at the ground plane or loaded on the patch 
[3,4], and the variable rotation angle technique [5]. 
One of the primary disadvantages of microstrip 
reflectarrays is their relatively narrow gain 
bandwidth for a single layer design [6]. The 
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bandwidth of the microstrip reflectarray is mainly 
restricted by the microstrip elements, the 
differential phase delay, the array element spacing, 
and the feed antenna bandwidth [7]. Bandwidth 
can be somewhat improved by using a more 
complex structure consisting of multiple layers of 
substrates and stack patches [8]. 

Rectangular dielectric resonator antenna 
(RDRA) was proposed by Long et al. [9] in 1983. 
RDRAs offer many advantages, such as low-
profile, low-cost, ease of excitation, and high 
radiation efficiency. RDRAs offer high radiation 
efficiency even if they are used in high frequency 
applications. This is because of the low ohmic 
losses and there are no surface waves when using 
this kind of antennas. Since the surface waves are 
not supported by RDRAs, the scan blindness 
problems with large microstrip arrays can be 
solved. The scan blindness is the signal loss due to 
the mutual coupling and it occurs when the main 
beam is steered to the low elevation angles used in 
microstrip array. Moreover, when the RDRA is 
made of a high permittivity material with slight 
dissipation losses, it can handle high power. The 
high power capability is considered as an 
advantage when used in radar applications [10]. 
RDRAs may be used at a wide range of 
frequencies starting from 55MHz up to 94 GHz. 
RDRAs can be formed in different shapes offering 
more design flexibility, they can be rectangular, 
cylindrical, hemispherical, or other regular shapes. 
Many investigations have been reported about the 
RDRAs with different shapes and their 
characteristics have been examined [11]. 
Reflectarray antennas realized by rectangular and 
crossed dielectric resonator for linear and circular 
polarizations are investigated in [12-14] 

One current disadvantage of RDRAs in large 
arrays is related to fabrication: each individual 
RDRA element must be located and bonded at the 
appropriate position in the array. For high 
frequency applications where the size of the 
elements becomes small, their exact location 
becomes more critical, and this approach may not 
be practical. The perforated technique was used in 
the DRA array in order to make an array from one 
dielectric sheet by perforating materials between 
the elements [15, 16]. The effective permittivity of 
the dielectric resonator was altered with the 
perforated air-filled holes drilled into its substrate 
material. Perforated structure was first proposed 

for gain enhancement in the dielectric Fresnel lens 
design [17]. The concept of perforated RDRA was 
tested experimentally in [18]. 

In recent years, one major aspect of the 
research with RDRAs has focused on the 
bandwidth enhancement, and many techniques 
have been proposed to broaden the operating 
bandwidth of the RDRAs [19-21]. However, these 
techniques of impedance-bandwidth enhancement 
are all on the expense of the complex DR 
structures. In [22], a novel wideband rectangular 
RDRA is proposed, where an air gap is introduced 
between the rectangular RDRA and the ground by 
adopting a rectangular concave dip in the ground 
plane. It shows that using a concave dip in the 
ground plane instead of a planar ground plane has 
broadened the impedance bandwidth to 1.4 times. 

This paper reports a new type of reflectarray 
using rectangular RDRA elements for linear 
polarization. Perforated substrate and rectangular 
concave dipped ground plane are used to improve 
the gain bandwidth of the reflectarray. This paper 
extends the investigation of perforated RDRAs by 
examining the performance of perforated RDRAs 
in the reflectarray structure.  

 
II. THE ARRAY STRUCTURE 

Figure 1 gives the coordinate system of the 
reflectarray geometry with solid ground plane. The 
reflectarray is composed of 23x23 elements and is 
covering an area of 31.05 x 31.05 cm2. The unit 
cell in reflectarray antenna consists of rectangular 
RDRA supported on ground plane. Each RDRA 
element has a width W=7 mm, a height h=3.2 mm, 
a relative dielectric constant, εr =10.9, and a 
variable length L. This RDRA is designed to 
operate at 12 GHz. The cell size L1= W1=13.5 
mm. The feeder is a pyramidal horn with 
dimensions of 59.9 x 29.9 x 49.5 mm3. The horn 
antenna is placed at the focal point, 320 mm away 
from the reflecting surface. 

A possible geometry of RDRA reflectarray 
fabricated by perforating a single dielectric sheet 
is shown in Fig. 2. The unit cell in the reflectarray 
antenna consists of rectangular RDRA supported 
on a perforated ground plane. The RDRAs are 
formed from a single dielectric sheet by 
perforating selected areas of the material.  
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 (b) Broadside RDRA 
reflectarray with solid GP                                    

 Fig. 1. The geometry of the RDRA reflectarray 
with solid ground plane.                                    

(a) RDRA cell with 
solid GP                     
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The diameter and spacing of the holes 

determines the effective dielectric constant of the 
material surrounding the RDRAs. This technique 
of fabricating RDRAs using perforations is 
intended for reflectarray applications, eliminating 
the need to position and bond individual elements 
and making the fabrication of RDRA reflectarray 
feasible. For perforated ground plane, S=1.5 mm, 
D=1.2 mm and h1=0.35 mm. The relationship 
between the RDRA element length and reflecting 
phase shift at 12 GHz for the unit cell in Fig. 1 and 
Fig. 2 was determined using CST simulator [23] 
that depends on the finite integration technique 
[24, 25]. The software is used to model an infinite 
array of RDRA elements. This procedure assumes 
that the reflection from an element RDRA 
surrounded by RDRAs of different sizes can be 

approximated by the reflection of an element in an 
infinite array of identical RDRAs. A normal 
incident plane wave on a periodic infinite array 
was assumed to calculate the reflection phase 
change of one element. A typical plot of the 
reflection phase shift as a function of RDRA 
element length is shown in Fig. 3. The radius of 
the hole of the perforated ground plane, the 
distance between two holes and numbers of holes 
are optimized to give the results in Fig. 3. The 
tuning range of the reflection phase shift is 360 
degrees. Excellent agreement is obtained between 
the results of RDRA on solid ground plane and 
that for perforated ground plane. Results of this 
study indicate that this perforation technique is a 
promising alternative for one using individual 
RDRAs elements.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

III. NUMMERICAL RESULTS  
Numerical calculations were performed by 

using the CST simulator, the horn, and reflectarray 
elements are included in the calculation. The 
required phase shifts of reflectarray elements in 
the broadside RDRA reflectarray is shown in Fig. 
4. The normalized gain patterns for the broadside 
feed reflectarray at 12 GHz in E-plane and H-
plane are shown in Fig. 5. The half-power 
beamwidth (HPBW) of the main beam is 5 
degrees. A peak gain of 29.9 dB is predicted at 
θ=0o. Figure 6 shows peak gain variation with 
frequency. A 9.1% bandwidth is achieved with 1 
dB gain variation (11.4 GHz–12.5 GHz). The 
aperture efficiency is 50.1%. 

 (b) Broadside RDRA reflectarray  
      with perforated ground plane   

 

 

s 

Ground plane 
 

Єr =10.9 

Єr 

h1 

D 

(a) RDRA cell with 
perforated ground plane                   

Fig. 2. The geometry of the RDRA reflectarray 
with perforated ground plane.   

Fig. 3 Reflected phase of RDRA cell versus its 
length at 12 GHz, h= 3.2mm, W= 7mm, S = 
1.5mm, h1.=0.35mm , D = 1.2mm, and L1= W1= 
13.5mm.  
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The schematic drawing and the close up 
picture of the reflectarray elements with perforated 
ground plane and rectangular concave dip are 
shown in Fig. 7. An air gap is introduced between 
the RDRA and the ground by adopting a concave 
ground plane in each cell. The rectangular concave 
surface has dimensions Lc=4.5 mm and hc=2 mm.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The normalized gain patterns in the E-plane 

and H-plane at 12 GHz frequency are illustrated in 
Fig. 8. The 3-dB beamwidth is 4 degrees. A peak 
gain of 30.6 dB is predicted at θ=0o. Simulated 
gain patterns at different frequencies to check the 
bandwidth of the array are shown in Fig. 9.  
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Fig. 4. The required phase shifts of the 
reflectarray elements.  
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rectangular concave. (b) Broadside RDRA 
reflectarray with perforated GP and rectangular 
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Fig. 5. Normalized gain patterns at 12GHz for 
23×23 broadside reflectarray.  (a) E-plane.   (b) 
H-plane.  
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At the extreme frequencies, the gain patterns are 
similar with some increase in sidelobe levels and 
little gain variations. Figure 10 shows peak gain 
variation with frequency. Note the gain bandwidth 
is substantially improved to about 13.33%, the 
reflectarray can cover from 11.4 GHz to 13 GHz 
with 1 dB gain variation. The aperture efficiency 
is 57.88%.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
To minimize the feed blockage of a center-fed 

configuration, the reflected beam must be directed 
out of broadside direction. Another RDRA 
reflectarray with a concave ground plane with 30 
degrees off broadside beam direction was 
designed. Figure 11 shows the construction of the 
30 degrees off broadside RDRA reflectarray with 
perforated ground plane and rectangular concave 
dip. 
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Fig. 10. Peak gain versus frequency for 
23×23broadside RDRA reflectarray. 
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Figure 12 shows the gain pattern on the H-
plane (x-z plane). It achieves a peak gain of 29 dB. 
The 3 dB beamwidth is 5.5 degrees. Figure 13 
shows peak gain variation with frequency. For the 
frequency band between 11.4 to 12.4 GHz, the 
gain is varying by 1 dB only. An 8.3% bandwidth 
is achieved. Again, the reflectarray is designed to 
produce main beam with tilt angle of -30 degrees 
from the broadside direction. The gain pattern at 
12 GHz frequency for -30 degrees off broadside 
direction RDRA reflectarray is shown in Fig. 14. 
Figure 15 shows peak gain variation with 
frequency. The aperture efficiency is 40.6%.  

 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 11. 30 degrees off broadside RDRA 
reflectarray with perforated GP and rectangular 
concave.  

 

Fig. 12. H-plane patterns at 12GHz for 30 
degrees off broadside RDRA reflectarray.  
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Fig. 15. Peak gain versus frequency for  -30 
degrees off broadside RDRA reflectarray. 
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Fig. 13. Peak gain versus frequency for 30 
degrees off broadside RDRA reflectarray. 
    

10.5 11 11.5 12 12.5 13 13.5 14
0

5

10

15

20

25

30

35

Frequency(GHz)

G
ai

n(
dB

i)

 

 

853 ACES JOURNAL, VOL. 26, NO. 10, OCTOBER 2011



Figure 16 shows the offset feed RDRA 
reflectarray with perforated ground plane and 
rectangular concave dip. The reflectarray is fed by 
linearly polarized pyramidal horn antenna at a tilt 
angle of 17o as to minimize the feeder blockage. 
The gain patterns in the E-plane and H-plane at 12 
GHz frequency are illustrated in Fig. 17. The 3-dB 
beamwidth is 5.5 degrees. The computed peak 
gain is 30 dB. Figure 18 shows the peak gain 
variation with frequency. For the frequency band 
between 11.4 to 12.7 GHz, the gain is varying by 1 
dB only. The gain bandwidth is approximately 
10.9% and the aperture efficiency is 47%. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

 

 
 
 
 
 
 
 
 

 
 

 
 
 
 

 
 
 
 

VI. CONCLUSION 
Perforated dielectric resonator antenna 

reflectarray was designed for linear polarization at 
12 GHz. The RDRA elements are formed from 
one piece of material. Air-filled holes are drilled 
into the material around the RDRA. The 
performance of the array is similar to that achieved 
by one using individual RDRA. A novel wideband 
RDRA is proposed, where an air gap is introduced 
between the RDRA and ground by introducing a 
concave ground plane dip. A 23x23 reflectarray is 
used. The reflectarray is illuminated by a linearly 
polarized pyramidal horn. In this paper, a variable 
length RDRA was used to achieve the required 
phase shift at each cell on the reflectarray surface. 
To avoid the feed blockage of a center-fed 
configuration, the reflectarray was center fed and 
the beam peak location was designed to be ± 30 
degrees off boresight. Also, the antenna was offset 
fed by a linear polarized pyramidal horn. The gain 
bandwidth is approximately 10.9% and the 
aperture efficiency is 47%. 
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Abstract ─ A planar antenna and a technique for 
enhancing its bandwidth for UWB applications 
have been proposed in this paper. The proposed 
antenna which has a compact structure and the 
total size of 30 × 22 mm2 consists of a square 
patch and a partial ground plane. Numerical study 
shows that the bandwidth of the proposed antenna 
can be controlled mainly by the patch size and 
width of the feeding line. The cutting triangular 
shape slots on the top edge of the ground plane 
help to increase the bandwidth by 43.6% (3.89 
GHz). The measured -10 dB return loss bandwidth 
of the proposed antenna ranges from 2.95 GHz to 
15.45 GHz which covers the entire UWB band. 
The nearly stable radiation pattern with a 
maximum gain of 5.9 dBi makes the proposed 
antenna suitable for being used in UWB 
communication.  
 
Index Terms ─ Microstrip feed-line, partial 
ground plane, planar antenna, ultra-wideband.  
 

I. INTRODUCTION 
Ultra-wideband (UWB) technology has been 

regarded as one of the most prolific wireless 
technologies having the capability of 
revolutionizing a high data rate transmission. A 
number of new techniques to support high data 
rate in wireless communication for the next 
generation technologies have been rapidly 
increasing after the release of 3.1–10.6 GHz 
unlicensed band for UWB  communication by the 

Federal Communication Commissions (FCC). 
UWB also have wide applications in short range 
and high speed wireless communication, such as 
ground penetrating radars, microwave imaging 
system, wireless local area networks (WLAN), 
communication systems for military, and short 
pulse radars for automotive even or robotics and in 
all these applications antenna with wideband plays 
a vital role. As a key component of UWB systems, 
the antennas with wide bandwidth have been 
investigated by both academia and industry. 

The design of a compact, lightweight antenna 
for wideband applications is still a major 
challenge. Many coplanar waveguide-fed and 
microstrip line- fed antennas have been proposed 
for UWB applications. Several bandwidth 
enhancement techniques-have also been 
considered, such as associating several radiating 
elements to form an array antenna[1], using log 
periodic arrays in which the different elements are 
deduced from a homothetic ratio in order to reach 
the desired bandwidth [2], introduction of a 
capacitive coupling between the radiating element 
and the ground plane [3], addition of slots on the 
side of the radiating element [4-5], using a tapered 
feed line [6], notching the ground plane and/or the 
patch [7-8], modifying the shape of the radiating 
element  and adding a shorting pin [9]. However 
the antennas mentioned above are not planar 
structured as they were set above a big ground 
plane which resulted in increased antenna size and 
cannot be easily embedded into wireless devices 
or cannot be integrated with other RF circuits. 
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Recently other techniques have also been 
examined to enhance the antenna bandwidth, 
including the insertion of a modified trapezoid-
shaped slot in the patch [10], the use of trident-
shaped feeding strip and a tapered impedance 
transformer [11] and embedding a pair of notches 
in the two lower corners of the patch and the notch 
structure in the upper edge of the ground plane 
[12]. The use of two bevel slots on the upper edge 
and two semicircle slots on the bottom edge of the 
ground plane [13], insertion of a rectangular slot 
on the top side of the ground plane[14] and a half-
bowtie radiating patch with staircase shape [15] 
have also been reported for the bandwidth 
enhancement. Techniques such as adding steps to 
the lower edge of the patch [16], inclusion of 
circular ring-shaped patch [17], the insertion of 
additional stub to the one side of circular patch 
[18], and addition of the slit on one side of the 
radiating element [19] have also been reported for 
bandwidth enhancement in planar monopole 
antennas. Recently, it was demonstrated in [20] 
that by etching two rectangular slots in the ground 
plane, the total bandwidth of the monopole 
antenna can be significantly increased up to the 
surface current distribution to ameliorate the 
antenna’s impedance bandwidth. 

Many of the above mentioned printed UWB 
antennas consisting of a planar radiator and system 
ground plane is essentially an unbalanced design, 
where the electric currents are distributed on both 
the radiator and the ground plane so that the 
radiation from the ground plane is inevitable. 
Therefore, the performance of the printed UWB 
antenna is significantly affected by the shape and 
size of the ground plane in terms of the operating 
frequency, impedance bandwidth, and radiation 
patterns [21- 23]. 

In this paper, a technique to enhance the 
bandwidth of a microstrip-fed planar monopole 
antenna has been proposed. The monopole antenna 
fed by a 50Ω microstrip feed line is fabricated on 
the FR4 substrate. To improve the bandwidth, the 
top side of the partial ground plane has been 
modified to form a sawtooth-shape and by this 
modification it is found that, the bandwidth is 
enhanced by 43.6% compared the initial design. 
The proposed antenna is easy to be integrated with 
microwave circuitry for a low manufacturing cost. 

II. ANTENNA DESIGN 
The geometries of square patch planar 

monopole antennas that are considered in this 
paper are shown in Fig. 1. The planar monopole 
antennas are chosen in this paper due to their 
remarkably compact size, low spectral power 
density, simplicity, stable radiation characteristics, 
and easy to fabricate and very easy to be 
integrated with microwave circuitry for low 
manufacturing cost. A shortcoming of this 
structure is limited bandwidth. The objectives of 
this paper are to modify the structure of the ground 
plane and incorporate the techniques to increase 
the bandwidth.  

The configuration in Fig. 1 (a) is the first 
antenna used for a parametric study. The almost 
square patch with dimension W×L is printed on a 
30 × 22 mm2 low cost FR4 PCB substrate of 
thickness 1.6 mm, with relative permittivity 4.6 
and loss tangent 0.02. The radiating patch is 6.75 
mm away from the left edge of the substrate. A 
microstrip feed line of width wf which is 3.75 mm 
away from the left edge of the substrate is also 
printed in the same side of the patch as a radiator. 
The partial ground plane having side length LG is 
printed on the other side of the substrate. The 
length of the microstrip feed line is fixed at 7.25 
mm to achieve a 50Ω characteristic impedance. 

The patch size of the proposed antenna is the 
first parameter to optimize for widest bandwidth 
while the other parameters are kept constant. The 
results in Fig. 2 show that, the increase of patch 
size is resulting in a reduction of the bandwidth. It 
is also seen that that decrease in patch size from a 
certain value gives a better return loss value at the 
cost of bandwidth reduction. A patch size of 14.5 
× 14.75 mm2 is taken as the optimized value.  

The width of microstrip feed line is the most 
sensitive parameter which influences the 
bandwidth most. It can be seen from the Fig. 3 
that, when the feeding width increases the 
bandwidth decreases dramatically giving two 
distinct frequency bands with lower return loss 
values. The bandwidth also decreases when the 
feeding width is decreased from a certain value. A 
feeding width of 3 mm is the best fitting to give 
the widest impedance bandwidth. 
To compact the antenna it is desirable that the 
ground plane must have the minimum size. The 
dimensions of the partial ground plane are the next 
parameters to be optimized which influence the 
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return loss as well as the bandwidth. A change in 
the ground plane size offers a simple way to 
improve the antenna performance, but at the cost 
of increasing the antenna volume. From Fig. 4, it 
is observed that, when the ground plane 
dimensions increases the bandwidth decreases. 
Again, the bandwidth is decreases with the 
decrement of ground plane dimension from a 
certain value though it provides the lowest return 
loss values. The ground plane dimension of 30 × 
7.5 mm2 is taken as the optimized value to give the 
widest bandwidth. From the optimization of these 
parameters it is seen from the Fig. 5 that, the 
antenna without any slot in the ground plane is 
capable tuning from 3.04 GHz to 11.94 GHz 
providing an impedance bandwidth of 8.89 GHz.  

 
Fig. 1. Geometries of the proposed planar antenna 
(a) initial design, (b) with straight slots, and (c) 

final design with sawtooth shape slots in ground 
plane. 

Fig. 2. Simulated S parameters for different patch 
sizes (W×L). 

Fig. 3. Simulated S parameters for different 
feeding width, Wf. 

 
Fig. 4. Simulated S parameters for different 
ground plane size (W×LG). 
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To improve the bandwidth of the antenna, 
triangular shape slots are introduced at the top side 
of the ground plane. The resultant antenna is 
shown in Fig. 1(b). The return losses in Fig. 5 
shows that the triangular slots of dimension 2 × 1 
× √5 mm3 has small effect on the lower edge 
frequency while it increase the upper edge 
frequency of the operating band and the antenna 
can provide an impedance bandwidth of 9.48 GHz 
operating from 2.96 to 12.44 GHz. Compared to 
the initial design without slot in the ground plane, 
the antenna with triangular slots on the top edge of 
the ground plane can enhance the bandwidth by 
0.59 GHz. 

To enhance the bandwidth further, the top 
edge of the partial ground plane is reshaped to 
form a sawtooth shape top edge, as shown in Fig. 
1(c). The optimized dimension of the triangular 
shape slot is 4 × √5 × √5 mm3. From the return 
loss curve shown in Fig. 5, it is seen that the 
modified ground plane with sawtooth shape top 
edge has little effect on lower edge frequency 
while it significantly influences the upper edge 
frequency of the operating band. It is also seen 
from Fig. 5 that the antenna with modified ground 
plane can be operated from 2.92 GHz to 15.70 
GHz providing an impedance bandwidth of 12.78 
GHz. It is also observed that, introduction of 
triangular shaped slots not only widens the 
bandwidth but also reduces the return loss. The 
insertion of slots in the top edge of the ground 
plane increases the gap between the radiating 
patch and the ground plane and as a result the 
impedance bandwidth increases further due to 
extra electromagnetic coupling in between the 
radiating element and the ground plane. Compared 
to the result associated with the initial design, the 
antenna with a modified sawtooth shape ground 
plane can increase the bandwidth by 43.6% (3.89 
GHz) as shown in Fig. 5. From Figs. 2-5, the 
effect of  a triangular shape slots on the top edge 
of the partial ground plane can be thoroughly 
comprehended. From Fig. 2, it can be seen that the 
first two resonant frequencies are tunable by the 
patch size and square patch capable of supporting 
multiple resonant modes. Second, it is also clear 
from the Figs. that the third resonance is 
determined by slots on the ground plane and the 
slots almost have no effect on the first two 
resonant frequencies. As the size of the slots 

increases, the return loss value at third resonant 
frequency also increases. 

Fig. 5. S parameters without, with straight and 
with sawtooth shape slot in the ground plane. 
 

III. EXPERIMENTAL RESULTS AND 
DISCUSSION 

The performance of the proposed antenna has 
been analyzed and optimized by commercially 
available method of moments based full-wave 
electromagnetic simulator IE3D ver. 12.3 from 
Zeland. The antenna was subsequently prototyped 
for experimental verification as shown in Fig. 6. 
The antenna has been measured in an anechoic 
chamber using Satimo hybrid StarLab 16 near 
field antenna measurement system and Agilent 
E8362C PNA series vector network analyzer [24]. 
To achieve untruncated extent near field sampling 
using a probe array, the spherical scanning system 
was utilized for this near-field antenna 
measurement system and is shown in Fig. 7.  

 

 
Fig. 6. Photograph of the realized antenna. 
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Fig. 7. Antenna measurement setup in StarLab. 
 
Using standard spherical wave expansion 
techniques, the antenna radiation can be fully 
defined by a set of modal coefficients. These 
modal coefficients are fed to software employing a 
ray propagation technique. Probe array 
technologies are now accepted as an efficient and 
accurate tool for antenna measurements.  

Figure 8 shows the measured and simulated 
return losses. The simulated -10 dB return loss 
bandwidth ranges from 2.92 GHz to 15.70 GHz 
(137.3%). This wideband characteristic of the 
printed compact planar monopole antenna is 
confirmed in measurement, with only a small shift 
of the lower and upper edge frequency to 2.95 
GHz and 15.45 GHz, respectively.  

 
Fig. 8. Measured and simulated S parameters. 

The disparity between the measured and 
simulated results is possibly attributed due to 
manufacturing tolerance and imperfect soldering 
effect of the SMA connector. It also may be due to 
the effect of the feeding cable, which is used in the 
measurements but not considered in simulation. 
The measured peak gain of the proposed realized 
antenna at boresight (+z direction) in the 
frequency range of 3 to 11 GHz is shown in Fig. 9. 
It is observed that the antenna has a good gain 
with a maximum value of 5.9 dBi at 9.4 GHz. The 
average gain is 3.92 dBi and the measured gain 
variations are less than ± 2 dBi. The measured 
radiation efficiency of the proposed antenna at 
boresight (θ=00, φ=00) is shown in Fig. 10. The 
antenna has a maximum of 90.2% radiation 
efficiency. The gain and radiation efficiency of the 
proposed antenna are affected by the size of the 
partial ground plane. 

 Figure 11 shows the measured radiation 
patterns of the proposed antenna in two principal 
planes-namely, xz- and yz- planes for three 
resonant frequencies of 3.3, 6.2, and 9.4 GHz. It is 
observed that the radiation patterns of the 
proposed antenna present approximately 
omnidirectional and stable radiation characteristics 
in xz-plane over the operating band. Although 
some harmonic is introduced at higher 
frequencies, in yz-plane radiation patterns are 
about the same as that of a monopole antenna. The 
dips that observed mainly in Eφ both in xz- and yz-
plane could be due to the fact that the microstrip 
feed line is directly printed below the slotted 
partial ground plane (along y-axis). 

 
Fig. 9. Measured peak antenna gain. 
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Fig. 10. Measured radiation efficiency. 

 

 
Fig. 11. Measured radiation patterns at (a) 3.3, (b) 
6.2, and (c) 9.4 GHz [           Eθ,   xxx   Eφ]. 
 

IV. CONCLUSION 
A compact planar antenna and a technique to 

enhance the impedance bandwidth have been 
proposed and implemented. The proposed planar 
antenna having a total size of 30 × 22 mm2 is 
printed on an inexpensive FR4 substrate. The 
technique, cutting triangular shape slots on the top 
edge of the ground plane helps to increase the 
bandwidth by 43.6 %( 3.89 GHz). Measurement 
shows that, the proposed antenna with the 
modified sawtooth shaped ground plane has the -
10 dB return loss bandwidth ranges from 2.95 
GHz to 15.45 GHz (12.5 GHz) which covers the 
entire UWB band. The stable radiation patterns 
with a maximum gain of 5.9 dBi makes the 
proposed antenna suitable for being used in UWB 
communication. 
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Abstract ─ A novel ultra-wideband (UWB) out-of-
phase four-way power divider is presented. To 
achieve a division over a large frequency range, T-
junctions formed by slotlines and microstrip lines 
are utilized. Based on the transmission-line 
equivalent-circuit method, we derive the design 
equations of the proposed power divider. 
Furthermore, all measured results are in good 
agreement with the predicted design equations and 
simulations. In addition, based on the power 
divider, a completely novel feed network is 
proposed to improve the narrow band property of 
microstrip antenna array. 
  
Index Terms ─ Four-way, microstrip, power 
divider, slotline, ultra-wideband (UWB).  
 

I. INTRODUCTION 
An ultra-wideband (UWB) radar system has 

the merits of high range resolution, powerful 
penetration, low probability of intercept and robust 
jamming immunity, for they transmit signals 
across a much wider frequency than conventional 
radar systems. The most common technique for 
generating a UWB signal is to transmit pulses with 
very short durations (less than 1 nanosecond). 
These very short pulses need a wider transmitter 
bandwidth as conventional radar systems. Thus, a 
wideband feed network is essential in a wideband 
antenna system. 

Power dividers are fundamental components 
used in antenna array feed networks. However, for 
a microstrip antenna array, bandwidth is a key 
limiting factor. That’s probably because of 
quantities of quarter wavelength transformations 
in the feed network and the mutual coupling of 
antenna elements. Thus, an efficient wide band 

power divider serves significant contribution to 
wideband antenna arrays [1]. 

In [2], a 10-section 10-chip Wilkinson power 
splitter was proposed with very good return loss, 
isolation and insertion loss when avoiding 
different phase velocities in even and odd mode. 

In [3], the authors have shown a compact two-
way UWB power divider formed by a slotline and 
two microstrip lines accompanied by a wideband 
microstrip-slotline transition. It is a three-port 
network with one input port and two output ports 
with 180° phase difference. 

Based on the above design, in this letter, the 
configuration of a UWB uniplanar four-way power 
divider is presented accompanied by simple design 
rules. Opposite to traditional wideband Wilkinson 
dividers and multilayer dividers [4], by utilizing 
the wideband property of microstrip-slotline 
mutual coupling, this design does not use neither 
resistive elements nor multilayer substrate. Thus, it 
is preferred when constructing a feed network of a 
wideband microstrip antenna array. 

In the presented design, the input port exhibits 
a return loss better than -10 dB across UWB range 
as demonstrated via simulations and 
measurements. Because of the inherent properties 
of a lossless five-port circuit [5], which are 
governed by unitary properties of its scattering 
matrix, it cannot offer a perfect match at all its five 
ports as its counterpart with resistors. Furthermore, 
isolation between its output ports is compromised 
by the quality of match of its input and output 
ports. The better the match at the input and output 
ports, the worse is the isolation between the output 
ports. 

 
 

863

1054-4887 © 2011 ACES

ACES JOURNAL, VOL. 26, NO. 10, OCTOBER 2011

Submitted On: August 22, 2011
Accepted  On: October 16, 2011



II. ANALYSIS AND DESIGN 
The configuration of the proposed power divider 

is shown in Fig. 1. The divider utilizes a T-
junction formed by a microstrip line and two arms 
of slotline, and other two T-junctions formed by a 
slotline and two arms of microstrip line. All ports 
of the divider are in the form of microstrip line and 
at the top layer of the printed circuit board, 
whereas the ground plane is at the bottom layer. 
There is a narrow rectangle slot in the ground 
crossing with microstrip lines. Each end of the slot 
is ended with a radial stub. The slot is responsible 
for guiding the wave from the input port to four 
output ports. The signals are coupled and divided 
from the microstrip line to two opposite directions 
in the slotline, and then signals of each side couple 
from the slotline to two arms of the microstrip line 
which are in equal magnitude but of 180 °

difference in phase.  
 

 
Fig. 1. Configuration of the proposed power 
divider. 
 

The characteristic impedance of all the input and 
output ports Zm0 is designed as 50 Ω. The slotline 
length is 2d, but d is an unconstrained parameter, 
here it is chosen as 0.88 λs (λs is the guided 
wavelength in slotline at the center frequency of 
6.8 GHz). Due to the limitation of fabrication 
precision, we choose a 0.4 mm slotline which has 
a characteristic impedance of 112 Ω. 

In order to efficiently (without reflections) 
couple the signals from the microstrip line to 
slotline, the end of the microstrip line is a radial 
line stub. It is utilized instead of a circular disk in 
[3] mainly because the radial line stub has an 
additional variety of flare angle αm. The flare angle 
αm is an important parameter for impedance and 
bandwidth tuning, whereas the radius of the radial 

open stub is set to be approximately a quarter 
guided wavelength of the microstrip line. The stub 
(input impedance Zms) exhibits a virtual short-
circuit and inductance [6]. 

In order to efficiently couple a signal from the 
slotline to two microstrip lines, the end of the 
slotline is a radial stub. For the same reason, the 
flare angle αs of the radial stub can be tuned for 
better result of impedance and bandwidth. The 
radius of the radial open stub is set as λs/6 for 
quarter-wavelength transformation to broaden the 
bandwidth [7]. The stub (input impedance Zss) 
exhibits a virtual open-circuit and capacitance. 

 
msZ

0mZ

0sZ slot

ssZ

1 :1n 21: n
0mZ

1inZ2inZ3inZ

0mZ

0mZ

0mZ

Fig. 2.  The equivalent circuit of the proposed 
power divider. 

 
The fundamental behavior can be explained by 

examining the corresponding equivalent circuits of 
the power divider shown in Fig. 2, Zin1, Zin2 and Zin3 
are input impedances at different locations. Zs0 is 
the characteristic impedance of slotline, whereas 
θslot is the electrical length of slotline length d.  The 
microstrip-slotline transition is modeled by an ideal 
transformer with turn ratio n1 and n2. The 
approximate value of n has been calculated from [8] 
and n depends on the properties of microstrip and 
slotline. For the input and output microstrip ports 
have the same characteristic impedance, it can be 
calculated that n1 = n2 = n = 0.9449.  

In the equivalent circuit, the coupling from 
microstrip line to slotline is equivalent as parallel 
connection, whereas the coupling from slotline to 
microstrip line is equivalent as series connection 
[9]. Though corresponding formulas are available, 
for simplicity and accuracy, the input impedance of 
microstrip stub Zms and input impedance of slotline 
stub Zss are simulated by an electromagnetic 
simulator (HFSS V12).  

Thus, the equations are established as follows. 
When Zin3=Zm0, a best transmission from input port 
to output ports is achieved. 

/ 6s

/ 4m
m

s
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Based on the above equations, the detailed 

dimensions of the proposed power divider are 
shown in Table 1. 

 
Table 1.  Detailed dimensions of the proposed 
power divider 
Substrate: RO4003C  εr=3.38  tanδ=0.002  h=0.8mm 

subX subY λs/6 λm/4 Wm 
90mm 30mm 7mm 8.3mm 1.8mm 
αs αm d ML S 

124deg 134deg 30mm 15mm 0.4mm 
 

III. RESULTS AND DISCUSSION 
The validity of the presented design method 

was tested by a prototype, as is shown in Fig. 3. It 
has an overall dimension of 90 mm30 mm. The 
manufactured power divider was tested via 
simulations and measurements. The simulations 
were performed using HFSS V12, whereas the 
measurements were done using a vector network 
analyzer. The simulated and measured 
performances of the power divider are shown in 
Figs. 4-8. The measured return loss for the input 
port of the device is better than 10dB except for 
the high frequency band, because firstly the 
soldered SMA connectors lead to additional loss, 
secondly, the fabrication variation also results in 
some discrepancy between the simulated and 
measured results. The developed device exhibits 
an average insertion loss at the four output ports 
equal to 2dB across the 3.1-10.6 GHz band. 
Isolations between the output ports are more than 
5dB (direct connected port 2, 3 and port 4, 5) and 
11dB (indirect connected others ports). 

Concerning the phase performance of the 
developed device, as is analyzed, the measured 
results indicate that the output signals from two 
direct connected ports have an 180°phase shift 
across the 3.1-10.6 GHz band. 

 
 

 
(a) 

 
(b) 

Fig. 3. Photograph of the proposed power divider: 
the top view (a) and the bottom view (b). 
  

 
Fig. 4. Simulated return loss and insertion loss of 
the power divider. 
 

We wish the presented analysis serves as an 
useful purpose for the band expansion of feed 
network of antenna array. In Fig. 9, we propose a 
completely novel in phase wideband feed network 
for 4  4 antenna array. It is composed of five 
power dividers as mentioned above. Every output 
port of the central power divider is linked by the 
input port of a new power divider. Considering the 
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180°phase difference of the output ports, ultra 
λm /2 length of microstrip is added to keep the 
output ports in phase. As every single power 
divider has the UWB property and simple 
structure, we believe the proposed feed network 
will have a good wideband property. 

Fig. 5. Measured return loss and insertion loss of 
the power divider. 

 

 
Fig. 6. Simulated isolation of the power divider. 
 

 
Fig. 7. Measured isolation of the power divider.  

Fig. 8. Measured phase difference between the 
output ports. 

Fig. 9.  A novel in-phase wideband feed network. 
 

IV. CONCLUSION 
A novel out-of-phase four-way power divider 

with UWB performance has been presented. The 
proposed device utilizes microstrip-slotline 
coupled structures. The simulated and measured 
results of the manufactured device have shown an 
UWB performance concerning the return loss, 
insertion loss and isolation. The design equations 
of the proposed UWB power divider have also 
been derived based on the transmission-line 
equivalent-circuit method. In addition, based on 
the power divider, a completely novel feed 
network is proposed to improve the narrow band 
property of microstrip antenna array. 
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Abstract ─ This paper presents a novel three-phase 
6/8 external rotor switched reluctance motor. Such 
a construction not only leads to reduce the total 
weight and volume, but also increases the total 
efficiency in a small size motor. Three 
dimensional finite element method is applied to 
evaluate the main characteristics of the proposed 
motor such as magnetic flux density, flux linkage, 
self-inductance, mutual inductance, and output 
torque. Moreover, this paper investigates the radial 
force components of the motor. This assessment is 
carried out under different forced current levels 
with the respect to critical rotor positions. From 
the motor analysis results, it is considered that the 
proposed motor has great advantages over the 
conventional type in its magnetic profiles.  
  
Index Terms ─ External rotor configuration, radial 
force, switched reluctance motor, three 
dimensional finite element method.  
 

I. INTRODUCTION 
The salient features of a switched reluctance 

motor (SRM) such as the lack of a coil or a 
permanent magnet on the rotor, a simple structure 
and high reliability, makes it a suitable candidate 
for operation in harsh or sensitive applications [1, 
2]. However, due to the operation in the magnetic 
saturation region, the high performance torque 
control of this type of motor is a critical issue for 
smooth running. A comprehensive magneto static 
modeling and analysis in different conditions can 
improve the operating performance for the entire 
motor control system [3-6]. 

In general, there are four distinct types of 
SRMs: namely, regular doubly salient cylindrical 
[7], disc-type [8], multi-layer, and linear motors 
[9]. This classification stems from the general 
shape of the motor. The regular cylindrical type of 
SR motor has salient poles on both stator and 

rotor, and the windings are wrapped around the 
stator poles. Direct current motors with disc rotors 
are widely used and have been proposed for SR 
motors as well. The need for disc type arises in 
applications where the spacing is of the primary 
concern. The multilayer SR motor consists of three 
magnetically independent layers or phases. Each 
layer comprises of a stationary part and a rotating 
piece known as stator and rotor, respectively.  

Regarding the conventional design, the air gap 
radius is limited by the space needed for the coils 
inside the stator furthermore by the cooling inside 
the housing surrounding the laminations. The 
external rotor design has the benefit that coils and 
cooling can be placed near the shaft, increasing the 
possible air gap radius [10]. As a result, the 
external rotor switched reluctance motors 
(ERSRM) own the comparative advantage of 
having higher output torque at low speed and also 
elevated motor efficiency. Additionally, ERSRMs 
are suitable in-wheel motors for electric vehicles 
(EVs) because they provide great flexibility in 
motion control [11].  

Basis of ERSRMs is on tendency of the 
polarized rotor pole in achieving full alignment 
position with the excited stator pole which 
provokes a whirling mode of the motor [8, 12]. 
Tangential and radial forces are two components 
of this magnetism force. The tangential force 
transforms into the rotational torque. Generally, in 
balanced motor operation, the total of radial force 
is zero at ideal mode. However, faulty operation 
caused by structural or environmental motivations 
gives rise to unbalance radial forces which are 
undesired and they result in motor vibrations. For 
instance, unbalanced external load or off-centered 
rotor leads to form asymmetrical air gap and then 
acoustic noise of the motor, due to produced radial 
force [13]. 
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Authors in the previous works have proposed 
several SRM structures such as; a new multilayer 
SRM [14], a novel field assisted SRM/G [15], and 
also in [16] a novel switched reluctance generator 
(SRG) is compared with a BLDC. Furthermore, 
the magnetic characteristics of the various SRMs 
are evaluated in [17-23] under normal and faulty 
conditions. Therefore, in this paper, the magnetic 
profiles of the new SRM with external rotor are 
obtained and analyzed. In this regard, due to 
nonlinear and complex magnetic treatments of 
SRMs, three dimensional finite element method 
(3D-FEM) is utilized for precise analysis and 
evaluation of the magnetic characteristics.  

 
II. THE ERSRM STRUCTURE 

As stated before, the purpose of this paper is 
to evaluate a small size switched reluctance motor 
with an external rotor. A proper design method for 
the SRM is imperative to overcome its 
disadvantages. The suitable method will definitely 
improve the potentials of SRM in various 
adjustable speed drive applications.  Like other 
motors, the SRM has specific characteristics that 
make it appropriate for certain applications and 
inappropriate for others. The degree of 
appropriateness of a SRM for any application 
depends on the objectives and application's 
requirements.   

The analytical design equation and some 
specific ratios for this study, are adapted from [24] 
and the IEC71 standard. These design equations 
are used to evaluate different SRM traits 
considering magnetic saturation. The 
approximations and some simplifications are 
adopted during the development of analytical 
design equations are vindicated with FEM 
analysis. It is worth to be pointed out that the 
maximum torque density, minimum flux leakage, 
and efficiency are among the various design 
objectives in this study.     

In this motor, the stator and rotor cores are 
made by non-oriented steel lamination to reduce 
the eddy current effects and skin effects as well as 
hysteresis losses. The laminations of the stator and 
rotor and their dimensions are shown in Fig. 1 and 
Table I, respectively. 

 
Fig. 1. The lamination and dimensions of proposed 
ERSRM. 

 
Table 1. The dimensions of proposed ERSRM 

Parameters value 
Number of phases 3 

R1 8 mm 
R2 22.2 mm 
R3 22.5 mm 
R4 25.5 mm 
R5 28.5 mm 
βs 14.5˚ 
βr 24˚ 

Minimum air gap 0.3 mm 

 
ERSRM consists of eight salient poles in rotor 

with no windings, while the stator has six salient 
poles which include windings wrapped around 
them. In this type of SRM, rotor is placed outside 
instead of the stator; both stator and rotor have 
salient poles such as conventional SRMs. Based 
on this structure, the motor named 6/8 ERSRM. 

 
III.  FEM MODELING AND RESULTS 
To evaluate the motor design and performance 

properly, a reliable model is required. The FEM 
can be conveniently used to obtain the magnetic 
vector potential values throughout the motor in the 
presence of complex magnetic circuit geometry 
and nonlinear properties of the magnetic materials. 
These vector potential values can be processed to 
obtain the field distribution, torque, and flux 
leakage. In this paper, the field analysis was 
performed using a Magnet CAD package [25]. 
This package is based on the variation energy 
minimization technique to solve for the magnetic 
vector potential. The technique utilized by the 
MagNet package is based on the variational 
energy minimization technique to solve for the 
electric vector potential. In this method, the 

electric vector potential is known as Ω−T  
formulation.  

Magnetic flux density is derived for different 
rotor position through a variety of forced currents. 
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The amplitude of magnetic flux density for 2A 
forced current is shown in Fig. 2 at different 
critical positions (unaligned, half aligned, and 
fully aligned positions). 

 

 
(a) 

 
 (b) 

 
(c) 

Fig. 2. Flux density distribution at: a) unaligned, b) half 
aligned, and c) fully aligned positions. 

 
As seen from Fig. 2, when rotor moves from 

an unaligned position to a half aligned position, 
the maximum flux densities in stator/rotor poles 
are increased from 0.65 to 1.62 Tesla; it means the 
flux density in a half aligned position is 2.5 times 
higher than an unaligned position. It shows the 
power of the generation axial force between stator 
and rotor poles. This fact helps us to produce high 
torque value and improved motor speed.  

In an SRM, inductance is a function of rotor 
position and stator current. At an aligned position 
or at higher current levels, the ferromagnetic 
material in the stator and rotor poles begins to 
saturate. As a result of the secondary effects such 
as saturation, fringing, and leakage, nonlinearities 
are introduced in the connection between 
inductance, rotor position, and current. At an 
unaligned position, phase inductance has a 
minimum value due to high reluctance offered by 
large air gap. Magnetic saturation is unlikely to 

occur at an unaligned position, and thus, the flux 
linkage shows a linear behavior until the start of 
overlap. Where rotor poles completely overlap 
with stator poles, at a fully aligned position, 
magnetic field density tends to saturate at high 
current levels. It makes flux linkage a nonlinear 
function of position and stator current. This 
behaviour is shown in Fig. 3. 

 

 
Fig. 3. Self-inductance of phase A vs. rotor position 
under various forced currents. 

 
As shown in Fig. 3, with increasing forced 

current from 1 to 5 Amperes, the self-inductance 
in phase A goes up from 12 to 35mH (in 
maximum value). Furthermore, it illustrates the 
shape of inductance in the low currents is linear 
but in high current is nonlinear because of 
saturation phenomena. As seen from Fig. 3, by 
exciting at the position where the slope of 
inductance always increases, the ERSRM always 
produces high positive torque and can rotate 
continuously with minimum ripple. 

Suppose two coils are placed near each other, 
the same as coils in the proposed motor.  Since the 
two coils are close to each other, some of the 
magnetic field lines through the former coil will 
also pass through the other coil. As a result, there 
will be an induced electro motive force associated 
with the changing magnetic flux in the second 
coil. The fact that a change in the current of a coil 
affects the voltage and current in another coil is 
defined as mutual inductance. In a proposed 
motor, when phase A is excited and two other 
phases are off, mutual inductance appears in two 
other inactive phases (B,C) as shown in Figs. 4 
and 5.  
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Fig. 4. Mutual inductance of phase B vs. rotor position 
under various forced currents. 
 

 
Fig. 5. Mutual inductance of phase C vs. rotor position 
under various forced currents. 

 
As it is depicted from Figs. 4 and 5, the 

mutual inductances in coils B1, B2, C1, and C2 
have very low amplitude, as the maximum mutual 
inductance is 1.6mH in 5A forced current. In 
addition, the mutual inductances in inactive phases 
are decreased when the current has descended. It is 
mentionable that this feature is very promising in 
this type of machine than conventional SRM to 
decrease the losses and improve the efficiency. 

On the other side, the ratio of mutual 
inductance in inactive phases respect to self-
inductance in active phase (A) is considerable in 
this machine. Figures 3 and  5 demonstrate with an 
increase in forced current, the produced mutual 
inductance in the phase B respect to self-
inductance in phase A (in maximum value of

%100)/( 11 ×AB LL ) increases from 0.7% to a 
maximum of 4.5% (for Ai 1.0=  to Ai 5= ). 
Similarly, this manner is repeated in the phase C 
respect to phase A. This means the induced flux to 
inactive phases in idle mode have very low 
amplitude which it has originated from structure 
and dimension of the designed ERSRM.  In motor 
designs, the inductance ratio (mutual inductance/ 
self-inductance) should be minimized, so the 

proposed ERSRM is usually guaranteed for a well-
designed motor. 

In a SRM, inductance and reluctance are 
functions of a phase current, which causes the 
establishment of flux and rotational motion. At an 
aligned position and higher current levels, 
magnetic iron begins to saturate. Due to saturation, 
fringing, and leakage, nonlinearities are 
introduced. At an unaligned position, phase 
inductance has minimum value as a result of high 
reluctance presented by large air gap. Since the 
stator and rotor poles overlap, pole corners display 
local saturation due to concentration of flux into 
the relatively small area of the pole corners and 
hence flux linkage curve begin to be nonlinear. 
When rotor poles completely overlap with stator 
poles, at fully aligned position, stator/rotor poles 
and stator yoke saturate at high current levels 
making flux linkage a nonlinear function of 
position and current. 

Saturation effects tend to lower the aligned 
inductance, which in effect, decreases the rate of 
change of inductance. As torque is proportional to 
slope of inductance, saturation lowers the torque 
produced at given current on one hand; while on 
other hands it improves the ratio of mechanical 
energy to the energy supplied by a controller. For 
the numerical calculation of torque, this paper uses 
the flux profiles obtained from 3D-FEM 
simulations and measurements.  

Based on the fundamentals of torque concept, 
Fig. 6 shows the static torque profiles for the 
ERSRM from 1 to 5 A.  

 

 
Fig. 6. Static torque vs. rotor position under various 
forced currents. 
 

As expected from torque equations, rising 
current must result in a linear increase in torque, 
but as it is shown in Fig. 6, it does not. Because, 
the stator/pole cores are imported in the 
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nonlinearly region in high amplitude of current 
and motor is operating in the saturation zone.    

It is shown, the torque per ampere ration in 
this motor is good for this volume. It is worthy to 
mention that the increment of torque per ampere 
ratio reduces the volt-ampere which is required for 
the motor control converter.  

As seen from Fig. 6, higher torque curve has 
been obtained for the 5A current. This means, with 
increasing the forced current the torque will be 
increased, also its ripple will be greater than 
before. In solving this issue, the controller unit as 
well as switching angle must be modified. Also, 
considering the maximum torque per ampere for 
control strategy leads to smooth torque control of 
an ERSRM.  

 
IV. Magnetic Force Characteristic 

Analysis 
The predicted radial and tangential force 

characteristics of the ERSRM are presented by this 
part. First of all, some descriptions of these forces 
calculation should be pointed out. The calculations 
of the radial forces are based on Maxwell stress 
tensor. The radial and tangential forces based on 
Maxwell stress tensor are given by (1), and (2), 
respectively. 

2 2

0

1
( ),

2n n tf B B
µ

= −  (1) 

0

1
,

2t n tf B B
µ

=  (2) 

where fn, ft are the produced radial and tangential 
forces, respectively. The Bn, Bt and μ0 are the 
normal component, the tangential component of 
the flux densities, and the absolute permeability, 
respectively. 

It can be concluded that the Bn and Bt should 
be equal in healthy motor and ideal condition, 
which results in zero value for their differences as 
well as radial force. This ideal condition does not 
appear in all machines, because of their 
asymmetric structure, assembly errors, and load 
fluctuations. Therefore, it is noticeable that the 
maintaining of radial force in minimum value is 
essential to avoid producing noise and vibration.  

According to equation (2), it can be predicted 
that the maximum radial force occurs at the fully 
aligned position since the radial field component 
reaches its maximum value while the tangential 
field component is on its minimum value. In order 
to achieve the accurate results from this method, a 

circle contour was chosen in the middle of the air 
gap. It is worth noting that the resulted force is 
independent of the integration path. Maxwell’s 
equations indicate that studying the components of 
the flux density is crucial in order to understand 
the force generation process. 

For the first step of this analysis, the variations 
of radial field component versus contour position 
under different forced currents are calculated for 
ERSRM. These profiles are shown in Fig. 7, for 
unaligned, half aligned, and fully aligned rotor 
positions. 

 
(a) 

 
(b) 

 
(c) 

Fig. 7. Radial field component vs. contour position 
under different forced currents: a) unaligned, b) half, 
and c) fully aligned positions. 
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(a) 

 
(b) 

 
(c) 

Fig. 8. Tangential field component vs. contour position 
under different forced currents: a) unaligned, b) half, 
and c) fully aligned positions. 
 

The variations of tangential field component 
versus contour position under different forced 
currents are calculated for ERSRM. These profiles 
are shown in Fig. 8, for unaligned, half aligned, 
and fully aligned rotor positions. 

As the results of Fig. 8 demonstrate, the 
maximum of Bt occurs at respective corner tips of 
stator and rotor. Notably, effects of local 
saturation at these rotor and stator tips result in 
two local maxima in Bt. It is important to note that 
a largely normal force exists at this rotor position 
that is substantially stronger than a tangential 
component. As shown in Fig. 7, the amplitude of 
the radial field component increases nonlinearly. 
In fact, as the forced current enhances, the 
amplitude of Bt and Bn are increased more slowly 
due to the saturation effect. Radial field 
components (Bn) in an unaligned position rises 

with current, but the amplitude is very low namely 
0.301 Tesla and is on its maximum value when the 
forced current is fixed at 6A.  

As the rotor leaves the unaligned position 
toward the half aligned position, the overlap 
between rotor and stator poles begins. Hence, 
effects of local saturation are visible in the first 
and second peak of Fig. 8. As it is shown, the first 
peak decreases with the ratio of 0.76, and the 
second peak increases with the ratio of 1.6. As 
rotor leaves the half aligned position toward the 
fully aligned position, the maximum value of 
radial field component remains almost constant (in 
higher currents the amplitude decreases with the 
0.8 ratio). Although the maximum value of radial 
field stays almost constant or decreases in higher 
currents, the width of the region within which the 
radial component exists increases. It means that 
the average radial force has its own maximum 
value at fully aligned position as it was expected.  

Figure 9 shows the variations of total 
produced radial forces under 1, 4, 5, and 6 
Amperes forced currents in ERSRM. 

 

 
Fig. 9. Radial force vs. rotor position under different 
forced currents. 
 

According to Fig. 9, it is realized that, the 
amplitude of the radial force is almost zero in the 
low level of forced current. Besides, when the 
level of the forced current is increased from 4 to 5 
and 6A the maximum radial force has 2 and 3 
times higher value than 4A current.  

As it was mentioned in previous sections, the 
radial force produced due to the different factors 
may be very destructive and cause harsh effects on 
the control, rotor position, and performance of 
ERSRM. Therefore, some methods must be 
devised to control or compensate the produced 
forces. In this regard, several studies proposed the 
search coils which are placed on the stator poles to 
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produce an additional force on the opposite of 
radial force direction for compensating it. On the 
other side, kinds of accelerators are placed on the 
generator to investigate these forces and their 
amplitude and then control their values with 
control unite.  
 

V. CONCLUSION 
In this paper, fundamental profiles and the 

distributions of radial and tangential forces inside 
the air gap of new external rotor SRM were 
obtained and analyzed. The results obtained have 
demonstrated the induced flux to inactive phases 
in idle mode have very low amplitude, which the 
produced mutual inductance in the idle phase 
respect to self-inductance in active phase is 0.7%-
4.5% in maximum values. According to the 
results, it was realized that, the amplitude of radial 
force was almost zero in low level of forced 
current. Besides, when the level of forced current 
was increased from 4 to 5 and 6A, the maximum 
radial force has 2 and 3 times higher value than 4A 
current. It can be concluded that the proposed 
ERSRM is appropriate for various applications in 
small sizes. 
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