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Abstract ─ In this paper, a model is presented to simulate 

wave propagation in curved rectangular tunnels with 

imperfectly conducting walls. The model is based on 

treating the tunnel as a waveguide, which is an extension 

of previous proposed model by Mahmoud [3]. A new 

approach to calculate the total attenuation rate of the 

propagated wave inside tunnel is proposed. The approach 

is considering the effect of imperfect conductivity of the 

upper and lower walls of the tunnel. This approach is 

based on assuming that the boundaries of the tunnel 

section are constant impedance surfaces as the surface 

impedance of the wall is almost independent of the angle 

of the wave incidence onto the wall. A simple scenario 

is considered to check the accuracy of this model. This 

scenario is verified by comparing experimental and 

numerical simulation results. Good agreement between 

the proposed model and the experimental results is 

obtained. 

 

Index Terms ─ Curved waveguide, imperfect conducting 

walls, wave propagation. 
 

I. INTRODUCTION 
Since the early seventies of the last century till  

now, there has been a continued interest in radio 

communication through tunnels [1-23], since signaling 

within working areas in mine tunnels or road tunnels  

was of prime importance [8–20]. A tunnel can act as a 

waveguide for radio waves of sufficiently high frequency, 

as the wavelength is much smaller than the tunnel linear 

dimensions, whence attenuation occurs due to the 

surrounding rocks [8–11]. It should be noted that at 

frequencies of hundred MHz, the earth rocks will act as 

a dielectric material with low loss tangent. In this case, 

the attenuation of the electromagnetic waves propagating 

in the tunnel occurs mainly due to leakage of waves into 

the rocks rather than Ohmic losses. In the presence of 

longitudinal conductors such as electricity cables, low 

frequency waves can also propagate in the form of a 

coaxial like mode [12–16]. Intentionally placed leaky 

cables have been placed inside tunnels in order to control 

the signal level inside the tunnel [15–19]. A typical 

straight tunnel with cross sectional linear dimensions of 

few meters can act as a waveguide to electromagnetic 

waves at UHF and upper VHF bands [17]. 

Modal propagation in curved tunnel has been 

considered by Mahmoud and Wait [23] and Mahmoud 

[3], showing a considerable increase in the attenuation 

due to curvature. In this paper, we review high frequency 

propagation in tunnels with curved rectangular cross 

section. We assess previously obtained closed forms  

of the attenuation rates of the low order modes by 

Mahmoud [3]. In the previous work [3], the side walls of 

the tunnels are considered as imperfect conducting walls, 

while the upper and lower walls are considered as PEC 

walls. So the attenuation rate is mainly due to the side 

walls effect. The main objective of present paper is to 

extend the analysis of the previous work [3] to include 

the effects of considering the upper and lower walls  

as imperfect conducting walls and to introduce the 

approximate total attenuation rate of the propagating 

signal inside tunnels due to four walls with imperfect 

conductivity. Also, to compare the effect of the upper 

and lower walls effects on the attenuation rate compared 

to the effects of the side walls. This approach is done by 

deducing the attenuation rate of the upper and lower flat 

walls from the analogy with rectangular waveguide 

analysis in [3]. Finally, experimental results are conducted  
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in order to verify the presented theory. 

 

II. MODAL ANALYSIS OF CURVED 

TUNNEL 
Following [3], let us consider a rectangular tunnel, 

which is curved, in the horizontal plane as shown in Fig. 

1. Using a cylindrical coordinates frame with the 𝑧-axis 

along the vertical direction, the side surfaces of the 

tunnel coincide with 𝜌 = 𝑅 − 𝑎 and 𝜌 =  𝑅 +  𝑎, where 

R is the mean radius of curvature. The main assumptions 

in the analysis are [3]: (i) the frequency is high so that 

𝑘0𝑎 ≫ 1 and therefore the walls can be characterized by 

constant surface impedance and admittance 𝑍𝑠  and 𝑌𝑠 

where their normalized values are given by [3]: 

  𝑌𝑆 = (𝜀𝑟 − 𝑖𝜎 𝜔𝜀0⁄ ) √𝜀𝑟 − 1 − 𝑖𝜎 𝜔𝜀0⁄⁄ , (1) 

and 

    𝑍𝑆 = 1 √𝜀𝑟 − 1 − 𝑖𝜎 𝜔𝜀0⁄⁄ , (2) 

where 𝜀𝑟 is the corridor walls relative permittivity and 𝜎 

is the corridor walls conductivity, and (ii) slow curvature 

such that 𝑅/𝑎 ≫ 1. The waveguide modes are either TM 

or TE to z. Considering 𝐸𝑧  for the low order TMz modes 

and ignoring field variation along z as the electric field 

is vertical, the field is almost constant in z-direction 

(since 𝑘𝑧 ≪ 𝑘0), the electric field is given as [3]: 

    𝐸𝑧 = 𝑓𝑣(𝑘0𝜌)𝑒𝑥𝑝(−𝑗𝑣∅), (3) 

where 𝑓𝑣(𝑘0𝜌) is a linear combination of Bessel 

functions of first and second kind with complex order 𝑣. 

However, with low curvature 𝑅 ≫ 𝑎, and high frequency 

excitation, it is expected that 𝑣 and 𝑘0𝜌 are both large 

(≫ 1), while their difference is much less than 𝑣. Under 

these conditions, the modal equations for lower order 

𝑇𝐸𝑧  and 𝑇𝑀𝑧 are derived in terms of the Airy functions 

instead of the Bessel function of complex order 𝑣 and 

solved numerically for the propagation constant along 

the 𝜙-direction [3]: 

    𝑓𝑣(𝑘0𝜌) = 𝐶1𝐴𝑖(𝑡) + 𝐶2𝐵𝑖(𝑡), (4) 

with 

    𝑡 = (𝑘0𝜌 2⁄ )2/3(𝑣2 𝑘0
2⁄ 𝜌2 − 1), (5) 

where 𝐴𝑖(𝑡) and 𝐵𝑖(𝑡) are the Airy functions as defined 

in [3] and 𝐶1  and 𝐶2  are two arbitrary constants. The 

mathematical reasoning behind the validity of the Airy 

function representation is found in [3]. It can be noted 

that 𝑣 𝑘0𝜌⁄  is close to 1, the argument 𝑡 ≪ (𝑘0𝜌)  for 

𝑅 − 𝑎 ≤ 𝜌 ≤ 𝑅 + 𝑎.  
Applying the boundary conditions at the curved 

surfaces 𝜌 = 𝑅 − 𝑎 and 𝜌 = 𝑅 + 𝑎 require that 𝜂0𝐻𝜙 =

±𝑌𝑠  𝐸𝑧. Where, 

  𝐻∅ = (−𝑗 𝜔𝜇0⁄ ) 𝜕𝐸𝑧 𝜕𝜌⁄ , (6) 

 𝐻𝜌 = (−
𝜐

𝜔𝜇0𝜌
) ∗ 𝐸𝑧, (7) 

and that, 

    𝜕 𝜕𝑘0𝜌 ≅ −(𝜕 𝜕𝑡⁄ )⁄ (2 𝑘0𝜌⁄ )1/3. (8) 

The two boundary conditions lead to the two 

equations [3]: 

𝐶1𝐴𝑖
′(𝑡+) + 𝐶2𝐵𝑖

′(𝑡+) = 𝑌+
̅̅ ̅[𝐶1𝐴𝑖(𝑡+) + 𝐶2𝐵𝑖(𝑡+)], (9-a) 

𝐶1𝐴𝑖
′(𝑡−) + 𝐶2𝐵𝑖

′(𝑡−) = 𝑌−
̅̅ ̅[𝐶1𝐴𝑖(𝑡−) + 𝐶2𝐵𝑖(𝑡−)], (9.b) 

where the prime is the differentiation with respect to the 

argument, 𝑡± are given by (5) with 𝜌 = 𝑅 ± 𝑎 and, 

    𝑌̅± = 𝑗𝑌𝑠[𝑘0(𝑅 ± 𝑎)/2]1/3, (10) 

the modal equation for 𝑣  is obtained by equating the 

determinant of the coefficient 𝐶1and 𝐶2  in (9) to zero. 

Once 𝑣 is determined, the attenuation factor along the 

curved axis is given by [3]: 

 𝛼 = −Im [𝑣/𝑅], (11) 

and the phase constant is: 

 𝛽 = Re [𝑣/𝑅]. (12) 

For TE case is treated in similar fashion with 𝐻𝑧 the 

terms 𝑌̅± are replaced by: 

    𝑍̅± = 𝑗𝑍𝑠[𝑘0(𝑅 ± 𝑎)/2]1/3, (13) 

where 𝑍𝑠 is defined by (2). 

It is noted from the proposed analysis that the 

previous model [3] considers the upper and lower tunnel 

walls as Perfect Electric Conductor (PEC) [3] and the 

attenuation rate in (11) is due to the side walls effects 

while this is not the case in real environment. 

 

 
 

Fig. 1. Curved rectangular tunnel [3]. 

 

III. EXTRA ATTENUATION RATE DUE TO 

IMPERFECT CONDUCTIVITY OF THE 

UPPER AND LOWER 
In reality, all the tunnel walls have imperfect 

conducting walls with low conductivity, thus for 

generality the attenuation rate inside the curved tunnel 

should be modified as to include the extra attenuation 

due to the imperfect conductivity of the upper and lower 

walls of tunnel. We can deduce the attenuation of the 

upper and lower flat walls of the curved tunnel with 

rectangular cross section from the analogy of rectangular 

tunnel analysis by approximating the upper and lower 

flat walls effect with the corresponding walls effect in 

the rectangular tunnel with same flat shape. We propose 

here, to use the attenuation of rectangular tunnel based 

on constant impedance walls proposed in [3]. A tunnel 

with rectangular cross section of dimensions a and b and 

the surrounding medium has a relative permittivity 𝜀𝑟 

and conductivity 𝜎 Siemens/m. When the applied radio 

frequency is sufficiently high such that the tunnel 

dimensions are much greater than the free space 

wavelength 𝜆0, then the low order modes in the tunnel 

would have 𝑘𝑥 ≪ 𝑘0 and 𝑘𝑦 ≪ 𝑘0, where 𝑘0 is the free 

space wavenumber, 𝑘𝑥  and 𝑘𝑦 are the wavenumbers in 
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the 𝑥 and 𝑦 directions. Under these conditions, the tunnel 

walls are accurately modeled by normalized constant 

surface impedance 𝑍𝑠  and admittance 𝑌𝑠 , which are 

obtained by (2) and (1), respectively. Following the 

analysis in [3], the approximate attenuation rate of  

the dominant mode with Vertical Polarization (VP) for 

rectangular tunnel is: 

𝛼rectangular 
𝑉𝑃 = 𝜋2𝑅𝑒(𝑌𝑠)/4𝑘0

2𝑏3 

 +𝜋2𝑅𝑒(𝑍𝑠)/4𝑘0
2𝑎3    𝑁𝑒𝑝𝑒𝑟/𝑚, (14) 

while for Horizontal Polarization (HP) is obtained by 

duality as: 

 𝛼rectangular 
𝐻𝑃 = 𝜋2𝑅𝑒(𝑍𝑠)/4𝑘0

2𝑏3 

 +𝜋2𝑅𝑒(𝑌𝑠)/4𝑘0
2𝑎3    𝑁𝑒𝑝𝑒𝑟/𝑚, (15) 

where the effect of the upper and lower walls with low 

conductivity is approximated as the first part of (14) and 

(15). We use the same approach to calculate the extra 

attenuation in curved tunnel due to imperfect conductivity 

of the upper and lower walls, where the walls effect is 

approximated with the same corresponding effect of the 

upper and lower rectangular tunnel walls. 

Thus, the extra attenuation is approximated for VP 

modes as: 

 𝛼𝑒𝑥𝑡𝑟𝑎_𝑎𝑡𝑡𝑒𝑛
𝑉𝑃 =  𝜋2𝑅𝑒(𝑌𝑠)/4𝑘0

2𝑏3     𝑁𝑒𝑝𝑒𝑟/𝑚, (16) 

where 𝑌𝑠 is obtaied by (1) while for HP modes is: 

 𝛼𝑒𝑥𝑡𝑟𝑎_𝑎𝑡𝑡𝑒𝑛
𝐻𝑃 =  𝜋2𝑅𝑒(𝑍𝑠)/4𝑘0

2𝑏3     𝑁𝑒𝑝𝑒𝑟/𝑚, (17) 

where 𝑍𝑠 is obtaied by (2). 

Thus, the total approximate attenuation rate of wave 

propagating inside rectangular curved tunnel is obtained 

by (11) for side walls and (16) for upper and lower walls 

for VP modes as: 

 𝛼𝑇𝑜𝑡𝑎𝑙
𝑉𝑃 =  𝜋2𝑅𝑒(𝑌𝑠)/4𝑘0

2𝑏3  + (−Im [
𝑣

𝑅
]), (18) 

and using same analysis, the HP total attenuation rate can 

be obtained. 

The percentage of the extra attenuation rate due to 

upper and lower walls obtained by (16) and (17) compared 

with the side walls attenuation rate obtained by (11) is 

shown in Fig. 2 for HP and VP, respectively. The tunnel 

width 𝑎 is 4.25 m while the tunnel height is 𝑏 = 𝑎/2. 
It can be noted that the VP has more attenuation than 

the HP, while in general it is found that the attenuation 

due to the side (curved) wall is much higher than the 

attenuation of the upper and lower flat walls. 

The proposed total attenuation rate is implemented 

in Matlab which runs on a laptop with 8 GB of RAM, 

Intel 2.6 GHz processor, and operating system is Windows 

10 64-bit. The tunnel width is 4.6 m while the height is 

2.6 m. The tunnel radius of curvature is 20 times the tunnel 

width and the simulation is done in frequency range  

0.2-0.8 GHz. The total program runtime for the above 

example is about 12 minutes. An algorithm is applied for 

finding the complex root of Eq. (9), which is considered 

the main bottleneck in the numerical calculations and  

the largest influence on the program speed. On the other 

hand, the same example is simulated using FEKO version 

7.0 with the same computer resources. It is found that the 

simulation takes about 60 minutes using FEKO Physical 

Optics (PO) solver. It should be noted that the proposed 

model is faster than the simulation package and the 

differences will be increased by increasing the dimensions 

of the corridor or operating frequency. Figure 3 shows a 

comparison between the calculated normalized total 

attenuation rate using the proposed model and simulation 

results. It can be noted that good agreement is obtained 

and the calculated error between the model and simulation 

results is about 13.25%. 

 

 
 

Fig. 2. Percentage of the extra attenuation due to the flat 

walls compared with the curved side walls attenuation.  

 

 

 
 

Fig. 3. Normalized attenuation in curved rectangular 

tunnel with VP modes, tunnel dimensions are 𝑎 = 4.6 m,
b = 2.3 m, and  R/a = 20. 
 

IV. MEASUREMENTS 
In this section sample results are presented to verify 

the accuracy of the proposed model for the signal 

attenuation rate in curved tunnel. The proposed 

measurements are used to study the simple wave 

propagating inside rectangular curved tunnel for cars. 

This simple scenario of a curved tunnel is verified  

EL-MAGHRABI, ET AL.: APPROXIMATE CALCULATION OF THE TOTAL ATTENUATION RATE OF PROPAGATING WAVE 1267



experimentally at frequency range 0.1-1 GHz. The 

scenario was done in curved tunnel for cars with concrete 

walls and with small metal sheets on both sides as shown 

in Fig. 4. The experimental setup consists of two carts. 

One cart is used to hold the transmitter and the other one 

is used to hold the receiving antenna and computer for 

receiving data collection and analysis as shown in Fig. 5. 

Handheld RF Signal Generator (RFEGEN 1.12) with 

dipole antenna with gain of 2.2 dBi is used as transmitter, 

while the receiver is RF Viewer wireless USB dongle 

and data is collected using computer software package 

RF spectrum analyzer (TOUCHSTONE PRO). The 

transmitting and receiving antennas are kept horizontally 

polarized and separated by a constant distance of 100 m. 

The tunnel width is 9.2 m and a length of 195 m. The 

height of the tunnel is 5.8 m. The height of both 

transmitting and receiving antennas is kept 1.3 m above 

the ground.  

Figure 6 shows a comparison between measured 

total attenuation rate in dBm and the calculated one by 

using the proposed model. Good agreement between the 

measured and calculated results is obtained. The slight 

differences can be explained due to errors in the manual 

positioning of the receiving antenna and differences due 

to the boundary conditions of the actual tunnel and the 

existence of the small metal sheets. The calculated error 

between the model and measured results is about 12.3%. 

 

 
 

Fig. 4. Curved rectangular tunnel for cars, width = 9.2 m, 

length = 195 m and height = 5.8 m. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. Measurement setup: (a) transmitter (RF Signal 

Generator, and (b) receiver (computer software package 

RF spectrum analyzer). 

 

 
 

Fig. 6. Attenuation in curved rectangular tunnel with HP 

modes, tunnel dimensions are 𝑎 = 9.2 m, b = 5.8 m,
and  R/a = 56. 
 

V. CONCLUSION 
A new approach is proposed to drive an approximate 

formula for the total attenuation rate in curved 

rectangular tunnel. The proposed model takes into 

consideration the attenuation effect due to imperfect 

conductivity of the upper and lower walls in addition to 

the effect of the side walls. The effect of the flat upper 

and lower walls are approximated by the corresponding 

effect of the upper and lower walls in rectangular tunnel. 

It is found that the attenuation due to the side (curved) 

wall is much higher than the attenuation of the upper and 

lower flat walls. The proposed total attenuation rate is 

verified by comparison with experimental results. Good 

agreements are obtained from these comparisons. 
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Abstract ─ An efficient and accurate technique is 

introduced to calculate the scattered electromagnetic 

(EM) fields from an open-ended circular cavity (OECC). 

In this paper, it is assumed that the OECC is perforated 

in an infinite perfect electric conductor (IPEC). Then, the 

scattered fields are calculated using modal Method of 

Moments. The complexity and computational cost of the 

encountered quadruple integrals are addressed in detail. 

Here, the singularities are extracted and resolved. Next, 

the scattered far field of a circular PEC plate of the same 

size is calculated by physical optics approximation. The 

final OECC scattered field is the sum of these two 

solutions. A very good agreement is observed between 

the results of this method and full wave numerical 

simulations and measurements. The proposed approach 

is highly efficient and accurate over a wide range of 

frequencies and incidence angles, making it appealing 

for analysis of large frequency dispersive structures. 

 

Index Terms ─ Electromagnetic scattering, modal 

moment method, open-ended circular cavity. 
 

I. INTRODUCTION 
Electromagnetic (EM) scattering from open-ended 

waveguides is an important and challenging problem in 

applied electromagnetics. Ducts and jet engine inlets that 

significantly contribute to the total Radar Cross Section 

(RCS) can be modeled by waveguide structures. The 

subject is also important in target recognition, object 

classification, and remote sensing applications.  

An informative review of the existing methods for 

scattering analysis of open-ended cavity structures is 

presented by Anastassiue [1]. In this review, the methods 

are classified into two major categories for arbitrary 

shapes and canonical waveguides. For arbitrary structures, 

numerical techniques are reported [2-4]. In spite of  

their generality for handling complex geometries, these 

methods are computationally limited to small scatterers, 

particularly in wideband analysis. Various hybrid methods 

are developed to reduce the computational burden [5-6]. 

At high frequencies, where the cavity dimensions are 

large compared to the wavelength, asymptotic methods 

such as Physical Optics (PO), Soothing and Bouncing 

Rays (SBR) or the method of Generalized Ray Expansion 

(GRE) are reported [7-9]. 

Recently, a full wave approach by using finite-

element sub-domain based scattering matrix methodology 

is proposed for open-ended cavities which aim to solve 

electrically large problem efficiently by using a reduced-

order modeling technique. The efficiency in this model 

reduction is achieved by changing from finite element 

degrees of freedom to guided wave participation factors 

[10, 11]. 

For open-ended rectangular or circular waveguides, 

modal methods are utilized to model the wave propagation 

through the duct [12-14]. Modal analysis is also used  

to model multi-section inlets or complex terminated 

geometries containing hubs or straight blades [15, 16]. 

This efficient method is extensively used with a 

satisfactory level of accuracy for various cavity problems. 

Here, a full wave modal moment technique (modal 

MoM) is offered to evaluate the scattered fields from an 

open-ended circular cavity (OECC). First, the modal 

MoM is employed to calculate the scattered field from 

an OECC perforated in an infinite perfect electric 

conductor (IPEC). In this phase, all the mutual couplings 

between the propagating and evanescent modes excited 

at the aperture are considered efficiently in the moment 

admittance matrix. Second, the scattered field from a 

PEC plate of the same shape and size of the waveguide 

aperture is calculated by PO method. The two solutions 

of the scattered fields are added to obtain the scattered 

field of an OECC.  

The total unknown magnetic current on the aperture 

is represented by an entire domain vector wave function 

in cylindrical coordinates. The continuity of the magnetic 

field on the aperture is enforced and the resulted integral 

equation is solved by Galerkin method. 

Here, the computational complexity is carefully 

addressed by resolving singularities and decreasing the 

order of integrations.  

Monostatic Radar Cross Section (RSC) of various 

OECCs are calculated and compared with full wave 

numerical methods and measurements. An excellent 
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agreement is observed between the results for both 

vertical and horizontal polarizations. It is shown that 

adding the scattered field of the PEC to the results of the 

waveguide terminated by an IPEC removes the effect of 

IPEC presence, especially at low grazing angles. This 

cost effective approach could be used for wideband time-

frequency dispersion analysis of open-ended circular 

cavities. 

In Section 2, the mathematical formulation of 

scattering form an OECC at different polarizations is 

presented. Section 3 contains the comparison between 

the results of this approach and Finite Element-Infinite 

Element (FE-IE) approach [4], the Multi-Level Fast 

Multipole Method (MLFMM) by the commercial software 

FEKO and measurements. The concluding remarks are 

given in Section 4. 

 

II. MATHEMATICAL FORMULATION 
In this section, the scattered far field for a real 

OECC is formulated for an arbitrarily polarized incident 

plane wave based on modal Method of Moments (modal 

MoM). 

 

A. Problem description and solution steps  

Figure 1 shows a perfect electric conductor OECC. 

The waveguide is open ended at one side and shorted  

at the other. L  is the length of the cavity and D  is its 

diameter. The goal is the evaluation of the scattered far 

fields in the z > 0 half space, when the cylinder is 

obliquely illuminated by a plane wave incident at 

(θi , ϕi): 

𝑬⃗⃗ 𝑖𝑛𝑐 = 𝑒
−𝑗𝑘⃗ 𝑖∙𝑟 𝑖(𝐸𝑖𝑛𝑐

𝜃 𝑢̂𝜃 + 𝐸𝑖𝑛𝑐
𝜙
𝑢̂𝜙), (1) 

where, 

k⃗ i = k0ûi = k0[cos(θi) cos(ϕi) ûx 
+cos(θi) sin(ϕi) ûy + sin(θi) ûz], 

(2) 

is the wave vector and k0 = 2π/λ0 is the free space wave 

number. We note that the unit for all the angles in the 

text is radian.  

Here, let a = D/λ0 be the normalized aperture 

diameter, l = L/λ0 be the normalized cavity length and 

also k̅ = k0/λ0 be the normalized value of wave number 

with respect to the wavelength. 

Due to axial symmetry, one can arbitrarily set ϕi = 0  
and then analyze the problem for the perpendicular 

polarization (TM) and the parallel polarization (TE). In 

the following derivations, ∥ and ⊥ represent TE and TM 

polarizations, respectively as shown in Fig. 2. Dividing 

the incident wave into two polarizations leads to Einc
θ =

E0
∥  and Einc

ϕ
= E0

⊥, as well as explicit expressions for  

the interior EM fields in terms of modal expansions. 

Similarly, back scattered field can be represented by a 

diagonal normalized scattering matrix as in [13]. The 

backscattered field for the observation point r s is: 

𝑬⃗⃗ s(r s) = 𝑬
s∥(r s)ûθ + 𝑬

s⊥(r s)ûϕ. (3) 

Now, the problem is solved in two steps as follows: 

Step 1: It is assumed that the cavity’s aperture is 

perforated in an IPEC and then EM scattered fields are 

calculated. Here, applying the surface equivalence 

principle and enforcing the magnetic field boundary 

condition on the aperture results in an integral equation 

with unknown magnetic currents in which the dyadic 

Green’s functions of the circular cavity and the upper 

half-space are utilized. The magnetic currents on the 

aperture (M⃗⃗⃗ Γ) are expanded in cylindrical entire domain 

basis functions for evaluation. This derivation is based 

on an infinite ground plane assumption and is not 

accurate for a real OECC [17]. However, the modification 

in step 2 corrects the scattered field calculations.  

Step 2: Now, the scattered field of step 1 is corrected 

using the approach of Zdunek and Rachowicz [17]. The 

correction is done by adding the PO scattered field of a 

co-located hypothetical PEC lid of the aperture size to 

the previously calculated one. The simple modification 

provided by 𝑬⃗⃗ lid
s (𝑱 Γ) is shown to be corrective, especially 

for close to normal incidence angles on the aperture. 

 

 
 

Fig. 1. Geometry of the problem. 
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Fig. 2. Perforated OECC in an IPEC, illuminated by: (a) 

horizontally polarized, and (b) vertical polarized incident 

wave. 
 

B. Modal MoM solution for an OECC terminated by 

an IPEC  

Here, it is assumed that the aperture of OECC is 

perforated in an IPEC. This structure is analyzed by 

modal MoM and is called GP (Ground Plane) model. The 

unknown electric field on the aperture is expanded by 

modal functions for the TM and TE polarizations with 

unknown coefficients as: 

𝑬⃗⃗ Γ
∥ = ∑∑{𝐶𝑛𝑚

𝐌𝐨 𝐌⃗⃗⃗ 𝜇𝑛𝑚
𝐨 + 𝐶𝑛𝑚

𝐍𝐞 𝐍⃗⃗ 𝜆𝑛𝑚
𝐞 },

𝑁

𝑛=0

𝑀

𝑚=0

 (4) 

𝑬⃗⃗ Γ
⊥ = ∑∑{𝐶𝑛𝑚

𝐌𝐞 𝐌⃗⃗⃗ 𝜇𝑛𝑚
𝐞 }

𝑁

𝑛=0

𝑀

𝑚=0

, (5) 

where Γ = {r ∈ ℝ2 ∶  0 < ρ < D, z = 0} is the domain 

of the aperture and nm represents the pair of indices for 

the considered modes [18]. 𝐌⃗⃗⃗ 𝜇𝑛𝑚
𝐞 , 𝐌⃗⃗⃗ 𝜇𝑛𝑚

𝐨 , 𝐍⃗⃗ 𝜆𝑛𝑚
𝐞  (and 

𝐍⃗⃗ 𝜆𝑛𝑚
𝐨 ) are even and odd modal functions as reported in 

[18] and shown at the bottom of this page. 

In (5), due to the orthogonality between incident wave 

and 𝐍⃗⃗ 𝜆𝑛𝑚
𝐨  on the aperture, all corresponding excitation 

coefficients are zero. In (6) and (7), 𝐽𝑛(⋅) and 𝐽𝑛
′ (⋅) are 

the Bessel function of first kind and its derivative with 

𝒵𝑛𝑚 and 𝒵𝑛𝑚
′  as their zeroes respectively. We define 

λ𝑛𝑚 = 2𝒵𝑛𝑚/D and μ𝑛𝑚 = 2𝒵𝑛𝑚
′ /D. In addition, Π𝑛𝑚

  

and Π𝑛𝑚
′  are normalization factors for transverse 

components of 𝑛𝑚th TE or TM mode respectively; 

Π𝑛𝑚
 = [𝐽𝑛

′ (𝒵𝑛𝑚)√0.5𝜋𝒵𝑛𝑚
2 (1 + 𝛿𝑛)]

−1

, (8) 

Π𝑛𝑚
′ = [𝐽𝑛(𝒵𝑛𝑚

′ )√0.5𝜋(𝒵𝑛𝑚
′2 − 𝑛2)(1 + 𝛿𝑛)]

−1

, (9) 

where δ𝑛 is the Dirac delta function.  

The external and internal regions are separated by 

an equivalent magnetic currents on the aperture using the 

equivalence principle. The equivalent magnetic currents are: 

𝑴⃗⃗⃗ Γ
∥ = 𝑧̂ × 𝑬⃗⃗ Γ

∥ = ∑∑{𝐶𝑛𝑚
𝐌𝐨 𝐍⃗⃗ 𝜇𝑛𝑚

𝐨 − 𝐶𝑛𝑚
𝐍𝐞 𝐌⃗⃗⃗ 𝜆𝑛𝑚

𝐞 },

𝑁

𝑛=0

𝑀

𝑚=0

 (10) 

𝑴⃗⃗⃗ Γ
⊥ = 𝑧̂ × 𝑬⃗⃗ Γ

⊥ = −∑∑{𝐶𝑛𝑚
𝐌𝐞 𝐍⃗⃗ 𝜇𝑛𝑚

𝐞 }

𝑁

𝑛=0

𝑀

𝑚=0

. (11) 

TE and TM Magnetic fields in the internal region 

(Ωin = {r ∈ ℝ
3: 0 < ρ < D,−L < z < 0}) are calculated 

from the sources in (10) and (11) using G̿E′, which is the 

circular cavity dyadic Green’s function of the second 

kind [18]. The Dyadic Green’s function can be used to 

calculate the magnetic fields due to arbitrary oriented 

magnetic current source inside the cavity. It is obtained 

from the solution of vector eigenfunctions in cylindrical 

coordinate system satisfying the boundary conditions of 

the cylindrical cavity and provides the basic mathematical 

tool for numerical study of the cylindrical cavities by 

MoM. The resultant magnetic fields at z = 0 are: 

𝑯⃗⃗⃗ in
∥ |

𝑧=0
= (12) 

−∑∑{
ℎ̅𝑛𝑚
𝜇
cot(ℎ̅𝑛𝑚

𝜇
𝑙/𝑎)

𝑘̅2
𝐶𝑛𝑚
𝐌𝐨 𝐍⃗⃗ 𝜇𝑛𝑚

𝐞
𝐨   

𝑁

𝑛=0

𝑀

𝑚=0

−
cot(ℎ̅𝑛𝑚

𝜆 𝑙/𝑎)

ℎ̅𝑛𝑚
𝜆

𝐶𝑛𝑚
𝐍𝐞 𝐌⃗⃗⃗ 

𝜆𝑛𝑚

𝐞
𝐨 } , 

𝑯⃗⃗⃗ in
⊥ |

𝑧=0

= −∑∑{
ℎ̅𝑛𝑚
𝜇
cot(ℎ̅𝑛𝑚

𝜇
𝑙/𝑎)

𝑘̅2
𝐶𝑛𝑚
𝐌𝐞 𝐍⃗⃗ 𝜇𝑛𝑚

𝐞
𝐨 }

𝑁

𝑛=0

,

𝑀

𝑚=0

 
(13) 

where ℎ̅𝑛𝑚
𝜇

= √k̅2−𝒵𝑛𝑚
′2 , ℎ̅𝑛𝑚

𝜆 = √k̅2−𝒵𝑛𝑚
2  and 𝐍⃗⃗ 𝜇𝑛𝑚

𝐞
𝐨 =

{
𝐍⃗⃗ 𝜇𝑛𝑚
𝐞

𝐍⃗⃗ 𝜇𝑛𝑚
𝐨

} stands for simultaneous inclusion of both even 

and odd functions. 

The magnetic current for the external region (Ωin =
{r ∈ ℝ3 ∶  z > 0}) is the negative of (10) and (11) due to 

the continuity of the tangential electric field. Addition of 

IPEC to the problem allows the application of the half-

space Green’s function. Magnetic fields at z = 0 become: 

𝑯⃗⃗⃗ out
∥ |

𝑧=0
=
−2

𝑎
∬(1 +

1

𝑘0
2 ∇∇ ∙) 𝑴⃗⃗⃗

 
Γ
∥

 

Γ

𝐆0(𝒓⃗ , 𝒓⃗ 
′)ds′, (14) 

𝑯⃗⃗⃗ out
⊥ |

𝑧=0
=
2

𝑎
∬(1 +

1

𝑘0
2 ∇∇ ∙) 𝑴⃗⃗⃗

 
Γ
⊥

 

Γ

𝐆0(𝒓⃗ , 𝒓⃗ 
′)ds′, (15) 

where G0(r , r 
′) =

ejk|r⃗ −r⃗ 
′|

4π|r⃗ −r⃗ ′|
, and the surface integral is  

{
𝐌⃗⃗⃗ 𝜇𝑛𝑚
𝐞

𝐌⃗⃗⃗ 𝜇𝑛𝑚
𝐨

} = Π𝑛𝑚
′ [

𝑛

𝜌
𝐽𝑛(𝜇𝑛𝑚𝜌) {

− sin(𝑛𝜙)

cos(𝑛𝜙)
} 𝑢̂𝜌 − 𝜇𝑛𝑚𝐽𝑛

′ (𝜇𝑛𝑚𝜌) {
cos(𝑛𝜙)
sin(𝑛𝜙)

} 𝑢̂𝜙], (6) 

{
𝐍⃗⃗ 𝜆𝑛𝑚
𝐞

𝐍⃗⃗ 𝜆𝑛𝑚
𝐨

} = Π𝑛𝑚
 [𝜆𝑛𝑚𝐽𝑛

′ (𝜆𝑛𝑚𝜌) {
cos(𝑛𝜙)

sin(𝑛𝜙)
} 𝑢̂𝜌 −

𝑛

𝜌
𝐽𝑛(𝜆𝑛𝑚𝜌) {

sin(𝑛𝜙)
− cos(𝑛𝜙)

} 𝑢̂𝜙]. (7) 
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taken over the aperture. 

The continuity of the tangential magnetic field at 

z = 0 leads to: 

𝑯⃗⃗⃗ in
∥,⊥|

𝑧=0
− 𝑯⃗⃗⃗ out

∥,⊥ |
𝑧=0

= 2𝑯⃗⃗⃗ inc
∥,⊥ |

𝑧=0
. (16) 

Factor 2 in (16) comes from the summation of the 

incident and reflected fields in the external region. 

Equation (16) is a Magnetic Field Integral Equation 

(MFIE) and can be converted to matrix equations using 

the Galerkin method. The matrix equations have the 

form [K]∥[C]∥ = [B]∥ and [K]⊥[C]⊥ = [B]⊥, where [K]∥ 
and [K]⊥ are the moment admittance matrices and [B]∥ 
and [B]⊥ are the excitation matrices. Also, [C]∥ and [C]⊥ 

consist of the unknown modal amplitudes for the two 

polarizations that depend on the incident wave angle. 

 
C. Mathematical consideration in admittance and 

excitation matrices 

The above matrices have the following general 

forms for the two polarizations: 

[K
〈𝐌𝐞,𝐌𝐞〉 K〈𝐌

𝐞,𝐍𝐨〉

K〈𝐍
𝐨,𝐌𝐞〉 K〈𝐍

𝐨,𝐍𝐨〉
] [C

𝐍𝐞

C𝐌
𝐨] = [

B〈𝐍
𝐞,𝑯⃗⃗⃗ inc

∥ 〉

B〈𝐍
𝐨,𝑯⃗⃗⃗ inc

∥ 〉
], (17) 

[K〈𝐍
𝐨,𝐍𝐨〉][C𝐌

𝐞
] = [B〈𝐍

𝐞,𝑯⃗⃗⃗ inc
⊥ 〉]. (18) 

Since computing admittance and excitation matrix 

for the entire domain moment method can impose large 

computational burden, it is necessary to evaluate them 

efficiently. The admittance matrices in TE polarization 

is a block structured matrix. The elements in [K]∥ and 
[K]⊥ correspond to different interactions between 

expansion and weighting functions in Galerkin method. 

Hence, if W𝑝𝑞(ρ, ϕ) and E𝑛𝑚(ρ′, ϕ′) are the 𝑝𝑞th 

weighting coefficient and nmth expansion functions, 

each element of admittance matrices in [K]∥ or [K]⊥ will 

have the following form: 

K〈𝐖𝑝𝑞,𝐄𝑛𝑚〉 = V〈𝐖𝑝𝑞 ,𝐄𝑛𝑚〉+ Z〈𝐖𝑝𝑞,𝐄𝑛𝑚〉, (19) 

where V〈𝐖𝑝𝑞,𝐄𝑛𝑚〉 and  Z〈𝐖𝑝𝑞,𝐄𝑛𝑚〉 are related to inside 

and outside field contributions, respectively. Then, 

V〈𝐖𝑝𝑞,𝐄𝑛𝑚〉 =∬∬𝐖𝑝𝑞 ⋅ 𝐄𝑛𝑚

 

Γ′

ds′
 

Γ

ds, (20) 

Z〈𝐖𝑝𝑞,𝐄𝑛𝑚〉 =
2

𝑎
∬∬{𝐖𝑝𝑞 ⋅ 𝐄𝑛𝑚 −

1

𝑘0
2 [∇ ∙ 𝐖𝑝𝑞]

 

Γ′

 

Γ

∙ [∇′ ∙ 𝐄𝑛𝑚]} 𝐆0ds
′ds, 

(21) 

where, 

〈𝐖𝑝𝑞 , 𝐄𝑛𝑚〉 ∈ (22) 

{
〈𝐌⃗⃗⃗ 𝜆𝑝𝑞

𝐞 , 𝐌⃗⃗⃗ 𝜆𝑛𝑚
𝐞 〉 , 〈𝐌⃗⃗⃗ 𝜆𝑝𝑞

𝐞 , 𝐍⃗⃗ 𝜇𝑛𝑚
𝐨 〉 , 〈𝐍⃗⃗ 𝜇𝑝𝑞

𝐨 , 𝐌⃗⃗⃗ 𝜆𝑛𝑚
𝐞 〉

〈𝐍⃗⃗ 𝜇𝑝𝑞
𝐨 , 𝐍⃗⃗ 𝜇𝑛𝑚

𝐨 〉 , 〈𝐍⃗⃗ 𝜇𝑝𝑞
𝐞 , 𝐍⃗⃗ 𝜇𝑛𝑚

𝐞 〉
}.   

While numerical evaluation of (20) is straight 

forward, evaluation of (21) is complicated due to a 

singularity at r = r ′ in G0(r , r 
′). By applying the 

following modifications, the singularity in (21) is  

removed and the integrations are computed efficiently. 

First, at each integration point (ρ, ϕ) in (21),  

a change of variables x′ − ρ cos(ϕ)= ρ′ cos(ϕ′) and  

y′ − ρ sin(ϕ)= ρ′ sin(ϕ′) is done in prime coordinates 

in order to shift the origin into the point (ρ, ϕ). Even 

though this makes the prime variable integration 

dependent on ρ and ϕ, but removes the singularity. Next, 

the integration on ϕ is simply carried out analytically and 

hence, the order of integration is decreased by one. In 

addition, orthogonality of the functions with unequal 𝑝 

and 𝑛, which leads to zero entries in most of the elements 

in [K]∥ and [K]⊥, is employed. For instance, outside field 

contributions of a single element in K〈N
o,No〉 can be 

reduced to the triple integral as follows: 

 
where, X = ρ + ρ′ejϕ

′
= |X|ejx and Υ = −ρ cos(ϕ′) +

√1 − ρ2 sin(ϕ′) are defined variables that appear in  

the evaluation of non-zero entries for all blocks of 

admittance matrices. The adaptive quadrature integration 

method of [19] is used to compute integrations similar to 

(23) for [K]∥ and [K]⊥. 

Here we note that mentioned modifications to  

the integrals of form (21) extensively reduce the 

computational cost in modal MoM solution. In contrast 

to other numerical methods (e.g., sub-domain MoM), 

this technique deals with a fairly small, sparse, 

symmetric and well-conditioned matrices. Furthermore, 

most of the computational cost in this method is due to 

the calculation of the wave coupling through the 

aperture, which is independent of the cavity depth or the 

incident wave direction. Thus, the method is very 

efficient even for very long dispersive OECCs. 

Finally, elements of the excitation matrices are: 

B〈𝐖𝑝𝑞,𝑯⃗⃗⃗
 
inc
∥ 〉 =∬𝐖𝑝𝑞 ⋅ 𝑯⃗⃗⃗ inc

∥ ds,   

 

Γ

 (24) 

B〈𝐖𝑝𝑞,𝑯⃗⃗⃗
 
inc
⊥ 〉 =∬𝐖𝑝𝑞 ⋅ 𝑯⃗⃗⃗ inc

⊥ ds.  

 

Γ

 (25) 

Integrals in (24) and (25) are analytically evaluated. 

In horizontal illumination where, 

𝑯⃗⃗⃗ inc
∥ =

−𝐸0
∥

𝜂0
(sin(𝜙)𝑢̂𝜌+cos(𝜙)𝑢̂𝜙). (26) 

The excitation vector is: 

B
〈𝐍⃗⃗ 𝜇𝑝𝑞
𝐨 ,𝑯⃗⃗⃗ inc

∥ 〉

= −4𝜋𝐸0
∥Π𝑝𝑞

′ (−𝑗)𝑝−1
𝑝𝐽𝑝(𝒵𝑝𝑞

′ )𝐽𝑝(2𝜋𝑎 sin 𝜃𝑖)

2𝜋𝑎 sin 𝜃𝑖
. 

(27) 

Z
〈𝐍⃗⃗ 𝜇𝑝𝑞

𝐨 ,𝐍⃗⃗ 𝜇𝑛𝑚
𝐨 〉

= 𝛿(𝑝 − 𝑛)Π𝑝𝑞
′ Π𝑛𝑚

′ ∫ 𝑑𝜌
1

𝜌=0

∫ 𝑑
𝜋

𝜙′=0

𝜙′∫
Υ

𝜌=0

 

{[−𝒵𝑝𝑞
′ 𝒵𝑝𝑚

′ 𝐽𝑝−1(𝒵𝑝𝑞
′ 𝜌) +

𝑝𝒵𝑝𝑚
′

𝜌
𝐽𝑝(𝒵𝑝𝑞

′ 𝜌)]𝐽𝑝+1(𝒵𝑝𝑚
′ |𝑋|) +

[
𝑝𝒵𝑝𝑞

′

|𝑋|
𝐽𝑝−1(𝒵𝑝𝑞

′ 𝜌) − (
𝒵𝑝𝑞
′ 𝒵𝑝𝑚

′

2𝜋𝜌
)

2

𝐽𝑝(𝒵𝑝𝑞
′ 𝜌)]𝐽𝑝(𝒵𝑝𝑚

′ |𝑋|)}

 

cos(𝑝𝑥) 𝑒𝑗2𝜋𝑎𝜌′𝑑𝜌′,  (23) 

ACES JOURNAL, Vol. 31, No.11, November 20161274



D. Evaluation of the scattered field 

By solving the matrix equation of (17) and (18), 

unknown equivalent magnetic currents are obtained. 

Using the image theory and the free half space Green’s 

function, the total backscattered fields for both 

polarizations at distance r̅s = r/λ0 and direction of θs 
are: 

𝑬⃗⃗ 𝑐𝑎𝑣𝑖𝑡𝑦
𝑠∥ (𝑴⃗⃗⃗ 𝛤) =−𝐸0

∥ 𝑎𝑒
2𝜋𝑟̅𝑠

𝑟̅𝑠
 (28) 

× ∑∑

{
 
 

 
 𝐶𝑛𝑚

𝐌𝐨Π𝑛𝑚
′ (−𝑗)𝑛−1

𝑛𝐽𝑛(𝒵𝑛𝑚
′ )𝐽𝑛(𝑘̅ sin 𝜃𝑠)

𝑘̅ sin 𝜃𝑠

+𝐶𝑛𝑚
𝐍𝐞 Π𝑛𝑚

 (−𝑗)𝑛−1
𝐼𝑛(𝒵𝑛𝑚, 𝑘̅ sin 𝜃𝑠)

𝑘̅ sin 𝜃𝑠 }
 
 

 
 

,

𝑁

𝑛=0

𝑀

𝑚=0

 

𝑬⃗⃗ 𝑐𝑎𝑣𝑖𝑡𝑦
𝑠⊥ (𝑴⃗⃗⃗ 𝛤) =𝐸0

⊥ 𝑎𝑒
2𝜋𝑟̅𝑠

𝑟̅𝑠
 (29) 

× ∑∑{𝐶𝑛𝑚
𝐌𝐞Π𝑛𝑚

′ (−𝑗)𝑛−1 cos 𝜃𝑠
𝐼𝑛(𝒵𝑛𝑚

′ , 𝑘̅ sin 𝜃𝑠)

𝑘̅ sin 𝜃𝑠
} ,

𝑁

𝑛=0

𝑀

𝑚=0

 

where 𝐼𝑛(∙,∙) is a frequently encountered integral in the 

equations, defied as: 

𝐼𝑛(𝑥, 𝑦) = ∫ {(𝑛 𝜌⁄ )
2
𝐽𝑛(𝑥𝜌)𝐽𝑛(𝑦𝜌)

1

0

+ 𝑥𝑦𝐽𝑛
′ (𝑥𝜌)𝐽𝑛

′ (𝑦𝜌)} 𝜌𝑑𝜌. 

(30) 

 

E. Scattered field of a real OECC 

The interior scattered fields computed from (28) and 

(29) are the dominant part of the total scattered signal 

[9]. Even though assumption of an IPEC simplifies the 

analysis, but it degrades the results, especially at grazing 

angles [13]. The results could be corrected by adding the 

PO solution of the scattered field from a hypothetical 

PEC plate at the aperture: 

𝑬⃗⃗ 𝑡𝑜𝑡𝑎𝑙
𝑠∥,⊥ = 𝑬⃗⃗ 𝑐𝑎𝑣𝑖𝑡𝑦

𝑠∥,⊥ (𝑴⃗⃗⃗ 𝛤) + 𝑬⃗⃗ 𝑙𝑖𝑑
𝑠∥,⊥(𝑱 𝛤), (31) 

where 

{
𝑬⃗⃗ 𝑙𝑖𝑑
𝑠∥ (𝑱 𝛤)

𝑬⃗⃗ 𝑙𝑖𝑑
𝑠⊥ (𝑱 𝛤)

} =
𝑗𝑘̅𝑒2𝜋𝑟̅𝑠𝐽1[𝑘̅(sin𝜃𝑖+sin 𝜃𝑠)]

2𝜋𝑟̅𝑠𝑘̅(sin 𝜃𝑖+sin 𝜃𝑠)
{
𝐸0
∥ cos 𝜃𝑠

𝐸0
⊥ cos 𝜃𝑠

}. (32) 

From now, 𝑬⃗⃗ total
s∥,⊥

 is referred to modal MoM3D 

model in the text. 

 

III. NUMERICAL RESULTS 
In this section, the monostatic RCS of various 

targets are evaluated for horizontal and vertical 

polarizations. The results are compared with Finite 

Element Method (FEM) [13], Multi-Level Fast Multi-

pole Method (MLFMM) generated by the commercial 

software FEKO and measurements [20], [21] as well. 

Generally, measurements are conducted in the anechoic 

chamber by placing the OECC as a target in front of the 

standard gain horn antenna, while absorbing materials 

are used to diminish scattering from the exterior of the 

cavity to reduce its contribution in the total scattering. 

In large waveguides, shooting and bouncing rays 

method [13] is used for validation. For large apertures or 

low grazing angles, the field modes 𝑚 and 𝑛 should be 

large enough to assure convergence.  

First, a circular cavity with D = 2λ, L = 4λ and  

λ = 3 cm is analyzed. Figure 3 shows the monostatic 

RCS for horizontal illumination as a function of θi for 

𝑚 = 8 and 𝑛 = 10. The result of modal MoM without 

correction (GP model) is also shown in Fig. 3. The 

correction is effective at all incidence angles. Please note 

that the presence of IPEC underestimates the RCS. The 

results of FEM [15], FEKO and measurements [20] show 

a very good agreement with this efficient method. 

 

 
 

Fig. 3. Horizontal polarization monostatic RCS (𝑑𝐵/𝑚2) 
of an OECC with 𝐷 = 2𝜆 , 𝐿 = 4𝜆 versus incidence 

angle. 
 

Figure 4 depicts the convergence of RCS results for 

various modes for vertical polarization at 10 GHz as a 

function of incidence angle. As expected, as incidence 

angle increases, a larger number of modes are needed for 

convergence. Considering the hierarchy of the moment 

matrix, as the number of modes increase, we only need 

to add the computations of the new modes because 

previously computed and stored entries are still valid. 

Monostatic RCS for the same OECC for vertical 

polarization is compared to reference methods in Fig. 5. 

A good agreement between these methods is observed. 

 

 
 

Fig. 4. Convergence of RCS with increasing the number 

of modes for an OECC with 𝐷 = 2𝜆 , 𝐿 = 4𝜆 illuminated 

by a vertically polarized incident wave. 
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Fig. 5. Vertical polarization monostatic RCS (dB/m2) of 

an OECC with D = 2λ , L = 4λ  versus incidence angle. 
 

It should be noted that modal MoM is highly 

accurate and computationally efficient. Due to the 

similarity of formulations of the two polarizations, 

entries of matrices could be evaluated at the same time. 

For example, Z
〈𝐍⃗⃗ μ𝑝𝑞
e ,𝐍⃗⃗ μ𝑛𝑚

e 〉
 and Z

〈𝐍⃗⃗ μ𝑝𝑞
o ,𝐍⃗⃗ μ𝑛𝑚

o 〉
 in 

corresponding blocks of K〈N
e,Ne〉 and K〈N

o,No〉 can be 

computed simultaneously. This significantly reduces the 

computational time. CPU time for the RCS calculation 

of the above OECC for both polarizations is 84.22 sec, 
while the same simulation with FEKO using MLFMM is 

about 28 minutes on an Acer Aspire 1.66 GHz laptop 

with 2GB of RAM. 

As a second example, a straight circular cylindrical 

air-intake channel with D = 6.274 cm and L = 21.59 cm 

is analyzed. Convergence is achieved by 54 modes  

(𝑚 = 4 and 𝑛 = 6) of horizontal and 56 modes (m = 6 

and n = 8) of vertical polarizations. The same problem 

is studied in [17] by FE-IE and in [21] with internal 

irradiation and diffraction model. Measurements are also 

reported in [17]. Figure 6 shows comparisons of RCS at 

15.2 GHz. A very good agreement is observed between 

these methods at both polarizations. 

For the above OECC, the relative amplitude of various 

modes in horizontal polarization is plotted in Fig. 7.  
 

 
  (a) 

 
  (b) 

 

Fig. 6. Monostatic RCS versus incidence angle for a 

cylindrical PEC cavity 𝐷 = 6.274 𝑐𝑚 and 𝐿 = 21.59 𝑐𝑚: 

(a) horizontal polarization, and (b) vertical polarization. 

 

 
 

Fig. 7. Comparison of the relative amplitude of irradiating 

modes in vertical polarization. 

 

Irradiation amplitude of each component is 

normalized to the dominant propagating mode value, 

TE11. As observed, higher order vanescent modes might 

even have some contributions in the total scattered field. 

Sparsity pattern (non-zero element plot) of moment 

matrix for vertical polarization is depicted in Fig. 8. For 

this problem, [K]∥ is a 54 × 54 sparse matrix with 612 

non-zeros (%21), while the condition number is 34.9902. 

As mentioned before, the modal MoM admittance matrix 

is symmetrical and well-conditioned. Even though the 

size of [K]∥ is favourably small, the above mentioned 

properties further expedites the numerical solution by 

using direct or iterative methods. 

As another example, a cylindrical large cavity with 

D = 10λ and D = 30λ at 10 GHz is considered. This 

structure is also studied by Ling et al. with SBR method 

[13]. RCS results are shown in Figs. 9 and 10 at both 

polarizations. For this large structure, the modes 

corresponding to 𝑚 = 10 and 𝑛 = 14  yield convergent 

results. As mentioned before, the computational burden 

for this long cavity is mainly due to computing the 

coupling on the aperture and not the cavity length. 
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Fig. 8. Sparsity pattern of admittance matrix in modal 

MoM solution for horizontal polarization. 
 

 
 

Fig. 9. Monostatic RCS of an OECC with 𝐷 = 10𝜆  

and 𝐿 = 30𝜆 versus incidence angle for horizontal 

polarization. 
 

 
 

Fig. 10. Monostatic RCS of an OECC with D = 10λ  

and L = 30λ versus incidence angle for vertical 

polarization. 

 

IV. CONCLUSION 
Here, an efficient technique is introduced to analyze 

the scattered field from an open ended circular cavity 

(OECC) based on modal Method of Moments. Entire 

domain cylindrical vector wave functions are employed 

to express the fields on the cavity aperture and the dyadic 

Green’s functions of the circular cavity is used to 

formulate the fields inside OECC. At first, scattered field 

from a perforated OECC in an infinite PEC is calculated 

by applying the surface equivalence theorem and 

Galerkin method for solving the resultant integral 

equation. Then, the scattered field from a hypothetically 

PEC plate with the size and shape of the circular aperture 

is added to the previously calculated scattered field to 

compensate the effect of the infinite PEC assumption. 

This addition corrects the monostatic RCS results, 

particularly at close to grazing incident angles. 

Monostatic RCS of different size OECCs is 

calculated and compared with other numerical techniques 

and measurements. Different sizes are selected in order 

to demonstrate the capability of the proposed method to 

evaluate cavities with sizes including resonant size up to 

several wavelengths. Excellent agreement between the 

results proves the accuracy of the presented method. 

Since the method is based on the full wave modal  

MoM approach, the technique is very efficient for  

large structures compared to other numerical methods.  

In addition, further numerical considerations in the 

formulations have increased the efficiency of the 

method. 
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Abstract ─ The Bayesian compressive sensing algorithm 

is utilized together with the method of moments to  

fast analyze the monostatic electromagnetic scattering 

problem. Different from the traditional compressive 

sensing based fast monostatic scattering analysis method 

which cannot determine the required measurement times, 

the proposed method adopts the Bayesian framework  

to recover the underlying signal. Error bars of the signal 

can be obtained in the recovery procedure, which 

provides a means to adaptively determine the number of 

compressive-sensing measurements. Numerical results 

are given to demonstrate the accuracy and effectiveness 

of proposed method. 

 

Index Terms ─ Bayesian compressive sensing, method 

of moments, monostatic, scattering. 

 

I. INTRODUCTION 
Electromagnetic scattering simulation has been 

widely applied to the area of non-cooperative radar target 

identification and radar imaging to get the echo signal  

of radar target without measurement. Among various 

electromagnetic scattering analysis methods, the method 

of moments (MoM) has drawn great interests in the  

past several decades [1-3]. The MoM is particularly 

advantageous for the analysis of exterior open-region 

scattering problems duo to its inherent capability for 

simulating unbounded domains. 

When utilizing MoM to acquire echo signals from  

a large amount of aspect angles, one has to run the 

simulation code equal times with the number of aspect 

angles to obtain all the echo signals. For instance, to 

obtain the inverse synthetic aperture radar (ISAR) image 

of the B2 model as shown in Fig. 1, one has to get the 

wideband scattered field data from 720 aspect angles of 

the model. Actually, it takes much time to analyze the 

electrically large objects only once, let alone many times. 

So there is an urgent demand to accelerate the simulation 

process of monostatic scattering. 

 

 
 

Fig. 1. Inverse synthetic aperture radar (ISAR) image of 

the B2 model based on the wideband scattered field data 

from 720 aspect angles of the target.  

 

Two kinds of effort have been done to achieve this 

goal. One is to speed up the single simulation by using 

fast algorithms to accelerate the method of moments. 

The existing fast algorithms can mainly be classified into 

three categories: fast multipole method (FMM) [4-6], 

FFT-based methods [7-9], and low rank matrix based 

methods [10-12]. The alternative way is to reduce the 

total number of simulations using algorithms like 

asymptotic waveform evaluation (AWE) [13, 14], model-

based parameter estimation (MBPE) [15], excitation 

matrix compression methods [16, 17], etc. But these 

algorithms show some shortcomings. For AWE and 

MBPE, a multi-point expansion or interpolation is 

needed for wide-angle problems. The major technical 

challenge is to adaptively choose the expansion points or 

interpolation points. The excitation matrix compression 

methods compress the excitation matrix and remove 

redundancies in the initial excitation assembly. The 

considered full right-hand-side (RHS) matrix has to be 

stored explicitly. Moreover, a SVD-based compression 

is restricted to comparatively small matrices due to the 

high computational complexity. 
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Compressive sensing (CS) is a rapidly emerging 

signal processing technique and has already been applied 

to electromagnetics [18-20]. A CS based method is 

proposed in [20] for fast analysis of wide-angle 

monostatic scattering problems, which falls into the 

second category fast algorithm described above. This 

method uses CS to construct a new set of right-hand-side 

vectors for MoM, where the number of constructed right-

hand-side vectors is much less than the original ones. But 

it is found that orthogonal matching pursuit (OMP) 

algorithm [21] is adopted to solve the CS optimization 

problem and the number of measurement cannot be 

determined adaptively, just like that the number of 

expansion or interpolation points is unknown in [13-15]. 

This sets up a limit for the practical applications of this 

technique. 

Recently, more and more researchers focus on the 

study of Bayesian compressive sensing (BCS) method 

[22-25], which adopts the Bayesian framework to 

recover the underlying signals. Error bars of the signal 

can be obtained in the recovery procedure, leading to an 

effective strategy for adaptively determining the number 

of compressive-sensing measurements. The BCS method 

is used for coherent fusion of multi-band radar data from 

multiple spatially collocated radars in [24]. In [25], the 

BCS method is applied for estimation of the directions 

of arrival (DoAs) of narrow-band signals impinging on a 

linear antenna array. In this paper, we utilize the BCS for 

fast monostatic scattering calculation. Numerical results 

show the proposed method can determine the number  

of compressive-sensing measurements in an adaptive 

manner. 

The rest of this paper is organized as follows. 

Section II describes the detailed theory and formulation 

of the proposed Bayesian compressive sensing based  

fast monostatic scattering analysis method. Section III 

demonstrates the accuracy and effectiveness of the 

proposed method through several numerical results. 

Section IV presents our conclusions. 
 

II. THEORY AND FORMULATION 

A. Review of MoM for electromagnetic scattering 

problems 

For the analysis of electromagnetic scattering from 

perfect electrical conductor (PEC), the Maxwell’s 

equations can be recast in the form of surface integral 

equations, including electric field integral equation 

(EFIE), magnetic field integral equation (MFIE) and 

combined field integral equations (CFIE). Take the 

following EFIE as an example: 
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Here, ( , )G r r  refers to the Green’s function in free  

space. r and r′ denote the observation and source point 

locations.  i
E r  is the incident excitation plane wave. 

  and   are the permittivity and permeability, 

respectively.   is the angular frequency. ( )sJ r  is the 

unknown surface current. t̂  refers to the tangential 

direction of the surface. 

Equation (1) can be discretized by using MoM with 

planar Rao-Wilton-Glisson (RWG) basis functions [26]. 

The linear system of equations after Galerkin’s testing is 

briefly outlined as follows: 
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Here, 
nI  represents the unknown current coefficients. 

Equation (2) can be written as: 

    = , ZI V  (5) 

where Z is the impedance matrix with its elements given 

in (3),  V  is the right-hand-side vector related to the 

(4),  I  is a vector containing the unknown current 

coefficients. Both the right-hand-side vector and the 

unknown current coefficients will change with the 

incident angle  . 

 

B. Basic principle of using CS for fast monostatic 

scattering analysis 

Suppose that multiple monostatic scattering problem 

with the incident angles 
1 2, , M    is analyzed, then 

the following M matrix equations need to be solved: 

    = ,i i ZI V 1,2, , .i M  (6) 

Use  In i  to represent the current coefficient of the  

n-th element in  iI  and 1,2, ,n N . Based on the 

CS theory, a measurement matrix = 1,2, , ;ijc i M 




1,2, ,j M  with its elements i.i.d. Gaussian can  

be constructed. The measurement value of 

      1 2n n n MI I I  ， ，，  can be written as: 
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It is worth mentioning that the number of measurement 

values M   is much less than M. Obviously, the m-th 

measurement can be expressed as: 
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The right hand side of (9) is a random superposition of 

M right-hand-side vectors related to different incident 

angles and the weights are the m-th row elements of  

 . So the M   measurement values of each current 

coefficient can be obtained by changing the subscript m 

in (9) from 1 to .M   In such a manner, the number of 

equations to be solved can be greatly reduced. 

According to the theory of CS [27], if the unknown 

vector       1 2n n n MI I I  ， ，，  is compressible in 

terms of a orthonormal basis  , i.e., 
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where   is a M M  matrix,  1 2, , , M     

has just a few of large coefficients and many small 

coefficients. Substitute (10) into (7),   can be obtained 

by solving the following matrix equation: 
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where    is a M M sensing matrix. M  is much 

smaller than M. Hence, (11) is an underdetermined 

equation which is a nondeterministic polynomial time 

(NP)-hard problem. A reconstruction algorithm is 

required to recover   from M   measurements. After 

  is solved, we can adopt (10) to obtain the original 

current coefficient vector. 

 

C. Bayesian compressive sensing method 

To solve (11), the reconstruction algorithm in [20] 

is the orthogonal matching pursuit (OMP) algorithm 

[21]. However, the OMP algorithm is a greedy algorithm 

and it frequently converges to local optimal. Moreover, 

the number of measurement cannot be predefined 

adaptively and one has to try several times to find the 

optimized values for the number of measurements.  

In the Bayesian compressive sensing method, the 

solution of the NP-hard problem in (11) can be rewritten 

into the following form: 

 , t ε  (12) 

where t  is the vector of measurement values,   is the 

expansion error and it is assumed to be zero-mean 

Gaussian distribution with variance 2 . Then the vector 

t obeys a multivariate Gaussian distribution, 
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A zero-mean Gaussian prior is defined over :  

 1

1

( ) ( 0, ),
M

i i

i

p N a 



a  (14) 

where  1 2, , ,
T

Ma a aa =  is a vector of M independent 

hyperparameters and 
ia  is the precision (reciprocal of 

variance) of a Gaussian distribution. 

For the fixed values of hyperparameters controlling 

the prior, the posterior probability density of the weights 

can be obtained: 

 2( ; , ) ( , ),p N t a Σ    (15) 

where its mean and covariance are: 

 
2 ,T  ΣΦ t  (16) 

 
2 1( ) ,T   Σ A Φ Φ  (17) 

with  1 2= , , , Mdiag a a a . 

According to (13) and (14), the marginal 

distribution of t  can be computed as: 
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where 

 2 1 .T  ΦC A Φ   (19) 

In the sparse Bayesian learning method, the 

maximization of 
2( , )p t a  is termed as type-II maximum 

likelihood method. The hyperparameters a and 2   are 

estimated through computing the derivatives of (18) with 

respect to a and 2  : 
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where 1i i iia    , 
ii  is the i th diagonal element of 

the covariance in (17). 

The formulas (16) and (17) coupled with (20) and 

(21) lead to an iterative learning process, which updates 

the corresponding quantity until a convergence criterion 

is satisfied. Many elements of a tend to infinity during 

the iteration with the consequence that   contains very 

few non-zero elements. After the convergence of the 

iterative learning process,   is used to approximate .  

Since the diagonal elements of the covariance 

matrix Σ  correspond to the variance of each element in 

,  they provide error bars on the accuracy of .  When 

the number of measurement is sufficiently large, the 

variance of each element in   should be small. If  

the diagonal elements of the covariance matrix Σ  is 

, 1,2, , ,iiΣ i M  the number of measurement times 

M   is enough when, 

 11 22 ,MMΣ Σ Σ

M


  
  (22) 

where   is a small value and 
310   in this paper. If 

(22) is not satisfied, more measurement will be added. In 

such a manner, the proposed method can adaptively 

determine the number of measurement. 

 

III. NUMERICAL RESULTS 
The effectiveness and accuracy of the proposed 

method are demonstrated through several numerical 

results. All results are generated on a personal PC with 

2.83 GHz CPU and 8 GHz RAM. The flexible general 

minimal residual (FGMRES) algorithm is adopted to 

solve the matrix equation and the iteration process is 

terminated when the 2-norm residual error is reduced by 

10-3. Multilevel fast multipole method (MLFMM) is 

utilized to accelerate the matrix vector product process. 

 

A. Almond 

The NASA almond model is analyzed as the first 

example as shown in Fig. 2 [28]. It is discretized with 

3290 triangular patches with 4935 unknowns. The tip of 

the almond points to the x-axis. The elevation angle of 

the incident wave is fixed to be 90°, while the aspect 

angle ranges from 0° to 63° with a 1° increment. Since 

the basis matrix   has an important effect on the 

measurement number, we compare three different bases 

in this example including Hermite basis, discrete cosine 

transformation (DCT) basis and Haar wavelet basis.  

All these basis are adopted to analyze the monostatic 

scattering problem and their results are compared with 

the result of MLFMM. The real parts of current 

coefficients at a randomly chosen edge under different 

incident angles are shown in Fig. 3. It can be observed 

that the results obtained by Hermite and DCT basis  

agree well with that of MLFMM. The result obtained by 

using Haar basis is comparable to that of MLFMM.  

The numbers in the brackets means the corresponding 

measurement times. Note that the measurement number 

corresponds to the number of MoM solutions. Obviously, 

the measurement times after adopting Hermite basis 

achieve its minimum. So the basis function is fixed to be 

the Hermite basis in the following two examples. Figure 

4 demonstrates the current magnitude distributions 

obtained by MLFMM and the proposed method with 

different basis. Good agreement can be achieved. 

 

 
 

Fig. 2. Almond model. 
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Fig. 3. Real parts of current coefficients at a randomly 

chosen edge under different incident angles obtained by 

using three kinds of basis. The numbers in the brackets 

represent the number of measurement. 

 

 
 

Fig. 4. The current magnitude distributions obtained by 

MLFMM and the proposed method with different basis 

when the aspect angle is 0°: (a) MLFMM, (b) Hermite, 

(c) DCT, and (d) Haar. 

 

B. Missile model 

A PEC missile model as shown in Fig. 5 is analyzed 

as the second example. The model is created based on 
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the picture of Tomahawk missile in Wikipedia [29].  

The maximum size in the x, y and z directions are 1.4 m,  

0.62 m and 0.25 m. It is discretized into 6792 unknowns 

at 1.5 GHz. The warhead is towards the positive direction 

of x-axis. The elevation angle of the incident wave is 

fixed to be 90° while the aspect angle ranges from 0° to 

180° with 0.5° increment. Both the proposed method 

(BCS) and the method in [20] (CS_OMP) are adopted to 

analyze the monostatic scattering problem and their 

results are compared with that of MLFMM as shown in 

Fig. 6. Table 1 lists the measurement number and CPU 

time for different methods. The number of measurement 

of the proposed method is determined to be 63 adaptively, 

and the result match well with that of MLFMM. Since 

the CS_OMP method cannot determine the number of 

measurement, we try several different measurement 

number and select the smallest one giving the similar 

level of accuracy with the proposed method. The 

measurement number determined in such a manner for 

CS_OMP method is 71. Although the measurement time 

of the proposed method is less than the CS_OMP 

method, their CPU time is similar since the computational 

cost of BCS algorithm is larger than OMP algorithm. 

 

 
 

Fig. 5. Missile model. 
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Fig. 6. Monostatic RCS of the missile model obtained by 

MLFMM, CS_OMP and BCS. 

 

Table 1: Measurement number and CPU time of three 

kinds of methods for the missile model 

Method Measurement Number CPU Time (s) 

MLFMM 360 5527 

CS_OMP 71 1272 

BCS 63 1295 

 

C. Aircraft model 

A scaled aircraft model shown in Fig. 7 is analyzed 

as the third example. The model is created based on  

the picture of F15 fighter plane in Wikipedia [30].  

The maximum size in the x, y and z directions are 1.9 m,  

1.2 m and 0.4 m. It is discretized into 6741 unknowns at 

600 MHz. The nose of the aircraft is towards the positive 

direction of x-axis. The elevation angle of the incident 

wave is fixed to be 90° while the aspect angle ranges 

from 0° to 360° with 1° increment. Figure 8 demonstrates 

the monostatic RCS computed by the MLFMM, 

CS_OMP and BCS method. Table 2 lists the measurement 

number and CPU time for different methods. Similar 

conclusions can be drawn with the second numerical 

example. 

 

 
 
Fig. 7. Aircraft model. 
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Fig. 8. Monostatic RCS of the aircraft model obtained by 

MLFMM, CS_OMP and BCS. 

 

Table 2: Measurement number and CPU time of three 

kinds of methods for the aircraft model 

Method Measurement Number CPU Time (s) 

MLFMM 360 15817 

CS_OMP 80 3534 

BCS 69 3505 

 

IV. CONCLUSION 
The Bayesian compressive sensing method is 

applied to the fast monostatic scattering analysis. 

Compared with the traditional CS based method, the 

proposed method adopts the Bayesian framework and 

can adaptively determine the number of compressive-

sensing measurements. Moreover, the proposed method 
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needs less measurements than OMP method with the 

similar level of accuracy. 
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Abstract ─ Terrain Observation by Progressive Scans 

(TOPS) is the spaceborne wide swath synthetic aperture 

radar (SAR) imaging mode and attractive for ocean 

remote sensing. Its imaging processors are quite different 

from the one of the conventional stripmap mode due to 

antenna beam progressive scanning. This paper proposes 

a new imaging processor in TOPS for moving targets 

especially for moving ships in ocean. In addition to 

resolving the azimuth aliasing problem in TOPS, the 

Doppler parameter estimation is the key point of the 

proposed processor. According to the estimated Doppler 

parameters, some transfer functions of the processor 

should be updated. Simulation results on point and 

distributed targets validate the proposed imaging 

processor. 

 

Index Terms ─ Doppler parameter estimation, moving 

target imaging, Synthetic Aperture Radar (SAR), Terrain 

Observation by Progressive Scans (TOPS). 

 

I. INTRODUCTION 

The terrain observation by progressive scans 

(TOPS) mode achieves the wide swath coverage by 

progressive steering the antenna beam in both azimuth 

and elevation, and it was first successfully achieved by 

the TerraSAR-X (TSX) in 2008 [1, 2]. Although the 

wide swath coverage of the TOPS is exchanged by the 

impaired azimuth resolution compared with the stripmap 

case, the TOPS imaging scheme is the attractive 

spaceborne synthetic aperture radar (SAR) imaging 

mode for multiple applications, especially for ocean 

observation and ships detection due to its wide  

swath coverage with better system performances than 

conventional ScanSAR [2]. Therefore, most of future 

spaceborne microwave remote sensing missions would 

adopt this wide swath imaging mode for ocean remote 

sensing [2]. 

Since the azimuth antenna beam is steered from aft  

to fore during the whole raw data acquisition duration, 

the raw data of the TOPS mode couldn’t be well handled 

by conventional stripmap processors. Up to now, multiple 

imaging efficient processors are proposed for the TOPS 

mode [1, 3-7]. However, little work about moving targets 

focusing in TOPS could be found. In this paper, a new 

imaging processor to handle the raw data of moving 

targets especially for moving ships in ocean in TOPS is 

proposed. In addition to resolve both Doppler spectra 

and azimuth output SAR image back folding problems, 

the key point of the proposed imaging processor is  

the Doppler parameters estimation in TOPS. With the 

estimated Doppler parameters, the processor is modified 

to be fit for the signal mode of the moving target. 

This paper is arranged as follows. The echo model 

of moving targets in TOPS is established in Section II. 

The proposed imaging processor for moving targets in 

TOPS is presented in detail in Section III. To validate the 

proposed imaging algorithm, a simulation experiment  

on point targets is carried out. Finally, this paper is 

concluded in section V. 
 

II. ECHO PROPERTIES OF MOVING 

TARGETS IN TOPS 
In TOPS, the elevation antenna beam is periodically 

scanned from sub-swath to sub-swath to obtain the wide 

swath coverage similar to ScanSAR, while the azimuth 

antenna beam is actively steered from aft to fore during 

the whole SAR raw data acquisition time as shown in 

Fig. 1. In Fig. 1, sv  is the velocity of the sensor, and r  

is the azimuth beam rotation rate. In addition to making 

sure azimuth continuous imaging in each sub-swath, the 

azimuth beam progressive scanning is adopted to reduce 

the effect of the scalloping phenomenon in the burst 

imaging mode, since each target is illuminated by the 

whole 3dB azimuth antenna pattern in TOPS. The better 

image quality in TOPS than in ScanSAR is very attractive, 

especially for ocean remote sensing applications, as the 
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scalloping effect of SAR images of ocean is hard to 

correct by existing radiometric calibration algorithms 

[2]. 

 

Sub-swath 1

Sub-swath 2

r

…… 

sv

 
 

Fig. 1. TOPS SAR acquisition geometry. 

 

The planar imaging geometry of the TOPS mode in 

a sub-swath is shown in Fig. 2, which indicates that the 

azimuth beam is electronically steered from aft to fore. 

As show in Fig. 2, there is a fixed virtual rotation center 

on the imaging plane, and the rotation center is farther 

away from the imaged scene than the SAR sensor.  

The rotation range rotr  has negative sign, and rv  is the 

effective velocity of the sensor in the planar imaging 

geometry. Assuming that there is a moving target P with 

the azimuth location x and the slant range r in the scene, 

and the moving target velocity is u. Furthermore, the 

moving target velocity is divided into two components: 

the azimuth velocity component 
au  and the range 

velocity component ru , as shown in Fig. 2. 

 

P(x,r)

Rotation center

Tb
rrot

r

ωr

vr
Sensor track

u

uur

ua

ωr

 
 
Fig. 2. Planar TOPS SAR geometry in a sub-swath. 

 

The echo signal of a point moving target P as shown 

in Fig. 2 can be expressed as [8-10]: 
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where   and t are the range time and the azimuth time, 

respectively, 
0C  is a complex constant,   is the 

wavelength, 
rK  is the chirp rate of the transmitted pulse, 

c is the light speed, 
p  is the transmitted pulse duration, 

and fT  is the synthetic aperture time in the stripmap 

mode determined by the exploited azimuth beam angular 

interval. Compared to echoes of moving targets in the 

conventional stripmap mode, the major difference in 

TOPS is the azimuth signal component. Therefore, we 

just need to focus on analyzing the properties of the 

azimuth signal, and the simplified expression of the 

azimuth signal component of point target P(x, r) is 

expressed as follows: 
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where both 
1C  and 

2C  are complex constants, while 

r av v u   is the relative azimuth velocity between the 

SAR sensor and the moving target. According to (4), the 

instantaneous Doppler frequency ( ; , )af t x r  of the 

moving target P could be obtained as follows: 
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. (5) 

Furthermore, according to the last component of (1), 

the azimuth beam illumination center time for the 

moving target P is: 

 
( )

x

x
t

A r v



. (6) 

Consequently, the Doppler centroid of the moving 

target could be obtained as: 
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The Doppler centroid ( , )dcf x r  of the moving target 

P includes three parts. The first part is almost the same 

as the fixed target in TOPS; the second part due to the 

range velocity 
ru  of the moving target is very small and 

could be neglected; the third part is also caused by the 

velocity 
ru

 
but much larger than the second part. From 

(5), the Doppler modulation rate of the moving target P 

is: 
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f t x r v u
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
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Figure 3 shows the azimuth time frequency diagram 

(TFD) in TOPS for both fixed and moving targets, the 

thick solid and the thick dash lines indicates fixed and 

moving targets, respectively. As shown in Fig. 3, the 

fixed target Q and the moving target P are with the same 

azimuth location at the moment of the azimuth beam 

center time, and the Doppler frequency difference 
af  

between their Doppler centroids is expressed as follows: 

2 2 2
( , ) ( , ) ( , )

( )

a r r

ac dc ac

rot

u u ux
f x r f x r f x r

r A r  
         ,  

 (9) 

where ( , )acf x r  is the Doppler centroid of the fixed 

target with the location of (x, r). Therefore, the Doppler 

frequency difference 
af  is mainly determined by the 

range velocity component ru  of the moving target. 

 

af

amk

ak

t
af

P

Q

f
B

b
B

 
 

Fig. 3. The azimuth time frequency diagram in TOPS for 

both fixed and moving targets. 

 

III. NEW IMAGING PROCESSOR FOR 

MOVING TARGETS IN TOPS 
In the TOPS mode, the Doppler bandwidth of the 

whole burst may span over several pulse repetition 

frequency (PRF) intervals, multiple approaches to 

overcome this problem have been proposed in recent 

years [3-7]. Among them, the azimuth pre-filtering based 

on the two step focusing technique is one of most 

efficient approaches, which introduces an azimuth 

involution between the SAR raw data and the selected 

chirp signal and is implemented by two complex 

multiplications and an azimuth Fourier transform (FT). 

In this paper, we extend the azimuth pre-filtering 

approach based on the two step focusing technique to 

handle the raw data of moving targets in TOPS. The key 

point of the extended imaging algorithm is the updated 

selected transfer functions for SAR focusing according 

to the target velocity estimation results. The block 

diagram of the proposed is shown in Fig. 4. 

 

Azimuth FFT

Azimuth FFT

Range FFT

Range IFFT

Azimuth IFFT

Azimuth IFFT

TOPS SAR raw data

Imaging results for moving targets

2H

4H

5H

6H

7H

8H

1H

3H

     estimation
ru

     estimation
au

 
 

Fig. 4. Block diagram of the proposed imaging approach. 

 

According to the signal model of the moving target, 

the first multiplied function for moving targets in 

azimuth pre-filtering is given as follows: 

 2

1

2( )
( ) exp ( )r a rv u

H n t j n t





 
   

 
, (10) 

where 2,...,0,..., 2 1n I I   , 1 PRFt   is the 

azimuth time sampling interval, PRF is the pulse 

ACES JOURNAL, Vol. 31, No.11, November 20161288



repetition frequency, and I is the number of azimuth 

samples. As the velocity component 
au  is usually 

unknown before Doppler parameters estimation, 0au   

is assumed and the value would be updated after the 

velocity 
au  estimation as shown in Fig. 4. After azimuth 

FT, the Doppler centroid estimation would be taken. As 

the azimuth time variant Doppler centroid component is 

removed after multiplying 
1H , the Doppler centroid 

estimation for the resulting raw data of the TOPS mode 

is the same as the conventional stripmap mode and 

multiple approaches for the Doppler centroid estimation 

could be found in [11]. Due to ur av , the effect of the 

unknown velocity 
au  on the estimated Doppler centroid 

of the azimuth center time for SAR raw data collection 

could be neglected and the estimated velocity ru  could 

be computed as follows: 

 
2

ac
r

f
u


  , (11) 

where acf  is the estimated Doppler center. 

Consequently, the following Doppler filter as shown 

in Fig. 6 is taken to eliminate the out band signal 

component, 
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where fB  is the azimuth beam bandwidth as shown in 

Fig. 3. For the azimuth, the second transfer function to 

be multiplied is: 
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where 2,...,0,..., 2 1m P P   , ' 1 bt B   is the 

azimuth time sampling interval after azimuth pre-

filtering, 
bB  is the Doppler bandwidth of the whole burst 

in TOPS as shown in Fig. 3, while P is the number of 

azimuth samples after azimuth pre-filtering and is 

expressed as follows: 
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where fT  is the azimuth synthetic aperture time in the 

stripmap case for the same exploited azimuth beam 

interval. Afterwards, the conditional chirp scaling (CS) 

processor is adopted to implement the following range 

compression and range cell migration correction 

(RCMC) processing steps, and the transfer function 4H  

and 5H  as shown in Fig. 6 are respectively expressed as 

follows [11, 12]: 
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where f  is the range frequency, and refr  is the selected 

reference range. For the TOPS mode with low geometric 

resolutions, the effect of the unknown 
au  on RCMC 

could even be neglected. However, the unknown 
au  on 

azimuth compression could not be neglected and would 

result in the reduced imaging quality. The estimated 

velocity component au  is obtained as follows: 
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where ( , )ak x r  is the estimated Doppler modulation  

rate after range IFFT. The Doppler modulation rate 

estimation of the resulting raw data after range IFFT  

is the same as the one in the stripmap mode. After 

obtaining the estimated velocity au , the transfer 

functions 
1H  and 

3H  in Fig. 4 should be updated.  

The azimuth scaling phase function 
6H  removes the 

hyperbolic azimuth phase history for the azimuth data 

compression, and it is expressed as follows: 
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 (23) 

The multiplied transfer functions 
7H  and 

8H  with  
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an azimuth inverse fast Fourier transform (IFFT) step  

are introduced to implement the azimuth convolution 

between the compressed azimuth signal and the selected 

chirp signal to resolve the output back folding in the 

focused TOPS SAR images. According to (10), the 

multiplied transfer functions 
7H  is expressed as [5, 7]: 

  
2

7 ( ) expa a dH f j n f k  
 

, (24) 

with 
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where 2,...,0,..., 2 1n P P   , 1af T   is the 

azimuth time sampling interval, T is the azimuth time 

duration after azimuth pre-filtering. The final multiplied 

phase function 
8H  in Fig. 4 is easily obtained as follows:  

  
2

8 ( ) exp 'a a dH f j n f k  
 

, (26) 

with 

 ' d

a

a

P k
f

f


 


  (27) 

 

IV. SIMULATION EXPERIMENT 
To validate the proposed imaging approach, 

simulation experiment on point and distributed targets 

are carried out and simulation parameters are listed in 

Table 1.  

 

Table 1: Simulation parameters 

Parameters Value 

Carrier frequency 9.65 GHz 

Azimuth beam width 0.4º 

System PRF 4000Hz 

Transmitted pulse duration 20μs 

Transmitted pulse bandwidth 20MHz 

Sampling frequency 24MHz 

Effective velocity 7200m 

Burst duration 0.4s 

Slant range of imaging center 600km 

Azimuth beam rotation rate 2.06º/s 

 
The designed scene including three point targets is 

shown in Fig. 5, and point target P2 is located at the 

scene center. Azimuth velocity components au  of point 

targets P1, P2 and P3 are 0m/s, 5m/s and 10m/s, 

respectively, while their range velocity components ru  

are 5m/s, 0m/s and 10m/s, respectively. 

Figure 6 (a) shows the imaging result of the 

designed scene, and point targets P1 and P3 are not 

located at their actual positions due to the range velocity 

component, which results in an azimuth position shift. 

Figures 6 (b)~(d) show contour plots of three point  

targets, which show the well-focused behavior and 

structure. Resolution, Peak Side Lobe Ratio (PSLR) and 

Integrated Side Lobe Ratio (ISLR) of three point targets 

are summarized and listed in Table 2. Both imaging 

results in Fig. 6 and imaging parameters in Table 2 

validate the proposed imaging approach. 
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Fig. 5. The designed imaged scene. 

 

 
 (a) The imaging result 
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 (d) Point target P3 
 

Fig. 6. The imaging results of the designed scene with 

point targets. 
 

Table 2: Imaging parameters of point targets 

  Res (m) PSLR (dB) ISLR (dB) 

P1 
Range 6.65 -13.24 -10.02 

Azimuth 8.02 -13.22 -9.93 

P2 
Range 6.65 -13.28 -10.10 

Azimuth 8.04 -13.18 -9.96 

P3 
Range 6.65 -13.23 6.65 

Azimuth 8.04 -13.16 -9.91 

 

To further validate the proposed imaging approach, 

a simulation experiment on a distributed target is carried 

out. An electromagnetic modeling of the ship consisting 

of 45 independent points is designed as shown in Fig. 7 

(a), while the velocity components in the range direction 

and azimuth direction of the designed moving ship are 

6m/s and 5m/s, respectively. The raw data of the 

designed moving ship in TOPS is handled by both the 

conventional imaging processor in TOPS and the 

proposed imaging processor. The imaging result handled 

by the conventional processor shows the defocusing 

phenomenon as shown in Fig. 7 (b), while it is well 

focused by the proposed imaging approach as shown in 

Fig. 7 (c). 
 

Sensor fli
ght direction

 
 (a) The designed moving ship 

 
 (b) The result by the conventional processor 

 
 (c) The result by the proposed processor 
 

Fig. 7. The imaging results of the designed moving ship. 
 

V. CONCLUSION 
The TOPS mode achieves the wide swath coverage 

and is attractive for ocean remote sensing. Due to 

azimuth beam progressive scanning, imaging processors 

of the TOPS mode are different from other modes. 

Although multiple TOPS SAR imaging algorithms for 

fixed targets are proposed in recent years, these 

algorithms are not very suitable for moving ships in 

ocean in TOPS. According to the signal model of the 

moving target in TOPS, we extend the processing ability 

of the classic TOPS SAR processor to handle the raw 

data of moving ships. The key points of the proposed 

imaging approach are the moving target velocity 

estimation and updating the transfer functions for 

focusing. Simulation results on both point and 

distributed targets validate the proposed imaging 

approach. However, in windy weather conditions, ship 

motions of roll, yaw, and pitch should be considered 

during its focusing, and this case requires a more 

complex imaging processor for moving ships focusing. 
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Abstract ─ Ground-mounted monopole antennas are 

usually driven against a radial-wire ground system to 

control their input impedance and to improve their 

radiation efficiency. This results in a radiation pattern 

that is uniform in azimuth angle with a front-to-back 

ratio of 1, or 0 dB. The use of a sectorial ground 

screen, one whose radial or angular extent is varied to 

produce a radiation pattern having azimuthal directivity 

has received some attention. An alternate approach also 

is explored in this discussion. It involves exploring the 

effect of varying the number of “active” radials in an 

otherwise uniform ground system of radial wires, an 

active radial being one that is electrically connected to 

the base of the monopole. A “passive” radial on the 

other hand is one that is separated from the monopole 

by a switch. By varying the number and angular 

locations of the active and passive ground wires, the 

resulting azimuth pattern can be varied in angle and 

directive gain. This arrangement makes possible a 

steerable pattern, something not usually associated with 

ground-mounted monopoles. The antenna and ground 

screen are modeled using the well-known NEC 

package. For convenience in modeling, active radials 

are made into passive ones by adding a large resistance 

between the base of the monopole and a given radial. 

Directive gains of more than 5 dB are found to be 

possible.  

 

Index Terms ─ Directivity, ground screen, monopole 

antenna, steerable pattern, switching radials. 

 

I. INTRODUCTION 
Sectorized ground screens have been examined 

previously using either a disk [1] or an arrangement of 

radial wires that are limited to a specified angular 

sector [2,3]. The approach taken here is to generalize 

[2] to a ground screen comprised of uniformly spaced 

wires that cover 360 degrees around the base of the 

monopole. This is illustrated in Fig. 1 for the 30 radial-

wire system used to obtain the results presented below.  

A sectorized ground screen is made here by 

inserting a 10-MOhm resistor at the connection points 

of one or more radials to the base of the monopole to 

create a passive, or loaded, radial. The unloaded radials 

are denoted as active radials. The resultant pattern  

can be steered in azimuth by rotating the loading 

arrangement in angle. The number of passive radials  

is varied from 0 to 30, with 0 loads denoted as the 

reference case. The input powers are normalized in the 

pattern comparisons that follow.  

Some more recent publications somewhat related 

to this general problem are [4-6]. A comprehensive 

review of ground screens can be found in a book 

devoted to monopole antennas [7]. A discussion on the 

effects of elevated and buried ground screens on 

monopole-antenna performance can be found in [8]. 

The results presented in [2], [8] and here have been 

obtained using NEC, the Numerical Electromagnetics 

Code [9]. 

 

 
 

Fig. 1. A 30-wire radial ground screen. 

 

The nominal model parameters are: 

-- Operating frequency of 10 MHz (30-m wavelength). 

-- Wire radius of 0.001 m (3.33x10-5 wavelengths). 

-- Monopole height of 7.5 m (¼ wavelength). 

-- Radials are 9-m long (0.3 wavelengths), and are 

0.1 m (3.333x10-3 wavelengths) above the interface. 
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-- A ground conductivity of 10-3 mhos/m and relative 

dielectric constant of 4. 

-- Segment lengths throughout are 0.75 m (0.025 

wavelengths).  

 

II. REPRESENTATIVE RESULTS 
Varying the number of loaded radials from 0 to 29 

yields the elevation-pattern peak plotted in Fig. 2. The 

elevation pattern in Fig. 3 is obtained using 13 active 

radials whose effect is to provide a peak at about 5.7 dB 

at an elevation angle of about 35 degrees.  

The azimuth pattern for 13 active radials is plotted 

at 35 degrees of the elevation pattern in dB in Fig. 4 

and on a linear scale in Fig. 5, where the latter plot 

deemphasizes the sharpness of the pattern minimum. 

The input and radiated powers for a 1-V source are 

plotted in Fig. 6 as a function of the number of loaded 

radials. Both the radiated and input powers monotonically 

decrease as the number of active radials is reduced from 

30 to 1. The radiation efficiency also decreases from 

about 52% of 0.0115 w to 37% of 0.0052 w when the 

number of active radials is reduced from 30 to 12, as 

exhibited in Fig. 7. 

 

 
 

Fig. 2. The directive elevation gain as a function of the 

number of loaded radial wires. 

 

 
 
Fig. 3. The elevation patterns for 30 and 13 active 

radials respectively for equal input powers normalized 

to the reference pattern of 30 active radials. 

 

 
 

Fig. 4. The azimuthal pattern in dB for 30 and 13 active 

radials respectively, at the peak of their respective 

elevation patterns for equal input powers. 

 

 
 

Fig. 5. The patterns of Fig. 4 plotted on a linear scale. 

 

 
 

Fig. 6. Input and radiated power variation as a function 

of the number of loaded radials.  
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Fig. 7. Radiation efficiency as a function of the number 

of loaded radials.  

 

The monopole and total ground-wire currents are 

shown as a function of position in Fig. 8 for case of 30 

active ground wires. While the currents are equal at the 

base of the monopole it is interesting to see that the 

sum of the ground-screen currents otherwise exceeds 

that on the monopole. 

The spatial distribution of power radiated by the 

monopole and 30 active radials as obtained from FARS 

[10] is shown in Fig. 9. More than 90% of the radiated 

power comes from the monopole in spite of the sum of 

the current on the 30 active radials exceeding that of the 

monopole. The total power coming from the monopole 

and radials is 4.53x10-3 w and 3.44x10-4 w respectively. 

The monopole admittance is found to vary 

monotonically as the number of loaded radials is 

increased as shown in Fig. 10. The directivity is plotted 

as a function of the ground-wire lengths in Fig. 11 for 

the nominal case of 17 loaded radials and maximizes at 

about the length of 0.3 wavelengths used in this study. 

 

 
 

Fig 8. The current magnitudes on the monopole and 

sum on the 30 active radials. 

 

 
 

Fig. 9. The distribution of the radiated power from the 

monopole and 30 active radials. 

 

 
 

Fig. 10. The conductance and susceptance of the 

monopole as a function of the number of loaded 

radials. 

 

 
 

Fig. 11. The dependence of the directivity on the length 

of the ground wires.  

 

III. CONCLUDING COMMENTS 
The sectorized ground system has some interesting  
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properties: 

1) It maintains approximately the same far-field 

power flow in the direction of the unloaded 

radials. 

2) It reduces the far-field power flow in the direction 

of the loaded radials due to increased ground loss. 

3) It permits the pattern to be rotated in azimuth by 

switching the loaded sector. 

4) However, loading the radials to produce directivity 

does reduce the overall radiation efficiency. 

Other arrangement might be worth exploring. One 

possibility is to vary the lengths of some of the radials 

in a fashion similar to what is done above at the base of 

the monopole. Another would be to connect the ends of 

the radials to grounding stakes. In addition to providing 

more pattern control, such arrangements might also 

improve the radiation efficiency. 
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Abstract ─ A general approach is introduced to design 
an arbitrary shaped invisible ground cloak with 
homogeneous constitutive parameters. The proposed 
homogenous ground cloak design method facilitates the 
fabrication process and achieves a variety of choices for 
choosing the cloak shape. In this approach, an arbitrary 
polygonal 2D cloak with any number of sides can be 
designed by dividing the polygonal cloak cross section 
into triangular segments and applying the proposed 
method on each one. The full wave simulations results 
confirm the idea performance, properly. Finally, a 
homogeneous ground invisible cloak for an object, 
which its contour is very similar to the lateral cross 
section of a car is designed and simulated to validate the 
capability and generality of the proposed idea. 
 
Index Terms ─ Cloak, coordinate transformation, invisible. 
 

I. INTRODUCTION 
Although invisibility used to be deemed as a merely 

unattainable dream of mankind for years, invisibility 
cloaks have attracted intense attention, lately [1-6]. The 
coordinate transformation which is based on form 
invariant of Maxwell’s equations has been widely used 
to design these invisibility cloaks [7, 8]. Free space and 
carpet cloaks are two kinds of invisibility cloaks. The 
free space cloaks hide the objects in free space. Narrow 
bandwidth and high loss are these cloak serious problems 
to achieve perfect invisibility which are mainly caused 
by resonant metamaterials needed for their implementations 
[9]. The ground cloaks or carpet cloaks are the second 
group of the invisible cloaks where the cloaked object 
lies on the flat ground reflects the wave without 
scattering and the observer perceives a flat ground plane, 
consequently [10]. Moreover, it has this advantage that 
its constitutive parameters are not singular and can even 
be made by isotropic medium [9-11]. The ground cloaks 
as the second proposed cloak groups have attracted a lot  

of researcher attentions [9-15]. Also, some demonstrations 
of the both free space and ground invisible cloaks in 
different frequency ranges have been presented in [16-
19] to show the realized cloaks performances.  

The coordinate transformations which are the bases 
of the cloak design, affect the homogeneity [20-22], 
order of the anisotropy [22-24] and shape of the cloak 
[25-28] that are the realization bottlenecks of an invisible 
cloak. Therefore using a set of proper transformation 
relations can considerably improve the cloak design 
approach and facilitates its realization process, 
consequently. 

In many researches, a particular case of transformation 
relations for a special cloak structure has been used. For 
example, a triangular ground cloak has been implemented 
in [12] by using oblique multilayer dielectrics. A 2D 
triangular ground cloak has been proposed in [13] by 
using straightforward linear coordinate transformation. 
A three dimensional ground cloak with conical structure 
has been discussed in [14] by a rotation of the 2D cloak. 
An acoustic ground cloak has been proposed in [15] with 
pyramidal configuration for control of sound propagation 
and reflection, also. 

In this paper, a general approach to extract the 
coordinate transformations for an arbitrary polygonal 
shaped ground cloak is proposed which results in 
homogeneous constitutive parameters. This approach is 
based on finding the suitable location to place point N, 
the vertex of a 2D triangular cloak. The simulation 
results verify the designed cloak performance, also. 
Afterwards, a simplifying assumption is performed that 
makes the proposed relations simpler. To show the 
capability and power of the proposed design method, a 
ground cloak for a schematic car cross section is 
designed and simulated. Moreover, homogeneity of the 
required materials for the proposed cloak facilitates the 
fabrication process and applications of the proposed 
cloak.   
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II. TRIANGULAR CLOAKS DESIGNING 
PROCEDURE 

Under the coordinate transformations between so-
called real and virtual spaces, Maxwell’s equations 
remain unchanged in form, which is referred as form-
invariant of Maxwell’s equations property [1-6]. In other 
words, the coordinate transformation is a consequence of 
form-invariant of Maxwell’s equations and provides the 
constitutive parameters of the transformed medium. The 
relative permittivity and permeability of the transformed 
medium can be expressed by ( )T

rε' ε AA / det Ar =  and 
( )T

rμ AA / e' Ad tr =µ , respectively where A is the 
Jacobian matrix associated with the transformation 
established between the above-mentioned spaces, rε  and 

rµ  denote the relative permittivity and permeability of 
the background (host medium). Notice that the structure 
background is considered as free space in this research. 

In the mapping procedure of a virtual space into  
a real space in a 2D regime, the relations between 
Cartesian coordinates of two spaces are generally 
defined in the form of Eq. (1a) and (1b) as: 
 ( , y)′ =x f x , (1a) 
 ( , y)′ =y g x , (1b) 
where f and g are functions of x and y, and ( , y )x′ ′  and 
( , y )x  are associated with real and virtual spaces 
coordinates, respectively. Notice that since the cloak is 
considered uniformly along the z axis which is the 
cylindrical axis, it suffices to consider the coordinate 
transformation in 2D regime and achieves simplicity in 
the design procedure. One of the critical effective factors 
in the invisible cloak realization process is the medium 
homogeneity. Clearly, the homogeneous media is easier 
to realize rather than the inhomogeneous ones. 
Therefore, finding the proper relations that result in a 
homogeneous media facilitates the cloaks realization 
process, considerably. Since the components of Jacobian 
matrix A, are the first-order partial derivatives  
( /i j i jA X X′= ∂ ∂ ), the real space coordinates (x' and y') 
should be written in terms of a linear combination  
of virtual space coordinates (x and y) to achieve a 
transformed homogeneous media. For this purpose, at 
the first step we assume two linear relations between real 
and virtual coordinate spaces as: 
 1 1 1α β γ′ = + +x x y , (2a) 
 2 2 2α β γ′ = + +y x y , (2b) 
where 1 1 1 ,   , α β γ  and 2 2 2 ,   , α β γ  are unknown coefficients 
in these linear relations. On the other hand, to design an 
invisibility cloak for the triangular bump in a 2D 
geometry depicted in Fig. 1 (a), the point N as the vertex 
of a triangle shaped cloak should be located in an area 
with possibility triangle side vertices connection by 
using straight lines without crossing the AMB∆  sides. 

In other words, we are searching for a point above the 
ground (X axis) in the exterior area of AMB∆  with 
possibility to simultaneously connect it with straight 
lines to side vertices A and B with no crossing of AM  
and BM  sides. Obviously, such area is located above the 
extensions of two sides AM  and BM  which is shaded 
in Fig. 1 (a). 

Figure 1 (b) shows the cross section of the triangular 
bump ( AMB∆ ) and the ground invisibility cloak consist 
of two triangular parts, ANM∆  and MBN∆ , which are 
created by finding the suitable region to locate the point 
N and connecting it to vertices of AMB∆  by using 
straight lines. As it is shown in this figure, the extension 
of NM  crosses the line segment BA  is considered as the 
coordinate system origin, O. Notice that the extensions 
of AM  and BM  sides (dot-dashed lines) are not suitable 
places for the point N to lie on, because it results in a zero 
area for at least one of the left or right parts of the cloak. 
 

 
 
Fig. 1. A lateral view of the design process of an 
invisibility cloak for a triangular bump. (a) A triangular 
bump on the flat ground plane. The suitable area for the 
point N is dashed between dot-dashed extensions of the 
sides. (b) A 2D geometry of the triangular bump covered 
with a cloak, after choosing the place for N. The origin 
O is considered to be positioned at intersection of NM
and BA . 
 

By considering of Fig. 1 (b), mapping of OAN⊿  
vertices, ( ),A AA x y , ( ),N NN x y  and ( ),O OO x y  in 

the virtual space into  MAN∆  vertices, ( )' , 'A AA x y , 

( )' , 'N NN x y  and ( )' , 'M MM x y  in the real space, and 
substituting coordinates of the mentioned points in both 
spaces in Eqs. (2a) and (2b) result in six linear equations 
in terms of six unknown aforementioned coefficients. 
Having this in mind that points A, N and B should have 
the same coordinates in both virtual and real spaces. 
Therefore the coefficients associated with the right side 
part of the cloak ( ANM∆ ) can be obtained as: 

 
1 1 1

( ), ,M N AA M
M

A A N

x x xx x x
x x y

α β γ−−
= = = , (3a) 

 { }
2 2 2

(x x )
, ,A N M N AM

M
A A N

x y yy y
x x y

α β γ
+ −

= − = = . (3b) 

M

AB A

N

B O
,X X ′

,Y Y ′

,X X ′

,Y Y ′

N

(a) (b)

O

M
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In a same way, mapping the OBN∆  vertices, ( ),B BB x y , 

( ),N NN x y , and ( ),O OO x y  in the virtual space into 

the MBN∆  vertices, ( )' , 'B BB x y , ( )' , 'N NN x y  and 

( )' , 'M MM x y  in the real space result in the coefficients 
of linear Eqs. (2a) and (2b) correspond to the left side 
part of the cloak ( MBN∆ ) as: 
 

1 1 1
( ), ,M N BB M

M
B B N

x x xx x x
x x y

α β γ−−
= = = , (4a) 

{ }
2 2 2

(x x )
, ,B N M N BM

M
B B N

y
x y yy

x x y
α β γ= = =

+ −
− . (4b) 

Substituting coefficients of the linear equations 
(Eqs. 2) with obtained values from Eq. (3) and Eq. (4), 
results in design of two individually homogeneous media 
for the right and left side parts of the cloak. 

The finite element method (FEM) simulations 
performed with COMSOL Multiphysics software are 
used to validate the proposed approach. As shown in Fig. 
2, a triangular PEC bump with 0.25 m height and 0.5 m 
long base, covered with a 0.7 m height triangular 
invisible cloak is designed and simulated. The working 
frequency is set as 2 GHz and the simulations are 
performed under TE polarization of a Gaussian beam 

incident incoming from left with 45° azimuth angle. The 
direction of ZE  the only component of the electric field 
depicted in the simulation results is normal to the 2D 
geometry plane of the problem. Figure 2 (a) illustrates 
the electric field distribution by the illumination of a 
perfect reflective flat ground plane with a TE-polarized 
Gaussian beam electromagnetic wave. Figure 2 (b) 
demonstrates the response of a triangular perfect electric 
conductor (PEC) bump lied on the ground to the 
Gaussian beam incidence. The protrusion of the ground 
surface performs some irregular scattering in the electric 
field such that the triangular PEC bump is detectable. 
Figures 2 (c) and 2 (d) show the performance of ground 
plane invisible cloak designed by the proposed approach. 
The electric field distribution of the TE-polarized 
Gaussian beam on the structure in Figs. 2 (c) and 2 (d) 
shows that the triangular bump covered with the 
designed invisible cloaks mimics the response of a flat 
PEC ground plane. Therefore the designed invisible 
cloak performs the triangular PEC bump perfectly 
undetectable. Normalized average scattering power 
outflows corresponding to Figs. 2 (a)-(d), have been 
illustrated in Fig. 2 (e), which are in good agreement with 
the simulations ones. 

 
 

 
 
Fig. 2. The electric field distribution of a TE-polarized Gaussian beam incident from the left with 45° azimuth angle 
on: (a) flat PEC ground plane, (b) triangular PEC bump with 0.25 m height and 0.5 m base, (c) and (d) 0.5 m height 
designed cloaks for the triangular bump depicted in Fig. 2 (b), (e) Normalized average power outflows corresponding 
to Figs. 2 (a)-(d). 
 

As it was mentioned previously, the proposed 
triangular ground cloak consists of two parts which are 
homogeneous. Figure 3 represents the constitutive 
parameters corresponding to the proposed cloak in Fig. 
2 (c). Notice that choosing different places for point N 
results in different values for constitutive parameters 
which can create some options in the realization of the  

constitutive parameters. The components of the relative 
permittivity tensor possess a range of -0.85~3.57. It 
should be noted that yxε  is equal to xyε , and by considering 
the 2D geometry of the problem, the rest of the components 
( xzε  and yzε ) are equal to zero. 

According to Fig. 4 (a), choosing the point N to lie  

0 0.5 1 1.5-0.5-1 2 0 0.5 1 1.5-0.5-1 2

1

1

x(m)

y(
m

)
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on a vertical straight line which crosses the vertex M  
( N Mx x= ), results in a set of simpler relations for  , α β  
and γ  coefficients for both cloak parts. By connecting 
vertices B and A to N with BN  and AN  line segments, 
and mapping the points o, A and B into M, A and B, the 
design process can be simplified as below for the right 
side part of the cloak: 
 1 1 11, 0, 0α β γ= = = , (5a) 

 
2 2 2, ,N MM

M
A N

y yy y
x y

α β γ−
= − = = . (5b) 

Also, all coefficients except 2α  can be calculated by 
using these equations for the left side part of the cloak 
while 2α  for this side is: 

 2
M

B

y
x

α = − . (6) 

As is represented in Fig. 4 (b), the triangular PEC 
bump depicted in Fig. 2 covered with a triangular 
invisibility cloak designed by using this simplifying 
assumption, is ideally hided from the incidence of the 
Gaussian beam of TE-polarized electric field. Although 
various positions for the point N can be chosen, here N 
is placed at (0, 0.7). As an inherent part of this approach, 
both left and right side parts of this cloak have 
homogeneous constitutive parameters which are very 
important to facilitate the realization process. 

 

 
 
Fig. 3. The relative permittivity tensor components 
corresponding to the left and right side parts of the 
designed invisible cloak depicted in Fig. 2 (c). 
 

 

 
 
Fig. 4. A lateral view of the invisibility cloak designing 
procedure corresponding to the particular case in which 
xN = xM. (a) 2D design of triangular bump covered with 
the ground cloak of simpler designing relations. (b) 
Electric field distribution of a TE-polarized Gaussian 
beam incident incoming from left at an azimuth angle of 
45° on the cloaked bump at the frequency of 2 GHz. 
 

III. HOMOGENEOUS CLOCK OF 
ARBITRARY SHAPE 

Arbitrary shaped polygonal ground cloaks can be 
designed by using the proposed approach. For this 
purpose, the cloak is considered as a set of incomplete 
triangular segments as shown in Fig. 5. In this figure, a 
geometric lateral view of the ground cloak designing 
process is presented for an arbitrary polygonal shaped 
bump. The presented approach in the previous section 
can be used to design the segments of the arbitrary 
polygonal cloak, separately. In this way, a complete 
triangular cloak is considered in each segment, such that 
point N is laid on the 𝑦𝑦 axis and AB C D E′ ′ ′  path remains 
continuous. 
 

 
 
Fig. 5. A lateral view corresponding to design process of 
an arbitrary shaped polygonal ground plane cloak. 
 

As an example of the cloak design for an arbitrary 
shaped polygonal bump, we present a 2D ground 
invisible cloak that its contour is very similar to lateral 
cross section of a car lied on a flat PEC ground surface 
in a free space background as shown in Fig. 6 (b). The 
cross section of the schematic car with 1.5 m length and 
0.5 m height with outer PEC surface is illuminated by an 
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,X X ′

,Y Y ′
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x(m)
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m

)
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oblique Gaussian beam which caused irregular wave 
scattering compared with the PEC ground plane as a 
highly reflective surface in Fig. 6 (a). The FEM simulation 
results depicted in Figs. 6 (c) and (d) verify that the 
designed ground cloak perfectly mimics the response of  

a flat ground plane to the incident wave at two arbitrary 
frequencies, 2 and 5 GHz, and the car is undetectable, 
consequently. It should be mentioned that this schematic 
car designed invisible cloak is consisted of homogeneous 
parts. 
 

 
 
Fig. 6. The electric field distribution of a Gaussian beam incident under TE-polarization incoming from left at an 
azimuth angle of 45° on: (a) flat PEC ground plane, (b) contour cross section of a schematic car (0.5 m height and  
1.5 m length) with the PEC outer surface, (c) and (d) the 2D designed ground invisibility cloak for the schematic car 
contour of Fig. 6 (b), at 2 GHz and 5 GHz, respectively. 
 

IV. CONCLUSION 
A general approach was introduced to design 

arbitrary shaped invisible cloaks. By considering the 
problem geometry, coefficients of a linear system 
transformation which describes the relations between the 
real and virtual spaces were obtained. By using this method, 
the different triangular shape homogeneous cloaks for  
a triangular bump can be designed. By employing the 
mentioned relations and using the homogeneous triangular 
cloak segments, a homogeneous polygonal arbitrary 
shaped cloak has been achieved. As an example, a 2D 
homogeneous ground plane invisible cloak for an object 
where its contour is very close to the cross section of a 
car was designed and simulated. The FEM simulation 
results verify that when an oblique Gaussian beam 
illuminates the cloaked car, it mimics the response of  
a flat ground plane perfectly and renders the car 
undetectable, consequently. 
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Abstract ─ A large dense fine mesh is used to model 

object with fine structures to guarantee good solution 

accuracy, and this in turn places an inordinately heavy 

burden on the CPU in terms of both memory requirement 

and computational complexity. To analyze the large 

dense complex linear system efficiently, the combined 

MLSSM/MLFMA is used to accelerate the matrix-vector 

multiplication. Multilevel fast multipole algorithm 

(MLFMA) cannot be used to analyze the box’s size of 

tree structure below 0.2 wavelength, because the “low 

frequency breakdown” phenomenon would happen. For 

the large-scale problems, the matrix assembly time of 

multilevel simply sparse method (MLSSM) is much 

longer than that of MLFMA. This combined method 

takes advantage of the virtues of both MLFMA and 

MLSSM, which is more efficient than either 

conventional MLFMA or conventional MLSSM. An 

efficient preconditioning technique based on compressed 

block decomposition (CBD) is applied to speed up the 

convergence rate. Numerical results are presented to 

demonstrate the accuracy and efficiency of the proposed 

method. 

 

Index Terms ─ Compressed Block Decomposition (CBD) 

preconditioner, Multilevel Simply Sparse Method 

(MLSSM), object with fine structures. 
 

I. INTRODUCTION 
The increased power and availability of 

computational resources and acceleration schemes have 

enabled solution of problems with very large number of 

unknowns, varying from few thousands to few millions 

[1]. Another class of problems arises when analyzing 

structures which require a high local density of 

unknowns to accurately capture geometric features. This 

class of problems is referred to as object with fine 

structures problems exhibit multiple scales in length. For 

example, small length scale discretizations are required 

to capture sharp or fine geometric features that are 

embedded within large and smooth geometries 

discretized at a coarser length scale. Generally, the 

characteristic of an object with fine structures problem is 

the concentration of large number of unknowns in 

electrically small domains. All these simulations require 

fast and efficient numerical methods to compute an 

approximate solution of Maxwell’s equations. Numerous 

authors have derived a variety of methods that are  

used for computing the electromagnetic problems. The 

method of moments (MoM) [2-4] is one of the most 

widely used techniques for electromagnetic problems. 

However, for large-scale problems, a great number of 

unknowns are required for modeling objects, which 

always leads to intensive computation and unaffordable 

CPU time. 

The fast algorithms are developed to reduce 

computational cost. The most popular fast solution 

include the multilevel fast multipole algorithm (MLFMA) 

[5-6], has O(NlogN) (where N denotes the number of 

unknowns) complexity for a given accuracy. Though 

efficient and accurate, this algorithm is highly technical. 

It utilizes a large number of tools, such as partial wave 

expansion, exponential expansion, filtering, and 

interpolation of spherical harmonics. However, MLFMA 

becomes numerically unstable and inefficient when 

applied to object with fine structures problems. This is a 

consequence of the fact that Helmholtz MLFMA does 

not smoothly transition to Laplace MLFMA as frequency 

tends to zero. Therefore, when the finest level box’s size 

is below 0.2   (   indicates the incident wavelength), 

MLFMA will suffer from “low frequency breakdown” 

phenomenon [1]. As a result, it cannot be easily applied 

to analyze the object with fine structures problems. 
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In recent years, the matrix decomposition technique 

has been introduced to analyze the electromagnetic 

problems, which exploits the well-known fact that for 

well separated sub-scatterers, the corresponding sub-

matrices are low rank and can be compressed [7-8]. In 

contrast with MLFMA, it is purely algebraic and can be 

easily interfaced to existing MOM codes. MLSSM is a 

popular matrix decomposition technique, which has  

been successfully applied in [9-14] to electromagnetic 

problems. It has no limit of the box’s size and has  

a memory requirement of O(N) and computational 

complexity is proportional to O(NlogN). However, for 

the large-scale problems, the matrix filling time of 

MLSSM is much longer than that of MLFMA.  

In this paper, a hybrid method called combined 

MLSSM/MLFMA is proposed, which uses the main 

framework of MLFMA but adopts the MLSSM to deal 

with the box’s size is below 0.2 . This method takes 

advantage of both MLFMA and MLSSM and is  

more efficient than either conventional MLFMA or 

conventional MLSSM for analyzing the multi-scale 

problems. For the object with fine structures problems, 

the matrix condition number is very large due to the 

mixed discretization. Therefore, the system has poor 

convergence history and requires urgently a good  

solver or preconditioner. In this paper, an efficient 

preconditioning technique based on CBD algorithm [15-

17] is applied to improve the property of electric field 

integral equation (EFIE) formulation. 
 

II. MLSSM ALGORITHM 
The impedance matrix filled by MLSSM is carried 

out based on the same multilevel spatial decomposition 

of MLFMA. The single level of SSM is presented in [18] 

and the MLSSM is shown in [9-14]. The structure of the 

MLSSM representation is given in a multilevel recursion 

manner [9-14]: 

  1
ˆ H

l l l l lZZ U Z V  , (1) 

where Zl is the reduced order impedance matrix and 

consists of only far interactions at level l+1, which will 

be compressed in the coarser levels recursively up to 

level-3. There is no level L+1 near interactions at the 

finest level L (where L denotes the number of the levels). 

Thus, ZL is the impedance matrix Z. In (1), ˆ
lZ
 
is the 

sparse matrix containing all near-neighbor interactions at 

level l of the oct-tree which were not represented at finer 

level of the oct-tree. Ul and Vl are the new basis and 

testing function matrices, respectively, which are block 

diagonal unitary matrices that compress interaction 

between sources in non-touching groups at level l. The 

following is the procedure in details. Suppose that the 

object is decomposed in 4-level oct-tree, the impedance 

matrix can be expressed as: 

 4 4 4 4 3 4
ˆ ˆfar H
Z Z ZZ U Z V   , (2) 

where 

 3 3 3 3 3 2 3
ˆ ˆfar H
Z Z ZZ U Z V   . (3) 

The forms of matrices lU , 1lZ   and 
H

lV  are shown 

in Figs. 1 and 2 at levels 4 and 3, respectively. 

 
 

(a) (b) (c)  
 

Fig. 1. Level 4 SSM matrices: (a):
 4U , (b): 3Ẑ , and (c):

4 .HV  

 
 

(a) (b) (c) 

 

 

Fig. 2. Level 3 SSM matrices: (a): 3U , (b):
2

Ẑ , and (c):

3 .HV  

 

The major requirements of the MLSSM memory is 

to store the matrices ˆ
lZ , 

lU , and H

lV  at all levels. The 

matrix-vector multiplication of MLSSM is very similar 

to MLFMA in manner, which has O(NlogN) complexity 

for a given accuracy. 

 

III. COMBINED MLSSM/MLFMA 

ALGORITHM 

A. MLSSM/MLFMA algorithm 

MLFMA [5-6] has been widely used to solve the 

electromagnetic scattering of complex object with the 

surface integral equation approach. When it is applied to 

analyze the scattering from the multi-scale objects where 

dense discretization is necessary to capture geometric 

features accurately, the memory usage of MLFMA is 

very large. It is because of that the box’s size of tree 

structure cannot be set to less than 0.2 , the number of 

unknowns in the near-field boxes is very large. The near-

field matrices of MLFMA is filled by direct method. 

Therefore, the near-field of MLFMA needs large 

memory requirement for large-scale problems.  

In this section, a hybrid method called combined 

MLSSM/MLFMA algorithm is proposed, which uses the 
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main framework of MLFMA. The framework of the 

hybrid method is shown in the Fig. 3, the box’s sizes 

below the dotted line are less than 0.2  and are filled by 

MLSSM algorithm, the box’s sizes up the dotted line are 

larger than 0.2  and are filled by MLFMA. 

 

 
 

Fig. 3. The framework of combined MLSSM/MLFMA 

algorithm. 

 

Using the combined MLSSM/MLFMA for filling 

the impedance matrix Z, a fast matrix-vector production 

algorithm (MVP) can be obtained as follows: 

Subroutine MVP, 

(1) The direct MVP algorithm is used to the near 

interaction impedance matrix; 

Begin :3: 1l L  , 

(2) From l = L : LMLFMA+1, 

MLSSM is applied to speed up MVP; 

End. 

(3) From l = LMLFMA: 3, 

MLFMA is used to speed up MVP; 

End. 

End. 

This new method takes advantages of the virtues of 

both MLFMA and MLSSM, which uses MLFMA to 

reduce the matrix assembly time of MLSSM and utilizes 

MLSSM to alleviate the near-field pressure of MLFMA. 

The efficiency of the method is demonstrated by the 

numerical results. 

 

B. CBD preconditioner 

In order to accelerate the convergence rate of the 

Krylov iteration, the linear system is transformed into an 

equivalent one: 

 [ ][ ][ ] [ ][ ]M Z I M V , (4) 

where [ ]M  referred as the preconditioner for the 

impedance matrix [ ]Z . The product matrix [ ][ ]M Z  has 

much better spectral property than original matrix [ ]Z , 

which leads to a greatly reduced number of iterations. 

Since the sparse near-field matrix is the best available 

approximation to the coefficient matrix [ ]Z , it makes 

sense to use near-field matrix to construct a preconditioner. 

In this paper, an efficient CBD preconditioner [19] is  

applied to form the matrix [ ]M . 

 

IV. NUMERICAL RESULTS 
In this section, a number of numerical examples are 

presented to demonstrate the efficiency of the proposed 

method for analyzing the object with fine structures. All 

the computations are carried out on a Core-i5 3350P with 

3.1 GHz CPU and 4GB RAM in single precision and  

the MLSSM truncating tolerance is 10-3 relative to the 

largest singular value. In the implementation of the 

combined MLSSM/MLFMA algorithm, the restarted 

version of GMRES algorithm [20] is used as the iterative 

method. The iteration process is terminated when the 

normalized backward error is reduced by 10-3 for all 

examples. 

 

A. A metal helicopter model 

A metal helicopter model with many fine structures 

is considered in the first example in Fig. 4, which  

needs large number of unknowns to accurately  

capture fine structures of the helicopter model. The 

dimension of the structure is 20.48 12.37 6.2 .m m m   

The incident and scattered angles are ( 0 , 0 )i i     

and (0 180 , 0 ),s s     respectively. The maximum 

dimension of the structure is 10.24  at 150 MHz and the 

number of unknowns is 74913. The number of the 

octrees for the combined MLSSM/MLFMA algorithm is 

L = 5, and L = 4 for the MLFMA. The finest level box’s 

sizes of combined MLSSM/MLFMA algorithm and 

MLFMA are 0.16  and 0.32 , respectively. The bistatic 

RCS of the proposed method is shown in Fig. 5, and  

is agreed well with that of FEKO. Table 1 shows  

the memory storages and the MVP times of the 

MLSSM/MLFMA and MLFMA. “MVP time” in the 

table indicates the time of one matrix-vector production. 

The near-field memory of MLSSM/MLFMA is much 

less than that of MLFMA, while the total memory 

consumption of MLSSM/MLFMA is half less than  

that of MLFMA. The MVP time of MLSSM/MLFMA is  

also much less than that of MLFMA. The convergence 

history curves of the MLSSM/MLFMA solved with CBD 

preconditioner are shown in Fig. 6. It can be found that 

the proposed method has a much better convergence 

properties by using the CBD preconditioner. 

 

 
 

Fig. 4. The configuration of the metal helicopter model. 
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Fig. 5. Bistatic scattering cross section of metal helicopter 

model. 

 

Table 1: The memory requirements and the MVP times 

of the proposed method for the metal helicopter model 

Algorithms 
Near-Field 

(MB) 

Total 

(MB) 

MVP Time 

(s) 

MLFMA 1097 1209 6.07 

MLSSM/MLFMA 273 465 2.96 

 

 
 
Fig. 6. Convergence histories of the MLSSM/MLFMA 

solved with CBD preconditioner. 

 

B. A metal missile model 

The second multi-scale example is a complex metal 

missile structure and is analyzed shown in Fig. 7.  

The dimension of the structure is 6 2.56 1.32m m m  . 

The incident and scattered angles are ( 0 , 0 )i i     

and (0 180 , 0 )s s    , respectively. The maximum 

dimension of the structure is 6  at 300 MHz and the 

number of unknowns is 67420. The number of the 

octrees for the MLSSM/MLFMA algorithm is L = 4, and 

L = 3 for the MLFMA. The finest level box’s sizes of 

combined MLSSM/MLFMA algorithm and MLFMA 

are 0.18  and 0.37 , respectively. The bistatic RCS of 

the metal missile structure is analyzed by the proposed 

method shown in Fig. 8. It can be observed that the result 

of the proposed method is agreed well with that of 

FEKO. The efficiency of the proposed method is  

analyzed in this example shown in Table 2. It can be 

found that the memory storage and the MVP time of the 

MLSSM/MLFMA are both much less than that of the 

conventional MLFMA. The convergence rate of the 

CBD preconditioner is shown in Fig. 9. It can be found 

that the CBD preconditioner is much more efficient than 

the unpreconditioned GMRES algorithm. 

 

 
 

Fig. 7. The configuration of the metal missile model. 

 

 
 
Fig. 8. Bistatic scattering cross section of metal missile 

model. 

 

Table 2: The memory requirements and the MVP times 

of the proposed method for the metal missile model 

Algorithms 
Near-Field 

(MB) 

Total 

(MB) 

MVP Time 

(s) 

MLFMA 871 1045 4.52 

MLSSM/MLFMA 209 362 1.67 

 

 
 
Fig. 9. Convergence histories of the MLSSM/MLFMA 

solved with CBD preconditioner. 
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VI. CONCLUSION 
In this paper, a novel combined MLSSM/MLFMA 

algorithm is proposed to solve the electromagnetic 

scattering of object with fine structures. It takes advantage 

of the virtues of both MLFMA and MLSSM, which uses 

MLFMA to reduce the matrix assembly time of MLSSM 

and utilizes MLSSM to alleviate the near interaction 

pressure of MLFMA. Since compression of near 

interactions, the matrix-vector multiplication of MLSSM/ 

MLFMA is more efficient than that of MLFMA. The 

CBD preconditioner is used to further speed up the 

convergence. It can be found that MLSSM/MLFMA 

combined with CBD preconditioner is very efficient for 

analyzing the object with fine structures problems. 
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Abstract ─ In this paper, design of two different 

aperture-coupled phase shifters for ultra-wideband 

(UWB) multilayer microwave circuits are introduced. 

The proposed phase shifters use broadside coupling 

between microstrip patches at the top and the bottom 

layers via a rectangular-shaped slot in the common 

ground plane (mid-layer). The proposed patch shapes are 

trapezoidal and butterfly shapes which are capable of 

achieving broadband characteristics for UWB operation. 

The reference transmission line is installed on the top 

layer. The numerical calculated results using two 

simulation programs using two different numerical 

techniques show that the proposed phase shifters have 

good phase characteristics with high return losses and 

good insertion losses over most of the 3.1–10.6 GHz 

frequency band. The phase characteristics for the 

proposed phase shifters can be easily controlled by 

proper adjusting the physical dimensions. Two 45° phase 

shifters prototypes are fabricated and then tested 

experimentally using Agilent E8364B PNA Network 

Analyzer. Experimental results are in good agreement 

with the calculated ones. 

 

Index Terms ─ Beam-forming, microstrip phase shifters, 

microstrip printed circuit board (PCB) technology, 

multi-layer technology, ultra-wideband (UWB). 
 

I. INTRODUCTION 
There is a big need for phase shifters due to  

their consideration as important microwave devices 

widely used in different applications such as electronic 

beam scanning phased arrays, phase modulators, etc. 

Conventional phase shifters have narrowband 

characteristics and the phase changes linearly with 

increasing the frequency. For wideband applications, 

phase shifters should be implemented using printed 

circuit board (PCB) technology because of the non-

dispersive characteristic and broadband propagation 

properties of microstrip PCB. The original Schiffman 

phase shifter [1] which is considered one of the early 

designs based on using sections of coupled-strip 

transmission lines operating in the transverse 

electromagnetic (TEM) mode and a reference 

transmission line. The constant broadband phase 

difference between these lines can be achieved by 

controlling the degree of coupling between lines and the 

length of those coupled lines. However, the bandwidth 

of the original Schiffman phase shifter does not cover the 

desired UWB frequency range. Recently, researchers 

have tried to improve the original Schiffman phase 

shifter to achieve the desired broadband phase response 

[2]-[6]. This can be achieved by using cascade of 

multiple coupled parallel transmission line sections 

connected to each other as in [4]. These designs have 

large size and some limitations in PCB manufacturing 

because of narrow gaps for tight coupling. Another 

approach is achieved by using dumb-bell-shaped phase 

shifter using multi-section stubs, but the bandwidth 

achieved does not cover the whole UWB frequency 

range [2]. In [3], an improved wideband Schiffman phase 

shifter is proposed by modifying the ground plane 

underneath the microstrip coupled lines to form a 

defected ground structure (DGS), while the achieved 

bandwidth is from 1 GHz to 3.5 GHz which is not 

enough for UWB operation. Another approach to design 

a broadband phase shifter in multi-layer PCB technology 

is achieved by using the multi-layer vertical elliptical 

transition and a microstrip reference line as in [5].  

The problem with the conventional narrowband 

phase shifters that the phase changes linearly with the 

frequency. To design a broadband phase shifter where 

the phase is almost constant with frequency, we exploit 

the broadband characteristics of the designed trapezoidal 

and butterfly shaped transitions and the conventional 

transmission lines. In this paper, two aperture-coupled 

microstrip 45° phase shifters with different patch shapes 
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are presented. In the first design, the microstrip coupling 

patches have trapezoidal structure while the coupling 

slot has rectangular structure. The second proposed 

transition has butterfly shaped microstrip coupling 

patches with rectangular coupling slot. The trapezoidal-

shaped UWB phase shifter is presented in Section II. In 

Section III, the design and results of the butterfly-shaped 

phase shifters are investigated and discussed. Finally, 

conclusions are given in Section IV. 

 

II. TRAPEZOIDAL-SHAPED UWB PHASE 

SHIFTERS 

A. Geometrical configuration 

The configuration of the proposed trapezoidal 

shaped 45° microstrip phase shifter is shown in Fig. 1.  

It is simply consists of the designed trapezoidal shaped 

transition connected to port #1 and port #2. The reference 

transmission line is installed on the top layer between 

port #3 and port #4. By controlling the transition 

parameters (𝑊𝑝1, 𝑊𝑝2, 𝑊𝑠, 𝐿𝑠) and the length of the 

reference transmission line 𝑙, the suitable phase shift can 

be achieved over the desired bandwidth. All proposed 

phase shifter designs are built using two RT Duroid  

5880 substrates with thickness of 0.508 mm, relative 

permittivity of 𝜀𝑟 = 2.2 and loss tangent of 𝑡𝑎𝑛𝛿 = 0.0009. 

The overall dimensions of proposed phase shifters are  

20 mm × 40 mm. The width of the microstrip feed line is 

set to be 𝑊𝑚 = 1.3 mm for 50 Ω characteristic impedance. 

 

 
 (a) 

 
 (b) 

 

Fig. 1. Configuration of the proposed trapezoidal shaped 

UWB 45° phase shifter. (a) The whole structure and (b) 

photograph of fabricated phase shifter prototype. 

B. Parametric study and design 

Parametric studies have been carried out to address 

the effect of phase shifter physical parameters on the 

phase characteristics and the operational bandwidth but 

not shown here because of limited space. 

 

C. Simulation and experimental results 

Figure 2 shows the calculated phase shift ∠S43 −
∠S21 for different phase shift values, i.e., 22.5°, 45° and 

67.5° versus frequency.  

It can be seen that the proposed phase shifters  

have good phase characteristic across the whole UWB 

frequency range. The achieved phases are 22.5°±5.5°, 

45°±7° and 67.5°±6.5° through the desired UWB 

frequency band from 3.1 to 10.6 GHz. The optimized 

trapezoidal phase shifter parameters for different phase 

shift values of 22.5°, 45° and 67.5° are calculated 

numerically using simulations programs and tabulated  

in Table 1. The simulated and measured return and 

insertion losses for the 45° trapezoidal phase shifter are 

illustrated in Figs. 3 (a) & (b), respectively.  

It can be seen that the simulated return and insertion 

losses are better than 10 dB and 1.2 dB in the 3.1-10.6 GHz 

band, respectively. There is a good agreement between 

both HFSS and CST simulation results. The measured 

return and insertion losses are good in the lower 

frequency band from 3.3 GHz to 9.6 GHz. 

The phase difference (∠𝑆43 − ∠𝑆21 ) has been 

simulated and plotted in Fig. 4 (a). The simulated 

achieved phase difference is almost 45° with phase error 

of less than ±7° across the whole UWB frequency band. 

Also, the measured phases and phase difference between 

the ports (1, 2) and ports (3, 4) are shown in Fig. 4 (b). It 

can be noticed that phases are almost linear as a function 

of frequency and the measured phase difference achieved 

is varying around 45°, but it deteriorated at higher 

frequencies above 8.0 GHz. 

 

 
 

Fig. 2. Calculated phase shift ∠𝑆43 − ∠𝑆21 of the 

trapezoidal phase shifter for different phase shift values, 

i.e., 22.5°, 45° and 67.5°. 
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Table 1: Parameters of the trapezoidal phase shifter for 

different phase shift values 

Parameters (mm) 
Phase Shift Values 

22.5° 45° 67.5° 

𝑊𝑝1 5.2 3.7 2.0 

𝑊𝑝2 6.3 4.5 3.1 

𝑊𝑠 8.2 7.2 5.0 

𝐿𝑠 (= 𝐿𝑝) 8.2 7.7 7.2 

𝑙 29.3 29.5 30.0 

 

 
  (a) 

 
  (b) 
 

Fig. 3. (a) Simulated and (b) measured return and insertion 

losses of the proposed UWB 45° trapezoidal phase shifter. 
 

 
  (a) 

 
  (b) 
 

Fig. 4. (a) Simulated phase difference and (b) measured 

∠S21 & ∠S43  phases and phase difference (∠S43 − ∠S21) 

of the proposed 45° trapezoidal phase shifter. 
 

III. BUTTERFLY-SHAPED UWB PHASE 

SHIFTERS 

A. Geometrical configuration 

The configuration of the proposed butterfly shaped 

45° microstrip phase shifter is shown in Fig. 5. It simply 

consists of the designed butterfly shaped transition 

connected to port #1 and port #2. The reference 

transmission line is installed on the top layer between 

port #3 and port #4. By controlling the transition 

parameters: radius 𝑅, angle 𝜃, open-circuit stub length 𝑑, 

rectangular coupling slot width 𝑊𝑠, rectangular coupling 

slot length 𝐿𝑠 and the length of the reference transmission 

line 𝑙, the suitable phase shift can be achieved over the 

desired bandwidth.  
 

 
 (a) 

 
 (b) 
 

Fig. 5. Configuration of the proposed 45° phase shifter. 

(a) The whole structure and (b) photograph of fabricated 

phase shifter prototype. 
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B. Parametric study and design 

Based on parametric studies, the optimized 45° 

butterfly phase shifter parameters are found to be: 𝑅 = 

2.2 mm, 𝜃 = 90°, 𝑑 = 3.5 mm, 𝑊𝑠 = 7.3 mm, 𝐿𝑠 = 6.0 mm 

and 𝑙 = 32 mm.  

The calculated phase shift ∠S43 − ∠S21 for different 

phase shift values, i.e., 22.5°, 45° and 67.5° versus 

frequency are shown in Fig. 6. It can be noticed that the 

proposed phase shifters have good phase characteristic 

across the whole UWB frequency range. The achieved 

phases are 22.5°±6°, 45°±9° and 67.5°±8.5° through the 

desired UWB frequency band from 3.1 to 10.6 GHz. The 

optimized parameters for the butterfly phase shifter for 

different phase values are calculated numerically using 

simulation programs and summarized in Table 2. 
 

 
 

Fig. 6. The calculated phase shift ∠𝑆43 − ∠𝑆21 of the 

butterfly phase shifter for different phase shift values, 

i.e., 22.5°, 45° and 67.5°. 
 

Table 2: Parameters of the butterfly phase shifter for 

different phase shift values 

Parameters 
Phase Shift Values 

22.5° 45° 67.5° 

𝑅 (mm) 2.9 2.2 1.7 

𝜃° 100° 90° 80° 

𝑑 (mm) 3.7 3.5 3.0 

𝑊𝑠 (mm) 8.5 7.3 5.3 

𝐿𝑠 (mm) 6.2 6.0 5.0 

𝑙 (mm) 33 32 31 

 

C. Simulation and experimental results 

The simulated return and insertion losses for the  

45° butterfly phase shifter are illustrated in Fig. 7 (a). 

Because of the symmetry of the butterfly transition, only 

return loss at port #1 is shown, i.e., S11 = S22. It can be 

seen that the return loss (S11) using both Ansoft HFSS 

and CST Microwave Studio is better than 13 dB across 

the whole UWB band. The simulated insertion loss  

between port #1 and port #2 (𝑆21) is better than 0.8 dB 

in the 3.1-10.6 GHz band. There is a good agreement 

between HFSS and CST results.  

The measured S-parameters for the butterfly phase 

shifter are also shown in Fig. 7 (b). The measured results 

show good return losses and insertion losses, especially 

at low frequencies; i.e., below 7 GHz. The discrepancies 

in measured results may be due to the misalignment 

between the two layers and any other fabrication errors. 

The phase difference between ports (1, 2) and ports 

(3, 4) has been calculated and plotted in Fig. 8 (a). It can 

be noticed that the phase is almost linear as a function of 

frequency.  

The achieved phase difference (∠S43 − ∠S21 ) is 

almost 45° with phase error of less than ±7° across the 

7.5 GHz UWB frequency bandwidth from 3.1 to 10.6 GHz. 

The measured phases and phase difference between the 

ports (1, 2) and ports (3, 4) are shown in Fig. 8 (b). It can 

be seen that the measured phase difference achieved  

is varying around 45° but it deteriorated at higher 

frequencies after 8 GHz. 

 

 
  (a) 

 
  (b) 

 

Fig. 7. (a) Simulated and (b) measured return and insertion 

losses of the proposed UWB 45° butterfly phase shifter. 
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  (a) 

 
  (b) 

 

Fig. 8. (a) Simulated phase difference and (b) measured 

∠S21 & ∠S43 phases and phase difference (∠S43 − ∠S21 ) 

of the proposed 45° butterfly phase shifter. 

 

IV. CONCLUSION 
The design of two different slot-coupled phase 

shifters for UWB applications has been presented. The 

proposed phase shifters utilize broadside coupling 

between trapezoidal and butterfly shaped microstrip 

patches at the top and bottom layers. Three different 

phase shift values for both phase shifter designs are 

proposed 22.5°, 45° and 67.5° to show the possibility to 

achieve wide range of phase shift values by proper 

adjusting their physical parameters. Two different 45° 

trapezoidal and butterfly prototypes have been fabricated 

and tested experimentally. 
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Abstract ─ A simple quadruple band-notched ultra-

wideband (UWB) antenna is proposed and its performance 

is investigated both numerically and experimentally.  

The proposed quadruple band-notched UWB antenna  

is realized based on an asymmetric planar monopole 

antenna which consists of a fan-shaped radiation patch, 

a microstrip feeding line and a trapezoidal ground plane. 

By etching an arc-shaped slot with a gap and adding a 

rotated E-shaped resonator beside the microstrip feeding 

line, four notched bands are achieved to suppress 

potential interferences from WiMAX (3.3-3.6 GHz), 

WLAN (5.15-5.35 GHz, 5.725-5.825 GHz) and uplink 

of X-band satellite communication system (7.9-8.4 GHz). 

The proposed monopole antenna can operate over 2.94-

12 GHz band with VSWR<2 except these notch bands. 

Simulation and measurement results of the fabricated 

prototype demonstrate that the proposed antenna has 

quadruple band-notched characteristics and near-

omnidirectional radiation patterns, making it suitable for 

UWB communication applications. 

 

Index Terms ─ Arc-shaped slot, monopole antenna, 

quadruple notch bands, rotated E-shaped resonator, 

UWB antenna. 
 

I. INTRODUCTION 
UWB system is famous for its excellent 

characteristics of high transmission rate, high safety for 

its low transmitting power, low interception rate and 

amazing performance of anti-multipath attenuation [1]. 

Furthermore, the UWB system has a bandwidth of  

7.5 GHz (FCC defined UWB band from 3.1 GHz to  

10.6 GHz). Thus, it has more advantage to transmit signals 

than conventional narrow-band communication system. 

As an important component of the UWB system,  

UWB antennas have attracted more attention and have 

potential applications in medical imaging and indoor 

communication applications.  

In order to cover the entire UWB band, a UWB 

antenna should have wide bandwidth, and hence, it will 

overlap with existing narrowband communication 

systems. In sequel, band-notched UWB antennas have 

been proposed to filter out potential interference bands 

to address this problem. Recently, various slots have 

been used to achieve the desired notch bands, including 

the modified shovel-shaped defected ground structure 

(DGS) [2], U-shaped and H-shaped slots on the radiation 

patch and ground plane [3], split-ring resonator (SRR) 

on the patch [4-7], and so on. Furthermore, parasitic 

strips or stubs have been used as resonators to produce 

stop-band filters to suppress the unwanted narrowband 

signal interferences [8-12], which include the SIR 

resonators [11], crescent-shaped resonator [12]. In [13], 

Che et al. designed a UWB antenna with a T-shaped stub 

embedded in the square slot shaped radiation patch and 

a pair of U-shaped parasitic strips along the feeding line 

to create the designated dual band notched characteristics. 

To enhance the notched performance of the UWB 

antennas, many double and multiple band-notched  

UWB antennas are investigated in recent years [14-19]. 

Moreover, several quadruple band-notched UWB 

antennas are designed [15-16]. Although they can 

achieve quadruple notch characteristics, each notched is 

implemented corresponding to a band-notched structure, 

which may increase the complexity of the antenna. In 

[17], a rectangular tuning stub and a tapered-shape  

slot are used to achieve dual-notched bands. In [18], 

multilayered resonators are used to achieve four notch 

bands, which increase the complexity of the antenna 

fabrication. Thus, we should design a UWB antenna with 

multi-band-notched function and simple structures to 

expand the application of the UWB antennas.  

In this paper, a quadruple band-notched UWB 

antenna is proposed to reduce the potential interferences 

with the narrowband signals and to expand the 

applications of the band-notched UWB antenna. The 

ACES JOURNAL, Vol. 31, No.11, November 2016

Submitted On: April 4, 2016 
Accepted On: September 25, 2016 1054-4887 © ACES 

1315



proposed UWB antenna can operate from 2.94 GHz to 

12 GHz to cover the entire UWB band, which provides  

a bandwidth of 121.2% with respect to VSWR<2. By 

using etching arc-shaped slots on the radiation patch and 

adding a rotating E-shaped resonator beside the microstrip 

feeding line, the proposed UWB antenna can produce 

four notched bands to give resistance to the interferences 

from WiMAX (3.3-3.6 GHz), WLAN (5.15-5.35 GHz 

and 5.725-5.825 GHz) and the uplink of the X-band 

satellite communications (7.9-8.4 GHz). Furthermore, 

the proposed antenna has nearly omnidirectional radiation 

patterns and a good impedance matching characteristic, 

which has very broad prospects for modern UWB 

communication systems. 

 

II. ANTENNA DESIGN 
In this section, we will introduce geometry and the 

design procedure of the proposed quadruple band-

notched UWB antenna. 

 

A. Antenna schematic and dimensions 

The proposed quadruple band-notched UWB 

antenna is designed based on the monopole UWB 

antenna [20-21]. Figure 1 depicts the configuration and 

the fabrication prototype of the proposed antenna. From 

Fig. 1, we can see that the proposed antenna consists of 

fan-shaped radiation patch with arc-shaped slots (ASS), 

50-Ohm microstrip feeding transmission line and rotated 

E-shaped resonator (RESR) printed on the top layer of 

the proposed antenna. On the back layer, there is a 

trapezoidal ground plane. The antenna is printed on a 

substrate with a dielectric constant of 2.65 and thickness 

of 0.5 mm. The total size of the antenna is 35.6×20 mm2. 

A slit divides the ASS into two segments (upper segment 

and lower segment) to implement the dual notch bands, 

which are located at WiMAX and the uplink of the X-

band satellite communication bands. Additionally, the 

RESR is used for achieving another two narrow notch 

bands operated at WLAN bands. On the basis of the 

principle of the proposed quadruple band-notched UWB 

antenna, the proposed antenna is optimized by the Ansoft 

HFSS Ver. 13 and the optimized dimensions are listed as 

follows: w1=1.05 mm, h=21 mm, g=-0.4 mm, rf=15 mm, 

a=16 mm, b=20 mm, w2=6 mm, hs=1 mm, wc=3 mm, 

hc=1.2 mm. The dimensions of the designed two notch 

structures, including ASS and RESR, are given by 

c1=7.6 mm, cd=0.3 mm, hu=6 mm, uw=6.1 mm, 

ug=0.45 mm, ul=6.9 mm, ul1=8.4 mm, ud=0.5 mm. The 

angle of the ASS is 66°, and it is divided into two 

segments at an angle of 40°. Herein, the optimized 

parameters are obtained by using the HFSS and are 

rendered to meet both the desired UWB bandwidth and 

the designated notch bands referred to the VSWR. 
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    (a) Configuration of the proposed antenna 

 
 (b) Fabricated antenna 

 

Fig. 1. Schematic and the prototype of the proposed 

UWB antenna. 

 

B. Design procedure of the proposed antenna 

The design procedure of the proposed quadruple 

band-notched UWB antenna is depicted in Fig. 2. Here, 

we will introduce how to design the proposed antenna 

step by step. Also, the dimensions of the corresponded 

notched structures, namely the arc-shaped slot and the 

RESR, are given by: 

 

1
2

2

notch

r
notch

c
L

f





, 

where r  is the dielectric constant of the substrate, c is 

the speed of the light, notchf  is the center frequency of  

the notch, and 
notchL  is the resonance length of the notch 

structure. 

Firstly, a UWB antenna is used to design the 

proposed antenna, which is denoted as Antenna 1. 

Antenna 1 has a wide bandwidth, covering UWB band 

3.1-10.6 GHz, and it has small size and good 

omnidirectional radiation characteristic [20-21]. Then, 

an ASS with a slit is etched on the fan-shaped radiation 

patch to create the Antenna 2 which is to design dual 

notch bands at WiMAX and X-band satellite 

communication band. Finally, a RESR is set along the  
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feed transmission line of the Antenna 2 to construct the 

proposed antenna which is named as Antenna 3. Antenna 

3 is the proposed antenna, which is designed for providing 

four designated notch bands and suppressing unwanted 

interference signals from the above narrowband systems. 

To verify the effectiveness and feasibility of the 

proposed antenna, the proposed antenna is investigated 

by using the HFSS based on the finite element method 

(FEM) and its performance is shown in Fig. 3. From Fig. 

3, we can see that the frequency band of the Antenna 1 

is 2.94-12 GHz with VSWR<2, which covers the entire 

UWB frequency band. Also, we can see that the Antenna 

2 is also a UWB antenna which has two notch bands at 

3.4 GHz and 7.32-9.07 GHz to suppress the potential 

narrowband interferences. In this case, the dual notch 

bands can be controlled by adjusting the dimensions of 

the ASS. Antenna 3 is our proposed quadruple band-

notched UWB antenna. It is obvious that Antenna 3 has 

four notch bands located at 3.4 GHz, 7.32-9.07 GHz, 

5.25 GHz and 5.75 GHz, which can be used for filter  

out potential interferences from WiMAX, WLAN, the 

uplink of the X-band satellite communications and 8 GHz 

ITU band. Thus, we can say that the four notch bands are 

generated by the ASS and RESR. Thus, we can design 

the dimensions of the ASS and RESR to create the 

desired notch bands. 
 

ASS

RESR

ASS

 
    Antenna 1 Antenna 2  Antenna 3 

 

Fig. 2. Design procedure of the proposed antenna. 

 

 
 

Fig. 3. Performance of the design procedure of the 

proposed antenna. 

III. PERFORMANCE OF THE PROPOSED 

ANTENNA 
In this section, we will discuss the performance of 

the proposed antenna by using the HFSS, which includes 

the impedance characteristic, current distribution and 

radiation patterns. 
 

A. Impedance characteristic and parameter 

performance 

Here, the quadruple band-notched UWB antenna is 

optimized by using the HFSS, and the optimized S11 and 

VSWR are shown in Fig. 4. We can see that the antenna 

operates from 2.94 GHz to 12 GHz which can cover the 

entire UWB band. Also, it has four notch bands with 

respect to S11>-10 dB or VSWR>2 to filter out the 

potential interferences from the WiMAX system ranging 

from 3.3 to 3.6 GHz, WLAN frequency band 5.25-5.35 GHz 

and 5.725-5.825 GHz, and the uplink of the X-band 

satellite systems ranging from 7.9 to 8.4 GHz. The input 

impedance of the proposed antenna is given in Fig. 5. It 

is found that the real part is around 50-Ohm and the 

imaginary part is about 0 ohm at operating frequency 

range, which indicates the antenna has a good matching 

with 50-Ohm terminals. In addition, the real part and the 

imaginary part changes very quickly in the notch bands, 

which result in no resonance, and hence, the desired 

notch characteristics has been produced. 

Next, we will investigate the parameter effects on 

the VSWR. Here, the parameters v and ul are selected for 

evaluating the effects on the proposed quadruple band-

notched UWB antenna and the results are demonstrated 

in Fig. 6 and Fig. 7, respectively. It is found from Fig. 6 

that v has important effects on the notch band at uplink 

of X-band satellite communication. The degree of v 

controls the lower resonator of ASS. By adjusting the 

degree of v from 65 degree to 67 degree, the center 

frequency of 8 GHz notch band moves from high 

frequency to low frequency. This is caused by the increased 

resonance length of the lower ASS. In this paper, the 

optimized value of v is 66 degree referred to Fig. 6, which 

can be used for producing a notch to cover 7.9-8.4 GHz 

for uplink band of X-band satellite communication. 
 

 
 

Fig. 4. S11 and VSWR of the proposed quadruple band-

notched UWB antenna. 
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Fig. 5. Z11 of the proposed quadruple band-notched 

UWB antenna. 
 

 
 

Fig. 6. VSWR of the proposed quadruple band-notched 

UWB antenna with varying v. 
 

The parameter ul can control the resonance length 

of the RESR, which is depicted in Fig. 7. When ul 

increases from 6.8 mm to 7 mm, the center frequencies 

of the two WLAN notch bands all move from high 

frequency to low frequency. This is because the resonance 

lengths of RESR become larger with an increasing ul. 
 

 
 

Fig. 7. VSWR of the proposed quadruple band-notched 

UWB antenna with varying ul. 
 

B. Measured S11, radiation patterns, gain and 

current distributions 

To verify the effectiveness of the proposed antenna, 

the optimized antenna is fabricated and its S11 is 

measured by using Agilent N5224A vector network 

analyzer. The comparisons of the simulated and 

measured S11 are shown in Fig. 8. It can be seen that the 

measurement results agree well with the simulation ones. 

It is worth noting that there are some differences between 

the measured and simulated results, which may be 

caused by fabrication tolerances and inaccuracies 

introduced by manual welding.  

The radiation patterns of the proposed quadruple 

band-notched UWB antenna at 3.1 GHz, 4.5 GHz and  

7 GHz are shown in Fig. 9, where we define the YOZ 

plane as E-plane and the XOZ plane as H-plane. From 

Fig. 9, we can see that the radiation plane of E-plane looks 

like a digit ‘8’ and H-plane is almost omnidirectional at 

3.1 GHz and 4.5 GHz. There is some distortion at 7 GHz, 

which may be caused by the effects of the ASS, RESR 

and the asymmetric antenna structure. 

 

 
 

Fig. 8. S11 of the proposed antenna. 
 

  
 (a) E-plane (b) H-plane 

 

Fig. 9. Measured radiation patterns of the proposed 

quadruple band-notched UWB antenna.  

 

The gain of the proposed quadruple band-notched 

UWB antenna is given in Fig. 10. From 3.1-10.6 GHz, 

the value of gain ranges from 0.8-5.7 dB. At 3.4 GHz, 

5.25 GHz, 5.75 GHz and 7.9 GHz, the gains drop very 

quickly and they are -2.8 dBi, 0.2 dBi, 0.4 dBi and 3.3 dBi, 

respectively. It means that the radiation ability of the 

antenna is strong at UWB band except four notch bands 

which comply with the design requirements. 

To understand the principle of the designed 

quadruple band-notched UWB antenna, the current 

distribution of the proposed antenna is investigated and 
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is illustrated in Fig. 11. The current distribution at the 

notch bands 3.4 GHz, 5.25 GHz, 5.75 GHz and 7.8 GHz 

are discussed herein. We can clearly see that the current 

is focus on the upper ASS at 3.4 GHz, and the currents 

on the microstrip feeding line are small. At 7.8 GHz, the 

current is mainly on the lower ASS. Thus, we can say 

that the 3.4 GHz and 7.8 GHz notches are generated by 

the ASS. Similarly, the current distributions focus on the 

RESR structure at 5.25 GHz and 5.75 GHz. Thus, the 

RESR can provide two notch bands at WLAN bands. 
 

 
 

Fig. 10. Gain of the proposed quadruple band-notched 

UWB antenna. 

 

    
  3.4 GHz  5.25 GHz 

    
  5.75 GHz  7.8 GHz 

 

Fig. 11. Current distributions of the proposed quadruple 

band-notched UWB antenna. 

 

Table 1 gives comparisons of the proposed antenna 

with previously reported band-notched UWB antennas 

with respect to the size, the number of notch bands 

bandwidth and gains. From Table 1, we can see that most 

of the antennas only have single, dual and triple notch 

bands. Although the references [2] and [7] have smaller 

size, they can only provide two stop bands. In [5] and 

[12], the UWB antenna can provide three notch bands. 

However, they are embarrassed in large size. In a word, 

the proposed quad notch-band UWB antenna can 

provide four designated notch bands and have smaller 

size, making it suitable to meet the requirements of ultra-

wideband systems. 

 

Table 1: Comparisons of several existing band-notched UWB antennas 

References 
Dimensions 

(mm2) 
Rejection Bands Bandwidth 

Gain (dBi) 

(Operating Bands) 

[2] 15×18 5.13 GHz-6.1 GHz 3.1-13.4 GHz 3~5 

[3] 21×28 5 GHz-6 GHz & 7.7 GHz-8.5 GHz 2.8-12 GHz 2~4 

[4] 25×25 5.15 GHz-5.35 GHz 3.8-11 GHz -1.8~4 

[5] 30×26 
3.3 GHz-3.6 GHz & 5.25 GHz-5.35 GHz 

& 7.725 GHz-7.825 GHz 
3.1-12 GHz 3.8~5.6 

[6] 22×26 3.8 GHz-4.28 GHz & 5.76 GHz-6.16 GHz 2.6-12 GHz ____ 

[7] 12×18 3.38 GHz-4.31 GHz & 5.1 GHz-5.95 GHz 3.1-13.4 GHz 2.8~5 

[8] 40×31 4.1 GHz-5.8 GHz 3.1-9.9 GHz 2.7~6.2 

[10] 23×28 3.5 GHz WLAN & 5.8 GHZ WLAN 2.7-11 GHz 0~5 

[12] 25×28 
4.94 GHz-5.52 GHz & 5.72 GHz-6.02 GHz 

& 7.25-7.76 GHz 
3.1-12 GHz 1.9~5.8 

[13] 26×32 3.3 GHz-4.0 GHz & 5.05 GHz-5.9 GHz 3.1-12 GHz 1~3.5 

[17] 22×24 3.35-3.8 GHz & 5.12 GHz-5.84 GHz 3.0-10.6 GHz -1.8~5 

[21] 30×32 
4.2 GHz-6.15 GHz & 6.5 GHz-7 GHz,  

10 GHz-12.4 GHz 
3.1-14 GHz 2~6 

Proposed 20×35.6 
3.3 GHz-3.6 GHz & 5.25 GHz-5.35 GHz & 

5.725 GHz-5.825 GHz & 7.9 GHz-8.4 GHz 
2.94-12 GHz 0.5~6 
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VI. CONCLUSION 
In this paper, a quadruple band-notched UWB 

antenna has been proposed and its performance has been 

investigated in detail. The desired four notches are 

generated by ASS and RESR. The antenna can operate 

over the entire UWB band and can provide a good 

rejection function for unwanted narrowband signal 

interferences. Additionally, the proposed antenna only 

uses two notch structures to construct the desired four 

notch band. Also, the proposed antenna has a small size. 

The experiment results showed that the antenna has a 

good impedance match and omnidirectional radiation 

patterns, rendering it suitable for UWB communication 

applications. 
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Abstract ─ The need for low-profile and ultra-wideband 

(UWB) antennas is rising in wireless communication  

and medical applications. The method of dimensional 

invariance, which is a class of U-slot patch design 

methods, is utilized to realize an initial, low-profile, 

wideband design. Building on this initial wideband 

design, this study establishes ideal L-probe feed 

dimensions through extensive parametric study on  

εr = 2.2 and 4.5 substrates to propose empirical guidelines 

for the design of L-probe feeds which yield first-pass 

optimum impedance bandwidth. The established ideal  

L-probe dimensions, after further extrapolation, are used 

successfully on other substrates, εr = 3.27, 6.0 and 9.2, 

for the design of first-pass L-probe feeds which yield 

impedance bandwidth over 55%, 60%, and 53%, 

respectively. The results of three commercially available 

EM simulation solvers show good agreement. 

 

Index Terms ─ FEM, L-probe, microstrip patch antenna, 

MoM, U-slot, UWB. 

 

I. INTRODUCTION 
Low-profile and UWB microstrip patch antennas 

are finding their place in many wireless communication 

applications like WLAN and WiMAX [1, 2], and medical 

applications like breast cancer detection [3].  

In recent years, the U-slot patch antenna proved to 

be a versatile antenna that can be fine-tuned for dual-

band, triple-band, and wideband operations, in addition 

to supporting linear and circular polarization operations 

[4]. Dual-band operation is particularly important in 

some wireless communication applications, and 

wideband operation is useful in UWB medical imaging 

and detection applications. 

Several feeding structure designs for the U-slot 

patch antenna are proposed in the literature [4-6]. The L-

shaped probe feeding method [7], in particular, has led 

to improved impedance bandwidth of 38% for the U-slot 

patch antenna [5]. Moreover, its simple structure and low 

production cost [6] make it an attractive feeding method 

for the U-slot microstrip patch antenna. 

In this paper, the U-slot patch antenna design 

method of dimensional invariance, developed and 

validated in earlier work [8-11], is utilized to realize an 

initial, low-profile, wideband design. Building on this 

initial wideband design and previous work [12], this 

study establishes ideal L-probe feed dimensions which 

propose empirical guidelines for the design of L-probe 

feeds to yield first-pass optimum impedance bandwidth.  

In Section II of the paper, the U-slot patch design 

method and CAD model are discussed. In Section III,  

an extensive parametric study on two substrates, εr = 2.2 

and 4.5, is presented to find the ideal L-probe dimensions 

which yield optimum impedance bandwidth. In Section 

IV, an empirical L-probe design technique is developed 

using the ideal L-probe dimension information established 

in Section III. The new L-probe design technique is then 

validated on substrates with different permittivities,  

εr = 3.27, 6.0 and 9.2. 
 

II. DESIGN METHOD AND CAD MODEL 

A. Method of dimensional invariance 

The method of dimensional invariance described in 

[8] is utilized in this paper to realize the U-slot antenna 

patch dimensions, shown in Fig. 1. This method relies on 

empirical formulas to first obtain the rectangular patch 

dimensions, then uses the dimensional invariance 

relationships in Table 1 to derive the U-slot dimensions. 

The method employs few criteria for substrate height,  

h, and patch width, W, that is 
ℎ√εr

𝜆
 ≈ 0.15; 

W

L
 ≈ 1.385 and 

(3.5 ≤ 
W

h
 ≤ 5.5). Once 

W

h
 ratio is determined using the 

method’s empirical equations, relationships in Table 1 

can be used to derive the topology of the U-slot patch.  

Comparative analysis between this method and 

another U-slot design method is presented in [9], which 

highlights the advantages of the method of dimensional 

invariance with respect to enhanced bandwidth and 

applicability to low and high permittivity substrates. 

Experimental validation of the design method of 

dimensional invariance in the design of U-slot microstrip 

patch antenna is reported from earlier work in [10], in 
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which HFSS simulation results agree with experimental 

results as shown in Fig. 2. In the absence of recent 

experimental results to validate our simulation results in 

this paper, further validation of the results presented in 

the published work [10] using FEKO MoM shows good 

agreement with the experimental data presented in Fig. 

2. The discrepancy between measured and simulated 

MoM results is mainly due to the infinite ground plane 

assumption in MoM method. 
 

 
 

Fig. 1. Geometry of L-shaped, probe-fed, rectangular 

patch U-slot microstrip antenna. 

 

Table 1: Dimensional invariance in U-slot designs for 

various substrates [8] 

εr 
L

Ls
 

Ws

Ls
 

Ls

b
 

𝑡

Ws
 

𝑊

Ws
 

2.33 1.445 0.777 4.5 0.144 2.573 

4.0 1.443 0.776 4.51 0.144 2.573 

9.8 1.442 0.777 4.48 0.144 2.574 

 

 
 

Fig. 2. Experimental [10] and simulated VSWR of a 

probe-fed U-slot patch antenna. 
 

B. CAD model 

The parametric studies in Section III are simulated 

and analyzed using the commercially available EM full-

wave solvers, FEKO and HFSS, which are popular tools 

for analyzing microstrip patch antennas. Simulation 

results using the Method of Moments (MoM) and Finite 

Element Method (FEM) solvers within FEKO are 

validated with simulation results using the HFSS FEM 

solver. The FEKO and HFSS FEM solvers have the same 

underlying computational electromagnetic method and 

hence, are expected to produce comparable results. Table 

2 shows the dimensions of the U-slot microstrip patch 

antenna used in the parametric study, which are derived 

from the aforementioned method of dimensional 

invariance for a 2.4 GHz design frequency. Two substrate 

materials are studied: the Rogers RT/Duroid 5880 

substrate material with εr = 2.2 and tan(δ) = 0.0009 and 

the Rogers TMM 4 substrate material with εr = 4.5 and 

tan(δ) = 0.002. Further simulation optimization runs were 

performed to arrive at the substrate height and probe 

position which yield best bandwidth.  

 

Table 2: U-slot microstrip patch antenna dimensions for 

various substrates 

 εr = 2.2 εr = 4.5 

a 5.17 3.61 

b 5.17 3.61 

W 46.53 32.54 

L 33.6 23.49 

Ls 23.26 16.27 

t 2.6 1.82 

Ws 18.09 12.65 

rp 1 1 

xp 13.8 8.745 

yp 1 -3 

d 3 3 

h 14 12 

*All values are in mm. 

 

In FEKO MoM solver, infinite substrate and ground 

is assumed. In FEKO FEM and HFSS FEM solvers,  

the substrate and ground (Wg and Lg) dimensions are 

extended by λ/2, where λ corresponds to the lower 

bandwidth frequency, from the edge of the patch to 

simulate an infinite substrate and ground for a more 

suited comparison between the FEM and MoM solvers. 

A radiation air box boundary which is λ/4, where λ 

corresponds to the lower bandwidth frequency, above the 

patch is used. The microstrip patch mesh size is λ/20, 

where λ corresponds to the upper bandwidth frequency. 

A 50-ohm coaxial feed line is used to feed the L-probe. 

 

III. PARAMETRIC STUDY OF L-PROBE 

DIMENSIONS 
In this section, parametric studies are performed on 

two substrates, εr = 2.2 and 4.5, in which the horizontal 

length, Lh, and vertical length, Lv, of the L-probe are 

varied to find the L-probe dimensions with the highest 

impedance bandwidth. VSWR results for selected Lh and 
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Lv variations are presented to show the results of three 

EM solvers on one figure for the sake of comparison and 

validation. 
 

A. For εr = 2.2 substrate 

Parametric study of horizontal length of L-probe 

The horizontal length, Lh, is varied at 11 different 

points between 5 and 13 mm. Lv is fixed at 10 mm. As 

shown in the Fig. 3, a wideband behavior is observed  

for the Lh values equal to 11 mm and 12 mm. Figure 4 

summarizes the relationship between Lh/λο (where λο is 

the free-space wavelength corresponding to the 2.4 GHz 

design frequency) and bandwidth and shows good 

agreement between the HFSS and FEKO results for  

Lh = 5-13 mm (0.04-0.11λο). As shown in Fig. 4, optimum 

bandwidth of approximately 50% is achieved when Lh is 

equal to 0.08-0.11λο. 
 

 
 (a) 

 
 (b) 
 

Fig. 3. VSWR for different Lh and εr = 2.2 substrate with 

fixed Lv = 10 mm. (a) Lh = 11 mm and (b) Lh = 12 mm. 
 

 
 

Fig. 4. Bandwidth versus Lh/λο for εr = 2.2 substrate. 

Parametric study of vertical length of L-probe 

The vertical length, Lv, is varied at 9 different points 

between 7 and 12 mm. Lh is fixed at 12 mm. As shown 

in the Fig. 5, a dual-band behavior is observed for the Lv 

values equal to 11 mm and 12 mm. Figure 6 summarizes 

the relationship between Lv/λο and bandwidth and shows 

good agreement between the HFSS and FEKO results for 

Lv = 7-12 mm (0.05-0.10λο). As shown in Fig. 6, optimum 

bandwidth of approximately 50% is achieved when Lv  

is equal to 10 mm (0.08λο). Also, wideband behavior is 

shown in Fig. 2 when Lv = 10 mm. 
 

 
 (a) 

 
 (b) 
 

Fig. 5. VSWR for different Lv and εr = 2.2 substrate with 

fixed Lh = 12 mm. (a) Lv = 11 mm and (b) Lv = 12 mm. 
 

 
 

Fig. 6. Bandwidth versus Lv/λο for εr = 2.2 substrate. 
 

The antenna gain for the wideband case of L-probe 

dimensions Lv = 10 mm and Lh = 12 mm is illustrated in 

Fig. 7. As shown in the figure, there is good agreement in 

the gain between the HFSS and FEKO simulation results. 
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Also, the antenna gain is around 5 dB for the 1.9-3.2 GHz 

(~50%) bandwidth achieved by these L-probe dimensions. 

 

 
 

Fig. 7. Gain for Lv = 10 mm, Lh = 12 mm and εr = 2.2 

substrate. 

 

B. For εr = 4.5 substrate 

Parametric study of horizontal length of L-probe 

The horizontal length, Lh, is varied at 8 different 

points between 3 and 13 mm. Lv is fixed at 10 mm. As 

shown in the Fig. 8, a wideband behavior is observed  

for the Lh values equal to 5 mm and 9 mm. Figure 9 

summarizes the relationship between Lh/λο (where λο is 

the free-space wavelength corresponding to the 2.4 GHz 

design frequency) and bandwidth and shows good 

agreement between the HFSS and FEKO results for  

Lh = 3-13 mm (0.02-0.11λο). As shown in Fig. 9, optimum 

bandwidth over 50% is achieved when Lh is equal to 

0.02-0.04λο. 

 

 
 (a) 

 
 (b) 

 

Fig. 8. VSWR for different Lh and εr = 4.5 substrate with 

fixed Lv = 10 mm. (a) Lh = 5 mm and (b) Lh = 9 mm. 

 
 

Fig. 9. Bandwidth versus Lh/λο for εr = 4.5 substrate. 
 

Parametric study of vertical length of L-probe 

The vertical length, Lv, is varied at 5 different points 

between 6 and 10 mm. Lh is fixed at 3 mm. As shown in 

Fig. 10, the wideband behavior is observed for the Lv 

values equal to 9 mm and 10 mm. Figure 11 summarizes 

the relationship between Lv/λο and bandwidth and shows 

good agreement between the HFSS and FEKO results  

for Lv = 6-10 mm (0.05-0.08λο). As shown in Fig. 11, 

optimum bandwidth over 50% is achieved when Lv is 

equal to 0.05-0.08λο.  

The antenna gain for the wideband case of L-probe 

dimensions Lv = 10 mm and Lh = 3 mm in HFSS and 

FEKO simulations is illustrated in Fig. 12. As shown in 

the figure, there is good agreement in the gain between 

the HFSS and FEKO results. Also, the antenna gain is 

around 2 dB for the 2.2-2.9 GHz (~28%) bandwidth 

achieved by these L-probe dimensions. 
 

 
 (a) 

 
 (b) 
 

Fig. 10. VSWR for different Lv and εr = 4.5 substrate 

with fixed Lh = 3 mm. (a) Lv = 9 mm and (b) Lv = 10 mm. 
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Fig. 11. Bandwidth versus Lv/λο for εr = 4.5 substrate. 

 

 
 

Fig. 12. Gain for Lv = 10 mm, Lh = 3 mm and εr = 4.5 

substrate. 
 

Comparing the results of the εr = 2.2 and 4.5 

substrates, we note that the bandwidth is increased for 

the εr = 4.5, however, the gain is decreased. This is 

expected since the loss tangent of the εr = 4.5 substrate is 

higher than the loss tangent of the εr = 2.2 substrate. This 

results in more losses in the dielectric substrate, which in 

turn decreases the input impedance leading to increased 

bandwidth and decreased efficiency.  

 

IV. EMPIRICAL DESIGN TECHNIQUE OF 

L-PROBE FEED 

A. Development of empirical design technique for L-

probe feed 

In this section, the ideal L-probe dimension 

information presented in Figs. 4, 6, 9, and 11 is utilized 

to extrapolate the ideal L-probe dimensions on substrates 

with different dielectric constants to generate optimum 

impedance bandwidth. Figure 1 shows the U-slot patch 

antenna geometry and Table 3 shows the antenna 

dimensions for three substrate materials realized using 

the aforementioned method of dimensional invariance 

for a 2.4 GHz design frequency. The three substrate 

materials are: the Rogers TMM 3 substrate material  

with εr = 3.27 and tan(δ) = 0.002, the Rogers TMM 6 

substrate material with εr = 6.0 and tan(δ) = 0.0023, and 

the Rogers TMM 10 substrate material with εr = 9.2 and 

tan(δ) = 0.0022. The optimized L-probe position values, 

xp and yp, are shown in parenthesis in Table 3, and the 

optimized vertical probe xp and yp values are outside the 

parenthesis. 

Using FEKO MoM, FEKO FEM, and HFSS FEM 

solvers, the three antennas are simulated with a 

conventional vertical probe and an L-probe feed. The 

horizontal length of the L-probe feed for the εr = 3.27 

substrate is realized by taking the average of the Lh/λο 

value with maximum bandwidth for εr = 2.2 substrate in 

Fig. 4 and the Lh/λο value with maximum bandwidth for 

εr = 4.5 substrate in Fig. 9; which equals to approximately 

0.05λο or 6 mm. Simulation results using the Lh/λο value 

with maximum bandwidth for εr = 2.2 and 4.5, instead of 

using the average between the two showed bandwidths 

of 10% and 48%, respectively, compared to over 55% 

when using the average value. Similarly, the vertical 

length of the L-probe feed for the εr = 3.27 substrate is 

realized by taking the average of the Lv/λο value with 

maximum bandwidth for εr = 2.2 substrate in Fig. 6 and 

the Lv/λο value with maximum bandwidth for εr = 4.5 

substrate in Fig. 11; which equals to 0.08λο or 10 mm. 

For the εr = 6.0 and 9.2 substrates, the horizontal and 

vertical lengths of the L-probe feed are realized by taking 

the Lh/λο value with maximum bandwidth for εr = 4.5 

substrate in Fig. 9; which equals to 0.02λο or 2.5 mm, and 

the Lv/λο value with maximum bandwidth for εr = 4.5 

substrate in Fig. 11; which equals to 0.08λο or 10 mm. 

VSWR results in Fig. 13 (a) show that, for εr = 3.27 

substrate, using the first-pass L-probe design over the 

vertical probe, the bandwidth improved from 9% to over 

55%. Similarly, VSWR results in Fig. 13 (b) show that, 

for εr = 6.0 substrate, using the designed L-probe over 

the vertical probe, the bandwidth improved from 13% to 

over 60%. VSWR results in Fig. 13 (c) show that, for  

εr = 9.2 substrate, using the designed L-probe over the 

vertical probe, the bandwidth improved from 33% to 

over 53%. FEKO FEM and HFSS FEM results for the  

L-probe are in agreement in the three plots. 

 

Table 3: U-slot microstrip patch antenna dimensions for 

various substrates 

 εr = 3.27 εr = 6.0 εr = 9.2 

a 4.24 3.14 2.44 

b 4.24 3.14 2.44 

W 38.17 28.18 21.88 

L 27.56 20.34 15.8 

Ls 19.08 14.06 10.94 

t 2.14 1.58 1.22 

Ws 14.83 10.95 8.5 

rp 1 1 1 

xp 0 (10.78) 6 (7.17) 4(5.9) 

yp 0 (-2) -3 (-3) -5(-5) 

d 3 3 3 

h 13 12 12 

*All values are in mm. 
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The antenna gain for the εr = 3.27, 6.0, and 9.2 

substrate design examples is illustrated in Fig. 14. As 

expected, the antenna gain for the low permittivity 3.27 

substrate is the highest with around 2-3 dB in most of the 

VSWR ≤ 2 bandwidth. 

The co- and cross-polar radiation patterns in the  

ϕ = 0° and ϕ = 90° planes for the εr = 3.27 substrate design 

example are shown in Fig. 15. It is observed that cross-

polar levels are lower in the ϕ = 0° plane in comparison 

with the ϕ = 90° plane. This is expected and is due to the 

asymmetric current distribution in the ϕ = 90° plane. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 13. VSWR with vertical probe and L-probe for 

substrates (a) εr = 3.27, (b) εr = 6.0, and (c) εr = 9.2. 

 

 
 

Fig. 14. FEKO FEM gain for εr = 3.27, 6.0, and 9.2 

substrates. 
 

 
 (a) 

 

 
 (b) 
 

Fig. 15. FEKO MoM co-polar and cross-polar patterns 

for the L-probe fed U-slot patch design for εr = 3.27 

substrate at 2.4 GHz and 3.5 GHz: (a) ϕ = 0° and (b) ϕ = 90°. 
 

B. Summary of empirical design technique for L-

probe feed 

The empirical design technique for the L-probe feed 

developed above can be summarized as follows: 
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(a) For εr = 2.2 substrates, use initial first-pass values of 

Lh = 0.08λο and Lv = 0.08λο. For further optimization, 

use values of 0.08λο ≤ Lh ≤ 0.11λο. 

(b) For 2.2 < εr < 4.5 substrates, use initial first-pass 

values of Lh = 0.05λο and Lv = 0.08λο. For further 

optimization, use values of 0.05λο ≤ Lh ≤ 0.08λο. 

(c) For 4.5 ≤ εr ≤ 9.2 substrates, use initial first-pass 

values of Lh = 0.02λο and Lv = 0.08λο. For further 

optimization, use values of 0.02λο ≤ Lh ≤ 0.04λο and 

0.05λο ≤ Lv ≤ 0.08λο. 

The design procedure assumes the substrate height, 

h, is greater than the vertical length of the L-probe, Lv, 

namely 0.10λο ≤ h ≤ 0.12λο. Also, the design procedure 

assumes the probe diameter, 2rp, is less than the horizontal 

length of the L-probe, Lh, otherwise further optimization 

to either probe diameter or Lh is needed. The design 

procedure is applicable for εr = 2.2-9.2 substrates only. 
 

V. CONCLUSION 
In this paper, an initial, low-profile, wideband U-

slot patch design is realized using the method of 

dimensional invariance. Ideal L-probe feed dimensions 

are established through extensive parametric study on  

εr = 2.2 and 4.5 substrates to propose empirical guidelines 

for the design of L-probe feeds which yield first-pass 

optimum impedance bandwidth. The established ideal  

L-probe dimensions, after further extrapolation, are  

used successfully on other substrates, εr = 3.27, 6.0 and 

9.2, for the design of first-pass L-probe feeds which 

yield impedance bandwidth over 55%, 60%, and 53%, 

respectively. 

Results show good agreement between the three  

EM solvers. FEKO FEM and HFSS FEM results, in 

particular, show closer agreement. This is to be expected 

since the same geometry and underlying computational 

electromagnetic method are used in the two solvers. 
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Abstract ─ In this paper, distributed model of MOS 
transistor is presented that is based on active multi-
conductor transmission line model. The analysis is  
done in frequency domain by considering frequency 
dependence of primary parameters such as series 
resistance caused by skin effect. The analysis is 
performed based on matrix function that is calculated  
by eigenvalue approach in the frequency domain.  
The scattering parameters are computed by using 
transmission matrix and applying boundary conditions. 
To investigate the analysis, the scattering parameters of 
a 0.13 µm transistor are calculated by proposed approach 
over the 1–100 GHz frequency band. They compared 
with the results obtained from the available lumped and 
distributed models and a commercial simulator that have 
a good agreement with each other. 
 
Index Terms ─ Active multi transmission lines, 
distributed analysis, matrix function, MOS transistor, 
skin effect. 
 

I. INTRODUCTION 
Nowadays, the demand for low cost implementation 

of monolithic microwave integrated circuits leads to 
considerable progress in CMOS technology [1, 2]. 
Modern CMOS technologies have been matured enough 
for using in mm-wave applications. An accurate 
modeling of high frequency effect in millimeter wave is 
required for successful design of integrated CMOS 
circuits [3, 4]. By increasing the operating frequency of 
MOSFET to mm-wave band, the width of transistor 
becomes comparable to the wavelength. In such cases, 
the wave propagation through transistor's electrodes and 
distributed transmission line effects need to be studied 
accurately, in device modeling.  

In [5], [6] and [7] the distributed transmission line 
effect along the gate width has been investigated. In 
these models, the gate electrode is divided into finite 
number of segments that are connected together by using  

of series of scaled gate resistor. In [8], the distributed 
transmission line signal and noise modeling of millimeter 
wave CMOS transistor is studied. The MOSFET 
transistor is considered as coupled active transmission 
lines structure, exciting by the noise equivalent sources 
distributed on its conductors. 

In [9], distributed modeling of field effect transistors 
in the case of GaAs MESFET is studied. The transistor 
is considered as a multi-conductor active transmission 
line and the equations are solved by the Finite-Difference 
Time-Domain (FDTD) technique. According to this 
approach, the fully distributed analysis of CMOS 
transistor in the time domain has been studied in [10], 
based on the active multi-conductor transmission lines 
model. 

In this paper, distributed model of MOS transistor 
based on active multi-conductor transmission line is 
presented. The analysis is performed in the frequency 
domain by considering frequency dependence of primary 
parameters such as series resistance that caused by skin 
effect. Based on matrix function calculated by eigenvalue 
approach, the analysis is done in the frequency domain. 
The scattering parameters are computed by using 
transmission matrix and applying boundary conditions. 
To verify the analysis, the scattering parameters of a  
0.13 µm transistor are calculated by proposed approach 
over the 1–100 GHz frequency band and compared with 
the results obtained from the available lumped and 
distributed models and Cadence SpectreRF simulator 
that shown a good agreement with each other. 
 

II. DISTRIBUTED MODEL OF 

TRANSISTOR 
The schematic of MOSFET, is shown in Fig. 1. At 

high frequencies, the wavelength becomes comparable 
to the width of transistor and wave propagation through 
transistor’s electrodes must be assumed. To consider this 
distributed effect, MOSFET can be modeled as three 
coupled transmission lines.  
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Source Gate Drain

Silicon Substrate
Δz

 
 
Fig. 1. The schematic of MOSFET as three coupled 
transmission lines on silicon substrate. 
 
A. Transmission line model and equations 

By considering the differential width of ∆z (∆z << 
λg(fmax)), the partial equivalent model of MOSFET is 
obtained as shown in Fig. 2. The equivalent model of 
MOSFET is combination of active and passive parts. 
Active part explains the behavior of intrinsic device 
while the passive part shows electromagnetic interaction 
between electrodes. 
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Fig. 2. The equivalent model of MOSFET. 
 

By using of Kirchhoff’s circuit laws, the matrix 
equations are achieved in the phasor domain as [11]: 

 ( , ) ( ) ( , ),d z
z

dz


   s

V Z I  (1) 

 ( , ) ( ) ( , ).d z
z

dz


   p

I Y V  (2) 

The voltage and current matrices are defined as: 
 ( , ) ( , ),

T

d g sz V V V z    V  (3) 

 ( , ) ( , ).
T

d g sz I I I z    I  (4) 
The series impedance and parallel admittance 

matrices are defined as: 

 ,j sZ R L  (5) 
 .j   p TL FET FETY Y Y C Y  (6) 

Based on equivalent model, the primary matrices 
( , , )R L C  and FETY  are obtained as shown in equations 
(7-10): 
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(10) 
By considering the skin effect, the series resistance 

is proportional to the square of frequency and can be 
represented as: 
 , , .i iR f i g d s   (11) 

In Fig. 3, the schematic of simulated MOSFET is 
shown. Based on chain matrix, the V  and I  matrices at 

0z   are calculated from the V  and I  matrices at z l . 
This is expressed with matrix-functions as [11]: 
 

1 1

cosh( ) sinh( )(0) ( )
.

(0) ( )sinh( ) cosh( )

l l l

ll l 

    
     
     

s P s P C

C s P P s P P

Z Y Z Y ZV V
I IZ Z Y Y Z Y Y

 (12) 
The characteristic impedance matrix ( CZ ) can be 

written as [11]: 
  

1
1 .


 C P P s s P sZ Y Y Z Z Y Z  (13) 
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Fig. 3. The schematic of simulated MOSFET. 
 
B. Intrinsic parameters of MOSFET 

The intrinsic parameters of MOS transistor including 
mG , 

gsC , 
dsC , 

gdC , iR , and dsG  (active part parameters) 
are calculated based on the accurate physical model of 
the MOSFET, BSIM3v3. The drain-source current by 
using a complete single equation for both linear and 
saturation regions is expressed as: 

 

0

0

( )
1( )

1

. 1 .

ds dseff ds dseff

ds
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dseff
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ASCBE
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 

 
(14) 

The transistor conductance mG  can be obtained as: 

 
.

.ds
m

ds Constgs

I
G

VV 





 (15) 

Also, all capacitances are derived from the charges 
to ensure charge conservation as: 
 ; , , , , ,i

ij

j

Q
C i j g d s b

V


 


 (16) 

where the terminal charges 
gQ , bQ , sQ , and sQ  are the 

charges associated with the gate, bulk, source, and  
drain terminals, respectively. The details of this model 
containing other equations and the parameters description 
are given in [12]. 
 
C. Solving equations 

As shown in Fig. 3, the chain matrix can be assumed 
as a six-port network that ports 1, 2 and 3 are inputs  
( 0z  ) and ports 4, 5 and 6 are outputs ( z l ). The six-
port matrix ( T ) equation is shown as: 
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(17) 

Based on Fig. 3, the boundary conditions are applied 
to matrix equation that is shown as: 
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(18) 

In Equation (18), 1V , 2V , 4V , 5V , 3I  and 6I  are 
unknowns while the elements of T  (

ijT ), 
gZ  and dZ  are 

knowns; 2gV  and 4gV  are input voltages for calculating 
scattering parameters. The unknowns ( X ) and input 
voltages ( gV ) are considered as: 

  1 2 4 5 3 6 ,T
V V V V I IX  (19) 

 
2 40 0 0 0 .g g

T

V V   gV  (20) 
By arranging Equation (18) based on unknowns  

( X ) and input voltages ( gV ), the matrix equation with 
coefficient matrices ( Α  and B ) is obtained as: 
 , gAX BV  (21) 
 1 . gX A BV  (22) 

For example, by sorting the first row of Equation 
(18), the first row of Α  and B  are achieved as: 
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By arranging the other rows of Equation (18), the 
coefficient matrices ( Α and B ) are obtained as: 
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D. Computing scattering parameters 

Based on scattering matrix definition, by assuming 
port 2 as input port and port 4 as output port, the 
scattering parameters are obtained as: 
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By considering gV  as was defined in (27), the 
unknown matrix ( X ) is computed from (22) and input 
and output voltages are extracted as: 
 2 4(2) , (3).i oV V X V V X     (28) 

The forward and backward voltage wave at input 
and output ports are defined as: 
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The 11S  and 21S  are calculated as: 
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Similarly when 2 0gi gV V   and 4go g gV V V  , the 

12S  and 22S  are computed as: 
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The step by step procedure of fully distributed analysis 
in the frequency domain is shown in Fig. 4. 
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Fig. 4. The step by step flowchart of the proposed fully 
distributed method.  
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III. REULTS AND DISCUSSION 
In order to analyze the MOS transistor with the 

proposed method, a single finger MOSFET with gate 
dimension of 0.13×10 µm is studied as shown in Fig. 3. 
In this example, both Rg and Rd are assumed to be 50 Ω. 
The end of gate electrode and the beginning of drain 
electrode are open, while both sides of the source 
electrode are grounded. 

The per-unit-length parameters of the intrinsic 
MOSFET (active parameters) are achieved by using the 
BSIM3v3 model at the Vgs=1.2 V and Vds=1.2 V bias 
point, with applying scaling technique. The per-unit-
length capacitance and inductance matrixes of the 
passive part of the transistor are numerically specified by 
solving the two-dimensional electrostatic field problem 
in the cross section of each transmission lines. The per-
unit-length resistances of the passive part of the 
MOSFET are obtained by considering the skin effect of 
the transistor electrodes. The achieved parameters are 
shown in Table 1 [10]. 
 
Table 1: The parameters of the passive part of distributed 
model [10] 

Parameter Value 
Ld 1.919 µH/m 
Ls 1.919 µH/m 
Lg 1.95 µH/m 

Mgd 1.54 µH/m 
Mgs 1.54 µH/m 
Mds 1.407 µH/m 
χd /m0.5-3.2255 Ω. Hz  
χs /m0.5-3.9781 Ω. Hz  
χg /m0.5-3.2255 Ω. Hz  

Cgp 136.75 pF/m 
Cdp 110.5 pF/m 
Csp 110.5 pF/m 
Cgdp 63.07 pF/m 
Cgsp 63.07 pF/m 
Cdsp 29.65 pF/m 

 
The scattering parameters of the transistor are 

obtained by the proposed approach at 1-100 GHz and 
compared with those of achieved by lumped model of the 
MOS transistor, distributed gate model [7], distributed 
time domain analysis [10] and also Cadence simulator. 
The scattering parameters are shown in Fig. 5. It seems 
that the results of all methods are in good agreement at 
low frequencies. But, the difference between the results 
becomes larger by increasing the frequency. Especially 
at higher frequencies, the results of proposed distributed 
approach are closer to the Cadence SpectreRF simulator 
results. At high frequencies the transistor width become 
order of the wavelength and this justified difference  

between various modeling approaches obviously. In 
such cases, the distributed analysis of the transistor based 
on multi conductor transmission lines can explain the 
behavior of the device at high frequencies more precise 
than others. Also, the frequency dependence of series 
resistance that caused by skin effect is considered  
by using the frequency domain approach based on 
transmission matrix equation. 
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Fig. 5. The scattering parameters of the MOSFET: (a) 
S11, (b) S21, and (c) S22. 
 

The GMAX versus frequency is one of the behavioral 
parameters of transistor that defined based on scattering 
parameters as [13]: 
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where K (Rollet stability factor) is defined as: 
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In Fig. 6, maximum gain versus frequency is shown 

for the 8-finger 0.13µm×50µm MOSFET. The behavior 
of transistor is analyzed with different methods (lumped 
model, semi distributed (5 and 50 slices) and fully 
distributed methods). Results of semi distributed model 
with the large number of sections have a good agreement 
with that of fully distributed model. Based on this graph, 
the fmax of transistor was extracted around 60 GHz. 
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Fig. 6. Gmax (Maximum Available Gain (MAG) and 
Maximum Stable Gain (MSG)) versus frequency with 
lumped, semi and fully distributed analysis. 
 

IV. CONCLUSION 
The fully distributed analysis for high frequency 

MOSFETs based on three coupled transmission lines 
structure has been proposed. The matrix-based equations 
of that structure are extracted and solved using the 
frequency domain matrix function with applying 
boundary conditions and considering the frequency 
dependence of series resistance. By using the proposed 
method for a 0.13 µm MOS transistor, the small signal 
parameters have been obtained at 1–100 GHz and 
compared with the conventional models. Results of the 
proposed method present a good agreement with other 
models at low frequencies. But for the higher frequencies 
the differences become considerable and the calculated 
result of proposed approach is closer to the commercial 
simulator. Thus, the three-conductor transmission line 

modeling of MOS transistors in the frequency domain is 
more accurate than other conventional methods. 

 
APPENDIX A. FUNCTIONS OF MATRICES 

Computing a function ( )f A of an n-by-n matrix A  
is a popular problem in many application domains. If 

n nA  is diagonalizable, then it is particularly easy  
to specify ( )f A  in terms of A's eigenvalues and 
eigenvectors [14]. 

If n nA , 1. ( ,..., ).ndiag   -1A X X , and ( )f A  is 
defined, then 
 1( ) . ( ( ),..., ( )). .nf diag f f  -1A X X  (A-1) 

By using of matrix relations, the matrix function can 
be represented easily as: 
 ( ) . ( . . ). .f f -1 -1A X X A X X  (A-2) 
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Abstract ─ An efficient spectral element method (SEM) 

based on Gauss-Lobatto-Legendre (GLL) polynomials is 

proposed for the semiconductor transient simulation. 

The fully coupled Newton iteration method is employed 

to solve the nonlinear drift-diffusion model. The mix-

order basis functions with different variables and domains 

are employed to give a full play to the superiority of  

the proposed SEM. The PIN diode with quasi one-

dimensional structure has been analyzed, and the 

numerical results have demonstrated the efficiency and 

accuracy of the proposed method. 

 

Index Terms ─ Gauss-Lobatto-Legendre (GLL) 

polynomials, mix-order basis function, PIN diode, 

Spectral Element Method (SEM). 

 

I. INTRODUCTION 
The drift-diffusion model is a common way to 

describe the interior carrier behavior of semiconductor 

devices, and it is a directly-coupled system of three 

nonlinear partial differential equations [1]. During the 

past few decades, numerical methods such as finite 

element method (FEM) and finite difference method 

(FDM) have been employed to solve the equations [1, 2]. 

In consideration of the efficiency and accuracy, several 

adaptive grid refinement strategies have been proposed 

[3, 4], but the implementation is relatively cumbersome. 

Recently, the spectral element method (SEM) has shown 

its higher accuracy and lower computation cost than 

FEM or FDM [5, 6, 10, 11]. The efficient SEM has  

been proposed to solve the Schrödinger’s equation in 

nanodevice simulation [7] and the high power microwave 

propagation problems [8]. 

In this paper, the spectral element method based  

on the drift-diffusion model has been developed for 

semiconductor transient simulation. The Gauss-Lobatto-

Legendre (GLL) polynomials are used as the basis 

function to expand the variables, and it gets the advantage 

that the error decreases exponentially with the 

polynomial order increases, called spectral accuracy [8]. 

To minimize the unknowns, different orders of the basis 

function can be selected with the following criterion: the 

higher order of the basis function for the variables with 

larger range of values such as electron concentration and 

hole concentration, and the higher order of the basis 

function for the domain with rapid changing values for 

the same variable. 

The organizations of this article are as follows. In 

Section II, the basic theory of SEM based on GLL 

polynomials has been described briefly. Then, the 

detailed process about how to solve the drift-diffusion 

model with the spectral element method, and the two 

strategies that the different orders of the basis function 

are selected according to the different variables and 

domains has been introduced specifically. Next, in 

Section III, the overshoot phenomena in PIN diode with 

quasi one-dimensional structure has been analyzed to 

demonstrate the efficiency and accuracy with the 

proposed method. 

 

II. FORMULATION 
The drift-diffusion model is composed of three 

nonlinear differential equations, the electronic and hole 

current continuity equations and Poisson equation [2], 

described as: 
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where   is the electrostatic potential, q  is the electric 

charge, 
0N  is the electrically active net impurity 
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concentration,   is the permittivity, and n  and p  are 

the electron and hole carrier densities. G  and R  describe 

the generation phenomena and recombination processes. 

The electron and hole current densities symbolized by 

n
J  and 

p
J  are given by: 

 
n n n

p p p

qD n q n

qD p q p

 

 

   
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J

J
, (2) 

where 
n

D and 
p

D  are the corresponding diffusion 

coefficients, and 
n

  and 
p

  are the electron and hole 

mobility. 

 

A. Basis functions 

The difference between SEM and FEM lies in the 

choice of the expansion basis. In order to achieve the 

high accuracy, the GLL basis functions are employed 

throughout this article. A rough introduction is shown as 

follows, and more details can be found in the reference 

[7]. 

The Nth order GLL basis functions in a 3-D cubic 

element ( , , ) [ 1,1] [ 1,1] [ 1,1]          can be written 

as: 

 
( ) ( ) ( )

( , , ) ( ) ( ) ( )
N N N

rst r s t
            , (3) 

for 0,1,..., ; 0,1,..., ; t 0,1,..., .r N s N N     Here, 
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N

r
  , 

( )
( )

N

s
   and 

( )
( )

N

t
   represent the basis 

functions with three directions and have the following 

definition: 
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Here, L ( )N   and 
'L ( )N  are the Legendre 

polynomial of Nth order and its derivative. The points

{ , j=0,1,...,N}j  are the zeros of 2 '(1 )L ( ) 0N j   . 
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Fig. 1. The mapping from the: (a) physical to the (b) 

reference domain. 

 

Because of the basis functions definition on the 

standard cubic element, the mapping from the physical 

to the reference domain is essential for general meshes 

as shown in Fig. 1. The basis functions below the 

physical coordinate and reference one have the following 

relationship: 

 , (5) 

where 
iN  and 

i  represent the basis functions for the 

physical and reference coordinate, and J is the Jacobian 

matrix. 

 
B. SEM for semiconductor simulation 

Here, the electron and hole concentrations and 

electric potential are selected as the unknown variables. 

The fully coupled Newton iteration method is employed 

to solve the nonlinear equations. 

Taking electronic current continuity equation for an 

example, the specific derivation process is introduced 

here. Firstly, the equation should be normalized into 

dimensionless form and the factors can be found in [2]. 

For the time partial derivative, the backward difference 

operator is employed to achieve the unconditional 

stability with a large time step represented by t : 
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where ( , , ) ( ) ( ),n n nf n p n n R G          and mn

represents the electron carrier densities at the time of 

m t . The Equation (6) is equivalent to the following 

form: 

  1( , , ) ( , , ) 0.m m m m m m m m

n nF n p f n p t n n        (7) 

Expand the formula (7) using the Taylor series and just 

retain the first order item. Then, the Newton iterative 

formula can be obtained finally: 

 
 

 

 
 

 
 

,

,

,

, ,

, ,

, ,

, , , , 1 ,

, 1 , , 1 ,

, ,
, ,

, , , ,
0.

m l

m l

m l

m l m l

m l m l

m l m l

nm l m l m l m l m l

n n n

p p

n nm l m l m l m l

n n n n

p p p p

F n p
F n p n n

n

F n p F n p
p p

p

 

   




 
 











 

 

 

 


  



 
   

 

 (8) 

Here, the ( , , )l l ln p  represents the results obtained 

by the l th Newton iteration. By applying the Galerkin 

weighted-residual method to (8), the following form (9) 

can be obtained: 
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Using the GLL basis functions, the variables can be 
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expanded as follows: 

 
1 1 1

, ,
total total totalN N N

j j j j j j

j j j

n n N p p N N 
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     , (10) 

where ( 1)( 1)( 1)totalN N N N      represents the total 

number of basis functions. Substituting (10) into (9) and 

simplifying the resulting equation, we have the final 

form of equation system (11): 

 , 1 , 1 , 1[ ] [ ] [ ]m l m l m l
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where EN , EP and EF  are the matrices, BE is the vector, 
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, 1m l
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δ  are differences between the 

two values of variables obtained by the +1l th and l th 

Newton iteration at the time of .m t  The elemental 

matrices are defined as: 
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Repeat the above operations for the hole current 

continuity equation and Poisson equation, then the fully-

coupled system can be described by the following matrix 

form: 
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The remaining elemental matrices are defined as: 
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When the norm of , 1 , 1 , 1( , , )m l m l m l T

n p 

  
δ δ δ is less than 

the setting of tolerance, , 1 , 1 , 1( , , )m l m l m l T  
n p φ can be 

account as the approximate solution of the original 

nonlinear system. 

Particularly, it may suffer from instability when a 

simple finite difference scheme is employed as 

mentioned in [12]. The numerical error is caused by the 

hyperbolic and convection dominated equations. The 

stability of the model can be improved by employing 

proper discretization method. In this paper, the backward 

Euler scheme in time and GLL basis functions in space 

are employed. The backward Euler scheme is implicit 

and unconditionally stable with large time steps. As a 

specific finite element method, the SEM with GLL basis 

functions also satisfies the discrete maximum principle 

[13]. Therefore, the proposed method can yield a 

reasonable degree of accuracy independent of 

perturbations. 
 

C. Mix-order basis function 

Here, the electron and hole concentrations and 

electric potential are selected as the unknown variables. 

The fully coupled Newton iteration method is employed 

to solve the nonlinear equations. The variation range of 

the electron and hole carrier densities is still larger than 

electrostatic potential by expressing all densities in units 

of 
in and all potential in units of /kT q , where 

in is the 

intrinsic density, k  is the Boltzmann’s constant and T  

is the carrier temperature [2]. To capture the density 

gradient, the fine meshes or the higher order basis 

function is necessary. Based on the above consideration, 

different orders of the basis function can be selected by 

the range and the changing domain of the three variables. 

Here, we employ higher order for the electron and hole 

carrier densities and higher order for the rapid changing 

domain with the same variable. Because of using 

different orders of basis function for carrier densities and 

potential, the following integration is needed to fill the 

above matrices, taking the [ ]ijT  for example: 
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iN  and jN  have different orders and the high order 

integration is employed with
' ' '( , , ).N N N N N N         
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Due to the fact that different domain has different 

order of basis functions, the continuity at the interface 

between two domains must be handled properly. 

Considering that the quasi one-dimensional structure is 

analyzed in this paper, the different orders basis 

functions are only applied at the direction with changing 

variables. Therefore, the continuity can be enforced 

easily. 
 

III. NUMERICAL EXAMPLES AND 

DISCUSSIONS 
In order to verify the accuracy and efficiency of the 

proposed method, the quasi one-dimensional PIN diode 

with the p nn   doping is selected as the numerical 

model [9]. As shown in Fig. 2, the cross section area of 

the diode is 8 210 ,cm  and the length is 10 m . The 

distribution of doping concentration is displayed by Fig. 

3. 

Here, it should be indicated that all the numerical 

examples are computed on an Intel(R) Core(TM)2 with 

2.83 GHz CPU (the results are computed by only one 

processor) and 8 GB RAM. The tolerance is set to be 
610 . 

 

3 m

 

5 m 2 m

P I N

 
 
Fig. 2. The model of PIN diode. 
 

 
 

Fig. 3. The doping concentration of PIN diode. 

 

A. Basic simulation 

In order to verify the validity of the proposed SEM 

for transient semiconductor simulation, a sine-wave 

voltage is imposed on the anode of the PIN diode. The 

mesh size is 0.01 m , and the order of the basis functions 

is set to be 1. The time step size is 1 .ns  Figure 4 shows 

the transient current flowing through the diode, and it is 

in good agreement with the result obtained by COMSOL 

software. 

 
 

Fig. 4. The distribution of transient current. 

 

Figure 5 shows the distribution of variables at the 

time of 20 ,ns  and the results of the comparison with 

COMSOL demonstrate the validity of the SEM for 

transient semiconductor simulation. 

 

B. Mix-order with variables and domains 

It can be found that the electron and hole carrier 

densities have a faster change than the electric potential 

from Fig. 5. Therefore, it is reasonable to use high order 

basis function for densities and low one for potential. As 

can be seen in Fig. 5, the densities in P domain and N 

domain have larger gradient than I domain. So, the high 

order basis functions are employed for the variables in P 

domain and N domain.  

To verify the efficiency of the mix-order basis 

function with different variables and domains, the 

transient response under the electromagnetic pulse with 

fast rise time has been simulated. Figure 6 shows the 

input voltage imposed on the anode of the diode, and 

gives the transient current densities obtained by SEM 

with 1st order and 5th order basis function. The mesh 

size for 1st order basis function is 0.01 m  and 0.2 m

for 5th order basis function. The time step size is 1 ps . 

The overshoot current shown in Fig. 6 is due to the 

capacitive performance of PIN diode under high 

frequency. 
 

 

 

Fig. 5. The distribution of variables at the time of 20 ns . 
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Fig. 6. The distribution of transient current densities. 

 

Table 1 shows the compute time using the mix-order 

basis functions with different variables. The same high 

order basis functions for the electron and hole carrier 

densities, and low order basis functions for electric 

potential. Table 2 shows the compute time using the mix-

order basis functions with different variables and 

different domains. The same high order basis functions 

for the P and N domain, and low order basis functions 

for I domain. As can be seen in Table 2, the case with 

standard 1st order of basis function takes 3.32 times  

CPU time than the proposed mix-order method. The 

proposed mix-order SEM exhibits a good efficiency in 

semiconductor transient simulation. 

 
Table 1: Comparison of computation Efficiency 

Mesh Size 

( m ) 

Order of Basis 

Function Number of 

Unknowns 

CPU Time 

(s) 
n, p   

0.01 1st 1st 11988 206 

0.1 
4th 4th 4788 177 

4th 1st 3588 132 

0.2 
5th 5th 2988 148 

5th 2nd 2388 112 

 
Table 2: Comparison of computation efficiency 

Mesh Size 

( m ) 

Order of Basis 

Function Number of 

Unknowns 

CPU Time 

(s) 
n, p   

0.01 1st 1st 11988 206 

0.1 

4th 1st 3588 132 

4th 

(2nd) 
1st 2788 88 

0.2 

5th 2nd 2388 112 

5th 

(2nd) 

2nd 

(1st) 
1688 62 

The numbers in the bracket represent the orders of basis functions for 

I domain. The default represents the same order of basis function for 
the whole domain. 

 

VI. CONCLUSION 
In this paper, the spectral element method (SEM) is 

proposed for the semiconductor transient simulation. 

The Gauss-Lobatto-Legendre (GLL) polynomials are 

used as the basis function to expand the variables. The 

fully coupled Newton iteration method is employed to 

solve the nonlinear drift-diffusion model. The mix-order 

basis functions with different variables and domains are 

employed to improve the compute efficiency. The PIN 

diode with quasi one-dimensional structure has been 

analyzed, and the numerical results demonstrate the 

accuracy and efficiency with the proposed method. 
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Abstract ─ In this letter, a lowpass filter (LPF) using 

resonators synthesized with series LC tank patches has 

been proposed. Each of the employed LC tank is 

composed of a high-low impedance lines, which have 

been mirrored to create the patches of the main 

resonance cells. Using this kind of resonator combining 

with eight suppressing cells leads to designing a LPF 

with specifications such as ultra-wide stopband, sharp 

cut-off and an acceptable return loss in the pass band. 

The -3 dB cut-off frequency of the proposed LPF is 

located in 2.4 GHz. The spurious frequencies have been 

suppressed in the stop-band region from 2.66 up to  

23 GHz with a suppression level of -35 dB. Moreover, 

the transition band has been measured from 2.4 to  

2.67 GHz with corresponding attenuation levels of -3 

and -40 dB, respectively. To clarify the performance  

of each section and how they affect the frequency 

response the equivalent LC circuit of resonators and the 

final design have been obtained, separately. 

 

Index Terms ─ High-low impedance lines, LC tank 

patches, Lowpass Filter (LPF). 

 

I. INTRODUCTION 
Microstrip LPFs are one of the most important 

components that have been utilized widely in wireless 

communication systems and played a key role for many 

years. So far, several compact LPFs have been 

proposed to achieve a desired frequency response such 

as wide stopband with high rejection level and sharp 

roll-off. For example, in [1], a microstrip lowpass filter 

with quasi-elliptic response using both loaded radial-

shape patches and meandered main transmission line 

has been proposed. However, it suffers from a gradual 

transition band and low level of stopband rejection. To 

expand the stopband region in the frequency response 

of LPFs, hairpin resonators can be useful [2-6]. By 

utilizing this unit in [2], the stopband has been 

expanded. However, the overall circuit size is relatively 

large and the skirt performance is not desired. A method 

to design a LPF with wide stopband is using stepped 

impedance hairpin resonator with radial stubs, which 

has been done in [3], but this design has been failed to 

achieve a sharp roll-off rate. In [4], by employing 

stepped impedance hairpin units a compact LPF has 

been proposed. However, this filter has a narrow 

stopband. In [5], another method to propose a LPF 

based on an application of shunt open-stubs coupled-

line in the structure of hairpin unit has been introduced. 

It has retained a wide stopband as the main 

characteristic of hairpin resonators. A gradual transition 

band and large circuit size have been remained 

significant challenges, though. In [6], defected ground 

structure (DGS) as a popular method is applied to 

design a LPF with sharp rejection. However, DGS 

increases the complexity of design procedure and the 

proposed circuit using this method cannot be utilized on 

metal surfaces. To design a LPF rat-race directional 

couplers have been used to operate as bandstop 

transversal filtering sections (TFSs), in [7]. However, 

by adopting this method the occupied area has been 

significantly increased and also the rejection band has 

not been adequately widened. In [8], a quasi-𝜋-slot 

resonator and open stubs is employed and a LPF with 

sharp transition band is proposed, but the occupied area 

is relatively large. A microstrip LPF by using triangular 

and radial patch resonators has been designed [9], but 

this filter suffers from gradual transition band. In this 

letter, a lowpass filter (LPF) with -3 dB cut-off frequency 

located on 2.4 GHz has been proposed. The designed 

LPF is composed of a main resonator with series LC 

tank patches and completive resonance cells having  

the same structure as the main one to omit the 

aforementioned defects of the frequency response. To 

expand the stopband more, eight suppressing cells have 

been employed in both sides of the proposed LPF.   

 

II. THE PROCEDURE OF DESIGNING THE 

PROPOSED LPF 
To define the basic structure of series LC tanks 

configuration, Fig. 1 (a) shows the primary resonance 

cell using these patches. As it is observed, the designed 

resonator consists of two high-low impedance 

transmission lines standing for LC tank patches. The 

dimensions of the implemented resonator are as follows: 

L1 = 2.9, L2 = 3.1, L3 = 0.75, W1 = W2 = W3 = 0.1, 
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W4 = 21.5, W5 = 20.5, S1 = 0.3 (all in millimetre). In 

Fig. 1 (b) the frequency response of the resonator has 

been shown. For the simulation, Agilent Advanced 

Design System (ADS) is used. 
 

 
 (a) 

 
 (b) 

 

Fig. 1. (a) The basic structure of series LC tanks 

configuration, and (b) frequency response of the basic 

structure of series LC tanks configuration. 

 

As it can be seen from the S-parameters, the 

operating frequency of this resonance cell is located on 

2.4 GHz. According to the simulation results, the 

insertion and return losses in the pass band are 0.1 and 

rather greater than +20 dB, respectively. Moreover, the 

proposed cell creates a transition zero at 3.3 GHz with 

corresponding attenuation level of -61 dB bringing 

about a wide suppressing band of -7 dB. By changing 

the dimensions of the mentioned resonance cell the 

location of -3 dB operating frequency and also the 

transition zero can be controlled. To justify how it is 

possible, the simulated frequency response of the 

designed resonator against L2 and W2 is shown in Figs. 

2 (a) and (b), respectively. As it is observed from Fig. 2 

(a), by decreasing L2 from 3.1 to 2.3 mm with steps of 

0.4 mm, because of reducing the value of capacitance 

of the low impedance line, the transmission zero in  

3.3 GHz will move away from the lower frequencies. 

Similarly, in Fig. 2 (b), when W2 increases from 0.1 to 

0.3 mm with steps of 0.1 mm, transmission zero will  

close to the upper frequency. Hence, the location of the 

transmission zero can be controlled by changing the 

length of L2 and the width of W2. 

The equivalent LC circuit of the proposed cell and 

a comparison between the frequency responses of LC 

circuit and EM simulations have been shown in Figs. 3 

(a) and (b), respectively. In the lumped circuit L1 and 

L2 represent the inductances of the transmission lines 

determined by W1 and W2, in Fig. 1 (a). L3, C4 and C5 

model the inductance and capacitance of LC tank patch. 

C1, C2 and C3 account for the capacitance between the 

microstrip structure and the ground. 

The values of inductances and capacitances are  

L1 = 2.9 nH, L2 = 3.4 nH, L3 = 0.75nH, C1 = 37 fF,  

C2 = 80 fF, C3 = 63 fF, C4 = 0.29 pF, C5 = 0.28 pF. 

Figure 4 indicates the main resonator utilizing primary 

resonance cell with series LC tanks patches where each 

of the employed primary resonance cell has the same 

dimension of that shown in Fig. 1 (a). As it is observed, 

two of the primary cells are placed on the both sides of 

the main transmission line. In Fig. 5, the frequency 

response of this resonator is illustrated. 

 

 
 (a) 

 
 (b) 

 

Fig. 2. (a) Magnitude of S21 versus changing the value 

of L2, and (b) magnitude of S21 versus changing the 

value of W2. 
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  (a) 

 
   (b) 

 

Fig. 3. (a) The equivalent LC circuit of the shown basic 

structure in Fig. 1 (a), and (b) the comparison between 

the frequency responses of LC circuit and EM 

simulations. 
 

 
 

Fig. 4. The structure of the main resonator with the 

same dimensions as that shown in Fig. 1 (a). 
 

 
 

Fig. 5. The frequency response of the main resonator 

shown in Fig. 4. 

According to the scattering parameters of the 

proposed resonator, it suffers from a low level of 

suppression in the whole stopband and a gradual 

transition band. To create some transmission zeros 

(TZs), several stages of the proposed resonator with 

different dimensions can be connected in series. The 

applied resonators to complete the operation of the 

main resonator are so-called completive resonance cells 

(S-CCRCs). Creating TZs at different frequencies not 

only improves the suppressing level of the rejection 

band but also leads to expanding the stopband region. 

However, setting several resonators in series increases 

the coupling effects, which causes to destroy the 

insertion loss in the passband region. Note that, the 

dimensions of S-CCRC must be chosen to achieve  

a higher -3 dB operating frequency than the main 

resonator having 2.4 GHz cut-off frequency, the lowest 

suppression in the pass band (to have no effect on the 

pass band of the main resonator) and high and wide 

stopband. The structure of S-CCRC having different 

dimensions in comparison to that shown in Fig. 4 and 

its equivalent LC circuit have been depicted in Figs.  

6 (a) and (b), respectively. The dimensions of S-CCR 

are as follows: L4 = 2.3, L5 = 3, L6 = 0.4, W6 = 0.1, 

W7 = 0.1, W8 = 0.1, W9 = 1.9 and S2 = 0.3 (all in 

millimeter). The values of lumped elements are as 

follows: L4 = 1.66 nH, L5 = 2.45 nH, L6 = 0.3 nH,  

C6 = 30 fF, C7 = 104 fF, C8 = 63 fF, C9 = 0.32 pF. 

Actually, the proposed S-CCR has been designed to 

eliminate the defects of the frequency response of the 

main resonator. Figure 7 illustrates the frequency 

responses of LC circuit and EM simulation of S-CCR. 

As shown in Figs. 8 (a) and (b) (S4 = 0.2 mm,  

S3 = 0.2 mm), by connecting two of S-CCRCs and the 

main resonator (see Fig. 8 (a)), the mentioned intents 

such as desired return loss (about +17 dB) and insertion 

loss (close to 0.1 dB) in whole pass band have been 

obtained. Moreover, the transition band from -3 up to  

-40 dB is 0.27 GHz and also, to some extent, an 

improved stopband is achieved. 

Although the rejection band has been broadened, 

undesired poles over the frequency of 11 GHz do not let 

it to be expanded enough. To widen the stopband four 

high-low impedance resonators as suppressing cells  

are employed. The configuration of these cells and 

corresponding equivalent LC circuit are shown in Figs. 

9 (a) and (b), respectively. In the LC circuit L7, L8, L9, 

L10 and L11 are the equivalent inductors of the 

transmission lines determined by L7, L8, L9, L10 and 

L11 in Fig. 9 (a). C10, C11, C12, C13 and C14 model 

the capacitance between the microstrip structure and the 

ground. C15 and C16 present the equivalent capacitances 

of the open stubs determined by L12 in the microstrip 

structure of suppressing cells. The coupling effects of 

two adjacent rectangular low impedance patches have 

been modeled by Cg1. 
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The dimensions of the proposed suppressing cell 

are: W10 = 0.3, L11 = 0.2, L10 = 3.2, L9 = 1.25, L8 = 2.1, 

L7 = 1, W16 = 1.1, W15 = 0.1, W14 = 0.95, W13 = 1, 

W12 = 0.1, W11 = 0.1 (all in millimetre), and the values 

of capacitances and inductors are as: L7 = 0.48 nH,  

L8 = 0.132 nH, L9 = 1.39 nH, L10 = 0.833 nH,  

L11 = 0.2 nH, C10 = 17 fF, C11 = 20 fF, C12 = 32 fF, 

C13 = 44 fF, C14 = 15 fF, C15 = 0.332 pF, C16 = 0.35 pF, 

Cg1 = 75 fF. 

 

 
 (a) 

 
 (b) 

 

Fig. 6. (a) The configuration of completive resonance 

cells (S-CCRCs), and (b) the LC circuit of the completive 

resonance cells (S-CCRCs). 

 

 
 

Fig. 7. The comparison between the frequency responses 

of LC circuit and EM simulations of S-CCRC. 

  
   (a) 

 
   (b) 

 

Fig. 8. (a) The configuration of connecting two of  

S-CCRCs and the main resonator, and (b) the frequency 

response of connecting two out of S-CCRCs and the 

main resonator. 

 

 
 (a) 

 
 (b) 

 

Fig. 9. (a) The configuration of suppressing cell, and (b) 

the equivalent LC circuit of suppressing cell. 
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The dimensions of the proposed suppressing cell 

are: W10 = 0.3, L11 = 0.2, L10 = 3.2, L9 = 1.25, L8 = 2.1, 

L7 = 1, W16 = 1.1, W15 = 0.1, W14 = 0.95, W13 = 1, 

W12 = 0.1, W11 = 0.1 (all in millimeter), and the values 

of capacitances and inductors are as: L7 = 0.48 nH,  

L8 = 0.132 nH, L9 = 1.39 nH, L10 = 0.833 nH,  

L11 = 0.2 nH, C10 = 17 fF, C11 = 20 fF, C12 = 32 fF, 

C13 = 44 fF, C14 = 15 fF, C15 = 0.332 pF, C16 = 0.35 pF, 

Cg1 = 75 fF. Figure 10 depicts the results of EM 

simulation and the frequency response of LC circuit, 

which are in good agreement. As it is observed, the 

designed suppressing cell creates two transmission zeros 

(TZs) at 9.1 and 20 GHz with corresponding attenuation 

levels of -56 and -64 dB, respectively. These TZs have 

created a wide stopband from 9 up to 23 GHz with a 

corresponding suppressing level of -20.5 dB. Finally, 

by connecting two out of this suppressing cells in the 

both side of the combination of the resonator and  

S-CCRCs a LPF with -3 dB cut-off frequency of 2.4 GHz 

is proposed. In Fig. 11, the configuration of the proposed 

LPF has been shown. The remained dimensions are as 

follows: Lf = 1.6, Wf = 1.56, S5 = 0.15 and S6 = 0.2 

(all in millimeter). As the previous steps, the equivalent 

LC circuit of the proposed LPF and its frequency 

response are shown in Figs. 12 (a) and (b). The values 

of inductors and capacitors are as follows: L2 = 3.4 nH, 

L3 = 0.75 nH, L5 = 2.45 nH, L6 = 0.3 nH, L7 = 0.48 nH, 

L8 = 0.132 nH, L9 = 1.39 nH, L11 = 0.2 nH, L12 = 2.37 nH, 

L13 = 3.84 nH ,C3 = 63 fF, C4 = 0.29 pF, C5 = 0.28 pF, 

C8 = 63 fF, C9 = 0.32 pF, C10 = 17 fF, C11 = 20 fF, 

C12 = 32 fF, C15 = 0.332 pF, C16 = 0.35 pF, Cg1 = 75 fF, 

C17 = 72 fF, C18 = 157 fF, C19 = 180 fF, Cg1 = 75 fF, 

Cg2 = 10 fF, Cg3 = 25 fF. The frequency response of LC 

circuit of the proposed LPF and EM simulation are 

shown in Fig. 12 (b) and good agreement between them 

is clearly observed.  

 

 
 

Fig. 10. EM simulation and the frequency response of 

LC circuit of the mentioned cells in Fig. 9. 

 

 
 

Fig. 11. The configuration of the proposed LPF. 
 

 
   (a) 

 
   (b) 

 

Fig. 12. (a) The equivalent LC circuit of the proposed 

LPF, and (b) EM and LC simulation of the proposed 

LPF. 
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III. MEASUREMENT AND SIMULATION 

RESULTS 
The photograph of the proposed LPF is illustrated 

in Fig. 13. The proposed LPF has been designed, 

fabricated and tested. The implemented LPF has been 

constructed on RT/Duroid 5880 substrate with the 

thickness of 0.508 mm, the permittivity of 2.2 and the 

loss tangent of 0.0009. The simulation and measurement 

results of the designed LPF have been carried out by 

using an EM-simulator ADS based on the method of 

moments and a Rohde & Schwarz network analyzer 

ZVL13, respectively. Figure 14 shows the simulated 

and measured frequency responses of the proposed 

LPF. As it can be seen, -3 dB cut-off frequency of the 

filter has been located on 2.4 GHz. In the whole 

passband region the insertion loss is close to zero, 

which shows a flat response and also in this band the 

return loss is better than +35 dB. As it is observed, 

close to the operating frequency two transmission zeros 

(TZs) with attenuation levels of -50 and -60 are existed 

causing a sharp roll-off rate. Thanks to these TZs, a 

steep transition band about 0.27 GHz from 2.4 up to 

2.67 GHz with corresponding attenuation levels of  

-3 and -40 dB, respectively, has been measured, which 

verify a desired skirt performance. The stopband region 

suppress spurious frequencies from 2.66 up to 23 GHz 

with corresponding rejection level of -35 dB. Moreover, 

in the rejection band a flat return loss close to zero has 

been obtained. 

 

 
 

Fig. 13. The photograph of the proposed LPF. 

 

 
 

Fig. 14. The simulation and measurement results of the 

proposed LPF. 

The occupied area of the proposed LPF is 25.5 mm 

× 7.1 mm. The simulation and measurement results are 

in good agreement, as it was expected. For comparison, 

Table 1 summarizes the performance of some published 

lowpass filters. In this table, the roll-off rate ξ is defined 

as: 

   )/(minmax GHzdB
ff CS 





 , (1) 

where αmax is the 40 dB attenuation point, αmin is the  

3 dB attenuation point,
 

fs is the 40 dB stopband 

frequency, and fc is the 3 dB Cut-off frequency. The 

relative stopband bandwidth (RSB) is given by: 

 
frequencycenterbandstop

)dB20(bandwidthbandstop
RSB




 . (2) 

The suppression factor (SF) is based on the SBW; 

for example, when the SBW is referred to 30 dB 

suppression, the corresponding SF is defined as 3. The 

normalized circuit size (NCS) can be derived as below: 

 
2

g

)widthlength(sizephysical
NCS




 . (3) 

Finally, the figure-of-merit (FOM), the overall 

index of a proposed filter, is given by: 

 
AFNCS

SFRSB
FOM







. (4) 

 
Table 1: Comparison between the performance of the 

proposed lowpass filter and previous works 

Ref. 
Roll-off 

Rate (ζ) 
RSB SF NCS AF FOM 

 

[1] 

 

36.3 

 

1.323 

 

1.5 

 

0.0062 

 

1 

 

11543 

[2] 37 1.15 2 0.021 1 3999 

[3] 30 1.25 1.5 0.0064 1 8789 

[4] 74 1.19 2 0.0119 1 14713 

[5] 95 1.4 2 0.0222 1 11951 

[6] 130 0.933 2 0.0202 2 6004 

[7] 200 1.36 2 0.2995 1 1815.9 

[8] 82 1.28 2.5 0.0242 1 10842 

[9] 37 1.65 1.5 0.0101 1 9065 

This 

Work 
132 1.59 3.5 0.0152 1 48327 

 

IV. CONCLUSION 
In this article, by employing high-low impedance 

transmission lines, LC tank patches are designed to 

propose a LPF resonator. By connecting three of these 

resonators with different dimension in series, a sharp 

transition band has been obtained. To achieve a wide 

stopband eight suppressing cells are adopted. 

Combining the tripled resonators connected in series 
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and suppressing cells leads to implementing a LPF with 

sharp skirt performance and wide rejection band. The 

fabricated LPF has -3 dB cut-off frequency of 2.4 GHz. 
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Abstract ─ In this paper, loop basis functions are 

introduced to expand the magnetic flux density and the 

magnetostatic subset of Maxwell’s equations are solved 

in a compact and straightforward manner using finite 

element method. As linear combinations of div-

conforming Schaubert-Wilton-Glisson basis functions in 

three-dimensional, loop basis functions are inherently 

divergence-free and originally constructed to represent 

solenoidal electric current density in the electric field 

integral equation. Sharing the same physical property 

with the solenoidal electric current density, the magnetic 

flux density can also be represented by the loop basis 

functions and thus, Gauss’ law for magnetism is 

naturally satisfied; which is out of the capability of 

general Whitney elements. The relationship between the 

loop basis functions and Whitney elements, as well as 

the comparison between the proposed method and 

traditional method pertinent to magnetic vector potential 

are investigated. 

 

Index Terms ─ Finite element method, flux formulation, 

loop basis function, magnetostatic problems. 
 

I. INTRODUCTION 
Magnetostatic boundary value problems (BVPs) are 

generally described by Ampère’s law, Gauss’ law for 

magnetism, and corresponding boundary conditions.  

For complex structures, various numerical methods, 

including finite element method (FEM), boundary 

element method (BEM) and finite difference method 

(FDM) are used to model the flow of magnetostatic 

fields. Various kinds of formulations are proposed, 

where the unknowns of the system might be different. As 

one of most popular methods, the magnetic vector 

potential A was introduced to construct a vector potential 

formulation, and several gauge conditions were applied 

to eliminate the nullspace of the resultant matrix system 

[1–4]. For ringlike current problems, the magnetic field 

H could be obtained from the total scalar potential and 

reduced scalar potential in different regions [5–7]. Mixed 

formulations with H or B being the principle unknown(s) 

[8–10], were proposed to overcome the computational 

drawbacks brought about by the aforementioned 

potential formulations, such as the numerical cancellation 

and weak enforcement of some physical laws. Although 

the potential formulations have been well developed in 

the past few decades, field oriented formulations are still 

attractive since they work directly with physically 

meaningful quantities and thus, the implementation is 

quite straightforward. However, the number of unknowns 

becomes relatively large because two sets of degrees of 

freedoms (DoFs) are involved, and specific techniques 

should be applied to solve the resultant indefinite matrix 

systems [8–10]. 

To alleviate the computational burden and 

complexity of the mixed formulations, one can think in 

the following ways: consider Gauss’ law for magnetism 

as a gauge condition and incorporate it into Ampère’s 

law, just like the Coulomb gauged vector potential 

formulation, and thus, only one of the two DoFs is 

necessary; or expand B by certain basis functions such 

that Gauss’ law for magnetism is satisfied automatically 

and only Ampère’s law needs to be solved. The former 

is unclear because it is difficult to find proper expansion 

basis functions for H or B as both the divergence and curl 

operators will act on it simultaneously; while the later is 

available, thanks to the successful application of loop 

basis functions in the electric field integral equation 

(EFIE) [11–14]. The loop basis functions are linear 

combinations of the Schaubert-Wilton-Glisson (SWG) 

basis functions [15] in three-dimensional (3D). The 

SWG basis functions are divergence-conforming, while 

loop basis functions are divergence-free, which is 

consistent with the physical nature of the solenoidal 
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current density Jsol. Furthermore, the loop basis 

functions are defined with respect to edges of the 

geometrical meshes. Hence, the loop representation  

of Jsol greatly reduces the number of unknowns, in 

comparison with the SWG representation [14]. As  

B shares the same physical property with Jsol, the 

introduction of the loop representation into finite 

element models pertinent to B is of great interest and 

importance.  

In this paper, the application of the loop basis 

functions in finite element modeling is investigated and 

a novel flux formulation, which works solely with B, is 

proposed for solving 3D magnetostatic problems. By 

virtue of connection between Whitney elements [4, 16] 

and SWG basis functions, the space formed by the loop 

basis functions can be proved to be a subset of Whitney 

forms, from which one can further conclude that the 

proposed flux formulation is consistent with the vector 

potential formulation. In addition, since H is not 

accounted and the loop basis functions are associated to 

edges of the geometrical mesh, the number of unknowns 

of the proposed flux formulation is much less than that 

of the mixed formulations. In other words, the proposed 

flux formulation alleviates the computational burden and 

complexity, while retains the virtue of the mixed 

formulations. 

The remainder of this paper is organized as follows. 

The loop basis functions are constructed and their 

connection to Whitney elements is demonstrated in 

Section 2. In Section 3, the proposed flux formulation  

is derived and compared with the vector potential 

formulation. In Section 4, numerical examples are 

presented to verify the accuracy and effectiveness of  

the proposed flux formulation. Finally, this paper is 

concluded by an overview of the proposed flux 

formulation in Section 5. 
 

II. LOOP BASIS FUNCTIONS FOR 3D 

FINITE ELEMENT MODELING 
In a 3D tetrahedral mesh, the loop basis functions 

are associated to edges. As shown in Fig. 1, the loop basis 

function with regard to edge 23e  can be defined as [12]: 

 
2 1

12

, , 1, 2, 3, 4
( ) ,

0, otherwise

i i
i

i

i
V



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


r r
r

r
   =    

L

 

 (1) 

with Vi the volume of i. ri2 and ri1 denote the positions 

corresponding to the ending and starting vertexes, 

respectively, of the edge opposite to 23e . It is worthy to 

note that the loop basis function follows the right hand 

rule with regard to 23e . L12(r) can be written in the form 

of the SWG basis functions: 

   
6

12 12

3

( ) 3 ( ),
=

L fn n

n

l r r  (2) 

where ln is either 1 or −1, indicating a flux flowing out 

of or into i, respectively, and the subscripts denote the 

three vertices of a facet. Meanwhile, the curl of Whitney 

field element with regard to 23e  can be expressed as [17]: 
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and the linear supposition of Whitney flux elements [16]: 

  
6

12 12

=3

( ).n n

n

l f r r  (4) 

From (1), (3) and (4), it is straightforward to find: 

  
6

12 12 12

=3

( ) 3 3 ( ),L n n

n

l f   r r r  (5) 

which indicates that the loop basis functions are linear 

suppositions of Whitney flux elements as well. 

Furthermore, the 3D loop basis function is apparently 

divergence-free, i.e.: 

    12 12( ) 3 0.L    r r  (6) 

The above derivation is applicable for every internal 

edge. For edges at the boundary, half loop basis 

functions [14] can be defined, which can be considered 

as full loop basis functions with virtual outside tetrahedra 

with relative permittivity r = 1.0. Generally speaking, 

the loop basis functions include both full loops for the 

internal edges and half loops for those at the boundary. 

 

 
 

Fig. 1. The loop basis function defined for 23e . 

 

III. FLUX FORMULATION FOR 

MAGNETOSTATIC PROBLEMS 

A. Governing equation 

Consider a general 3D BVP as shown in Fig. 2. 

Assume that the structure is inhomogeneously composed 

of three bodies, 0, 1 and 2, among which 0 is 

bounded by D (solid line) and N (dash dotted line);  

1 and 2 are bounded by 1 and 2, respectively. In 
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addition, the structure is excited by an impressed current 

source J. Thus, B satisfies the subset Maxwell’s 

equations: 

 1
,


 B J  (7) 

 0, B  (8) 

with  the magnetic permeability. In addition, two kinds 

of boundary conditions are imposed on D and N, 

respectively, i.e.: 

  
1

ˆ , , Nn


  B r K r  (9) 

  ˆ ,  ,Dn b  B r r  (10) 

where n̂  is the unit normal vector to the surface. b and 

K denote the normal component of B and surface 

current, respectively, which are of clear physical 

meaning. In the vector potential formulation, however, 

(7), (9) and (10) are rewritten as: 

 1
,


  A J  (11) 

 1
ˆ ,  ,Nn


   A K r  (12) 

 ˆ ,  ,Dn   A r  (13) 

by assuming, 

 ,B A  (14) 

 ,b   (15) 

where the selection of α is not evident [18]. 

Generally speaking, B is governed by (7-10), which 

are called the flux formulation and lead to an over 

determined system. To make the system solvable, an 

additional quantity, H, A or the reduced scalar potential 

, is introduced into the system for the mixed formulations. 

Hence, two unknown quantities are involved. Actually, 

the over determined problem can be solved by reducing 

the number of equations instead of adding more unknowns. 

As the loop basis functions are inherently divergence-

free, (8) is automatically satisfied and hence, can be 

discarded if B is approximated by them. Similar strategy 

is applied in the vector potential formulation, where (8) 

is discarded due to (14). 
 

 
 

Fig. 2. A general 3D structure excited by an impressed 

current source J. 

B. Finite element discretization 

Expanding B with loop basis functions yields: 

  
=1

,
lN

n n

n

xB rL  (16) 

where Nl, the number of the loop basis functions, is equal 

to the number of edges of the geometrical mesh, which 

is also the number of expansion elements for the vector 

potential formulation; xn is the corresponding unknown 

coefficient to be determined. Since (8) is automatically 

satisfied, Galerkin’s technique can be directly applied to 

the BVP governed by (7, 9, 10). Testing (7) with m  reads: 

 1
.m md d 

 

 
      
 

 B J  (17) 

Integrating the left hand side of (17) by parts yields: 

  
1 1

ˆ  .m mLHS d n d 
  

 
       

 
 B B  (18) 

For simplicity and without loss of generality, the 

homogeneous boundary conditions [3, 4], K = 0 in (9) 

and b = 0 in (10), are applied. Substituting (9, 10, 16, 18) 

into (17), one can obtain: 

 

1

1
· .

=

L L =
lN

n m n m

n

x d d
 

     J  (19) 

Note that the numbers of unknowns of the vector 

potential formulation, the mixed formulation (e.g., H-B 

formulation), and the proposed flux formulations are Ne, 

Ne + Nf and Ne, respectively, where Ne and Nf are the 

numbers of edges and facets, respectively. Besides, it is 

interesting to find that the vector potential formulation 

and the proposed flux formulation are consistent in 

matrix condition. Specifically, A can be expanded by 

  r , i.e.: 

  
1

.
=

eN

n n

n

a A r  (20) 

As implied in (5), the vector potential formulation 

and the proposed flux formulation should have the same 

solution space, with dimension Ne − Nn + 1 (Nn is the 

number of nodes), which lead to rank deficiency of the 

matrices. Fast convergence is achieved when the matrix 

systems are solved using iterative methods [2, 14]. 

However, the sign of   r  in each tetrahedron is 

determined by the orientation of the tetrahedron [4], 

while the sign of L(r) in each tetrahedron is determined 

more straightforwardly by the right hand rule, as shown 

in Fig. 1. 

In sum, the proposed flux formulation is consistent 

with the vector potential formulation. The former is 

advantageous in physical interpolation as well as 

numerical implementation of the boundary conditions 

over the later. At the same time, as B is traditionally 

expanded by Whitney-2 form (flux space) elements with 

dimension Nf, the number of unknowns can be greatly 

reduced if loop basis functions, with dimension Ne, are 
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applied to expand B, since Ne is generally much smaller 

than Nf. 

 

IV. NUMERICAL VERIFICATION 
As shown in Fig. 3, the IEEJ model [19, 20], which 

is proposed by the Institute of Electrical Engineers  

in Japan, is investigated to verify the proposed flux 

formulation. All the dimensions are in mm. As the 

structure is symmetrical, only the portion lying in the 

first quadrant, instead of the whole domain, is discretized. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 3. IEEJ model, which contains a cubic iron core 

surrounded by a racetrack coil: (a) top view, (b) sectional 

view, and (c) 3D view of 1/8 domain. 

As shown in Fig. 4, the variation of Bx and Bz along 

z axis obtained by the proposed flux formulation is 

compared with that obtained by the vector potential 

formulation. Also, |B| values at several sample points are 

listed, in contrast to the measurement [20], in Table 1. 

From Fig. 4 and Table 1, one can see that the results 

obtained by the two formulations agree with each other 

very well. Considerable but acceptable numerical error 

occurs at point #1, which might be caused by the  

quality of the mesh. Furthermore, field distributions of  

B are shown in Fig. 5 and the detailed statistics of the 

computational cost of the numerical methods is listed  

in Table 2, where Bi-CGSTAB iterative algorithm [21] 

is used and 10−6 accuracy is achieved. Obviously, the 

memory consumptions of the two formulations are almost 

the same, while the convergence of the proposed flux 

formulation is a little bit slower than that of the vector 

potential formulation. 
 

 
   (a) 

 
   (b) 

 

Fig. 4. Variation of (a) Bx and (b) Bz along z axis. 

 

 
 (a)    (b) 

 

Fig. 5. (a) Vector and (b) magnitude distribution of B. 
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In sum, the proposed flux formulation exhibits a 

numerical performance as excellent as that of the vector 

potential formulation, while it is more straightforward 

since it works with physically meaningful quantity B. 

The application of the loop basis functions in finite 

element modeling of 3D magnetostatic problems is 

verified to be accurate and effective. The proposed flux 

formulation have some potential applications when the 

governing equations are pertinent to B, e.g., the E-B 

formulation for dynamic problems [22, 23], where the 

Whitney flux elements are applied and thus additional 

effort is needed to enforce the divergence-free condition 

of B. Fortunately, the divergence-free condition of B is 

guaranteed by definition and no more effort is needed if 

the loop basis functions are applied. 

 

 

Table 1: Comparison of |B| values at sampled points 

Coordinates of 

Sampled Points (mm) 

|B| (Gauss) 

Vector Potential Formulation Flux Formulation Measurement 

#1 (0, 0, 110) 254.8656 254.8647 240.1 

#2 (40, 0, 110) 306.3903 306.3896 298.1 

#3 (40, 40, 110) 355.6713 355.6704 355.0 

 

Table 2: Computational cost of the numerical methods 

 Number of Unknowns Matrix Sparsity1 Iterative Steps 

Vector Potential Formulation 425428 3.4969110−5 339 

Flux formulation 425428 3.4969010−5 365 
1 Defined as the ratio of the number of nonzero entries to the number of total entries. 
 

V. CONCLUSION 
The loop basis functions, which are originally 

proposed to expand solenoidal electric current density in 

EFIE, are proved to be in Whitney-2 form. They inherit 

the normal continuity of Whitney facet elements and are 

divergence-free. They have been applied to expand B  

in the finite element modeling of 3D magnetostatic 

problems. This implementation makes Gauss’ law be 

satisfied naturally and thus leading to a compact and 

straightforward flux formulation, which solely works 

with B. This formulation retains the clear physical 

interpolation of the mixed formulation, while becomes 

more elegant and compact. At the same time, it can 

compete with the vector potential formulation in both 

accuracy and computational cost. This application of the 

loop basis functions provides a novel perspective to 

reconsider the BVPs and basis expansion of solenoidal 

quantities in the realm of FEM. 
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Abstract ─ Beamforming is a desirous technique in 

wireless communication by which the desired signal is 

filter spatially from the interference environment. In this 

paper, the Firefly algorithm (FFA) is used to demonstrate 

such beamforming characteristics in linear arrays using 

amplitude only technique. The amplitude only technique 

is effectively employed with the FFA to synthesize the 

linear arrays with desired radiation characteristics. The 

generated radiation patterns have single and multiple 

nulls with no constraint imposed on beam width or side-

lobe level. The beam steering characteristics are also 

studied using the same methodology. 

 

Index Terms ─ Beam width, direction of arrival, firefly 

algorithm, side lobe level. 
 

I. INTRODUCTION 
Multiple stationary elements collectively operate as 

a single element antenna there by concentrating the 

radiation to one direction which is desirable for many 

wireless applications. Earlier single element antennas 

with directivity much less than the required level are 

used for these applications. Later antenna arrays with 

excellent directivity characteristics have replaced these 

single element antennas [1-4].  

Radiating elements for modern wireless 

communications needs to posses certain features like 

high directivity, good control on side-lobe level (SLL), 

control on beam width (BW) along with beam steering 

(BS) capabilities [5,6]. Single element antenna fails to 

achieve the above, as they exhibit poor directivity and  

no control on SLL and BW. Also, they require some 

additional circuitry to control the position of the main 

beam which makes the system more unwieldy. 

Moreover, the main problem with single element antenna 

is that they are highly frequency dependent. Any attempt 

to enhance the directivity would have a direct impact on 

the operating frequency of the antenna which is evident 

from the case of a simple fundamental is λ/2 (half wave 

length) dipole. The operating wavelength and the 

corresponding frequency gets modified when the length 

of the dipole is increased in order to increase its 

directivity. Hence, such antennas are not suitable for 

frequency dedicated applications. Therefore, the solution 

lies in enhancing the electrical length keeping the 

physical length constant. This is possible with the 

concept of antenna array where the electrical length is 

greater than the physical length of the each individual 

element constituting the array. 

Antenna arrays are capable of controlling radiation 

pattern for desired main BW, half power BW and SLL 

with proper modifications of geometrical and electrical 

properties of the array.  

An antenna array synthesis problem refers to 

determining weights for the geometrical properties like 

spacing (d) between elements or electrical properties like 

current excitation and phase excitation to produce 

desired radiation pattern. The choice of considering 

number of properties for synthesis depends on the type 

of synthesis problem. In general, the objectives of array 

synthesis include either SLL control or BW control or 

both to effectively produce desired shaped radiation 

pattern [7-14]. 

Interference suppression is the other reason for array 

synthesis which is not possible in the case of single 

element antennas. This is made possible by controlling 

the radiation in the unwanted direction and projecting the 

same in the desired direction. This concept in simple 

form known as beam-forming. The rejection of the 

undesired signal is carried out by simply placing the 

nulls in the direction of arrival (DOA) of the interference 

signal while the main beam is steered to the DOA of the 

desired direction. 

Many conventional techniques like Schelkunoff and 

Taylor’s methods are proposed to solve the problem of 

beamforming. Unfortunately these are time consuming 
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as well as prone to stick in the local minima. In order to 

overcome these hurdles, in the recent, past several 

evolutionary techniques are proposed. These techniques 

are quite efficient and often express the supremacy over 

traditional techniques.  

In this paper, such an attempt is made by adopting 

Firefly algorithm (FFA) for such applications. FFA is 

effectively applied to the problem of null generation  

in linear arrays under non-beam steering and beam 

steering conditions. The procedure allows essential 

implementation of beamforming conditions.  

The rest of the paper is organized as follows. Section 

II is dedicated to description the FFA. Problem statement 

and its formulation is given in Section III and the 

corresponding fitness evaluation and formulation is 

given in Section IV. Implementation of the FFA to the 

array synthesis problem is explained in Section V. The 

case wise presentations of results are given in Section VI 

which is followed by overall conclusion in Section VII. 
 

II. FIREFLY ALGORITHM 
FFA is a novel metaheuristic algorithm inspired by 

the behaviour of fireflies [15]. FFA is proposed by  

Yang. It is another swarm intelligence based algorithm  

which is inspired by the behaviour of fireflies and the 

phenomenon of bioluminescent communication. 

The construction of FFA algorithm is based on the 

following set of rules 

1. Fireflies (FF) are unisex and can attract any fellow FF. 

2. Attractiveness depends on ones brightness.  

3. The brightness or light intensity of a firefly is 

influenced by the landscape of fitness/cost function. 

The structure of the FFA is as mentioned in Fig. 1. 
 

 
 

Fig. 1. Flow chart of FFA. 

III. FORMULATION OF THE DESIGN 

PROBLEM 
The geometry of the linear array with centre feed 

and symmetric distribution on either sides of the feed 

point is as shown in Fig. 2. 

 

 
 
Fig. 2. Geometry of the linear array with symmetric 

distribution. 

 

The number of elements in the array is given as 

N=2n and are oriented along X-axis along a straight line 

to depict a simple line array. Each element in the array is 

an antenna which is characterized by three parameters 

and are given as current excitation (I), phase of current 

excitation (øn) and spacing (den). The corresponding 

array factor that is used to draw the radiation pattern of 

the LA is a function of these three parameters. However, 

in this work it is already mentioned that the adopted 

technique is amplitude only. Hence, the remaining 

parameters, i.e., d and øn are uniform and are assigned 

with values (0.5λ and 00 respectively). Accordingly, the 

array factor is simplified and given as: 

 
   

1

0

2 cos cos
N

n

n

AF I   




  , (1) 

where nI  is the nth element current excitation and   is 

look angle. 

 

IV. FORMULATION OF FITNESS 

FUNCTION 
The Fitness Function formulation is according to the 

objective of the proposed work. Accordingly, is given as 

follows: 

  60 ( )nullf dB E      if   ( ) 60nullE     

                  = 0   Otherwise, 

where null  - null position in degrees, ( )nullE   is the 

corresponding E-field magnitude at the desired null 

position and desired null depth of ‘60’ is simply 

considered as the fitness value of the corresponding 

individual. 
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V. ARRAY DESIGN USING FIREFLY 

ALGORITHM 
The implementation of the algorithm for the array 

design problem is explained in several steps as discussed 

below. 

 

A. Population initialization 

Like any other population based algorithm, the FFA 

also starts with initialization of random population in 

terms of P fireflies (FF) in a K dimensional search space. 

Each FF corresponds to a solution in the domain of 

search. Improvement in the solution is obvious with 

every progressive iteration. Implementation of the FFA 

for LA synthesis refers to interpretation of each FF as a 

vector of coefficients for the amplitudes of excitation of 

a LA. This is represented as: 

  K321i x..........x,x,xx  . (2) 

The corresponding population matrix is given as: 
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



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


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







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
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K11211

P

2

1

x....xx

.......

.......

x....xx

x....xx

x

.

.

x

x

X
. (3) 

The upper and lower bounds of the search variable is 

(xmin,xmax). 

 

B.FF evaluation 

FF evaluation refers to evaluation of the fitness for 

the corresponding amplitude distribution: 

 Ii = ObjFunc (xi). 

 

C. Attractiveness, distance and displacement 

The calculation of the attractiveness of a FF is given 

by [15]: 

    2

ijo rexp*r  . (4) 

Here, r is the distance between any two fireflies, o  is  

the initial attractiveness at r=0 and   is the absorption 

coefficient which controls the decrease of the light 

intensity. The distance between any two fireflies i and j at 

xi and xj respectively, can be defined as a Cartesian 

distance ‘rij’ using the following equation [15]: 

  



n

1k

2

jkijjiij xxxxr . (5) 

The displacement of a firefly ‘i’ which is attracted by 

a more attractive (i.e., brighter) firefly ‘j’ is given by the 

following equation [15]: 

      2/1randxxrexpxx ij

2

ijoii  . (6) 

The parameters used in the proposed FFA are shown in 

Table 1. 

 

Table 1: Parameter used in the proposed FFA 

Description Parameter Typical Value 

Maximum attractiveness 0 1 

Time varying algorithm 

parameter initial value 
 0.25 

Absorption coefficient γ 1 

Swarm size P 30 

Number of iterations Iter 250 

 

VI. RESULTS AND DISCUSSION 
The entire simulation based experimentation is 

divided in to four cases. Description of the problem 

statement and the corresponding radiation pattern plots 

are given case-wise in the following discussion. In every 

case the results are compared with those obtained using 

Genetic Algorithm. From Case 1 to Case 2, the number 

of desired nulls are incremented from 1 to 3. Whereas, in 

Case 4, the Case 3 objectives are repeated but, with the 

main beam steered in order to serve for DOA of 300. The 

last case significantly refers to the study of receiving a 

desired signal of interest, which is in the direction of 

ϴ=300 while the interference signals are in the direction 

of 200, 400 and 600. 

The corresponding amplitude distribution for both 

GA and FFA are given in the respective column of Table 

2 case-wise. In addition to the amplitude distribution,  

the computational time for each simulation based 

experimentation is also recorded in order to analyse the 

performance of the FFA when compared with GA. 

 

A. Case-1 

In this, a simple linear array is synthesised with 

desired nulls at one position, i.e., at 200. Due to the 

inherent symmetry, a similar null appears on the other 

side of the pattern at -200 also. The radiation pattern 

obtained for the amplitude distribution determined by the 

FFA is presented in the Fig. 3. A null at 200 with null 

depth of less than -80 dB can be observed. 

 

 
 

Fig. 3. Radiation pattern with null 200. 
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B. Case-2 

In this case, multiple nulls are considered. The 

objective of this case involves in positioning the second 

null at 400 in addition to the earlier existing null. The 

validation and the effectiveness of the algorithm is 

evident with this kind of effort to generate the null which 

doesn’t appear in the previous case protecting the 

existing null. The corresponding radiation pattern is as 

shown in the Fig. 4. The amplitude distribution is as 

mentioned in the Table 2. It is evident from the radiation 

pattern presented in Fig. 3 that, the magnitude of E-field 

at ϴ=400 is well above -30 dB, while the magnitude of 

E-field at the corresponding ϴ=400 is well below -80 dB. 
 

 
 

Fig. 4. Radiation pattern with nulls at 200 and 400. 
 

C. Case-3 

This case is similar to Case-2, but with enhanced 

number of nulls. Keeping the earlier two nulls in their 

position in the radiation patterns, an extra null is located 

at 600. This further helps in validating the efficiency of 

the algorithm in positioning the nulls in the desired 

directions as well as handling multiple nulls. This is 

demonstrated in Fig. 5, where the arrow marks show the 

position of the desired three nulls. The amplitude 

distribution obtained using the FFA is given in Table 2. 
 

 
 

Fig. 5. Radiation pattern with nulls at 200, 400 and 600. 

 

D. Case-4 

Beam steering is one of the desired characteristics in 

beamforming. It is often desired to steer the main beam 

to the desired direction, which is the DOA of the actual 

signal. In addition to this, three nulls are also positioned 

as mentioned in the Case-3 which is considered as the 

DOA of the interference signals. This is shown in the 

Fig. 6, where the main beam is steered to an angle of 300 

which is considered as the DOA of the desired signal. 

The corresponding amplitude distribution is as given in 

Table 2. 

 

 
 
Fig. 6. Radiation pattern with nulls at 200, 400 and 600 

with main beam scanned to DOA of 300. 

 
Table 2: Amplitude distribution obtained using FFA for 

different cases 

Case # Algorithm 
Normalised Amplitude 

Distribution 

Computational 

Time (Sec) 

1 

FPA 

0.698, 1, 0.267, 

 0,0.939, 0.078, 

0.404, 0.524, 0, 1 

0.56 

GA 

0.558, 0.921, 0.714, 0.59, 

0.817, 0.928, 0.777, 0.327, 

0.402, 0.601 

2 

2 

FPA 

0.778, 0.868, 0.567, 0, 

0.228, 1, 0.156, 0.211, 

0.814, 0.534 

1.02 

GA 

0.615, 0.148, 0.629, 0.118, 

0.898, 0.785, 0.668, 0.801, 

0.719, 0.510 

12.08 

3 

FPA 

0.443, 0.949, 0.746, 0.519, 

0.388, 0.985, 0.571, 0.848, 

0.038, 0.622 

9.89 

GA 

0.625, 0.422, 0.493, 0.368, 

0.473, 0.681, 0.737, 0.793, 

0.776, 0.178 

27.58 

4 

FPA 

0.934, 0.602, 0.608, 0.379, 

0.203, 0.860, 0.135, 0.004, 

0.911, 0.082 

10.08 

GA 

0.637, 0.999, 0.33, 0.640, 

0.638, 0.139, 0.667, 0.052, 

0.265, 0.576 

29.58 
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VII. CONCLUSION 
The technique of generating nulls in the desired 

directions in order to suppress the interference signals is 

well demonstrated under unscanned and scanned 

conditions for beamforming characteristics. The novel 

algorithm has shown its efficiency and simplicity in 

terms of computation and complexity. When compared 

with GA, the FFA reported efficient synthesis results in 

terms of computational time. Instead of number of 

iterations, performance of the algorithm is evaluated in 

terms of computational time as the later would be an 

appropriate scale. Though the GA reported competitive 

results when compared with the FFA, the consumed time 

by the GA is at least three times higher than that of FFA. 

This appears to even worse when the number of elements 

or the design variable of the problem are considered in 

large arrays. The technique demonstrated in this paper 

can easily be extended to any multimodal problems with 

several constraints. 
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