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Abstract ─ This paper presents investigation 
results on a wideband U-slot loaded modified E-
shape (USLMES) microstrip patch antenna with 
frequency agile behavior by employing different 
height ground plane and ribbon type copper 
switches. The USLMES patch is excited using the 
notch feed mechanism by a 50  coaxial probe 
outside the patch surface so that coaxial probe 
does not contribute significantly to the peak-cross-
polarization levels. The parametric study results 
are presented for the wideband patch antenna 
design and important parameters have been noted. 
The proposed wideband patch antenna offers 
impedance (S11 = −10 dB) and 3dB gain 
bandwidths of at least 35% (3.09GHz to 4.42GHz) 
with stable radiation patterns and acceptable cross-
polarization levels. The effect of ground plane 
height variation not only alters operating 
frequency, but also, Gain and impedance 
bandwidth. Frequency agility is also achieved 
from 3.02GHz to 4.95 GHz by turning different 
combination of switches ON/OFF. The prototype 
antennas were fabricated and experimentally 
verified for both wideband patch performance and 
frequency agility by implementing different 
ground plane heights. The simulated performance 
is in reasonable agreement with the measured 
results.  
  
Index Terms ─ Frequency agile behavior, ground 
plane height, ribbon type switches, USLMES 
microstrip patch, wideband antenna. 
 

I. INTRODUCTION 
With the increasing growth of modern 

wireless communication systems, wide usage of 
resources and hardware implementation on circuit 
board has become imperative. This has put 
challenging demands on the antenna designs. In 
this context, much attention has been given to the 
frequency agile or frequency reconfigurable patch 
antennas because they offer multiband and 
wideband operations, while keeping the antenna 
radiation pattern almost invariant. Reconfigurable 
antennas have been designed by incorporating 
switching components like PIN diodes switches 
[1-3], RF-MEMS switches [4-6]   and varactor 
diodes [7] on the antenna’s geometry. In most of 
the above, it is seen that placement of a number of 
switches on the antenna radiating edges 
deteriorates its performance. Moreover biasing of 
the loaded diodes between the patch and ground 
plane requires complex circuitry which limits the 
freedom of reconfiguration to a few percent. The 
frequency reconfiguration based on the ON/OFF 
states of the switches/diodes, also, limits 
reconfigurable states to one or two discreet 
frequencies [7]. Therefore, the need for a 
wideband response to the frequency 
reconfiguration or agility is very much desirable. 
Ground plane reconfiguration has been studied in 
[8-10] and offers a simple frequency detuning 
technique as compared to the above. It avoids 
complex circuitry, biasing of external components 
and operates on the inherent characteristics of the 
patch itself. Frequency agility is achieved by 
altering the height of the ground plane, but this 
requires high levels of electrostatic actuation to 
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vary the ground plane height. The limitations are 
repeatability, very limited ground plane height 
variation and complex fabrication of the 

reconfigurable ground plane structures.  
Techniques such as, U-slot loaded patch [11, 12], 
impedance matching network based patch [13], E- 

 
Fig. 1. Geometry of a U-slot loaded modified E-shape (USLMES) wideband patch antenna. (a) Top view, 
and (b) side view. Final patch design parameters based on the parametric study are: L = 40mm, W = 
60mm, EW =16.6mm, EL = 17.2mm, ESW = 7.2mm, NW = 2.9mm, IS =  0.2mm, NSL = 6.5mm, FW = 
6.2mm, FP = 6mm, UW= 58mm, UL= 8.6mm, USW = 5mm, ha = 4.8mm, hS  = 0.761 mm. 

 
shape patch antennas [14, 15] and multi-layer 
stacked structures [16] have been investigated to 
increase the impedance bandwidth of the 
microstrip patch antenna.  The U-slot loaded patch 
antenna presented in [11] has impedance 
bandwidth around 30%. The E-shape patch 
investigated in [14], also, offers around 30% 
bandwidth which uses coaxial probe feeding.  
Another E-shape patch investigated in [15] offers 
19.5% bandwidth with transmission line feed.   

However, here in this paper, we present 
investigation results on the effect of employing 
variable height ground plane and copper ribbon 
switches on the frequency agile behavior of a 
proposed wideband U-slot loaded modified E-
shape (USLMES) microstrip patch antenna.  The 
proposed antenna offers an impedance bandwidth 
of at least 35% with relatively smaller ground 
plane. Further, care has been taken to include the 
coaxial probe outside the patch area to avoid high 
cross-polarization generation due to the coaxial 
probe. The patch is printed on a low cost FR-4 
substrate which is a real microwave substrate 
hence soldering of the coaxial probe is easier than 

when done on a foam substrate. Between the patch 
substrate layer and the ground plane lies different 
thicknesses of the foam substrate.  The U-slot 
loaded modified E-shape (USLMES) microstrip 
patch antenna was designed first using Ansoft 
Designer ver 3.5 with infinite ground plane and 
later on optimized as 3D finite structure including 
ground plane and substrate size using the Ansoft 
HFSS ver. 11.0 and CST’s Microwave Studio ver. 
2009 [17-18].  
 

II. U-SLOT LOADED MODIFIED E-
SHAPE PATCH   ANTENNA 

 
A. Antenna geometry 

The geometry of the proposed USLMES notch 
fed patch on a microwave substrate FR-4 (εr 

=4.4, tan δ =0.02) of thickness hs = 0.761 mm 
placed on a foam substrate (εr =1.06) of thickness 
ha = 4.8mm excited by a notch fed through a 50Ω 
coaxial probe is shown in Fig. 1. The microwave 
substrate FR-4 is employed for ease of fabrication 
and SMA soldering to the patch surface.  
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The imperative parameters which were 
optimized extensively to bring matching level with 
respect to S11 <−10dB are E-shape patch wings 
width (EW), length of the E-wing (EL), E-slot 
width (ESW), notch width (NW), inset slot width 
(IS), feed width (FW), U-slot width ( UW), U-slot 
wing width (USW) and U-slot length (USL).  

A thorough parametric study was conducted to 
attain optimized values for the design parameters. 
The USLMES shows a wideband response from 
3.09GHz to 4.42GHz (operating bandwidth) 
exhibiting 35.41% impedance bandwidth with 
final achieved values.  
 
B. Parametric study results 

To understand the effect of USLMES patch 
antenna parameters on its impedance bandwidth, 
individual design parameter are varied, one at a 
time, or a set of parameters, while keeping all 
other parameters invariant. The simulations were 
generated using the Ansoft Designer and are 
shown in Fig. 2(a-h). Ansoft Designer models 
infinite substrate while ground plane can be of 
finite size. For all the simulation, impedance 
bandwidth is defined for S11 = −10dB. 

 
i. Fig. 2(a) shows the effect of varying the U-

slot edge distance (Z) to the USLMES edge. 
The distance Z is varied from 11.4mm to 
16.4mm. At Z= 11.4mm, the USLMES 
shows dual band response with first band 
operating in 3.05GHz to 3.2GHz (4.80% 
bandwidth) and second in 3.90GHz to 
4.35GHz (10.90% bandwidth). A further 
increase of distance to Z=12.4mm shows dual 
band response from 3.05GHz to 3.25GHz 
(6.34% bandwidth) and 3.80GHz to 4.37GHz 
(13.95% bandwidth).  At distance 
Z=16.4mm, the USLMES shows a wideband 
response from 3.09GHz to 4.42GHz 
exhibiting 35.41% impedance bandwidth.  

ii. Fig. 2(b) shows the effect of varying U-slot 
width UW from 46mm to 58mm. At width 
UW = 46mm, the USLMES shows dual band 
response with first band operating in 
2.90GHz to 3.18GHz (9.21% bandwidth) 
and second in 3.75GHz to 4.52GHz (18.62% 
bandwidth). Increasing U-slot width to UW = 
50mm again shows dual band response with 
decrease in first band bandwidth (3.0GHz to 
3.25GHz, 8% bandwidth) and increase in 

second band bandwidth (3.65GHz to 
4.48GHz, 20.41% bandwidth). A further 
increase in slot width to UW = 56mm shows 
a wideband performance (3.08GHz to 
4.43GHz, 35.91% bandwidth) but touches 
the S11= −10dB line near 3.5GHz. Therefore 
on further investigation, U-slot width of UW 

= 58mm is selected showing wideband 
response (3.09GHz to 4.42GHz, 35.41% 
bandwidth). 

iii. The effect of varying the U-slot wing width is 
shown in Fig. 2(c).  The U-slot wing width 
USW is varied from 3mm to 8mm. It is seen 
to exhibit dual band response at USW = 8mm 
starting 3.02GHz to 3.3GHz (8.86% 
bandwidth) and 3.6GHz to 4.45 GHz 
(21.11% bandwidth). With further decrease 
in U-slot wing width to USW = 7 mm, 
USLMES shows a wideband response from 
3.05GHz to 4.43GHz (36% bandwidth) but 
is seen touching the S11= −10dB line at 
3.5GHz. The above problem is rectified at 
U-slot wing width USW = 5mm offering band 
operating in 3.09GHz to 4.42GHz (35.41% 
bandwidth) with better bandwidth 
performance at USW = 3mm (34.89%) also. 

iv. Fig. 2(d) shows the effect of varying the U-
slot length USL from 2.0mm to 1.6mm. By 
varying the U-slot length USL, the bandwidth 
increases from 33.65% (3.2GHz to 
4.50GHz) to 35.41% (3.09GHz to 
4.42GHz). 

v. Fig. 2(e) shows the effect of varying the 
USLMES patch wings width EW and notch 
width NW. While investigating the above two 
parameters, the ESW is kept constant at 
7.2mm. Therefore EW is varied from EW = 

14mm to 16.6mm and NW from 5.5mm to 
2.9mm. At EW = 14mm, NW = 5.5mm, 
USLMES excites higher order modes at 
higher frequency, therefore on further 
increasing wing width EW = 16.6mm and 
reducing NW to 5.5mm, a wideband response 
is seen operating in 3.09GHz to 4.42GHz 
(35.41% bandwidth). 

vi. Fig. 2(f) shows the effect of varying the feed 
width FW and inset slot width IS from 5.2mm 
to 6.2mm and 0.70mm to 0.20mm, 
respectively. The USLMES shows dual band 
response at FW = 5.2mm, IS = 0.70mm 
operating in 3.08GHz to 3.18GHz (3.50% 
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bandwidth) and 3.6GHz to 4.55GHz 
(23.31% bandwidth).  USLMES continues 
to show dual band response at FW = 5.4mm, 
IS = 0.6mm operating in 3.08GHz to 
3.19GHz (3.50% bandwidth) and 3.58GHz 
to 4.53GHz (23.42% bandwidth). Further 
increasing  feed width FW  to 6.2mm and 
reducing inset slot width IS to 0.2mm, 
wideband response is achieved  operating in 
3.09GHz to 4.42GHz (35.41% bandwidth).  

vii. The effect of varying the USLMES patch 
length EL from 16mm to 18 mm   is shown in 
Fig. 2(g). The impedance bandwidth 
increases from 31.96% (3.18GHz to 
4.39GHz) at EL = 16mm to 33.82% 
(3.12GHz to 4.39GHz) at EL= 16.4mm. A 
further increase of USLMES wing length to 
EL= 17.2 mm increases the impedance 
bandwidth to 35.41% (3.09GHz to 
4.42GHz) which is better than impedance 
bandwidth of 34.41% (3.08GHz to 
4.36GHz) at EL= 18mm. Therefore EL = 
17.2 mm is the best value for the bandwidth 
of the proposed USLMES. 

viii. Fig. 2(h) shows the effect of varying the 
finite ground plane size for S11 = 10dB. 
The dual band response at G = 65×65mm2 

operating in 3.02GHz to 3.30GHz (8.86% 
bandwidth) and 3.6GHz to 4.43GHz 
(20.67% bandwidth) is optimized to 
wideband response at G = 100 ×120 mm2 

operating in 3.09GHz to 4.42GHz (35.41% 
bandwidth). 

 
Table 1: Final USLMES patch design parameters 

PARAMETERS VALUES 
USLMES wings width, EW 16.6 mm 
USLMES wings length, EL 17.2 mm 

Notch width, NW 2.9 mm 
Inset slot width, IS 0.2 mm 

Inset slot length, NSL 6.5 mm 
Feed width, FW 6.2 mm 

U-Slot length, USL 1.6 mm 
U-Slot distance to 

USLMES patch edge (Z) 
16.4 mm 

U-Slot Width , UW 58 mm 
U-Slot wing width , USW 5.0 mm 

Ground plane (X×Y mm2) 100×120 mm2 
 

The other design parameters did not show any 
significant effect on the impedance bandwidth and 

are kept unchanged throughout the parametric 
study. Table 1 shows the design parameters of the 
final proposed USLMES patch antenna. 
 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 2. Effect of different USLMES parameters on 
its reflection coefficient (S11) performance while 
keeping other parameters constant. (a) Z, (b) UW, 
(c) USW, (d) USL, (e) EW and NW, (f) FW and IS, (g) 
EL, (h) G. 
 

III. FREQUENCY AGILE BEHAVIOR 
OF PROPOSED WIDEBAND PATCH 

 
A. Ground plane height variation 

The simulation results for this part of the study 
were generated using the Ansoft Corporation’s 
finite element method (FEM) based on the high 
frequency structure simulator (HFSS) which 
models all finite dimensions including the 
substrate and ground plane. The simulation 
considers interaction of SMA placement close to 
the antenna, which in this case is outside of the 
patch.  

Figure 3 shows the simulation results for the 
USLMES when investigated for different air-gap 
heights between the FR-4 substrate and the ground 
plane. The structure initially operates (w.r.t. S11 = 
−10dB) at 4.2GHz at ha = 2.8mm height. With the 
increase in air-gap height (ha) to 3.2mm, the 
frequency shifts to the lower end and operates at 
3.4 GHz showing dual band performance with the 
first band operating in 3.26GHz to 3.6GHz (9.91% 
BW) and the second band operating in 3.91GHz to  
4.34GHz (10.42% BW). As the height ha is 
increased further to 4.8mm, the frequency shifts 
more towards the lower end and operates as 
wideband antenna achieving 35% bandwidth 
(3.09GHz to 4.40GHz). By further increase in 
height to 6.4mm, the lower end frequency shifts to 
3.0GHz with operational bandwidth of 34.71% 
(3.0GHz to 4.26GHz). With further increasing the 
air-gap (ha) to 7.8mm, the USLMES resonates 
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between 3.26GHz to 3.75GHz offering 13.98% 
impedance bandwidth. Thus, the effect of 
employing different height ground plane reinstates 
reconfigurable or frequency agile operational 
bands with single, dual and wideband responses.  

 

 
Fig. 3. Reflection coefficient S11 (dB) versus 
frequency (GHz) for the USLMES with different 
air-gap height variations. 

 
Table 2 summarizes the effect of ground plane 

height variation on the frequency agile behavior of 
USLMES. Figure 4 shows the broadside gain at 
(θ=0o) for the USLMES patch for different air-gap 
height variations. The gain remains above 5dBi 
throughout the operational band for all the cases. 
The best case from the air gap height study is the 
reference case with ha = 4.8m, where the realized 
gain stays above 7dBi throughout the frequency 
bandwidth from 3.09GHz to 4.42GHz. A slight 
drop in gain at 4.4GHz is attributed to the increase 
in the cross-polarization level. It can, also, be seen 
that antenna possess wideband gain response even 
though it exhibited multiband or single wideband 
impedance matching response as shown in Fig. 3. 
Thus, the antenna can be reconfigured for a 
specific frequency range from 3GHz to 4.42GHz 
by employing a variable height ground plane. The 
mechanism to implement a variable height ground 
plane with the desired air-gap variation from 
2.8mm to 7.8mm is a challenging task. This can be 
realized using the methods explored in [19-20], 
but comes at the price of complex fabrication and 
little air-gap variation which will not be sufficient. 
Therefore, at this point, electronic method for 
varying the ground plane has not been completed 
and will be the subject for future studies. 
However, to prove the finding, three different 
antennas with three different air-gaps were 
fabricated and experimentally tested.  

Table 2: Frequency response for USLMES under 
different heights 

S. 
No

Air 
Gap 

Heights 
(mm) 

Percentage 
Bandwidth 

(%) 

Band Frequency 
of 

Operation 
(GHz) 

1 2.8 4.43 single 3.92 –4.20 

2 3.2 10.21, 
12.30 

dual 3.25−3.60, 
3.89-4.40 

3 4.8 35.41 wideband 3.09 –4.42 

4 6.4 34.52 wideband 3.02 –4.28 

5 6.8 25.32 wideband 3.00 −3.87

6 7.8 13.25 wideband 3.24 −3.70
 

 
Fig. 4. Realized broadside gain (dBi) versus 
frequency (GHz) for the USLMES patch with 
different air-gap height variations. 

 
B. Copper ribbon type switches 

The reference USLMES presented above is 
modified further to incorporate switches. Two 
conductive arms are incorporated inside the E-
patch slot width area to compensate switches of 
1.8mm × 1.8mm dimensions. These are numbered 
as switch 4, switch 5, switch 6, and switch 7. All 
the USLMES parameters remain the same as 
mentioned in the previous section. Three switches 
are, also, incorporated inside the U-slot which is 
seen affecting the frequency reconfigurable 
characteristics of the USLMES under turning 
ON/OFF conditions. The other parameters of 
USLMES are the same as described in the 
previous section. The reference ULSMES has ha = 
4.8mm. 
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Fig. 5. Modified USLMES patch with copper type 
ribbon switches incorporation. 
 

Figure 5 shows the modified geometry of 
USLMES with two conductive arms loaded with 
switches 4, 5, 6, and 7.  The U-slot is, also, loaded 
with three switches 1, 2, and 3. The switches play 
an important role to change the resonant frequency 
according to different combinations of turning ON 
and OFF. Figure 6 shows the reflection coefficient 
magnitude of the reference USLMES with 
different combination of switches in operation. 
Initially all the switches 1, 2, 3, 4, 5, 6, and 7 are 
OFF (Case 1) and the USLMES shows impedance 
bandwidth of 8.86% with band operating in 
3.02GHz to 3.3GHz. With the turning ON of the 
switches 1, 3, 4, 5, 6, and 7 (Case 2), the modified 
USLMES shows dual band performance with the 
first band operating in 3.3GHz to 3.55GHz (8.82% 
impedance bandwidth) and the second band 
operating in 3.85GHz to 4.65GHz (18.82% 
impedance bandwidth). At this point, the switches 
# 1 and # 3 are turned OFF and switch # 2 is 
turned ON with switches 4, 5, 6 and 7 (Case 3). 
The USLMES shows resonance below S11 = 
−10dB from 3.60GHz to 4.95GHz (31.57% 
impedance bandwidth). Thus, the combination of 7 
switches incorporated on the geometry of modified 
USLMES contributes to operation in different 
frequency band and can be reconfigured for 
various applications between 3.02GHz to 
4.95GHz. During the frequency reconfiguration, 
radiation properties almost remained similar to the 
original antenna, hence not included here for the 
sake of brevity.  

 

 
Fig. 6. Simulated reflection coefficient magnitude 
S11 (dB) versus frequency (GHz) for reference 
USLMES patch for different combination of 
switches turned ON/OFF. 
 
IV. EXPERIMENTAL VERIFICATIONS 

The U-slot loaded modified E-shape 
(USLMES) microstrip patch antenna was 
fabricated and measured for both wideband patch 
performance and frequency agility by 
implementing different ground plane heights in the 
Antenna and Microwave Lab at San Diego State 
University. The lab houses an Anritsu’s vector 
network analyzer (model # 37269D), LPKF 
milling machine and anechoic chamber with the 
capability to measure both far-field and spherical 
near-field based radiation patterns. The copper 
ribbon switches based patch antennas (Case 1, 
Case 2, and Case 3) were not fabricated to avoid 
additional fabrication cost till the actual switch 
study is completed, which will be published at a 
later date.   

Figure 7 shows the photograph of one of the 
fabricated patch antennas on FR-4 substrate of hs = 
0.761mm. This offers easy soldering of the coaxial 
probe with the patch than when antenna is directly 
etched on the foam substrate. Further, the coaxial 
probe is out of the patch surface, which helps in 
lowering the cross-polarization levels.  

 
A.  Frequency agile behavior verification  

For the experimental verification purposes, 
three different USLMES patch prototypes were 
fabricated with air-gaps ha = 3.2mm, 4.8mm and 
6.4mm and tested using network analyzer. Their 
reflection coefficient results are shown in Fig. 8. 
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Fig. 7.  Photograph of the U-slot loaded modified 
E-shape (USLMES) patch fabricated on FR-4 
substrate of 0.761mm thickness. 
 
 

 
Fig. 8. Measured and simulated reflection 
coefficient magnitude S11 (dB) versus frequency 
(GHz) for three fabricated USLMES patches. 
 

The simulated S11 for the USLMES patch with 
3.2mm air-gap height shows dual band 
performance with the first band operating in 
3.26GHz to 3.6GHz (9.91% bandwidth) and the 
second band operating in 3.91GHz to 4.34GHz 
(10.42% bandwidth). The measured S11 results 
show reasonable agreement with the first band 
operating in 3.26GHz to 3.71GHz (12.91% 
bandwidth) and the second band 3.91GHz to 4.2 
GHz (7.15% bandwidth). The USLMES with 
4.8mm (reference, Fig. 1(a-b)) air-gap height has 
simulated frequency band from 3.09 GHz to 
4.42GHz offering 35% impedance bandwidth. In 
comparison to this, the measured S11 covers the 
above band and extends to 4.60GHz (38% 
bandwidth). The simulated S11 for the 6.4mm air-
gap patch starts from 3.0GHz and ends at 4.26 
GHz, whereas the measured S11 starts at 3.09GHz 
and ends at 4.26GHz offering 35% impedance 

bandwidth. Therefore, the simulated and measured 
S11 agree reasonably well over the operational 
frequency bands. Slight disagreement in the S11 for 
the three cases is attributed to the uneven foam 
surfaces between the FR-4 and the ground plane. 
In addition, the losses associated with the 
dielectric and the conductors are not generally 
considered accurately in simulations, hence offers 
slightly reduced matching bandwidth than the 
measured results. Finally, it can be seen that the 
ground plane height variation offers frequency 
agility over a wide bandwidth. Basically, an 
antenna with dual band with reasonable 
bandwidths and/or with single wideband can be 
realized based on the communication needs by 
ground plane height variation. As mentioned 
earlier, for real-time ground plane height variation 
providing the desired agility, one needs additional 
methods, however, by mechanical height 
variation; one can still get the frequency agility.  
 
B. Wideband USLMES patch antenna 

The proposed USLMES wideband patch 
antenna with ha = 4.8mm was, also, tested for its 
radiation patterns and gain performance. 
Additionally, the HFSS generated impedance 
matching was re-verified using the CST’s 
Microwave Studio tool, in addition to the 
measurements, which is shown in Fig. 9.  The 
return loss results using the HFSS and CST tools 
agree well (3.09 GHz to 4.4GHz, 35%), whereas 
the measured data shows slightly wider matching 
bandwidth of 38% (3.09 GHz to 4.60 GHz). Slight 
disagreement in the S11 for the three cases is 
attributed to the uneven foam surfaces between the 
FR-4 and the ground plane and the losses 
associated with the dielectric and the conductors 
as discussed in the previous section. 

The simulated and measured gain radiation 
patterns for the proposed (reference case) 
USLMES patch antenna is shown in Fig. 10(a, c, 
e) and Fig. 10(b, d, f), respectively, for the 
frequencies 3.14GHz, 3.5GHz and 4.4GHz within 
the matching bandwidth.  The simulated and 
measured co-polarization gain and peak cross-
polarization levels are compared in Table 3 at 
3.14GHz, 3.50GHz, and 4.40GHz. It can be seen 
that measured data agrees reasonably well with 
simulation ones except towards the higher 
frequency end.  The 3dB beam widths at 3.14GHz, 
3.5GHz, and 4.40GHz are 58.54o, 58.12o, and 
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69.80o, respectively. Further, Fig. 11 shows the 
comparison of the simulated and measured 
broadside realized gain for the proposed antenna.   

 

 
Fig. 9. Simulated and measured reflection 
coefficient magnitude S11 (dB) versus frequency 
(GHz) for the reference wideband USLMES patch 
with ha = 4.8mm.  

 
Table 3: Comparison of simulated and measured 
gain and peak cross-polarization level 
Freque
ncy 
(GHz) 

Sim.   
Co-
Polar. 
Gain 
(dBi) 

Sim. 
Cross-
Polar. 
Level 
(dB) 

Measured 
Co-Polar. 
Gain 
(dBi) 

Measured 
Cross-
Polar. 
Level 
(dB) 

3.14 9.50 27.64 9.55 20.40 
3.50 10.64 29.858 10.07 21.70 
4.40 9.31 7.08 7.65 11.59 

 

 
                              (a) 
 

 
                                (b) 
 

 
                              (c) 
 

 
                              (d)     
 

547BAKSHI, SHARMA: WIDEBAND U-SLOT LOADED MODIFIED E-SHAPE MICROSTRIP PATCH ANTENNA



                        
(e) 

 

 
(f) 

Fig. 10.  Simulated (a, c, e) and measured (b, d, f) 
gain radiation patterns at 3.14GHz, 3.5GHz, and 
4.4GHz, respectively.   
 
The measured results comply with the simulated 
results affirmatively. The gain drop at 4.4GHz can 
be attributed to comparatively high cross-
polarization than with lower frequencies which 
arises due to large electrical length of the antenna 
towards the end of the frequency. With the 
increase in electrical size, unwanted higher mode 
can generate causing cross-polarization to go up; 
however, the cross-polarization level is still very 
good for most of the wireless communications. 
Further, the antenna shows 3dB gain bandwidth 
similar to the impedance matching bandwidth. 
 

V. CONCLUSION 
A U-slot loaded modified E-shape (USLMES) 
microstrip patch antenna is presented that offers 
simulation impedance bandwidth of 35% while 
measured bandwidth approaches 38%.  

 
Fig. 11. Comparison of the simulated and 
measured broadside realized gain (dBi) vs. 
frequency (GHz) for the proposed (ha = 4.8mm) 
USLMES patch antenna. 
 
Additionally, the gain variation is within 3 dB 
over the impedance bandwidth. This paper also 
focused on ground plane height control to 
investigate the frequency agility for a proposed 
wideband antenna. It can be observed that both 
dual band and single wideband antennas can be 
realized by controlling the air-gap between the 
FR-4 supported patch and the ground plane. The 
investigations presented considered the 
mechanical or individual height variations, but it 
can be made real time, once, a simpler mechanism 
for electronic variation of ground plane is 
implemented such that desired levels of air-gap 
variations could be obtained.  This is a matter of 
future study.  Similarly, the effect of incorporating 
copper conductor ribbon type switches were also 
studied by modifying the USLMES patch further. 
It showed frequency agility over the operation 
bandwidth. These antennas can find an application 
in 3.5GHz Wi-Fi wireless communication devices 
as radiating elements for the base station antennas.  
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Abstract ─ This paper presents an equivalent 
circuit derived directly from Maxwell's 
equations in a manner to show the 
amalgamation of field models and the circuit 
theory. A micro-T equivalent circuit is 
obtained from the solution of Maxwell’s 
equations for a cylindrical representation of a 
squirrel cage induction motor. First, a general 
form of the field solution is obtained using 
transfer matrices. A variable transformation is 
then applied, which makes it possible to 
derive a circuit for each annular region in the 
motor. By joining the equivalent circuits in 
cascade, a complete equivalent circuit for the 
motor is obtained. The voltages and currents 
in the equivalent circuit relate directly to the 
field quantities within the actual motor. 
Accuracy of the method is verified with 
comparisons against finite elements and a 
commercial motor design program.  
  
Index Terms ─ Eddy currents, electromagnetic 
induction, equivalent circuits, induction 
motors.  
 

I. INTRODUCTION 
 Multiregion traveling wave problems in 
electrical machines have been treated in detail by a 
number of authors; see for example [1-11]. A 
traveling wave is usually produced by a polyphase 
winding, which acts upon a series of laminar 
regions. A region is defined, for the purposes of 
this paper, as an area in the motor in which the 
material is uniform in nature, having boundaries of 

simple cylindrical shape. When any of the regions 
is conducting, eddy currents are induced and 
forces tangential to the plane of the region are 
established. If the field quantities at the region 
interfaces are known, these forces can be 
calculated. Typical problems include linear 
induction motors [1], rotating induction motors [2-
5], drag-cup servomotors [6], liquid metal 
induction pumps and generators [7], and armature 
reaction losses in solid poles [8-11].  

The theory of induction motors is usually 
presented in one of two ways: either the motor is 
represented by a Steinmetz equivalent circuit [12], 
or analytical expressions are derived from the 
electromagnetic field theory [2-4], [13]. As of yet 
there is no general method enabling one to derive 
an equivalent circuit directly from a field solution. 
Of course, it is always possible to set up an 
analogue model of differential equations [14], but 
the number of elements required for accurate 
modeling can be very large. 

As the number of regions is increased, the 
algebraic complexity of the field solution becomes 
prone to errors. Additionally, if the motor model is 
altered by adding extra regions, it is necessary to 
repeat the complete field analysis. The micro-T 
equivalent circuits developed in this paper have 
the form of cascaded transmission lines; therefore, 
it is possible to consider any number of regions 
without recurring to lengthy analyses. The micro-
T circuit offers a direct relationship between field 
quantities in the motor voltages and currents in the 
equivalent circuit (see Fig. 1). 

The use of an equivalent circuit can give deep 
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Fig.1. (a) Cross-sectional sextant through a multi-layer squirrel cage induction motor. (b) Basic equivalent circuit for a five-
region squirrel cage induction motor. 

insight into the behavior of the motor. Engineers 
are trained to interpret equivalent circuits, and 
once the circuit elements have been obtained, the 
amount of calculations required for a given set of 
conditions is relatively small. The motor model 
can be made more detailed when adding extra 
regions by inserting extra terms in the equivalent 
circuit at the appropriate points. 

The combination of field and circuit theories has 
been used in other areas; see for example [15 and 
16]. In [15], a hybrid electromagnetic-circuit is 
used for the simulation of microwave devices 
together with nonlinear lumped circuits. A circuit-
oriented, finite-element solution is proposed in 
[16] to analyze travelling wave coupled problems. 
The micro-T circuit theory has been used in [17] 
and [18] to analyze induction heating problems.  

The contributions of this paper are: the 
application of the micro-T theory to the solution of 
the electromagnetic field distribution in squirrel 
cage induction motors; the derivation of a terminal 
equivalent circuit from the solution of Maxwell’s 
equations in the motor. 

The equivalent circuit of this paper gives 
information not only on the terminal performance 
of the motor, but allows looking at the behavior of 
the electromagnetic field in the different layers. 

The accuracy of the method has been verified with 
finite elements simulations and with the equivalent 
circuit on a real motor. 
 

II. MATHEMATICAL MODEL 
A general multiregion problem is analyzed. 

Figure 1a shows a sextant of a motor comprising 
of N (=5) concentric cylinders. The excitation is an 
infinitesimally thin and axially infinite current 
sheet at radius rg. It is further assumed that 
displacement currents and magnetic saturation are 
negligible.  

Three field quantities which are acting at the 
region boundaries will be considered in this 
analysis. These are the electric field strength E 
which is directed axially along the interface, the 
magnetic field strength H which is directed 
circumferentially along the interface, and the third 
one is the flux density B normal to the interface in 
the radial direction. The analysis using these field 
components is performed to obtain field quantities 
at the region boundaries.  After these field 
quantities are known, the equivalent circuit is then 
derived and the power flow through the interfaces, 
torque, output power, rotor losses, and rotational 
force are obtained.  

The intermediate stage between the field 
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solution and the final equivalent circuit is 
represented in a transmission line form [17]. The E 
and H values on either side of a region are linked 
by a transfer matrix [19-20]. Therefore each 
bounded region in the model shown in Fig. 1 can 
be represented by a corresponding transfer matrix 
equation. 

The circuit model of this paper is derived from 
the analytical solution of Maxwell’s equations. 
The following geometrical simplifications have 
been made: (1) the stator windings (including slots 
and teeth) have been substituted by a current sheet; 
(2) the squirrel cage has been substituted by a 
conductive equivalent layer. The first assumption 
prevents the accurate representation of the stator 
winding resistance while the second assumption 
produces a larger than normal magnetizing 
current. Both limitations can be potentially 
eliminated with the use of homogenous equivalent 
media [20]. This, however, is beyond the scope of 
this paper, but we intend to continue our research 
in that direction.  
 

III. THEORETICAL ANALYSIS 
 
A. Field theory solution of a general region 
 It is assumed that the winding produces a 
perfect sinusoidal traveling wave. The line current 
density may be represented as 

   ( )ˆRe  j t p
zJ J e    (1) 

where Ĵ, ɷ and p are the amplitude of line current 
density, angular frequency, and the number of pole 
pairs. The field produced will link all cylindrical 
regions from 1 to N. Maxwell's equations are 
solved accordingly. As a first step in the analysis, 
the field components of a general region are 
derived, assuming that all fields vary as exp(t–
p), and omitting this factor from all field 
expressions that follow (we work only with the 
amplitudes of the travelling wave functions). 
Then, Maxwell's equations for any region in the 
model are:  

ˆ ˆH J  , (2) 

  ˆ ˆE j B   ,  (3) 
with 
  ˆ ˆJ E , (4) 

and 
  ˆ ˆB H . (5) 

The boundary conditions are 
1) The radial component of the flux density is 

continuous across a boundary. 
2) The circumferential component of magnetic 

field strength is continuous across a boundary, 
but one must consider the effects of the current 
sheet as shown in sub-section B. 

 Taking the r-component from both sides of (3) 
yields 

   z rE rB
p
 , (6) 

and taking only the Φ-component from both sides 
of (3) yields 

  zE j H
r  


. (7) 

 Using (2) and (4) and taking the z-component 
from both sides gives 
   1

z r
pE rH j H

r rr   
. (8) 

Equation (8) can be written, after rearranging, in 
the following form 

   
2

2 2 2 2
2

0z z
z

E Er r r p E
rr

    


. (9) 

The solution is given by 
     1 2z p pE C I r C K r   , (10) 

where Ip and   Kp  are the modified Bessel functions 
of order p and of general complex argument, C1 

and C2 are constants to be evaluated from 
boundary conditions, and  j2  where μ and 
σ represent the absolute permeability and 
conductivity and ɷ is replaced by sɷ in the above 
equation for a region moving with slip s.  
 From (3), (5), and (10) we have 

     1 2p pH C I r C K r
j
  

 
  

   . (11) 

For non-conducting regions or regions moving at 
synchronous speed, the governing partial 
differential equation is 

 
2

2 2
2

0z z
z

E E
r r p E

r r

 
  

 
, (12) 

and the solution is given by 

 1 2
p p

zE C r C r  . (13) 

Therefore, 

 1 2( )p pp
H C r C r

j r  
   .           (14)  
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B. Field calculations at region boundaries 
 Figure 2a shows a general region n, where Ez,n 
and HΦ,n are the field components at the upper 
boundary of  region n, and Ez,n-1 and HΦ,n-1  are the 
equivalent values at the lower boundary of the 
same region. Considering a conducting region 
whose slip is different from zero, from (10) and 
(11) 
    , 1 2z n p n n p n nE C I r C K r   , (15) 

    , 1 2
n

n p n n p n n
n

H C I r C K r
j
  

 
  

   . (16) 

 Equivalent expressions for Ez,n-1 and HΦ,n-1  can 
be found by replacing rn   in the above equations by 
rn-1 . Similar argument applies for a non-
conducting region using (13) and (14). Now for 
regions 1< n < N we have: 
 

  , , 1

, , 1

z n z n
n

n n

EE
T

H H 





  
   

       

  , (17)  

where [Tn] is the transfer matrix [19], [22] for 
region n and is given by 

  n n
n

n n

a bT
c d
 

       
 . (18) 

The expressions for an, bn, cn, and dn are given 
in the Appendix. Knowing the values of Ez and HΦ 
at the inner boundary of a region, the values of Ez 
and HΦ at the outer boundary can be obtained from 
this simple transfer matrix relation. At the 
boundaries where no excitation current sheet 
exists, Ez and HΦ are continuous; thus for example, 
if two contiguous regions have no current sheet at 
the common boundary, knowing Ez and HΦ at the 
inner boundary of the external region, Ez and HΦ at 
the outer boundary of the inner region can be 
calculated by successive use of the underlying two 
transfer matrices. Consider that the excitation 
current sheet is located at radius rg, then  
  , ,n nH H   , n g , (19)       

   , ,n nH H J     , n g , (20)  

where HΦ,n is the circumferential magnetic field 
strength in close inner proximity to the boundary 
and HΦ,n

' is the circumferential magnetic field 
strength in close outer proximity to the boundary. 
 
 

 
(a) 

 

 
(b) 

Fig. 2. Mathematical model. (a) General region n; 
(b) end region N. 
 
 Bearing in mind the boundary conditions, it is 
apparent that for the model considered, we can 
write 
 

, 1
1 2

, 1
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n n

n

E
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H


 
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 

  ... ,
1

,

z g
g

g

E
T

H J


 
   
    

 


 
, (21) 

    ,
1

,

z g
g g

g

E
T T

H


 
   
     

 
  ... ,1

2
,1

zE
T

H

 
  

   
 

 . (22) 

 
 If regions 1 and N are now considered then the 
field should vanish for r=0 and r=∞, hence 

  ,1 2 1
p

zE C r ,  (23) 

  ,1 2 1
1

pp
H C r

j r 
 ,  (24) 

  , 1 1 1
p

z N NE C r
  ,  (25) 

  , 1 1 1
1

p
N N

N

p
H C r

j r  


  .  (26) 

The field components at the boundaries of 
regions 1 and N still contain unknown constants. 
The ratios, however, of Ez and HΦ at these 
boundaries contain no constants and it is only these 
ratios that are needed for a complete solution.  
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C. Surface impedance calculation 
 The surface impedance looking outward at a 
boundary of radius rn   is defined as 

  ,
1

,

z n
n

n

E
Z

H
   , (27) 

and the surface impedance looking inwards is 
defined as 

  ,

,

z n
n

n

E
Z

H
 .  (28) 

 With the values of Ez,N-1, HΦ,N-1, Ez,1, HΦ,1 and an, 
bn, cn, and dn as derived in the previous section we 
have at the current sheet (for n=g): 

  1

1

g g
in

g g

Z Z
Z

Z Z





 

,  (29) 

where Zin is the input surface impedance at the 
current sheet and Zg+1 and Zg  are the surface 
impedances looking outwards and inwards at the 
current sheet. Substituting for Zg+1 and Zg using 
(27) and (28) and rearranging gives 

  , ,

, ,

z g z g
in

g g

E E
Z

H H J 
    

,  (30) 

thus, the input surface impedance at the current 
sheet has been determined. This means that all 
field components can be found by making use of 
this and (28), (21), (22). 
 
D. The micro-T terminal equivalent circuit 

The transmission-line form of (21) and (22) 
suggests that, by analogy, some form of equivalent 
circuit is possible [22, 23]. No loss of generality 
occurs if only one region is considered. The 
electric and magnetic field quantities are linked as 
shown in (17). In order to represent the 
relationship between En, Hn and En-1, Hn-1 by a 
corresponding T-circuit, a change of variable is 
required. A practical variable transformation refers 
to the variable H, which is changed to rH. A T-
circuit can now be used to link the variables E and 
rH on either side of a region as shown in Fig. 3. 
 The current rnHn in a T-circuit is driven by a 
voltage En. For the general region n, the 
impedances are given by the following relations 

  
,

1
B n

n n
Z

r c
 ,  (31) 

  
,,

1
1n

nB nA n
n

rZ Z d
r 

 
 
 
 

  ,  (32) 

   ,, 1nB nC nZ Z a  .  (33) 

      
Fig. 3. Basic T-circuit for region n. 

 
When the T-circuits are joined in cascade, the 

full equivalent circuit is obtained as shown in Fig. 
1b where, by the use of (28) and (27), the 
following expressions are obtained [23]. 

 1
1

1 1

E
Z

r H
  . (34) 

 1

1 1

N
N

NN

E
Z

r H



  . (35) 

 
Thus, an equivalent circuit has been derived by 

rearrangement of the field solution, where the 
voltages and currents are directly related to the 
field quantities. Furthermore, the normal flux 
density at any interface can be obtained in the 
form 

 ,
,

z n
r n

n

p E
B

r . (36) 

 It is convenient to write the equations in terms 
of phase voltages and currents. The input 
quantities to the basic equivalent circuit are the 
current rg J' and the voltage Eg. The relation 
between J' and the rms phase current I can be 
written as 

  
3 2 eff

g

N I
r J  ,  (37) 

where Neff  is the effective number of series turns 
per phase, therefore 

  gfacI I J r 
 
 

  , (38a) 

where: 
  

3 2fac
eff

I
N
 , (38b) 

and for a motor of length l m, the rms phase 
voltage V is related to Eg  by  

  2 geffV N E l , (39) 

therefore, 
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    gfacV V E , (40a) 

where 
  2fac effV N l . (40b) 

Let us now consider the effect of multiplying 
the quantities En and rnHn terms in the basic 
equivalent circuit by the factors Vfac and Ifac, 
respectively; then, the impedances in the basic 
circuit have to be multiplied by an impedance 
factor given by  

 
26fac eff

fac
fac

V N l
Z

I   , (41) 

and the terminal impedance of the machine is 
given by 

 in
t fac

g

Z
Z Z

r
 . (42) 

The result is a completely new equivalent 
circuit in which the input quantities are the rms 
phase voltage and rms phase current using (40) 
and (38). Thus, the various voltages and currents 
at the input to each T-circuit are now related 
directly to the field quantities at the corresponding 
interfaces in the machine. The terminal equivalent 
circuit has all the advantages of the basic circuit 
but, in addition, the impedances are real 
impedances. The voltages and currents appearing 
in the circuit can be used in (40) and (37) in order 
to obtain the field quantities Ez, Br, and BΦ at any 
desired region boundary. 

Using the terminal impedance, the rotor 
resistance, rotor leakage reactance, and 
magnetizing reactance can be obtained. 

The rotor resistance is obtained from the 
terminal impedance at standstill as r2=Re{Zt} and 
the leakage reactance is obtained from the terminal 
impedance at standstill as x2=Im{Zt}. 

 The magnetizing impedance is obtained from 
the terminal impedance at synchronous speed. It 
should be noted that the real part of the terminal 
impedance is zero at this speed. The stator 
winding resistance can be simply joined in series 
at the input terminals. From above an equivalent 
circuit analogous to classical theory can be derived 
as will be shown in the next section.  

The time-average input power density Pin 
[W/m2] passing through a surface can be 
calculated through the concept of the Poynting 

theorem in the field solution as: 

  *1 Re
2inP E H  , (43)                      

and the total power Pw [W] is given by 

 
2

*

21 Re
2

g
w g

in

r l
P E

Z

  
 
  

 . (44) 

Using the terminal equivalent circuit, the total 
power is calculated as 

  
2

*
*

3Re 3Rew
t

V
P VI

Z

 
 
 
 
 

  ,  (45) 

and the torque T  [N-m] is given by 

 wP
T


 . (46) 

The force in the circumferential direction Fz is 
calculated as 

 z
r

TF
r

 , (47) 

where rr is the outer rotor radius. 
 

IV. NUMERICAL RESULTS 
The equivalent circuit method that has been 

described in the previous section is validated using 
a commercial finite element program (Comsol 
Multiphysics [25]) along with a real motor whose 
data is given in Table I. 

Figure 4 shows the finite element discretization 
of the model. It should be noted that the air gap 
layer is not visible in this to scale drawing. Figures 
5a and  5b show the radial and circumferential flux 
density components respectively using both the 
micro-T circuit model and the finite element 
method (FEM), for standstill and rated speed 
conditions. The magnitude of flux density is 
greater at the rated speed since most of the flux is 
magnetizing while its leakage flux is under 
standstill conditions. 

Figures 6 and 7 show the flux contours at 
standstill and rated speed, respectively. At the 
rated speed, the skin depth in the rotor conductor 
is appreciable, allowing flux to penetrate the rotor 
core while at a standstill, the skin depth is much 
lower, hence forcing the flux to concentrate 
around the air gap. 
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Table I: Machine data 
Rated power, (W) 746 
Number of poles 2 
Line stator voltage, (V) 220 
Number of turns per phase 86 
Frequency, (Hz) 60 
Rated speed, (rpm) 3358 
Efficiency, (%) 89 
Rated slip 0.067 
Rotor core radius, (mm) 32.6 
Outer rotor radius, (mm) 46.5 
Inner stator radius, (mm) 46.8 
Outer stator radius, (mm) 63 
Relative permeability of 
iron 

4000 

Rotor conductivity, (S/m) 1.56107 
 

 

 
 

Fig. 4. Finite element discretization of model. 
 

 
 Figure 8 compares the torque-speed 
characteristic for the following four cases: 
(1) The true behavior of a real motor designed 

with RMxprt, a commercially available 
computer software [24], which works based on 
the magnetic circuit approach to predict the 
performance parameters. This curve is 
obtained from the equivalent circuit given by 
RMxprt and corresponds to the base case. 

(2) The equivalent circuit with the stator 
resistance neglected. This is done to gauge the 
effect of the first assumption in the derivation 
of the analytical model. 

(3)  The base case, but with the stator windings 

represented by a current sheet and the squirrel 
cage bars represented by a conductive layer 
(as in Fig. 4). This case is obtained with finite 
element simulations using Comsol Muti-
physics.  

(4)  The plot corresponding to the analytical model 
of this paper.  

One can appreciate that the performance of this 
paper’s model is identical to the numerical 
solution for the same geometry and not too far 
from the true motor. 
 

 

 
(b) 

 

Fig. 5. (a) Comparison of radial flux density computed 
from FEM and micro-T circuit model. (b) Comparison 
of circumferential flux density computed from FEM 
and micro-T circuit model. 
 

V. CONCLUSIONS 
The micro-T circuit has been used for the 

analysis of squirrel-cage induction motors. It can 
be used for any number of regions, and in 
addition, with any number of stator poles so that 
our proposed method of analysis becomes quite 
general. 
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Given just the voltages at the terminal 
equivalent circuit, all field quantities at any region 
boundary can be easily derived, as well as air gap 
power, losses, output power and torque.  

 Using such circuits may provide a better 
technical insight into the system than is possible 
from studying the full-wave solutions from a 
computational electromagnetics analysis. 

The obtained results agree well with the data 
from the corresponding finite element method 
analysis as well as with the equivalent circuit of a 
real motor (with no stator). Therefore, the micro-T 
circuit can reproduce the behavior of the terminal 
equivalent circuit and gives physical meaning to 
the elements of the circuit. 

 

 
 

Fig. 6. Flux contour plot at rated speed. 
  

 
 Fig. 7. Flux contour plot at standstill. 
 

 
Fig. 8. Comparison of torque-speed characteristics for 
the following cases: (1) True behavior of the motor 
computed by RMxpert (reluctance network). (2) 
Neglecting stator resistance. (3) Stator windings 
represented as a current sheet and squirrel cage 
represented by a conductive layer computed with 
Comsol (FEM). (4) Analytical model of this paper.  
 

VI. APPENDIX – CALCULATION OF 
THE ELEMENTS OF THE TRANSFER 

MATRIX 
 Equations (15) and (16) are solved for the 
constants C1 and C2 at the inner boundary of a non-
conducting region n. Then the values of these 
constants are used for the same region at the outer 
boundary. The two equations thus obtained relate 
field quantities at the outer and inner boundary of 
region n with no constants. The same method is 
applied for a conducting region whose slip is 
different from zero using (15) and (16). The result 
is as follows: 
 

1. Transfer matrix elements for regions in 
which sn.σn ≠ 0. 
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where σn and sn are the conductivity and slip of 
region n, respectively. 
2.  Transfer matrix elements for regions in which 
sn.σn = 0. 
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Abstract ─ Method of moments (MoM) solution 
of the electric field integral equations (EFIE) 
encounters the large memory requirements and the 
slow convergence rate of the iterative solver. A 
direct method based on hierarchical (-) matrix 
algorithm and phase extracted (PE) basis function 
is proposed to overcome these obstacles. A 
recompressed adaptive cross approximation 
(ACA) technique is employed to generate a data-
sparse representation of the dense EFIE system 
matrix, i.e., so-called -matrix. -matrix 
formatted LDLT-decomposition (-LDLT) can be 
implemented in nearly optimal complexity, which 
provides an efficient way for the direct solution of 
EFIE. PE basis function, containing the propa-
gating wave phase factor and defined on large 
patches, is introduced to further reduce the 
computational costs. Numerical results demon-
strate the accuracy and efficiency of the proposed 
method for electrically large scattering problems. 
  
Index Terms ─ Direct solution, electrically large 
scattering, hierarchical LDLT-decomposition (-
LDLT), phase extracted (PE) basis function, 
recompressed adaptive cross approximation 
(ACA).  
 

I. INTRODUCTION 
The electric-field integral equation (EFIE) is 

widely used to analyze electromagnetic scattering 
since it can handle fairly general geometries [1]. 
The method of moments (MoM) is a powerful 
technique for the solution of EFIE. Numerical 
discretization of the EFIE by MoM [2] yields a 
dense complex linear system, which is a serious 

handicap especially for electrically large scattering 
problems. Two distinct approaches have recently 
emerged to address this issue. The first concerns 
efficient methods for the solution of the large 
dense linear system. The second directly pursue a 
reduction of the number of unknowns required to 
obtain an accurate result. In respect of the first 
point, methods for the numerical solution of the 
linear system can usually be classified into two 
categories, i.e., direct methods and iterative 
methods. It is basically impractical to use direct 
methods due to the O(N2) memory requirement 
and O(N3) computational complexity, where N 
refers to the number of unknowns. This can be 
circumvented by iterative methods, in which the 
required matrix-vector product operation can be 
accelerated by multilevel fast multipole method 
(MLFMM) [3-6]. However, a linear system resu-
lting from EFIE is usually ill-conditioned, 
particularly for electrically large problems. 
Effective preconditioners can be used to accelerate 
the convergence rate of iterations, but they are 
usually problem-dependent [7,8]. Moreover, for 
electrically large problems, the memory is still 
burdened due to the filling of near-interaction 
blocks. As the second approach mentioned above, 
other interesting contributions attempt to reduce 
the complexity by considering more elaborate 
bases to approximate the unknown field, such as, 
the physical optics (PO) method, geometrical 
optics (GO) method, and  characteristic basis 
function (CBF) method [9-12]. Besides, a kind of 
basis functions with phase information, named 
phase extracted (PE) basis functions, has recently 
been presented [13-15]. Since the induced currents 
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on the smooth PEC surface have the propagating 
wave phase dependency, the PE bases can be 
defined on very large patches. 

Combining the two approaches mentioned 
above, in this paper, an efficient direct method 
based on hierarchical LDLT-decomposition (-
LDLT) algorithm and PE basis function is 
presented to improve the MoM solution of EFIE. 
-matrix algorithm are based on the data-sparse 
representation, which is an inexpensive but 
sufficiently accurate way to approximate a fully 
populated matrix [ 16 - 18 ]. The key idea is to 
approximate a full matrix by a product of two low-
rank matrices [16,19]. In this paper, the adaptive 
cross approximation (ACA) algorithm is used to 
generate the low-rank approximations [20-23]. A 
major advantage of ACA is that it deals only with 
the matrix entries and is, therefore, kernel-
independent in contrast to other compression 
methods like fast multipole [3], panel clustering 
[24], or the 2-matrix approximation [25] that are 
based on expansions or interpolations of the 
kernel-function. Hence, a practical advantage of 
ACA is that it can be built on top of existing 
computer codes without changes. A blockwise 
recompression scheme is applied following ACA 
to decrease the memory usage. The essential 
operations of -matrices, such as matrix-vector 
and matrix-matrix multiplication, addition, and LU 
decomposition, can be performed through -
matrix arithmetic in O(kaNlogbN) complexity with 
blockwise rank k and appropriate parameters a, b 
[26]. The PE basis function is introduced to reduce 
the number of unknowns, which creates more 
favourable conditions for the implement of -
LDLT. Expressing the propagating wave phase 
dependency, the PE bases break the well-known 
convention of ‘10 degrees of freedom per 
wavelength’ and can be defined on the patches 
with much larger electrical size. Hence, the use of 
PE basis functions leads to a dramatically 
computational saving. Numerical examples will 
show that the proposed method can significantly 
reduce the memory requirement and 
computational complexity compared with the 
traditional direct method and is robust for 
electrically large scattering problems. 

The remainder of this paper is organized as 
follows: Section II describes the theory and 

implementation of PE basis functions, the 
recompressed ACA technique, and the -LDLT 
algorithm in detail. Numerical experiments with 
several electrically large scattering problems are 
presented to demonstrate the efficiency of the 
proposed method in Section III. Section IV gives 
some conclusions. 
  

II. THEORY 
A. MoM solution of EFIE with phase extracted 
basis functions 

Consider an arbitrarily-shaped 3D conducting 
object illuminated by an incident field Ei(r). The 
EFIE is given by 

0 0

1
ˆ ˆ( , ) ( ) ( )i

S
n d n

jk 
     r r J r r E rG  on S ,(1) 

where S denotes the conducting surface of the 
object, n̂  is an outwardly directed normal, 

( , )r rG  is the well-known free-space Green’s 
function, and J(r) denotes the unknown surface 
current. 

For the scattering excited by a plane wave in 
the homogeneous background medium, the 
tangential component of the incident magnetic 
field contains a propagating wave phase 
dependency, which can be expressed as 

~ ,
iinc j

t e k rH                            (2) 

where ik  is the propagation vector of the incident 
wave in the background medium. (2) indicates 

~
iinc j

t e  k rH  . Expressing the tangential compo-
nent of the total magnetic field as the summation 
of the tangential component of incident and the 
scattering magnetic field, and considering the 
boundary condition that the normal component of 
magnetic field vanishes on the PEC surface, we 
have 

0.inc sca
t t t     H H H           (3) 

Hence, the total magnetic field also has the 
phase dependency. According to the surface 
equivalence theorem, the induced current, and the 
total magnetic field satisfy ˆ J = n H , thus, it can 
be concluded that the induced current on the PEC 
surface has the propagating wave phase property: 

~ .
iinc j

t e k rJ                           (4) 
Based on this, a basis function with the 

propagating wave phase factor is introduced, 
called phase extracted (PE) basis functions. PE 
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basis functions can be expressed as the 
multiplication of an amplitude term and a phase 

term. The amplitude term here is chosen as a 
triangular curvilinear Rao-Wilton-Glisson 
(CRWG) function in conventional MoM 
formulation due to its accuracy in representing 
arbitrary curvilinear surfaces, and the phase term 
is an exponential function, as follows 

.( ) ( ) ,
ij

n n e k rJ r j r                      (5) 

where ( )nj r  denotes the CRWG basis functions. 

Thus, the induced current ( )J r  can be expanded 

with the PE basis functions ( )nJ r : 

.

1

( ) ( ) .
i

N
j

n n
n

a e



 k rJ r j r                 (6) 

After the phase extraction, the residual part of 
the basis needs to express the amplitude 
distribution only. For convex objects with smooth 
surfaces, the amplitude term of the induced current 
varies much slower compared with the oscillatory 
phase term. As a result, they can be defined on 
much larger patches than the traditional basis 
functions which do not involve any phase 
information. Hence, a set of very coarse mesh grid 
can be used to discretize the objects and the 
number of basis functions can be reduced 
dramatically. Away from the smooth region, 
where the PE basis function becomes invalid, the 
ordinary discretization density of conventional 
CRWG basis functions is needed. After Galerkin’s 
testing, the resulting linear system from EFIE 
formulation can be symbolically rewritten as 

Ax=b,                                (7) 

where A denotes the system matrix with the 

size being the number of PE basis functions.  

 

B. Construct an -matrix by hierarchical 
partitioning 

The process of generating an -matrix 
representation of the EFIE system matrix A is 
performed by two main procedures. They are the 
hierarchical partitioning of the matrix into blocks 
and the blockwise restriction to low-rank matrices. 
The hierarchical partitioning is on the basis of a 
cluster tree, i.e., a tree IT  satisfies the following:  

 root ( )IT I , 
 if It T  with sons( )t   , then { :t t   

sons( )}t t , 
 if It T  with sons( )t  , then min#t n . 

where I ={1,2,……N} is a finite index set of all 
the PE basis functions, #t  denotes the number of 
elements in the cluster t and minn  is a 
predetermined threshold parameter to control the 
depth of the cluster tree. A simple method for 
building a cluster tree is bisection based on 
geometry-based subdivisions of the index sets 
using bounding boxes. The key idea of this 
method is to split an index set in the coordinate 
direction of maximal extent. Figure 1 (a) depicts a 
simplified subdivision with I including only eight 
elements, and the resulting binary cluster tree IT  
is shown in Fig. 1 (b). 

(a) (b) (c) 

{5,6,7,8}

{1,2}

I={1,2,3,4,5,6,7,8}

{1,2,3,4}

{3,4} {5,6} {7,8}

{2} {3} {4} {5} {6} {7} {8}{1} 

Fig. 1. (a) Subdivision of a finite set using bounding box. “·” denotes the midpoint of each edge. (b) 
Cluster tree . (c) Block cluster tree . Admissible leaves are light grey. 
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Based on the cluster tree IT , the index set 
I I  corresponding to the system matrix 

I IA   is split into a partition  

{ : , },IP t s t s T                      (8) 

which generates the block cluster tree I IT  . To 
approximate a matrix by a block-wise low-rank 
approximation, the sub-blocks have to fulfill a so-
called admissibility condition as follows 

      max , , ,t s t sdiam B diam B dist B B   (9) 

where tB  and sB  denotes the minimal bounding 
box for the support of cluster t and s, diam and dist 
denote the Euclidean diameter and distance of 
cluster t and s respectively, and   controls 
the trade-off between the number of admissible 
blocks. Based on this, the partitioning P can be 
split into admissible (“far-field”) and inadmissible 
(“near-field”) blocks described as: 

,near farP P P                        (10) 
with  

{ :  (9) holds},farP t s P              (11) 

where admissible blocks can be approximated by 
low-rank representation in the following Rk-
matrices as follows 

H
m n

M AB  ,    m kA  , ,n kB       (12) 

with A, B in full matrix representation, and k is 
much smaller than m and n. The corresponding 
block cluster tree I IT   based on the cluster tree IT  
of Fig. 1 (b) is given in Fig. 1 (c). 

Based on the cluster tree and the block cluster 
tree, the class of -matrix for an admissible 
partitioning P and the maximum rank k can be 
defined as 

 ( , ): :rank( )  for all .I I
bP k A A k b P    

 
(13) 

 

C. Low-rank approximation using recom-
pressed ACA 

In the -matrix representation, near-field 
blocks are uncompressed and to be computed via 
PE-based MoM. Due to the rapid decay of the 
discrete Green’s function, the far-field blocks can 
be compressed to low-rank representations with 
little loss of accuracy. To find these low-rank 
approximations, the adaptive cross approximation 
(ACA) algorithm is adopted. In this algorithm, the 
normally dense far-field blocks are approximated 

by using only a few rows and columns, i.e., 
crosses of these blocks, while other matrix entries 
are not required to be calculated. Starting from 
only one cross and adding more and more crosses, 
one applies this approximation iteratively until the 
difference between two consecutive cross-approxi- 
mations are small enough. Then, the low-rank 
approximations of the far-field blocks are 
achieved. Since the ACA theory can be found in 
the original work of Bebendorf [20,21], the details 
of it will not be presented in this paper. It is worth 
noting that the low-rank representation obtained 
by ACA is not yet optimal in terms of storage 
requirements. These low-rank blocks can be in fact 
recompressed, using QR decomposition and the 
truncated singular value decomposition (SVD), 
which allows a further storage reduction without 
accuracy penalties. The process of recompressing 
a low-rank block HM AB  to HM AB    can be 
performed as follows: 
1. Compute a QR decomposition A AA Q R , 

m k
AQ  , k k

AR  . 
2. Compute a QR decomposition B BB Q R , 

n k
BQ  , k k

BR  . 
3. Compute a singular value decomposition 

H H
A BR R U V  . 

4. Extract 11 22diag( , , )k k         (first largest 
k   singular values) with k   satisfies 

ACA 11k k      and ( 1)( 1) ACA 11k k      , 
where ACA  is the relative truncation error. 

5. Extract 1 2[  ]kU U U U      (first k   columns), 

1 2[  ]kV V V V       (first k   columns). 
6. Set AA Q U    and BB Q V  . 

Thus, the construction of an -matrix is 

accomplished with its admissible blocks 
generating from the recompressed ACA technique. 
A typical structure of an -matrix in practice is 

presented in Fig. 2.  

 

D. The recursive scheme for -LDLT 

The-LDLT decomposition can be imple-
mented recursively starting from a 2 2  block-
matrix induced by the hierarchical partitioning. 
Using the exact LDLT decomposition on the finest 
level and assuming that the -LDLT decom-
position has already been defined on all finer 
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levels, the unknown blocks ijL , iiD , and ijU  can 
be solved in the following three steps: 

T T
11 12 11 11 11 21

T
21 22 21 22 22 22

.
L D L L
L L D L

        
             

 


 
(14) 

1. Compute 11L  and 11D  from T
11 11 11 11L D L  by 

an -LDLT decomposition on the next finer 
level. 

2. Compute 21L  from T
21 21 11 11L D L  by an upper 

triangular solver. 
3. Compute 22L  and 22D  from T

22 21 11 21L D L   
T

22 22 22L D L  by an -LDLT decomposition on 
the next finer level. 

 

In Step 2 above, an upper triangular solver is 
needed to solve a upper triangular system, with a 
given upper triangular matrix T

11 11D L  and a given 
right-hand-side matrix 21 , simplified as XU B . 
It can also be solved recursively from 

11 12 11 12 11 12

21 22 22 21 22

.
X X U U B B

X X U B B

               
   (15) 

in the following four steps: 
1. Compute 11X  from 11 11 11X U B  by an upper 

triangular solver on the next finer level. 
2. Compute 21X  from 21 11 21X U B  by an upper 

triangular solver on the next finer level. 
3. Compute 12X  from 12 22 12 11 12X U B X U   by 

an upper triangular solver on the next finer 
level. 

4. Compute 22X  from 22 22 22 21 12X U B X U   by 
an upper triangular solver on the next finer 
level. 

In all these steps for the -LDLT 
decomposition and the upper triangular solver, the 

exact addition and multiplication are replaced by 
the faster formatted -matrix counterparts ( and
 ). Truncation operator 'k k

  based on truncated 
versions of the QR-decomposition and singular 
value decomposition (SVD) is used to define the -
matrix addition A B   2 ( )k k A B  and the -
matrix multiplication ' ( )

k k
A B A B   . In this 

paper, an adaptive truncation scheme with a relative 
truncation error   is adopted, similarly defined as 

ACA . It should be noted that matrix D is  the 
diagonal matrix with little additional storage 
consumption. -LDLT can be performed in 
O(k2Nlog2N) computational complexity and 
O(kNlogN) storage requirement with blockwise 
rank k. After the completion of -LDLT 
decomposition, -matrix formatted forward and 
backward substitutions (-FBS) are implemented 
to obtain the solution x of equation (3) with 
O(kNlogN) computational complexity [26]. If the 
right-hand-side matrix B is replaced by a vector b, 
the process of solving (15) is the backward 
substitution, while the forward case is similar. 

Fig. 3. Bistatic RCS of the sphere. 
 

III. NUMERICAL RESULTS 
In order to demonstrate the performances of 

the proposed method for 3D electrically large 
scattering problems, a variety of arbitrarily shaped 
objects are simulated. In these examples, scatters 
are all excited by the plane wave. The relative 
truncation error of ACA is set to be 3

ACA 10  . 
The computations of the examples in this section 
are performed on a common PC with Intel Core2 
2.8GHz CPU and 8GB RAM in double precision. 

Fig. 2. A typical -matrix with ACA-based 
low-rank matrices. 
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For simplification, the proposed method is referred 
to as the -LDLT-PE method.  

The first example deals with the problem of 
scattering from a PEC sphere with a radius of 3m. 
A plane wave is incoming in the direction 0    
and 0    at a frequency of 300MHz. The 
conventional MoM solution may need 36,273 
unknowns due to 0.1  patch size. The proposed 
-LDLT-PE method needs only 927 unknowns 
since a patch size of about 0.6  is achieved by 
using PE basis functions. The bistatic RCS is 
computed by the -LDLT-PE method and 
compared with the exact Mie series solution on the 
plane 0   . Very good agreement can be 
observed in Fig. 3. Direct solution of this example 
by conventional MoM on a common PC is an 
impossible mission, since a memory usage of 
about 10.0GB is required to store the impedance 
matrix and a rapid increase would occur in the 

direct solution. The bald ACA-based-LDLT 
method can reduce the total memory requirement 
for entire direct solution to about 2.0GB. By using 
the -LDLT-PE method, the computational costs 
can be further reduced dramatically. Table 1 
shows the computational requirements of the 
MoM-based LDLT decomposition and presents 
the computational costs of the-LDLT method 
and the -LDLT-PE method for building an -
matrix representation based on recompressed ACA 
and implementing the -LDLT decomposition 
under 310  . The improvement ratio is also 
presented which validates the ability of the-
LDLT method can be further improved by the -
LDLT-PE method. Besides, we adopt the 
MLFMM combined with GMRES iteration to 
solve this problem. According to our test, 
203.6MB memory usage and 19.2s CPU time 
usage are required for the construction of the 

Table 1: Comparison of the computational costs for different methods 

Method 
Matrix construction LDLT manipulation 

Mem (MB) Time (s) Mem (MB) Time (s) 

MoM-LDLT 1.0×104 - > 1.0×104 > 1.0×105 

MoM-LDLT-PE 6.6 3.2 11.3 6.6 

-LDLT 897.4 532.9 1054.6 1227.1 

-LDLT-PE 4.4 9.6 4.9 3.9 

Improvement Ratio 204.0 55.5 215.2 314.6 

 

(a) 

Fig. 4. The complexity tests of the -LDLT-PE with the number of unknowns increasing. (a) Time 
required for the -LDLT decomposition. (b) Memory required for -LDLT factors.  
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impedance matrix, and 582.39s CPU time is 
needed for the GMRES iterative solution with  

310  residual norm.  

Fig. 5. Bistatic RCS of the missile. 
 

It can be found that the -LDLT-PE has 
obvious advantages in the competition. Finally, the 
computational costs of the -LDLT-PE method 
are tested with the unknown number increasing 
from 5,531 to 110,362. As shown in Fig. 4 (a) and 
(b), the CPU time and memory usages are 
validated to be very close to O(k2Nlog2N) and 
O(kNlogN), respectively. 

The second example considers the scattering 
from a missile with a total length of 12.5m and a 
radius of 3m at the main body. The incident plane 
wave propagates from the direction 90    and 

0    at 1 GHz. The conventional MoM solution 
needs 146,694 unknowns by using 0.1  patch 
size, while the proposed -LDLT-PE method 
needs only 17,082 unknowns by using 0.6  patch  
size at the smooth region of the missile. The 
bistatic RCS computed by the -LDLT-PE 

method on the plane 0   agrees very well with 
the results calculated by the MLFMM, as depicted 
in Fig. 5. Table 2 shows the computational costs 
for the construction of an -matrix and the -
LDLT manipulation. The -LDLT-PE method not 
only provides an efficient solution of EFIE, but 
also can control the computational accuracy 
flexibly by different choices of the relative 
truncation error   in the formatted -matrix 
arithmetic. Different   requires different 
memory and CPU time usage, as shown in Table 
2, and leads to different RCS error. Fig. 6 presents 
the RCS error integrated over all directions and 
normalized by the appointed accurate RCS 
calculated under 810  , without taking the 
truncation error of ACA into consideration. Since 
the parts of the top and bottom of this missile are 
not smooth, finer discretization can be employed 
for more accurate RCS, while the coarse 
discretization can be retained at the body of this 
missile without loss of accuracy. It is obvious that 
the direct solution of this 37  problem based on 
MoM is drastically impossible, and the -LDLT 
method can hardly be performed on a common PC 
though the computational cost has been 
dramatically reduced. However, the -LDLT-PE 
method can be easily performed on a common PC 
at a very low cost as show in Table 2. For this 
example, the MLFMM requires 812.4MB memory 
and 192.6s CPU time to construct the impedance 
matrix, and 5410.6s CPU time to perform the 
GMRES iterations. Compared with the -LDLT-
PE, although the MLFMM needs less construction 
time, it spends much more time for the iterative 
solution due to the slow convergence rate.  

Finally, the scattering from a bent rectangular 
plate of 14m 7m is analyzed at 1 GHz. The plate 

Table 2: Computational costs of the -LDLT-PE method for different  

-matrix construction -LDLT manipulation

Mem (MB) Time (s)  Mem (MB) Time (s) 

520.4 624.6 

5e-1 308.9 121.5 

1e-1 398.6 213.4 

1e-2 555.7 459.3 

1e-3 669.3 689. 5 

1e-4 785.2 877. 6 
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is bent leading to a dihedral conforming a wedge 
with an interior angle of 90 . The incident 
elevation angle is 90    and 135   . A patch 
size of about 0.8  is employed at the smooth 
region of the plate, which leads to only 27,189 
unknowns. The bistatic RCS computed by the 
proposed -LDLT-PE method on the plane 

90   is plotted together with the results of the 
MLFMM in Fig. 7. Table 3 shows the computa-
tional costs of the -LDLT-PE method under 

310  . Obviously, the computational costs are 
extremely low by using the -LDLT-PE method, 
while the direct solution of this 42  problem with 
373,956 unknowns under the traditional 0.1  
patch size can hardly be accomplished on a 
common PC. For this problem, the MLFMM 
requires 1899.4MB memory and 366.9s CPU time 
to construct the impedance matrix, and 2796.8s  

 
Fig. 6. Change of the RCS error with   decr-
easing. 

CPU time to complete the GMRES iterative 
solution. It can be found that the -LDLT-PE 
defeats the MLFMM in overall computational 
costs, which demonstrate the capability of the H-
LDLT-PE. 
 

IV. CONCLUSION 
A new direct method based on the -LDLT 

algorithm and PE basis functions is presented for 
the MoM solution of EFIE. The adaptive cross 

approximation technique with a recompression 
scheme is exploited to build the data-sparse 
representation of an -matrix, yielding a kernel-
independent method. The -LDLT algorithm 
provides an inexpensive but sufficiently accurate 
way to compute and store the approximate 
triangular factor of the EFIE system matrix in 
nearly optimal complexity. The accuracy of the -
LDLT is controllable by different choices of the 
relative truncation error, leading to different 
computational costs. PE basis function is 
employed to further reduce the memory and CPU 
time required for the -LDLT by introducing 
propagating wave phase dependence. Numerical 
results demonstrate the proposed method is robust 
for electrically large scattering problems. 

Fig. 7. Bistatic RCS of the bent rectangular plate. 
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Abstract-A novel compact composite structure, 
composed of double-U shaped defected ground 
structure (DGS) and edge-coupled split ring 
resonator (E-SRR), is presented in this paper. The 
composite structure is integrated into microstrip 
array to reduce the interelement mutual coupling, 
with the aim to eliminate the scan blindness and 
improve the scanning performance. The three kinds 
of two-element arrays (without composite structure, 
with only DGS and with composite structure) are 
thoroughly simulated, measured, and compared. The 
results show that, the reduction in mutual coupling 
of 11 dB between elements in E-plane is obtained 
with the use of composite structure. It is worth 
mentioning that, approximately 2dB gain 
improvement and 2.4dB side lobe suppression are 
both attained, in comparison with the array with only 
DGSs. Finally, the scan properties of three kinds of 
infinite microstrip phased arrays are studied by the 
waveguide simulator method. The results indicate 
that the scan blindness in an infinite microstrip 
phased array can be well eliminated by virtue of the 
effect of the proposed composite structures, in 
accordance with results obtained by active patterns 
of the centre element in 9×5 array. 
 

Index Terms ─ DGS, edge-coupled SRR, scan 
blindness elimination. 
 

I. INTRODUCTION 
In infinite microstrip phased arrays, scan 

characteristic is very poor by reason of the 

occurrence of unwanted scan blindness when the 
interelement distance is between λ0/2 and λ0 (the 
operating wavelength in free space). Due to the scan 
blindness induced by strong surface waves, the 
effective methods, such as loading electromagnetic 
band-gap (EBG) structures and mu-negative (MNG) 
metamaterial between the elements, have been used 
extensively [1-4] to eliminate scan blindness. 
However, these structures witness some intrinsic 
defects, such as suffering complicated and high-cost 
designs, taking much spacing, and being of little 
mechanical robustness. Recently, compact DGSs of 
simple and low-cost design are utilized into 
microstrip phased array design [5] instead. 
Meanwhile, the etched DGS at ground plate leads to 
inevitable backward radiation through the DGS slot, 
which worsens the radiation characteristic of the 
whole array seriously. 

To maintain the excellent capability of DGS in 
surface wave suppression and suppress backward 
radiation simultaneously, a novel compact composite 
structure composed of double-U shaped DGS and 
E-SRR is proposed to load on the infinite microstrip 
array to ensure high scanning performance in this 
paper. This paper is organized as follows: Section II 
firstly shows the novel double-U shaped DGS and 
E-SRR and analyzes their particular characteristics, 
respectively. Section III analyzes the influence of 
proposed composite structure on suppression of 
surface wave and backward radiation in a 
two-element array. Finally, the simulated results 
based on waveguide simulator are presented and 

572 ACES JOURNAL, VOL. 26, NO. 7, JULY 2011

1054-4887 © 2011 ACES

Submitted On: April 1, 2011
Accepted  On: May 3, 2011



discussed in Section IV, demonstrating that the scan 
blindness is also well eliminated, in comparison with 
the array with only DGSs. Especially, centre 
active-element patterns in a 9×5 array validate its 
irreplaceable performance of mutual coupling 
suppression and gain improvement, and the result 
further indicates the proposed composite structure is 
quite suitable for practical application because of its 
compact structure and good mechanical robustness. 

 
Fig. 1. Configuration of double-U shaped DGS and 
E-SRR. (a) Double-U Shaped DGS; The parameters: 
L= 8.7mm, L1= 1.6mm, W= 2.6mm, W1=1.6 mm, 
W2= 1.8mm. (The white parts indicate the slots 
etched in the ground plate, the grey parts indicate the 
ground plate, and dark grey parts indicate the 
microstrip transmission line.) (b) E-SRR; The 
parameters: L=4.34mm, L1= 0.585mm, L2=1.14mm, 
L3=2mm, L4= 0.37mm, L5=0.14mm, W=3.11mm, 
W1=0.285mm, W2=0.355mm, W3=1.43mm, the unit 
cell x×y×z=7.45mm×7.45mm×7.45mm. (The grey 
parts indicate the substrate, and the dark grey parts 
indicate the metal.) 
 

II. CHARACTERISTICS OF DOUBLE-U 
SHAPED DGS AND E-SRR, 

RESPECTIVELY 
The Ansoft HFSS, an electromagnetic simulator 

based on the finite element method (FEM), is used to 
carry out all simulations in this paper. The compact 
double-U shaped DGS is shown in Fig. 1(a). It is 
etched in the ground plane under the microstrip 
substrate, and the substrate of 2mm thick has the 
dielectric constant of 10.2. A 50Ω microstrip 
transmission line is used to weigh the characteristics 
of the DGS. The DGS can be modeled by an L-C 
resonator loaded on the transmission line. Naturally, 
its resonance frequency (rejection band) is also 
determined by 1 / LC   according to literatures 
[5, 6]. Particularly, we will analyze the resonance 
mechanism of this type DGS and report its 

performance in details in a separate paper in future. 
The simulation results of the DGS are shown in Fig. 
2. It is observed that the -10dB stopband between 
5.25GHz and 6.48GHz is obtained. Especially, the 
-44dB rejection level is achieved near 5.5GHz in the 
stopband, which demonstrate its excellent rejection 
performance. 

 
Fig. 2. Simulated scattering coefficients for 
configuration of double-U shaped DGS in Fig. 1(a). 
 

On the other hand, metamaterials have been 
extensively investigated recently [7-11]. Figure 1(b) 
gives a rectangle E-SRR structure metamaterial unit 
and the description of the corresponding EM 
environment. In this environment, the EM wave 
propagates perpendicularly to the E-SRR plane with 
the electric field E polarized parallel to the E-SRR 
plane and perpendicularly to the E-SRR splitting gap. 
Thus, the electric excitation is induced by an 
external electric field E, in respect that E is polarized 
perpendicularly to the SRR splitting gap [12-15]. 
Accordingly, the E-SRR can block electromagnetic 
wave propagating near its resonant frequency [14, 
15]. It is noted that, there is no external magnetic 
excitation in this structure [16, 17] due to the fact 
that the magnetic field (H) is polarized parallel to 
SRR plane. Therefore, the E-SRR can demonstrate 
response to the external electric field E and the block 
electromagnetic wave propagating near its resonant 
frequency [15-17]. Moreover, it is worth mentioning 
that, since there is no symmetry plane normal to the 
y-axis, magneto-electric coupling also occurs and 
produces magnetic response in the direction of 
propagation [15]. The E-SRR structure performance 
is also simulated and the results are shown in Fig. 
3(a). 
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(a) 

 

(b) 

 
(c) 

Fig. 3. Simulated scattering coefficients and 
retrieved effective permittivity and permeability of 
configuration E-SRR in Fig. 1(b); (a) simulated 
scattering coefficients, (b) retrieved effective 
permittivity, and (c) retrieved effective permeability. 
 

The -10dB stopband between 5.25GHz and 
5.64GHz is easily obtained, especially -39dB 
rejection level achievement near 5.4GHz, even 
though the dimension is much smaller than 

wavelength. Moreover, the effective permittivity and 
permeability are extracted by the 
Nicolson-Ross-Weir (NRW) method [18], and the 
values are listed in Fig. 3(b) and (c), respectively. 
Obviously, there is a certain region above the 
resonant frequency (5.3GHz) where the E-SRR 
exhibits negative permittivity of a large value (in Fig. 
3(b)) and positive permeability with the integer 
value despite of slight variations (in Fig. 3(c)), 
which validates its electric response. Thus, it is 
promising that the proposed E-SRR could provide 
required stopband by adjusting the metallic part 
dimensions in Section III. 
 

III. MUTUAL COUPLING REDUCTION 
BASED ON COMPOSITE STRUCTURE 

Physically small microstrip array exhibits wide 
application by virtue of its excellent inherent 
characteristic of simple structure, light weight, small 
volume, low cost, and so on [4, 19]. However, 
mutual coupling between elements in a microstrip 
array, as one of the major sources of degradation in 
an array performance, limits its extensive application 
in a high-density package. Previous studies indicated 
that mutual coupling between the E-plane-coupled 
elements is much stronger than that between the 
H-plane-coupled elements, since stronger surface 
wave is excited along the E-plane [19-22]. Therefore, 
mutual coupling suppression between the 
E-plane-coupled elements is discussed in this section 
to demonstrate the excellent performance of the 
proposed composite structures. 
 
A. Traditional two-element array analysis 

In this section, a traditional two-element 
E-coupled microstrip array with the interelement 
distance between λ0/2 and λ0 is presented as an 
example. Figure 4 shows the layout of a two-element 
microstrip array with an operating frequency of 
5.4GHz. The size of the two patches is 
7.7mm×6.7mm, and the interelement distance is 
37.1mm corresponding to 0.65λ0 at the operating 
frequency. Each patch is excited on its symmetrical 
axis by a coaxial probe with a distance 1.05 mm 
away from the patch centre. A 2mm thick Rogers 
RT/duroid 6010/6010LM (tm) substrate 
(70mm×140mm) with the relative permittivity 
εr=10.2 is selected to support the patches. 
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(a)                (b) 

 
(c) 

 
Fig. 4. Configuration of a traditional two-element 
array; (a)front view, (b) back view, (c) simulated 
poynting vector distribution in side view, when two 
antenna operating. 

 
Fig. 5. Simulated and experimentally measured 

input matching (S11) and mutual coupling (S21) of the 
two patches in Fig. 4.  

 
As shown in the previous literatures [4, 20-23], 

strong mutual coupling occurs between adjacent 
elements, on account of pronounced surface wave 
excited in the grounded high-permittivity substrate. 
The simulated and experimentally measured results 
are shown in Figs. 5 and 6. At the operation 
frequency 5.4GHz, the measured interelement 

mutual coupling of -14.5dB is observed, and the gain 
pattern of the array is not smooth and two deep 
ripples appear, because of the prominent influence of 
the strong mutual coupling [5]. Moreover, the good 
front-to-back ratio of the gains of 22.3dB is 
measured, which validates the simulated results in 
Fig. 4(c), i.e., most of the EM energy is radiated in 
the upper free apace, while the negligible back 
radiation is observed. 

 
(a) 

               

(b) 
Fig. 6. Simulated and experimentally measured gain 
patterns of the traditional array in Fig. 4; (a) in 
E-plane, (b) in H-plane. 
 

B. Mutual coupling suppression using only DGS 
in two-element array  

To suppress strong mutual coupling, the DGS 
(here, the double-U shaped DGS in Fig. 1(a) is 
selected as an example) is etched at the centre of the 
ground plate between the adjacent elements in 
E-plane, shown in Fig. 7. As aforementioned in 
Section II, the etched DGS has the inherent property 
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of rejection to suppress surface wave restricted 
within substrate [5]. When it is integrated into the 
array, it could bring about predominant reduction in 
mutual coupling for the array. Figure 8 demonstrates 
that mutual coupling (S21) drops drastically below 
-25dB around operation frequency 5.4GHz, 
especially -39.3dB achievement at 5.39GHz in 
experimental results. Obviously, it also illustrates 
that the DGS exhibits an excellent performance in 
mutual coupling reduction. 

 

 
(a)                (b) 

 
(c) 

Fig. 7. Configuration of a two-element array with 
double-U shaped DGS; (a) front view, (b) back view,  
(c) simulated poynting vector distribution in side 
view. 

However, the etched DGS brings adverse impact 
on the array in Fig. 7, which incurs some EM energy, 
which should be radiated in the upward free space 
(in Fig.4(c)), leaking into the backward space 
through the etched DGS-slots shown in Fig. 7(c). 
Compared with the poynting vector distributions in 
Fig. 4(c), a certain energy in the upward space turns 
towards the backward space (in Fig. 7(c)), which 
results in much decrease of upward radiation and 
severe increase of backward radiation. In order to 
further illustrate its noteworthy defect, Fig. 9 shows 
experimentally measured gain pattern results 
together with the simulated one, and they both 
validate the influence of the DGS on radiation 
performance of the array. In details, the DGS makes 
the radiation pattern obviously smooth because of its 

performance in dramatic mutual coupling reduction. 
Unfortunately, this improvement is achieved at the 
cost of the 2.5dB peak gain reduction, 15.9dB back 
lobe gain increase, and 4dB front-to-back ratio of the 
gains achievement, in contrast with the array without 
DGS. 

Fig. 8. Simulated and experimentally measured input 
matching (S11) and mutual coupling (S21) of the two 
patches in Fig. 7.  
 
C. Gain improvement using composite DGS and 
E-SRRs in two-element array  

As it has been already mentioned in Section 
III(B), a certain EM wave is propagating through the 
slots due to the etched DGS. Furthermore, the 
electric field (E-field) distribution at the interface of 
upward free space and substrate is also simulated in 
Fig. 10. It is easily seen that a strong E-field region 
appearance above the slots (labeled in the dotted 
ellipse), which is predominantly polarized in the 
z-axis direction. 
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(b) 

Fig. 9. Simulated and experimentally measured gain 
patterns of the array with DGS in Fig. 7; (a) in 
E-plane, (b) in H-plane. 

 
Fig. 10. Simulated E-field distributions in front view 
of the array in Fig. 7. 

 

 
(a)                (b) 

 

(c) 
Fig. 11. Configuration of a two-element array with 

composite double U-shaped DGS and E-SRRs; (a) 
front view, (b) back view, and (c) simulated poynting 
vector distribution in side view. 

 
Based on the electromagnetic condition in the 

region of interest (in Fig. 10) well consistent with 
the condition shown in Fig.1(b), the three-periodic 
E-SRRs are proposed to be placed at the upper 
surface of the substrate to block the EM energy 
leaking into backward space [10]. It is noted that, 
unlike application in the free space as a semi-infinite 
periodic structure [23], there are only three elements 
etched at the substrate upper surface instead. 
Additionally, the DGS etched at the other side of the 
substrate exhibits intercoupling with the SRRs. 
Because of the above main factors, all the metallic 
part parameters of the E-SRRs given in Section II 
are enlarged by three quarters in order to obtain the 
required rejection frequency band. On the other hand, 
the double U-shaped DGS given in Fig. 1(a) are also 
adjusted in order to obtain the required rejection 
frequency band. To simplify the design of the DGS 
for the proposed array, only the length of the double 
slots L is optimized to 7.4mm (in Figs. 11(a) and (b)). 
Figure 11(c) indicates that the energy leaking 
downwards reduces sharply compared with that in 
Fig. 7(c), which approves the remarkable 
performance of E-SRRs electric response in 
inhibiting EM energy from upside. 

 
Fig. 12. Simulated and experimentally measured 
input matching (S11) and mutual coupling (S21) of the 
two patches in Fig. 11.  

 
In the same way, the measured results together 

with simulated results are also shown in Figs. 12 and 
13. In Fig. 12, the mutual coupling S21 maintains the 
reduction to -24.5dB around the operating frequency 
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5.4GHz, and shows stabilization in its reduction. 
And more importantly, the gain pattern in Fig. 13 
keeps smooth, the peak gain increases 2.15dB, back 
lobe gain drops 2.84dB and front-to-back ratio of the 
gains of 9.93dB, in contrast with the array with only 
DGS in Section III(B), which shows a close 
agreement with the simulated poynting vector 
distribution in Fig. 11(c).  

Furthermore, in order to demonstrate the unique 
capability of the E-SRRs in improving the 
performance in detail, a metal sheet of the same 
dimensions is etched halfway between E-coupled 
elements instead. According to poynting vector 
distribution in Fig. 14, the energy propagating into 
backward space is neglected, by virtue of intrinsic 
isolation property of the metal. Figure 15 also 
validates the gain of main lobe and back lobe is 
optimized just like that in Fig. 6. However, the 
mutual coupling increases to -16.5dB except for a 
trivial variation in Fig. 16, which also damages the 
smoothness of the radiation pattern in E-plane 
severely shown in Fig. 15(a). That is to say, the 
metal above the substrate works as a surface wave 
“bridge” that leads the pronounced surface wave to 
pass across the DGS-etched region, even if the DGS 
possesses the characteristic of predominant 
suppression in mutual coupling. The above 
phenomenon indicates the metal sheet cannot take up 
the E-SRRs as an isolation wall horizontally laid at 
the substrate upper surface, due to its adverse impact 
on the mutual coupling reduction. 

 
(a) 

               
(b) 

Fig. 13. Simulated and experimentally measured 
gain patterns of the array with composite structure in 
Fig. 11; (a) in E-plane, (b) in H-plane. 
 

 
Fig. 14. Simulated poynting vector distribution in 
side view of two-element array with composite DGS 
and metal. 
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(b) 
Fig. 15. Simulated gain patterns of the array with 
composite double U-shaped DGS and metal in Fig. 
14; (a) in E-plane, (b) in H-plane.  

 

Fig. 16. Simulated input matching (S11) and mutual 
coupling (S21) of the two patches in Fig.14. 
 
IV. SCAN BLINDNESS ELIMINATION IN 

MICROSTRIP PHASED ARRAY 
The scan characteristic of the infinite microstrip 

phased array is calculated and discussed in this 
section. Figure 17 gives the sketch of the infinite 
phased array cell. In this array, the periods along the 
x- and z-axis are the same of 37.1mm (near 0.65λ0), 
and the composite DGSs and SRRs are arranged for 
the reduction of mutual coupling in E-plane. Based 
on the waveguide simulator method, the array 
characteristic can be extracted by analyzing one of 
the elements in the array [24].  

 

 
Fig. 17. Topological structure of an infinite phased 
array cell. 

 
According to literature [24], Fig. 18 gives the 

calculated scan characteristics of the infinite 
microstrip phased array without DGSs, with only 
DGSs and with composite DGSs and SRRs at the 
resonant frequency of 5.4GHz. These results indicate 
that, for the traditional phased array, scan blindness 
occurs at 28° in the E-plane and no scan blindness 
occurs in the H-plane. As depicted in literature [4], 
the scan blindness in the E-plane is well eliminated 
because of the usage of the DGSs. Meanwhile, the 
DGSs have a weak influence on the array reflection 
coefficient for the H-plane scan patterns. Just like 
the array with only DGSs, when loaded composite 
structures, the scan blindness in the E-plane array is 
eliminated as well and the array maintains excellent 
wide-angle impedance matching. Besides, its 
influence on scan performance in H-plane also 
counts for little.  

The active element patterns for the centre 
element without DGSs, with only DGSs, and with 
composite structure are shown in Fig. 19, 
respectively. All of the patterns are plotted at the 
operation frequency (5.4 GHz). There are two 
significant nulls at 28° in the radiation pattern (in 
E-plane) for the array without DGSs in Fig. 20. The 
nulls are in accord with the blind spots obtained by 
the waveguide simulator method [5]. In addition, the 
radiation pattern of the array with the composite 
structures together with the array with only DGSs, is 
much smooth and has no apparent ripples in 
comparison with that of the traditional array. It is 
noted that, in contrast to the array with only DGSs, 
the array with composite structures also shows 
higher peak gain in front radiation and much lower 
gain in back radiation which results from inhibiting 
EM energy leaking through DGSs slots by SRRs.  
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(b) 

Fig. 18. Scan characteristics of infinite microstrip 
array; (a) in E-plane, (b) in H-plane. 

 

Fig. 19. Centre active element in the 9×5 array. 

 

     (a)   

 

(b) 
Fig. 20. Normalized gain patterns of the centre 
active element against the scan angle in 9×5 array in 
Fig.19; (a) in E-plane, (b) in H-plane. 
 

V. CONCLUSION 
This paper concentrates on the application of the 

composite of DGSs and SRRs to eliminate the scan 
blindness of microstrip phased array by reducing the 
element mutual coupling. Two-element arrays 
without DGSs, with only DGSs, and with composite 
structures are simulated and measured, respectively. 
The results indicate that a mutual coupling decrease 
of 11 dB is well achieved at the operation frequency 
of the array, resulting from the composite structures. 
Moreover, compared with the array with only DGSs, 
2dB gain improvement and 2.4dB side lobe 
suppression are also attained.  Importantly, in our 
numerical investigation of three kinds of active 
patterns for center elements in 9×5 element arrays, it 
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is found that the scan blindness in infinite microstrip 
phased array can be well eliminated by integrating 
proposed compact composite structures, in 
accordance with the simulation results in waveguide 
simulator. On account of its excellent isolation 
property and high mechanical strength, it is quite 
suitable for applying to high-performance array 
design, and promising for numerous other 
applications as well in the future.  
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Abstract ─ An efficient finite-element time-
domain (FETD) method based on the hierarchical 
(-) matrix algorithm is presented. The FETD 
method is on the basis of the second-order vector 
wave equation, obtained by eliminating one of the 
field variables from Maxwell’s equations. The 
time-dependent formulation employs the 
Newmark-beta method which is known as an 
unconditional stable time-integration method. -
matrix algorithm is introduced for the direct 
solution of a large sparse linear system at each 
time step, which is a serious handicap in 
conventional FETD method. -matrix algorithm 
provides a data-sparse way to approximate the LU 
triangular factors of the FETD system matrix. 
Using the -matrix arithmetic, the computational 
complexity and memory requirement of -LU 
decomposition can be significantly reduced to 
almost logarithmic-linear. Once the -LU factors 
are obtained, the FETD method can be computed 
very efficiently at each time step by the -matrix 
formatted forward and backward substitution (-
FBS). Numerical examples are provided to 
illustrate the accuracy and efficiency of the 
proposed FETD method for the simulation of 
three-dimension (3D) electromagnetic problems. 
  
Index Terms ─ Direct solution, finite-element 
time-domain (FETD) method, -matrix algorithm, 
reduced complexity. 
 

I. INTRODUCTION 
As one of the most efficient numerical 

methods for the electromagnetic simulation, the 
finite-element time-domain (FETD) method has 
been widely applied to the analysis of various 

problems in the field of computational electro-
magnetics (CEM) recently. The FETD method 
holds the advantages of the finite element method 
(FEM) by combining the geometrical adaptability 
and material generality for modeling arbitrary 
shaped and inhomogeneously dielectric-filled 
objects. Moreover, it can also obtain a wideband 
response like the finite-difference time-domain 
(FDTD) method [1]. Therefore, a variety of FETD 
schemes have been developed during the past 
decades [ 2 - 11 ]. These schemes fall into two 
categories. The first scheme solves the time-
dependent Maxwell’s equations directly. The other 
scheme discretizes the second-order vector wave 
equation, known as the curl-curl equation, 
involving one of the field variables from the 
Maxwell’s equations. It is similar to the traditional 
frequency-domain FEM in spatial discretization 
and can be made unconditionally stable by using 
the Newmark-beta method for the temporal 
discretization [7].  

Due to the attractive advantage of the 
unconditionally stable scheme, the implicit 
methods are popularly used in the FETD to solve 
the second-order vector wave equation. However, 
the capability of an implicit scheme is highly 
limited since a large sparse linear system needs to 
be solved at each time step [12,13]. There are two 
categories of methods for the solution of this 
sparse linear system, i.e., iterative methods and 
direct methods. The iterative methods are widely 
used for large-scale problems due to their O(N) 
computational complexity, with N being the 
matrix size [ 14 , 15 ]. However, the iterative 
methods encounter two obstacles. One is the slow 
convergence rate when the FETD system matrix is 
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ill-conditioned, the other is the heavy redundant 
computational consumption for dealing with 
problems with multiple right-hand-side (RHS) 
vectors. These obstacles can be overcome by 
direct methods. However, the direct methods face 
the high computational complexity and memory 
requirement. Nonlinear complexity is familiar in 
electrodynamic filed, even for existing state-of-
the-art sparse matrix solvers. As reported in [16], 
the optimal complexity of the FEM-based direct 
solvers was shown to be O(N1.5). This means that 
the direct methods will face a great challenge or 
even become impractical with the number of 
unknowns increasing.  

In this paper, a direct method based on the 
hierarchical (-) matrix algorithm is proposed to 
yield an efficient FETD scheme with reduced 
complexity. -matrices have first been introduced 
in 1999 [17], and subsequently they were widely 
used for different applications [18,19]. -matrices 
provide an inexpensive but sufficiently accurate 
approximation to fully populated matrices arising 
from an integral operator or from the inverse of 
the finite element discretisation of an elliptic or 
hyperbolic partial differential operator [20 -23 ]. 
These matrices are not sparse in the sense that 
there are only few non-zero entries, but they are 
data-sparse in the sense that these matrices are 
described by only a few data, that is, certain sub-
blocks of these matrices can be described by low-
rank approximations which are represented by a 
product of two low-rank matrices [24 , 25 ]. -
matrix arithmetic allows the LU decomposition 
multiplication to be implemented with nearly 
optimal complexity O(kaNlogbN) with appropriate 
parameters a,b and a blockwise rank k. The FETD 
system matrix is sparse and can be represented by 
an -matrix without approximation, while its LU-
factors can be approximated in data-sparse 
representations by -matrices [26]. Based on this, 
in this paper, an efficient -LU decomposition 
algorithm is developed for solving the sparse 
linear system of the FETD with computational 
complexity and memory requirement being close 
to O(Nlog2N) and O(NlogN) respectively. It 
should be noted that the -LU decomposition 
multiplication only needs to be performed once, 
and then the -LU-factors are stored and enter the 
subsequent FETD computation by the fast - 

forward and backward substitutions (FBS) at each 
time step.  

This paper is structured as follows: in Section 
II, the theory of the FETD method based on the 
second-order vector wave equation is outlined, 
along with the Newmark-beta method yielding an 
unconditional stable FETD scheme. Then, the -
matrix algorithm is presented in detail for the 
efficient solution of the sparse linear FETD system 
in Section III. In Section IV, some numerical 
results are presented to demonstrate the 
performance of the resulting FETD method. 
Finally, conclusions are presented in Section V. 
 

II. FETD FORMULATION WITH THE 
NEWMARK-BETA METHOD 

In the FETD method, the whole computational 
domain is terminated by the anisotropic perfectly 
matched layer (PML) backed with perfect 
electronic conductor (PEC) wall. From the 
Maxwell’s equations in the anisotropic material, 
the curl-curl equation can be derived as follows 

 1 21
[ ] [ ] 0E E 


      ,       (1)  

where [ ]  is a diagonal matrix that describes the 
anisotropic permittivity and permeability of the 
PML region [27,28].  

To get the FETD solution, the frequency-
domain formulation is converted to the time-
domain version by using the following 
relationships

2
2

2 2
0 0 0

1 1t t t

j
t t j

 
 

  
    

     (2) 

Then, the computational domain is discretized 
with tetrahedral elements [ 29 ] and the electric 
field is expressed in terms of the basis functions 
associated with the edges of each element as 

N

1
i i

i

E W e


 ,                        (3) 

where N is the total number of the edges in an 
element, iW  is the vector basis function associated 
with edge i, and ie  is the unknown coefficient, 
which is the circulation of the electric field along 
the edge i. After the Galerkin testing, a weak form 
can be obtained as follows 

         
2

2
0

de d e
A e B C D f E g

dt dt
     , (4) 

where 
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t

f edt  ,    
t

g edt  .                           (5) 

 I ,  J ,  K and  L are PML-related matrices 

[30]. Using the Newmark-Beta formulation, (4) 
can be approximated as 

     

      

   
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1 1

1
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1 1
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1 1
=
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2
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n n
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A B C e
t t

A e e B e
t

C e e
t

D f f f

E g g g


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  



 



 

 

     

   


 


   

  



.   (6) 

It has been proven that unconditional stability 
is achievable by choosing the interpolation 
parameter 1/ 4  , and it is further shown that 
this choice of 1/ 4  minimizes the solution error 

[5]. Equation (6) can be simplified as  
1[ ] [ ]nM e b  ,                         (7) 

where [ ]M  and [ ]b  denote the resultant system 
matrix and right-hand-side (RHS) vector, 
respectively. At each time step, the updating of the 
electric field requires solving equation (7). 
Obviously, [ ]M  keeps invariable while [ ]b  
changes with the time steps. For such multi-RHS-

vector problem, direct solution is a good choice. 
Here, an -LU decomposition algorithm is 
introduced for the direct solution of (7). Although 
[ ]M  is sparse, its LU-factors are in general dense. 
However, -matrix algorithm provides a data-
sparse way to compute and store the LU-factors of 
[ ]M  at a low cost. After the -LU decomposition, 
the update can be fast computed by -FBS as 
follows 

1 1 1ne U L b     ,                       (8) 

where L  and U  are the approximate LU-factors 
with -matrix representations. 
 

III. -MATRIX ALGORITHM 

-matrix algorithm can be applied to the 
FETD method in the following five steps: 1. 
Construct the cluster tree by a hierarchical 
partitioning of the set of edge-based basis 
functions. 2. Construct the block cluster tree from 
a given cluster tree using appropriate admissibility 
condition. 3. Generate the -matrix representation 
of the FETD system matrix [ ]M . 4. Compute the 
-LU decomposition in -matrix formatted 
arithmetic to obtain the -LU-factors. 5. Perform 
the -FBS to obtain the solution of (7) at each 
time step. 

 

A. Construction of the cluster tree 
Let I={1,2,……N} be a finite index set, which 

includes the indices of all edge-based basis 
functions iW (i=1,2,…N) in the entire 
computational domain. Obviously, the FETD 
system matrix [ ]M  has the I I  matrix indices. 
The construction of an -matrix representation of 
[ ]M  starts from the construction of a cluster tree. 
A tree IT  satisfying the following conditions is 
called a cluster tree to I: 

1. I  is the root of IT . 
2. If It T  is a leaf, then mint n , where t  
denotes the number of elements in the set I  and 

minn  is a relatively small number which is 
predetermined. 
3. If It T  is not a leaf, then t has two sons 

1 2, It t T , and 1 2t t t  . 
The set of sons of It T  is denoted by  S t , 

and  IL T  stands for the set of leaves of  IT . 
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A cluster tree IT  is usually obtained by 
recursive subdivision of I . In this paper, binary 
trees are generated by subdividing an index set 
into two subsets recursively. This process 
continues until the size of the subset is smaller 
than a threshold parameter minn . minn  is used to 
control the depth of the cluster tree, i.e., the 
maximum distance of a vertex to the root of the 
tree increased by one. In addition, :t i t i    is 
defined as the support of a cluster It T  where i  
is the support of the basis functions iW . i  can be 
chosen to be the bounding box iB  that comprises 
all the elements sharing iW . A simple method for 
building a cluster tree is bisection based on 
geometry-based subdivisions of the index sets. Fig. 
1 shows the process of bisection using bounding 
boxes and a simple example of a cluster tree is 
shown in Fig. 2. 

 
B. Construction of the block cluster tree 

A block cluster tree I IT   arises from the 
grouping of pairs of clusters from the cluster tree 

IT , as depicted in Fig. 3. I IT   can be structured by 
recursively subdividing each block v t s    (
, It s T ) into four disjoint subblocks 1 1t s , 1 2t s

, 2 1t s  and 1 2t s  (  1 2,t t S t , 1 2,s s    S s ). 
This subdivision stops when 
1. mint n  or mins n . 
2. Clusters t and s satisfy admissibility condition. 

The admissibility condition is a criterion for us 
to judge whether a block cluster I Iv T   allows for 

a low-rank approximation. As shown in Fig. 4, a 
standard admissibility condition is given by 

      max , ,t s t sdiam B diam B dist B B   (9) 
where tB  and sB  denote the minimal bounding 
box for the support of cluster t and s, diam and dist 
denote the Euclidean diameter and distance of 
cluster t and s respectively, and   controls 
the trade-off. Blocks I Iv T   satisfying (9) are 
called admissible blocks, as shown in Fig. 3, 
which can be approximated by low-rank represent-
tation in the following Rk-matrices as follows 

T
m n

M AB  , m kA  , n kB  ,       (10) 
with A, B in full matrix representation, and k is 
much smaller than m and n. 
 

C. Generate the -matrix representation of the 
FETD system matrix 

Based on the block cluster tree I IT  , the class 
of -matrices with blockwise rank k and 
minimum block size minn  of the FETD system 
matrix [ ]M  can be defined as 

 
min min

( , ) : :

    rank( )     

I I

t s

H T k M t s L T

M k or t n or s n





    

  


. (11) 

An -matrix induced by the block cluster tree 
I IT   is on the basis of two cluster trees, named row 

cluster tree, and column cluster tree. In the -
matrix structure of [ ]M generated from the 
Galerkin method, the row and column cluster tree 
can be seen as the trees of the sets of original basis 
functions and testing basis functions respectively. 
Hence, all entries of [ ]M  can be filled into the 

Fig. 1. Subdivision of  a finite set using bounding 

boxes.  

{1,2,3,4}       {5,6,7,8} 

{1,2}    {3,4}     {5,6}    {7,8} 

{1} {2} {3} {4} {5} {6} {7} {8} 

I={1,2,3,4,5,6,7,8} 

Fig. 2. A simple binary cluster tree IT . 

sW
tW

s
t

 

( )td ia m W( ),s td is t W W  
( )sd ia m W

Fig. 3. Construction of a block cluster I IT  . 
Inadmissible blocks are dark grey and admissible
blocks are white.  

Fig. 4. Model graph of the admissibility condition. 
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blocks of an -matrix compatibly. It should be 
pointed that, in the -matrix representation of 
[ ]M , all the nonzero matrix entries of [ ]M  are 
filled in inadmissible leaves while admissible 
leaves keep empty. This is because the partial 
differential operator is local, the nonzero entries of  
[ ]M  appear only in the case that the associated 
pair of bounding boxes tB  and sB  have a 
nonempty intersection. However, if the 
admissibility condition is satisfied,  ,t sdist B B  
must be larger than zero since   is positive. 
Therefore, to generate the -matrix representation 
of [ ]M , one only needs to fill the inadmissible 
leaves with the nonzero entries of  [ ]M  while 
keeps the admissible leaves empty. Inadmissible 
leaves are blocks stored as full matrices exactly so 
that [ ]M  can be represented by an -matrix 
without approximation. 

 

D. -LU decomposition and -FBS 
The obtained-matrix representation of the 

FETD system matrix [ ]M  has a structure of a 

quad tree based on a binary tree IT . [ ]M  can be 

written as 11 12

21 22

M MM M M
    

. The -LU decomp-

osition can be computed recursively from this 
2 2  block-matrix as follows 

11 12 11 11 12

21 22 21 22 22

M M L U U
M

M M L L U
                

 (12) 

whose process can be expressed in detail as the 
following pseudo-code. 
 
Procedure -LU decomposition (M, r, L, U) 
if  Son r r    then 

calculate the LU decomposition r r r r r rM L U    
exactly  
else 

(    1 2,Son r r r , 11 12

21 22

M M
M

M M
   

, 11

21 22

L
L

L L
   

, 

11 12

22

U U
U

U
   

) 

call -LU decomposition (M11, r1, L11, U11) 
call Block -Forward Substitution (L12, M12, r1, 

r2, U12) 
call Block -Backward Substitution (U21, M21, 

r2, r1, L21) 

call -LU decomposition ( 22 21 12M L U , r2, L22, 
U22) 
end 
 

In the above procedure, a triangular solver 
PX=Q or XP=Q is required for a given lower or 
upper triangular matrix P and a given right-hand-
side (RHS) matrix Q. The lower triangular solver 
can be viewed as a block -forward substitution 
recursively implemented as the following pseudo-
code and the upper case as well as the block -
backward substitution is similar. When X and Q 
are vector, the process of solving PX=Q and XP=Q 
is the -FBS. 
 
Procedure Block -Forward Substitution (L, Q, ri, 
rj, X) 
if  i jSon r r    then 

calculate the i i i j i jr r r r r rL X Q    exactly 
else 

(    1 2,Son r r r , 11

21 22

L
L

L L
   

, 11 12

21 22

Q Q
Q

Q Q
   

,

11 12

21 22

X X
X

X X
   

) 

call Block -Forward Substitution (L11, Q11, r1, 
r1, X11) 

call Block -Forward Substitution (L11, Q12, r1, 
r2, X12) 

call Block -Forward Substitution (L22, Q21   
L21X11, r2, r1, X21) 

call Block -Forward Substitution (L22, Q22   
L21X12, r2, r2, X22) 
end 
 

In all the procedures above, the exact addition 
and multiplication are replaced by the formatted 
-matrix counterparts (  and  ). Truncation 

operator 'k k
  based on truncated versions of the 

QR-decomposition and SVD is used to define -

matrix addition '1 2 1 2( )
k k       and -

matrix multiplication '1 2 1 2( )
k k      . In 

this paper, an adaptive truncation scheme with a 
relative truncation error   is adopted, i.e., the 
rank of each admissible block is determined 
adaptively based on a required level of accuracy. 
The resulting -LU-factors L  and U  have the 
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same tree-structure as the -matrix representation 

of [ ]M , whereas the Rk-matrices may be not 
empty but filled with non-zero items during the 
recursion. The computational complexity of the 
-LU has been proven to be O(k2Nlog2N) [25] 

with blockwise rank k. Once L  and U  have 

been obtained, we only need to perform the -

FBS as (8) at each time step of the FETD, whose 
computational complexity is O(kNlogN). 
 

IV. NUMERICAL RESULTS 
In this section, some numerical examples of 

microwave circuits are simulated to demonstrate 
the performance of the proposed FETD method 
based on the -matrix algorithm. All compu-
tations are performed on an Intel Xeon E5405 
workstation with 2.0GHz CPU and 16GB RAM in 
double precision. 

 

A. A waveguide example 

w/2 

a 

   

 

 

L 

 
Fig. 5. Configuration of the full-height dielectric-
filled rectangular waveguide. 

The first example considers a waveguide filled 
with a full-height dielectric [31], as shown in Fig. 
5. The rectangular waveguide has a width of 
a=22.86mm, and a height of b=10.16mm and the 
inserted dielectric material slab has a dimension of 

w=12mm and L=6mm and a relative permittivity 
of 8.2r  . In order to obtain an input reflection 
coefficient, two blocks of PML are placed at the 
input port and the out port to simulate the input 
and output matched loads. A modulated Gaussian 
pulse is applied, with mid-frequency 0 10.0f   
GHz and bandwidth 4.0GHz . The -matrix 
algorithm associated parameter   in the admissi-
bility condition (9) is set to be 1.0   and the 
minimal block size is chosen as min 32n  . First, 
the unknown number is fixed at N=4,290 to test 
the performance of the -LU decomposition for 
solving the FETD system. The relative error of the 
-LU factors L and U  is defined as 

1 1 /I U L M I      , where I is identity matrix 
and   denotes 2-Norm. For different choices of 
the relative truncation error  , the relative error 
of L and U , the time used for the -LU 
decomposition and the -FBS and the memory 
needed for the -LU decomposition are given in 
Table 1. Obviously, the relative error   exponent-
tially decreases with the   decreasing, while the 
time and memory required for the -LU 
decomposition and the -FBS increase gradually. 
Fig. 6 shows the S parameter computed by the 
proposed -LU decomposition-based FETD 
method compared with that simulated by HFSS 
software in the case of 1. 3e   . Then, the 
relative truncation error is fixed 1. 4e    and 
the unknown number increases from 19,317 to 
609,364 by increasing the electric size of the 
waveguide to test the large-scale modeling 
capability. As shown in Figs. 7 and 8, the time 
complexity and the memory requirement can be 
observed to be very close to O(Nlog2N) and 
O(NlogN), respectively. 

 

Table 1: Performance of the -matrix algorithm 

  -LU Time(s) Memory(MB) -FBS Time(s) 

1.0e-1 1.39e-4 0.26 6.32 6.62e-3 

1.0e-2 2.07e-5 0.36 8.69 7.88e-3 

1.0e-3 1.12e-6 0.58 11.17 9.39e-3 

1.0e-4 1.73e-8 0.84 14.64 1.08e-2 

1.0e-5 2.29e-11 1.25 17.11 1.30e-2 
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Fig. 6. S parameter of the waveguide filled with a 
full-height dielectric. 

Fig. 7. Time required for the -LU decomposition.  

 
B. A microstrip lowpass filter example 
The second example deals with a microstrip 
lowpass filter. The detailed geometry of the 
metallization is shown in Fig. 9. The dielectric 
substrate has a thickness of 0.76mmd   and a 
relative permittivity of 2.43r  . 

Fig. 8. Memory required for the -LU factors. 

A modulated Gaussian pulse with mid-
frequency 0 9.0GHzf   and 
bandwidth 16.0GHz  is applied. The -matrix 
algorithm associated parameters are set to be 

1.0  , min 64n  . The relative truncation error is 
set to be 1. 4e   . To test the performance of 
the -LU decomposition algorithm, the number of 
unknowns N increases from 42,927 to 412,863 by 
increasing the electric size of this microstrip. As 
shown in Figs. 10 and 11, the CPU time and 
memory requirements for the -LU are presented 
to be close to O(Nlog2N) and O(NlogN), 
respectively. Moreover, the time requirements for 
the-FBS are also shown in Fig. 10, which are 
close to O(NlogN). As can be seen from Fig. 10, 
even in the case N =231,263, the computational 
time of the -FBS is only 3.15s, which means that  
once -LU factors are obtained, the computation 
of the FETD method at each time step can be 
finished with no more than 3.15s CPU time. 
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Fig. 9. Geometry and dimensions of the microstrip lowpass filter. 
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Fig. 10. Time required for the -LU decompo-
sition and the -FBS. 
 

 
Fig. 11. Memory required for the -LU factors. 

 
Meanwhile, good accuracy is achieved and the 
relative error is relatively stable as shown in Fig. 
  
12, which is accurate enough for a correct 
solution. Figure 13 presents the S parameters 
computed by the -LU decomposition-based  
 

 
Fig. 12. Relative error of the -LU 
decomposition. 

 
Fig. 13. S parameters of the microstrip lowpass 
filter. 

 

FETD method in the case N =231,263 compared 
with that computed by the finite-difference time-
domain (FDTD) method. 

C. A fractal-shaped UWB bandpass filter 
example 

The last example deals with a fractal-shaped 
ultra-wideband (UWB) bandpass filter (BPF). 
Figure 14 shows the topology and detailed sizes of 
the UWB-BPF structure. The UWB-BPF has been 
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Fig. 14. Geometry and dimensions of the fractal-shaped UWB bandpass filter. 
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fabricated on a substrate with relative permittivity 
2.43r   and thickness 0.76mmd  . A modu-

lated Gaussian pulse with mid-frequency 0f   
7.0GHz and bandwidth=12.0GHz is applied. The 
total number of unknowns is 310,035. The -
matrix algorithm associated parameters are set to 
be 1.0  , min 64n  . Table 2 shows the relative 
error of L  and U , the time used for the -LU 
decomposition and the -FBS and the memory 
needed for the -LU decomposition with the 
relative truncation error   decreasing. Figure 15 
presents the S parameters computed by the -LU 
decomposition-based FETD method in the case 
compared with that simulated by HFSS software. 
As can be seen from Fig. 15, reasonable agreement 
can be observed in the whole frequency band. The 
-10dB return loss bandwidth is from 3.2 GHz to 
10.8GHz with mid-frequency 7.0GHz. What’s 
more, in the bandwidth of interest, the designed 
UWB filter achieves an almost flat frequency 
response of insertion loss close to 0 dB. 

 
V. CONCLUSION 

In this paper, an efficient FETD method based on 
the second-order vector wave equation is 
generated by using the -matrix algorithm to 
directly solve the large sparse linear FETD system. 
The Newmark-beta scheme is implemented 
leading to an unconditionally stable FETD 
method. The -matrix algorithm provides a data-
sparse way to compute and store the LU-factors of 
the FETD system matrix. This -LU 
decomposition can be implemented with reduced 
complexity, which highly improves the capability 
of the FETD method for large-scale modeling. Via 
the -FBS, the FETD system can be computed 
rapidly at each time step. Numerical results 
validate that the -LU-based direct solver 
significantly reduces the computational 
complexity and memory require-ment to be close 
to O(Nlog2N) and O(NlogN), respectively, and 

demonstrate the validity and efficiency of the 
proposed FETD method in the applications of 
electromagnetic simulation.  
 

Fig. 15. S parameters of the fractal-shaped UWB 
bandpass filter. 
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Abstract ─ In the antenna array synthesis 
problems, most of the works in literature utilize 
isotropic elements. Thus, the mutual coupling 
effects between the array elements are neglected. 
It is obvious that an array antenna synthesized by 
neglecting the coupling effects cannot be used in 
the real world applications due to the possible 
incompatibilities between the desired and realized 
radiation patterns. In this work, two array antenna 
synthesis papers from literature are investigated in 
terms of mutual coupling effects so the necessary 
constraints are determined for the array geometry 
in order to compensate the coupling effects. Here, 
the same objectives of these two papers are 
achieved using the generalized pattern search 
(GPS) algorithm by considering the determined 
constraints for the inter-element spacings between 
the array elements. The resulted radiation patterns 
are validated with the computer simulation 
technology (CST) software with the aim of 
detecting possible incompatibilities due to the 
mutual coupling effects between the array 
elements. The simulation results verify that by 
using the constraints determined in this work, the 
radiation patterns obtained by pattern 
multiplication can provide the desired radiation 
demands also in the practical applications.  
  
Index Terms ─ GPS algorithm, mutual coupling 
effects, non-uniform array, null control, sidelobe 
suppression.  
 

I. INTRODUCTION 
Synthesis of linear antenna arrays has been 

extensively studied in the last 50 years [1-14]. 
Generally, the objectives in an array design are 

achieving the minimum sidelobe level (SLL), 
maximization of the main beam in the desired 
direction and obtaining narrow or broad nulls in 
the directions of interfering signals. In most of the 
works realized in literature, the antennas of the 
array are accepted as isotropic. In these works, the 
possible mutual coupling effects between the array 
elements are neglected; thus, it is obvious that an 
array synthesized by neglecting the mutual 
coupling effects between the array elements may 
not be convenient for real world applications. 
Especially, in the works that the inter-element 
spacings between the elements are employed as 
optimization variables [4-8], the desired pattern 
and the pattern obtained in practical realization 
will not be in a good agreement. Besides, 
compensation of mutual coupling effects is also 
investigated in literature [11-12].  

In this work, the full wave electromagnetic 
simulations (CST) of two works from literature [5-
6] that have utilized isotropic elements and thus 
neglected mutual coupling effects between the 
array elements are performed to observe the 
differences between the desired and resulted 
patterns. Then, the reasons of the incongruity 
between the desired and resulted patterns are 
determined. Thus, the restrictions for the inter-
elements spacings between the array elements are 
established to minimize the corruptions in the 
desired patterns occurred due to the mutual 
coupling effects.   

Subsequently, in this work by using these 
restrictions, the same objectives of the examples in 
[5-6] are achieved using the GPS algorithm. The 
obtained array geometries can be used to obtain 
the desired radiation patterns also when they are 
used in the practical applications. The proposed 
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method can be efficiently employed in various 
antenna applications. Providing a simple approach 
by utilizing the determined inter-element spacing 
restrictions between the array elements, the 
synthesized radiation pattern will also be 
convenient for practical applications, thus there 
will be no need to perform electromagnetic 
simulation software to confirm the designed array 
geometry.  

In this work, the GPS algorithm is used to 
achieve the same objectives that are used in [5-6]. 
GPS methods are introduced as an optimization 
tool into the antenna engineering for the array 
antenna synthesis. GPS are nonrandom methods 
for direct searching minima of a function which 
may even be discontinuous, non-differentiable, 
stochastic or highly nonlinear [15-20]. Moreover, 
the results of the GPS algorithm are validated by 
comparing with results obtained using the genetic 
algorithm (GA) and a full wave electromagnetic 
simulator (CST) which allows the prediction of the 
performance of antennas to very high accuracy 
without the need for costly trials and error 
constructions and measurements. 
 

II. PROBLEM FORMULATION 
       In the selected papers [5-6], the linear array 
antenna geometries with 2N half-wave dipole 
antennas distributed symmetrically with respect to 
the origin along the y-axis is given in Fig. 1.  
 

 
Fig. 1. The linear array antenna geometry with an 
even number of elements. 
 

This linear array antenna has non-uniform 
inter-element spacings and also non-uniform 
excitations for array elements, thus the array factor 

in the azimuth plane can be expressed as follows 
[21]: 

       
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where 2N is  total number of the antenna elements, 
  is the wavelength in free space; nA , n  are the 
excitation amplitude and phase of the nth element, 
respectively and dn is the distance from the origin 
to the nth element. In the papers we have used [5-
6], n  is fixed zero, thus the broadside arrays are 
worked out:                             
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III. GPS ALGORITHM 

       GPS methods are a class of direct search 
methods, originally introduced and analyzed by 
Torczon [15] for unconstrained minimization 
problems, and then extended by Lewis and 
Torczon to problems with bound [16] and general 
linear constraints [17]. GPS methods have been 
also adapted to solve nonlinearly constrained 
problems in an augmented Lagrangian framework 
[18]. A summary of the work on GPS methods can 
be found in [19]. Recently, a GPS method [20] is 
proposed to solve a class of non-smooth 
minimization problems, where the set of non-
differentiability is included in the union of known 
hyper planes and, therefore, is highly structured. 
Both unconstrained and linearly constrained 
problems are considered.  

    GPS are the direct methods for searching 
minima of a function which may be even 
discontinuous, non-differentiable, stochastic, or 
highly nonlinear. Thus, they can be exploited 
efficiently in solving optimization problems 
without requiring any information about the 
gradient of the fitness function. As opposed to 
more traditional optimization methods that use 
information about the gradient or higher 
derivatives to search for an optimal point, a GPS 
algorithm searches a set of points around the 
current point, looking for one where the value of 
the fitness function is lower than the value at the 
current point. 
       It should be mentioned here that this paper is 
not intended to be an extensive review of GPS, 
and therefore only the main steps of the GPS 
algorithm we employed are explained here. The 
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reader is referred to [4, 15–20] and the references 
mentioned therein for a detailed discussion of the 
basic concepts of the GPS algorithm and how it 
works. 
       The GPS algorithm is applied to synthesize 
the same radiation pattern requirements of the 
selected papers. The objectives of these works are 
obtaining the minimum SLL and generating 
narrow or broad nulls in the directions of 
interfering signals. Thus, we have gathered these 
multiple objectives in a single fitness function as 
the logarithmic sums of the array factor, )(AF  

given by (3) and (3.1) as follows: 
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          1,........1,5.01  Nndd nn  .      (3.1)                           
      In (3), u  and l  are the upper and lower 

angles of the regions and Kkk ,......1,  , are the 
directions where the nulls are required. Equation 
(2) can be employed directly in (3). Thus, the first 
term in (3) is employed to minimize the SLL 
between the desired angles whereas the second 
one is for having zeros in the desired directions. 
(3.1) gives the constraint imposed on inter-element 
spacing to reduce mutual coupling effects between 
the elements of the array antennas. 

 
IV. APPLICATION EXAMPLES 

       In this section, firstly the synthesized radiation 
patterns of the selected papers [5-6] are performed 
using a full wave electromagnetic simulator (CST) 
which allows the prediction of the performance of 
antennas to very high accuracy without the need 
for costly trial and error constructions and 
measurements. In both [5] and [6], the array 
elements are accepted as isotropic and the desired 
radiation patterns are synthesized by optimizing 
the positions of array elements. All of the 
simulations are realized using half–wave dipole 
antennas at 2.6 GHz. 
       Afterwards, the same objectives for the 
examples of literature are achieved again but this 
time, by using the determined constraints for the 
inter-element spacings. Thus, the mutual coupling 

effects between antennas are minimized and the 
radiation patterns obtained using pattern 
multiplication can provide the desired radiation 
demands of practical applications. The results of 
the GPS algorithm are also validated by 
comparing with the results obtained using the GA 
for the same objective functions and restrictions. 
The GA is a stochastic algorithm that gives 
different solution sets after each run, thus the GA 
is run a few times with the same number of 
iterations of the GPS and the best results are given 
in this paper. The CST simulation results are also 
obtained for the recommended array geometries of 
the GPS algorithm with the aim of exhibiting the 
compatibility between the desired pattern and full-
wave simulation result. Both the GPS and GA 
algorithms were implemented using MATLAB. 
       In [5], the authors have perturbed a -30 dB 
Dolph-Chebyshev initial pattern to form a null at 
20 o using a 20 isotropic element linear array. The 
mutual coupling effects are neglected in this 
example. The perturbation amounts, the resulted 
positions of each element and also the inter-
element spacings of the adjacent elements are 
given in Table 1. 
 
Table 1: The excitation amplitudes and the 
perturbed element positions for Fig. 2 

Dolph-
Cheb. 

)(AAn  1.000 0.970 0.912 0.831 0.731 0.620 0.504 0.391 0.285 0.325 

)(nd  0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 4.250 4.750 

nn dd 1 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 

[5] 

)(AAn  1.000 0.970 0.912 0.831 0.731 0.620 0.504 0.391 0.285 0.325 

)(nd  0.230 0.712 1.234 1.768 2.277 2.758 3.237 3.735 4.246 4.758 

nn dd 1 0.460 0.482 0.522 0.534 0.509 0.481 0.479 0.498 0.511 0.512 

 
       The radiation patterns which are symmetrical 
with respect to the origin are given before and 
after optimization processes in Fig. 2 together with 
the CST simulation pattern.  

The optimized radiation pattern is obtained 
using the element positions given in Table 1. 
Although, the desired null direction seems to be 
suppressed in the optimized pattern, the CST 
simulation pattern of the optimized array proves 
that the desired direction can be suppressed only a 
few dB. Besides, an unexpected null level is 
formed directed to o22 . This amount of corruption 
in the expected null level and null direction is 
occurred because of the coupling effects between 
the array elements. Here, crucial differences are 
formed between the expected and occurred values 
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in the null deepness and null direction. When the 
element positions in Table 1 are observed, it can 
be seen that some of the spacings between the 
array elements are smaller than 5.0 . 
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Fig. 2. Normalized radiation patterns obtained in 
[5] and the CST simulation pattern of the 
optimized array. 
 
       The spacing between the first elements about 
the origin is 46.0 where the spacings between the 
first and second elements, between the fifth and 
sixth elements and between the sixth and seventh 
elements are 482.0 , 481.0 , and 479.0 , 
respectively. These values are given in bold style 
in Table 1. 
       In this paper, the same objectives of [5] are 
achieved by using the following cost function: 

  
 )20(log20

)(maxlog20
90

8

oAF

AFFitness
o

u

o
l













         (4) 

The GPS and GA algorithms are utilized to 
optimize (4), but this time using the determined 
restriction given with (3.1). The obtained solution 
spaces are given in Table 2 and the radiation 
pattern obtained using these solution spaces is 
given in Fig. 3.  
 
Table 2: The excitation amplitudes and the 
perturbed element positions used to obtain Fig. 3 

GPS 
)(AAn  0.250 0.750 1.250 1.787 2.338 2.838 3.338 3.838 4.338 4.990 

)(nd  0.500 0.500 0.500 0.537 0.551 0.500 0.500 0.500 0.500 0.652 

GA 
nn dd 1 0.264 0.779 1.283 1.840 2.382 2.884 3.389 3.897 4.419 5.079 

)(AAn  0.528 0.515 0.504 0.557 0.542 0.502 0.505 0.508 0.522 0.660 

Dolph- 
Cheb. 

)(nd  0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 4.250 4.750 

nn dd 1 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 

 
It can be observed from the resulted pattern of 

GPS optimizer that a very deep null is achieved 
successfully in the 20 o  direction. Although the 

null level is also easily achieved using GA, the 
MSLL of GA pattern is slightly higher than the 
GPS pattern level in the desired null direction. 
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Fig. 3. Normalized radiation patterns optimized 
using the GPS and the GA algorithms with the 
CST simulation pattern of the optimized array. 
 

As it is observed from Fig. 3, the resulted CST 
simulation pattern follows the features of the GPS 
pattern approximately in the all visible region. 
Besides, the CST simulation pattern has achieved 
a deep null level in the desired null direction 
which can be accepted as zero level for the 
practical applications.   
       In the second example [6], the authors have 
perturbed the positions of a 28 isotropic element 
array to achieve null levels at o30 , o5.32 , and o35 . 
The mutual coupling effects are also neglected in 
this example. The perturbation amounts, the 
resulted positions of each element and also the 
inter-element spacings of the adjacent elements are 
given in Table 3. 
 
Table 3: The excitation amplitudes and the 
perturbed element positions for Fig. 4 

Uni- 
form 

)(AAn  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
1.000 1.000 1.000 1.000 

)(nd  0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 4.250 4.750 
0.525 0.575 0.625 0.675 

nn dd 1
0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 

0.500 0.500 0.500 0.500 

[6] 

)(AAn  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
1.000 1.000 1.000 1.000 

)(nd  0.280 0.780 1.220 1.750 2.270 2.740 3.265 3.770 4.195 4.750 
5.315 5.710 6.160 6.840 

nn dd 1
0.560 0.500 0.440 0.530 0.520 0.470 0.525 0.505 0.425 0.555 

0.565 0.395 0.450 0.680 

 
       The radiation patterns before and after the 
optimization process are given in Fig. 4 together 
with the CST simulation patterns. The optimized 
radiation pattern is obtained using the array 
geometry given in Table 3. The desired null 
directions are achieved in [6] by using isotropic 
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elements, thus by neglecting the mutual coupling 
effects. The CST simulation pattern shows that the 
expected and occurred null levels are quite 
different as illustrated in Fig. 4. 
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Fig. 4. Normalized radiation patterns obtained in 
[6] and the CST simulation pattern of the 
optimized array. 
 

An only null level is formed directed 
to o34 rather than the expected three null 
directions. It is obvious that this array geometry 
cannot be used in a real world problem to obtain 
nulls in the desired directions. When the element 
positions in Table 3 are investigated, it can also be 
seen that many of the spacings between the 
elements are smaller than 5.0 . The first and 
second elements is 44.0 , between the fifth and 
sixth elements is 47.0 , between the eighth and 
ninth elements is 425.0 , between the eleventh 
and twelfth elements is 395.0 , and between the 
twelfth and thirteenth elements is 45.0 . These 
values are given in bold style in Table 3. 
       In the second implementation, the following 
cost function is arranged to achieve the same 
objectives of [6]: 

   
    o

u
o

l

o o

90o

4

Fitness 20log AF( 30 ) 20log AF( 32.5 )

20log AF( 35 ) 20log max AF( ) .



 



 

 

(5) 
The cost function is optimized using both the GPS 
and GA algorithms but this time with the 
determined restrictions in (3.1). The optimized 
element positions are given in Table 4 and the 
radiation pattern obtained using these element 
positions is given in Fig. 5. 

It is obvious from Fig. 5 that the null levels 
and directions are easily achieved with both GPS 
and GA algorithms. Besides, the close-in sidelobes 

are almost the same for both the GPS and the GA, 
but the far sidelobes are better for the GPS. As it is 
observed from Fig. 5, the resulted CST simulation 
pattern follows the features of the GPS pattern in 
the close-in sidelobes and the maximum level of -
40 dB is occurred in the desired null directions. It 
can be said that, by our improvements in this 
paper, the disagreement between the desired 
pattern and the CST simulation pattern can be 
prevented, thus the obtained array geometries can 
achieve the desired radiation patterns also when 
used in practical applications. 
 
Table 4: The excitation amplitudes and the 
perturbed element positions used to obtain Fig. 5 

GPS 
)(nd  0.250 0.750 1.311 1.811 2.311 2.811 3.461 3.962 4.461 4.961 

5.772 6.272 6.772 7.273 

nn dd 1
0.500 0.500 0.566 0.500 0.500 0.500 0.650 0.501 0.499 0.500 

0.811 0.500 0.500 0.501 

GA 
)(nd  0.252 0.752 1.251 1.754 2.257 2.756 3.284 3.792 4.291 4.790 

5.463 5.965 6.465 7.094 

nn dd 1
0.504 0.500 0.499 0.503 0.503 0.499 0.528 0.508 0.499 0.499 

0.673 0.502 0.500 0.629 

Dolph- 
Cheb. 

)(nd  0.266 0.800 1.333 1.866 2.400 2.933 3.466 4.000 4.533 5.066 
5.600 6.133 6.666 7.200 

nn dd 1
0.532 0.534 0.533 0.533 0.534 0.533 0.533 0.534 0.533 0.533 

0.534 0.533 0.533 0.534 
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Fig.  5. Normalized radiation patterns optimized 
using the GPS and the GA algorithms with the CST 
simulation pattern of the optimized array. 
 

VI. CONCLUSION 
       This paper illustrated the corruptions in the 
desired radiation patterns of non-uniform antenna 
arrays due to the mutual coupling effects between 
the array elements. Two examples from literature 
are utilized to demonstrate the disagreement 
between the desired and occurred radiation 
patterns. In our paper, it is confirmed that a non-
uniform array geometry synthesized by neglecting 
the coupling effects cannot be used in real world 
applications. 

  We have achieved the same objectives of the 
selected papers with the determined inter-element 
spacing restrictions (3.1) using the GPS algorithm. 
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The GPS is a direct, efficient derivative-free 
algorithm for searching minima of the functions. 
By our improvements in this paper, we prevent the 
disagreement between desired pattern and the 
resulted pattern using the necessary restrictions for 
the inter-element spacings. Thus, the radiation 
patterns obtained using pattern multiplication can 
provide the desired radiation demands of practical 
applications. The verification of this approach is 
carried out by comparing the results of CST 
software. 

 
REFERENCES 

[1] K. K. Yan and Y. L. Lu, “Sidelobe Reduction 
in Array Pattern Synthesis using Genetic 
Algorithm,” IEEE Trans. Antennas Propagat., 
vol. 45, pp. 1117–1122, 1997. 

[2] G. K. Mahanti, N. Pathak, and P. Mahanti, 
“Synthesis of Thinned Linear Antenna Arrays 
with Fixed Sidelobe Level Using Real-Coded 
Genetic Algorithm,” Progress In           
Electromagnetics Research, vol. 75, pp. 319–
328, 2007. 

[3] G. K. Mahanti, A. Chakrabarty, and S. Das, 
“Phase-Only and Amplitude-Phase Only 
Synthesis of Dual-Beam Pattern Linear 
Antenna Arrays Using Floating-Point Genetic 
Algorithms,” Progress In Electromagnetics 
Research, vol. 68, pp. 247–259, 2007. 

[4] F. Gunes and F. Tokan, “Pattern Search 
Optimization with Applications on Synthesis 
of Linear Antenna Arrays,” Expert Systems 
with Applications, vol. 37, pp. 4698–4705, 
2010. 

[5] T. H. Ismail and M. M. Dawoud, “Null 
Steering in Phased Arrays by Controlling the 
Element Positions,” IEEE Transactions on 
Antennas and Propagat, vol. 39, pp. 1561–
1566, 1991. 

[6] M. M. Khodier and C. G. Christodoulou, 
“Linear Array Geometry Synthesis with 
Minimum Sidelobe Level and Null Control 
Using Particle Swarm Optimization,” IEEE 
Transactions on Antennas and Propagat., vol. 
53, pp. 2674–2679, 2005. 

[7] V. Murino, A. Trucco, and C. S. Regazzoni, 
“Synthesis of Unequally Spaced Arrays by 
Simulated Annealing,” IEEE Transactions on 
Signal Processing, vol. 44, pp. 119–127, 1996. 

[8] D. W. Boeringer and D. H. Werner, “Particle 
Swarm Optimization Versus Genetic 

Algorithms for Phased Array Synthesis,” 
IEEE Transactions on Antennas and 
Propagat., vol. 52, pp. 771–779, 2004. 

[9] K. R. Mahmoud, M. I. Eladawy, R. Bansal, S. 
H. Zainud-Deen, and S. M. M. Ibrahem, 
“Analysis of Uniform Circular Arrays for 
Adaptive Beamforming Applications Using 
Particle Swarm Optimization Algorithm,” 
International Journal of RF and Microwave 
Computer-Aided Engineering, vol. 18, pp. 42–
52, 2008. 

[10] K. Guney, B. Babayigit, and A. Akdagli, 
“Interference Suppression of Linear Antenna 
Arrays by Phase-Only Control Using a Clonal 
Selection Algorithm,” Journal of the Franklin 
Institute, vol. 345, pp. 254–266, 2008. 

[11] W. Choi, T. K. Sarkar, O. Allen, and J. 
Asvestas, “Approximate Compensation for 
Mutual Coupling in a Direct Data Domain 
Least Squares Approach using the In-situ  
Measured Element Patterns,” Applied 
Computational Electromagnetic Society 
(ACES) Journal, vol. 21, no. 3, pp. 342–352, 
2006. 

[12] V. N. S. Kalaga and M. Hamid, “On The 
Optimum Directivity of Dipole Arrays  
Considering Mutual Coupling,” Applied 
Computational Electromagnetic Society 
(ACES) Journal, vol. 23, no. 2, pp. 155–165, 
2008. 

[13] F. Hutu, S. Cauet, and P. Coirault, “Robust 
Synchronization of Different Coupled 
Oscillators: Application to Antenna Arrays,” 
Journal of the Franklin Institute, vol. 346, pp. 
413-430, 2009. 

[14] K. Guney and A. Akdağlı, “Null Steering of 
Linear Antenna Arrays Using a Modified 
Tabu Search Algorithm,” Progress In 
Electromagnetics Research, vol. 33, pp. 167-
182, 2001. 

[15] V. Torczon, “On the Convergence of Pattern 
Search Algorithms,” SIAM Journal on 
Optimization, vol. 7, pp. 1–25, 1997. 

[16] R. M. Lewis and V. Torczon, “Pattern Search 
Algorithms for Bound Constrained 
Minimization,” SIAM Journal on 
Optimization, vol. 9, pp. 1082–1099, 1999. 

[17] R. M. Lewis and V. Torczon, “Pattern Search 
Methods for Linearly Constrained 
Minimization,” SIAM Journal on 
Optimization, vol. 10, pp. 917–941, 2000. 

601TOKAN, GUNES: MUTUAL COUPLING COMPENSATION IN NON-UNIFORM ANTENNA ARRAYS USING INTER-ELEMENT SPACING 



[18] R. M. Lewis and V. Torczon, “A Globally 
Convergent Augmented Lagrangian Pattern 
Search Algorithm for Optimization with 
General Constraints and Simple Bounds,” 
SIAM Journal on Optimization, vol. 12, pp. 
1075–1089, 2002. 

[19] T. G. Kolda, R. M. Lewis, and V. Torczon, 
“Optimization by Direct Search: New 
Perspectives on Some Classical and Modern 
Methods,” SIAM Rev., vol. 45, pp. 385–482, 
2003. 

[20] C. Bogani,  M. G. Gasparo, and A. Papini, 
“Generalized Pattern Search Methods for a 
Class of Nonsmooth Optimization Problems 
with Structure,” Journal of Computational 
and Applied Mathematics, vol. 229, pp. 283–
293, 2009. 

[21] R. S. Elliott, Antenna Theory and Design, 
Prentice-Hall, 1981. 
 
 
 
 
 
 
 
 

 

Fikret Tokan received the M.S. 
degree in Electronics and 
Communications Engineering 
from the Yıldız Technical 
University in 2005 and Ph.D. 
degree from the Yıldız 
Technical University, Istanbul, 

in Communications Engineering in 2010. 
       He has been currently working as a researcher 
in Yıldız Technical University. His current 
research interests are electromagnetic waves, 
propagation, antenna arrays, scattering, and 
numerical methods. 
                                            

Filiz Güneş received her MSc 
degree in electronic and 
communication engineering 
from the Istanbul Technical 
University. She attained her 
PhD degree in communication 
engineering from the Bradford 

University in 1979. 
She is currently a full professor in Yıldız 

Technical University. Her current research 
interests are in the areas of multivariable network 
theory, device modeling, computer-aided 
microwave circuit design, monolithic microwave 
integrated circuits, and antenna arrays. 
 

 
 
 
 
 
 

 
 
 
 
 

 
 
 

602 ACES JOURNAL, VOL. 26, NO. 7, JULY 2011



 Reduction of Sensitivity to Measurement Errors in the Derivation 
of Equivalent Models of Emission in Numerical Computation 

 
 

Xin Tong, David W. P. Thomas, Angela Nothofer, Christos Christopoulos, and Phillip 
Sewell 

 
George Green Institute for Electromagnetics Research 
University of Nottingham, Nottingham, NG2 7RD, UK 

vanppp@gmail.com, dave.thomas@nottingham.ac.uk, angela.nothofer@nottingham.ac.uk, 
phillip.sewell@nottinham.ac.uk, christos.christopoulos@nottingham.ac.uk 

  
 

Abstract ─ In this paper, the accuracy of an 
equivalent dipole model for representing 
electromagnetic emissions from printed circuit 
boards (PCB) is studied. The optimization of near-
field measurement parameters and required PCB 
parameters for building a numerical model are 
discussed and their impact on the accuracy of 
emission predictions is examined.   
  
Index Terms ─ Error analysis, near field scanning, 
numerical modelling, radiated fields. 
 

I. INTRODUCTION 
Predicting electromagnetic emissions from 

PCBs is an important topic in electromagnetic 
compatibility (EMC) studies and product designs. 
Simulation techniques based on equivalent models 
have many advantages compared to the full field 
simulations. The heavy task of modeling the 
complexity of PCBs and the huge computational 
costs to solve the model are alleviated. In addition, 
detailed information on circuit structure is not 
needed to model emissions from PCBs by 
equivalent sources. This ensures simplicity, 
confidentiality of designs and facilitates the task of 
design engineers. 

A method to represent radiated emissions from 
a PCB using an equivalent dipole model deduced 
from a magnetic near-field scan was described in 
[1]. Modeling techniques in both open and closed 
environments were considered. A PCB is modeled 
with a set of equivalent magnetic dipoles placed 
on the component surface. The ground plane is 
also explicitly included in the model based on 

certain approximations in order to simulate the 
emissions in the whole space. In closed 
environments, the method is extended to include 
dipoles, dielectric, and conducting plane (DDC 
model) to explicitly represent the physical 
presence of the PCB. Thus, the major interactions 
between the PCB and enclosure are taken into 
account. The equivalent dipoles are identified by 
fitting the measured tangential magnetic near 
fields to the fields generated by the dipoles. The 
modeling process can then be described as: 

 
1. Take a near field scan of the transverse 

magnetic fields emitted by the PCB. 
2. Through solving the inverse problem (see 

equation (4)) find the equivalent dipoles for 
the PCB. 

3. Model the PCB in the environments of interest 
(enclosures or free space) to predict its 
performance. 

 
Figure 1 shows the simple test board used 

where comparisons with full 3D simulations are 
required. The configuration used for the basic test 
board is given in Table 1 and typical results are 
shown in Fig. 2.  

For the near-field scanning based method, 
measurement parameters (scanning surface, 
sampling, distance, error analysis, etc.) have 
noticeable effects on the accuracy of associated 
modeling and simulation. Optimization of 
measurement parameters not only improves the 
efficiency of near-field scanning, but also reduces 
the modeling errors possibly introduced from 
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measurements. An early overview of 
determination of measurement parameters can be 
found in [2]. The sampling and scan-plane 
reduction techniques are developed from the 
electromagnetic propagation theory in [3] and [4], 
respectively. In [5, 6], extensive error analysis for 
near-field measurements is performed using 
measurement tests, simulation tests, and 
mathematical analysis. For the proposed method, it 
is essential to specifically optimize the parameters 
of the required planar near-field measurements 
based on the electromagnetic theory and 
measurement or simulation tests, as well as to 
have an error budget of the numerical modeling 
and associated measurements. 

 
Fig. 1. Geometry of the basic test board (top 
view).  
 

 

In this paper, the optimization of the near-field 
measurement parameters for the model is 
discussed. Finally, error and uncertainty in the 
numerical modeling and associated measurements 
are examined. With these studies, the objective is 
to develop the methodology of modeling 
electromagnetic emissions using equivalent 
dipoles deduced from near-field scanning as 
completely as possible, and to show how the 

technique described here meets the needs for 
predictive work in EMC studies. 

 
Fig. 2. Magnetic fields (mA/m) in the scanning 
plane at 1 GHz. Top row) simulation based on 
equivalent dipoles; bottom row) measurement. 
 

II. EFFECTS OF MEASUREMENT 
PARAMETERS 

For the near-field scanning based method, the 
measurement parameters have noticeable effects 
on the accuracy of modeling and simulation. 
Knowledge of these effects helps to determine the 
choice of measurement configuration. Scanning 
resolution, scanning plane area, and SNR are 
critical parameters in near-field sampling. To 
study this, a far-field simulation in the E plane for 
the basic test board is repeated using the 
equivalent dipole method with different 
measurement parameters, and the correlation 
coefficient between results obtained by the 
equivalent dipole simulation and the full field 
simulation is introduced as a measure of accuracy. 
The correlation coefficient is defined as:  ߛ = ∑ ሺா೔ିாതሻሺாᇱ೔ିாᇱതതതሻ೔ಿసభට∑ ሺா೔ିாതሻమ೔ಿసభ ∑ ሺாᇱ೔ିாᇱതതതሻమ೔ಿసభ ,                (1) 

where Ei  is the dipole equivalent result set, E’i  is 
the full field simulation result set,  ܧపഥ  and   ܧ′పതതതത are 
the averages of  Ei and E’i ,  respectively, and N is 
the number of samples. All full field simulations 
are performed with a method of moment (MoM) 
based solver Concept – II 9.4 [7, 8]. 

 
 

Table I: Configuration of near-field 
measurement with the test board 
frequency (GHz) 1 
scanning plane height 
(mm) 

11.5 above 
the PCB 

scanning plane size (mm) 120 × 75 

scanning resolution (mm) 2.5 
sampling points 49 × 31 

50mm 

20mm 
80m

m

40
m

m
 

2m
m

1 V source 

50Ω load 

x 

y 

E plane 

H plane 
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A. Scanning resolution 
According to the information theory, the 

scanning resolution is a key factor in acquiring 
sufficient near-field information. In the examples 
above, a 2.5 mm resolution is used for both PCBs. 
This is based on the sampling criterion 
recommended by Joy and Paris [3] which estimates 
the maximum spacing between sampling points 
(Δs) allowed to obtain sufficient information for 
planar near-field scanning as:  

 Δݏ = ఒଶඥଵାሺఒ ௗ⁄ ሻమ ,                       (2) 

where λ is the wavelength and d is the separation 
distance between the EUT and the probe. The 
maximum spacing allowed for the test boards 
considered according to (2) is 5.7 mm and 6.0 mm, 
respectively. So the choice of 2.5 mm is reasonable. 
To validate this criterion, the far field prediction of 
the test board is repeated with the same set of near-
field data but of different resolutions, and the 
correlation coefficient with full field simulation is 
shown in Fig. 3. The results from near-field data of 
2.5 and 5 mm resolution make very little difference 
and are close to the direct simulation result, as they 
are within the range of maximum space allowed. 
But the data with a 10 mm resolution and above has 
obvious inaccuracies as indicated by the lower 
correlation. This confirms the criterion for the 
choice of sampling points that any space sampling 
less than the maximum spacing allowed in (2) is 
sufficient. 
 

 
Fig. 3. Effects of scanning resolution. 
 
 
 

B. Scanning plane area 
Another important topic with regard to near-

field sampling is the size of scanning plane. 
Unlike the modal expansion method, the method 
presented here does not assume the field outside 
the scanning area to be zero. The equivalent 
sources are established by fitting to the measured 
near-field data. Therefore if any significant field 
area is not covered in the near-field scanning 
plane, some information will be lost and the 
equivalent sources established from it would have 
a noticeable error. It is well known that magnetic 
near-field maps from a PCB are dominated by the 
fields vertically above the board and gradually 
become weaker as the sampling point extends 
outward to the perimeter of the PCB [9, 10]. This 
implies that the scanning area must at least cover 
the area of the PCB, and could possibly extend 
beyond it. Ideally, the scanning plane should 
extend until the field on the edges of the plane 
reaches the minimum measurable level (noise 
floor) of the equipment. But in practice it is not 
necessary to scan so widely in order to collect 
sufficient near-field information. Based on our 
studies, a near-field plane where the maximum 
field on the edges is approximately 20 dB lower 
than the overall maximum field is required. Figure 
4 shows the effects of scanning the area size on the 
far field prediction for the test board. It is found 
that insufficient scanning information (when there 
is 5 and 10 dB maximum – edge difference) 
results in significant inaccuracies, but the far field 
is correctly predicted when the scanning plane 
reaches a large enough size (19 and 28 dB 
maximum – edge difference).  

 
Fig. 4. Effects of scanning area. Sx, Sy: length of 
the scanning plane in x and y direction, 
respectively. Lx, Ly: length of the PCB in x and y 
direction, respectively. 
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Actually, the plane area required to satisfy this 

criterion is not very large. In the case above, a 19 
dB maximum – edge difference corresponds to a 
plane which is 1.5 times of the PCB dimension 
(100 × 75 mm). This result also implies that when 
a scanning plane is large enough, further 
increasing its size does not significantly improve 
the accuracy of the equivalent source method. 

 

C. Substrate permittivity 
Knowledge of the permittivity of the PCB 

substrate is needed when constructing the 
complete DDC model for simulations in closed 
environments. The most accurate way is to 
measure it experimentally, but not every EMC lab 
has the required equipment. Normally, PCB 
manufacturers provide general information on the 
substrate. In practice, the actual value may differ 
due to manufacturing uncertainties, constructional 
details, etc. It is therefore necessary to establish 
how accurate the value of permittivity should be 
for inclusion in the model. As a quantitative study, 
the vertical electric field along two orthogonal 
lines within an enclosure at a non-resonant 
frequency (1 GHz) is predicted with equivalent 
models built with different values of permittivity, 
and the correlation coefficients with results 
obtained from full field simulation are shown in 
Fig. 5. The typical value of the substrate 
permittivity is 4.6 (FR4). The predicted field is in 
an acceptable range provided that the permittivity 
value used for modeling is within 20% of the 
actual value. This implies that an accurate enough 
model can be built for most EMC studies as long 
as the general type of the dielectric substrate is 
known. 

 

 
Fig. 5. Effects of modeled permittivity value. 

 
III. ERROR AND UNCERTAINTY 

 
A. Measurement errors 

The errors due to the measurement system are 
recognized as the major error source of near-field 
techniques. Generally, there are three categories of 
error source, related to the probe δp, receiver δr, 
and test conditions δt. The probe related errors 
include positioning error, antenna factor error, and 
multiple reflection error. The 3D positioner in our 
scanning system has a mechanical precision of 10 
μm in x, y, and z direction which is much smaller 
than the RF wavelength, so the probe positioning 
error can be considered negligible. The antenna 
factor error depends on the probe’s polarization 
properties relative to those of the EUT. This error 
is examined by two methods: a) experiments 
where the ratio of the primary and cross-polar 
components of a known field coupled to the probe 
is measured [11], and b) simulations where a 
probe of typical dimensions and structure subject 
to an incident arbitrary but known field is modeled 
to find out its polarization properties. The two 
studies give similar results that a typical probe 
parameter error with our setup at RF frequencies is 
approximately δp1 ≤ 0.15 dB. The errors due to 
multiple reflections between the scanned PCB and 
probe are examined from simulations. An infinite 
ground plane and a loop probe of typical 
dimensions are modeled to represent the possibly 
largest reflections. Based on the simulation, a 
typical upper bound of multiple reflections error at 
RF frequencies is approximately δp2 ≤ 0.1 dB. 

Errors related to the receiver (arising from 
dynamic range, nonlinearity, mismatch, systematic 
random errors, etc.) and test conditions have been 
extensively studied by other authors [5, 6]. Based 
on their studies and the performance of our 
equipment (HP E8362B [12]), the two categories 
of errors have upper bounds   δr ≤ 0.25   dB   and 
δt ≤ 0.1 dB. If the errors are assumed to be 
independent, according to the central limit 
theorem the total error budget in near-field 
scanning for PCBs with our measurement system 
can be estimated as  
ߜ  = ට∑ ௜ଶߜ ≤ 0.35 dB.    (3) 
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B. Numerical accuracy 
The effects of measurement errors on the 

calculated dipoles through the numerical 
computation are examined here. The moments of 
the equivalent dipoles are numerically determined 
from the inverse problem of a linear equation 
system ߦ. ഥ݁௜ఏഥܯ = ഥ݁௜థഥܪ ,                        (4) 

 
where ξ is the coefficient matrix, ܯഥ  and ̅ߠ  are 
vectors of the amplitude and phase of equivalent 
dipoles, and ܪഥ  and ߶ത  are vectors of the amplitude 
and phase of measured magnetic fields. ξ  has 
exact values but  ܪഥ݁௜థഥ    contains inevitable errors   Δܪതതതത  and Δ߶തതതത   , leading to errors in the resulting 
dipole moments. The linear equation system 
becomes: ߦ. ൫ܯഥ݁௜ఏഥ + Δܯഥ൯ = ሺܪഥ + ΔHതതതതሻ݁௜൫థഥ ା୼థതതതതത൯ ഥ݁௜୼థതതതതതܪൣ  = + Δܪതതതത݁௜୼థതതതതത൧݁௜థഥ  .            (5) 

The right-hand side can be Taylor expanded with 
only terms of first and second order retained. 

.ߦ  ൫ܯഥ݁௜ఏഥ + Δܯഥ൯ = ഥ݁݅߶ഥܪ + ൫Δܪതതതത + ഥΔ߶തതതതܪ݅ + iΔܪതതതതΔ߶തതതത − ഥΔ߶ଶതതതതതതܪ 2⁄ ൯݁௜థഥ  .   (6) 

From (4) and (6), we can obtain Δܯതതതതത = .ଵିߦ ൫Δܪതതതത + ഥΔ߶തതതതܪ݅ + iΔܪതതതതΔ߶തതതത തതതΔ߶ଶതതതതതതܪ                                   − 2⁄ ൯݁௜థഥ ,                      (7) 
 ‖Δܯതതതതത‖ = .‖ଵିߦ‖ ฮ൫Δܪതതതത + ഥΔ߶തതതതܪ݅ + iΔܪതതതതΔ߶തതതത തതതΔ߶ଶതതതതതതܪ                                   − 2⁄ ൯݁௜థഥ ฮ.                    (8) 
 
From (4), we can also obtain 
.‖ߦ‖  ฮܯഥ݁௜ఏഥฮ ≥ ฮܪഥ݁௜థഥ ฮ.                        (9)        
 
Therefore, the upper bound of relative error in the 
equivalent dipoles due to measurement errors can 
be expressed by combining (8) and (9) as 
 ฮΔܯതതതതതฮฮܯതതതeiθഥฮ ≤  .ሻߦሺ݀݊݋ܿ

ฯ൬Δܪതതതതത+݅ܪഥ Δ߶തതതതത+iΔܪതതതതതΔ߶തതതതത− ܪതതതΔ߶2തതതതതത 2ൗ ൰݁݅߶ഥ ฯቛܪഥ eiϕഥ ቛ,          (10) 

where ܿ݀݊݋ሺߦሻ = .‖ଵିߦ‖  is the condition ‖ߦ‖
number of the matrix ξ [13].   Δܪതതതത and ݅ܪΔ߶തതതതതത in the 
right hand side represent the dominant error terms 
in measured magnitude and phase, respectively. 
Due to the fact that the condition number of a 
matrix is always ≥1, the small errors in 
measurement may be magnified in the resulted 
equivalent dipole array. Mathematically this 
situation is called an ill-conditioned equation 
system. In order to keep a high numerical 
accuracy, numerical methods such as the L-curve 
method and singular valued decomposition [14] 
have to be applied to solve the equations. 
 
C. Uncertainty tests 

Efficient computational techniques are 
expected to avoid the measurement errors being 
magnified in the resulted equivalent dipole array. 
But it is still worth examining to what extent the 
measurement errors (with a typical upper bound 
0.35 dB) would affect the accuracy of the model. 
To study this, the far field of the basic test board is 
predicted with near-field data with different levels 
of normally distributed noise as well as a reference 
with no intentionally added noise. As the noise is 
randomly generated, the results may differ from 
one time to another. Figure 6 shows an example 
illustrating the general idea. A standard deviation 
0.35 dB of the measured near field leads to an 
uncertainty ±1 dB in the far field prediction. As a 
comparison, a greater error of a standard deviation 
1 dB leads to a larger uncertainty (±2 dB). 
Particularly, most uncertainties occur in places 
where the field intensity is relatively weak. 
Measurement errors are magnified from near-field 
data to the predicted far fields. 

Equation (10) links the possibly largest overall 
errors to a number of factors. Our tests suggest 
that experimental errors are of the order of 0.35 dB 
and that overall errors are of the order of 1 dB. 
This confirms the magnification of errors as 
indicated by (9) which in our case is a factor of the 
order of 0.7 dB (×1.2). This factor will vary 
depending on the choice of sampling points, the 
technique for numerically solving the equation 
system, etc. as indicated by the various terms in 
(9). The discussion following (9), gives some 
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guidance as to the impact of various solution 
techniques to the problem accuracy. Results 
published for predicted fields in enclosures [1] 
show similar accuracy although errors in the 
definition of the enclosure will also contribute to 
the error budget. 

 

 
Fig. 6. Far-field patterns calculated from data with 
different levels of noise. 

 
IV. CONCLUSION 

Verification and validation studies of the 
equivalent dipole model for predicting 
electromagnetic emission from PCBs are 
presented. Case studies with two test boards show 
the validity of the model in both free space and 
enclosed environments. The optimization of near-
field measurement parameters and their impact on 
prediction accuracy are demonstrated. It has been 
shown that the inclusion of basic structural details 
of ground plane and substrate in addition to the 
equivalent dipoles permit fairly accurate 
prediction of emitted fields to be made not only in 
free space but also in enclosures that have 
interactions with the PCBs inside. 

Generally, the method has better performance 
in free space than in enclosed environments. This 
may be attributed to the greater degree of 
approximations made to the model in enclosed 
environments. The real current distribution of the 
PCB is also assumed to be the same in free space 
and enclosed environments. This may be true in 
most but not all cases. In a highly populated 
enclosure (several PCBs in close proximity), 
stronger interactions may be present and the model 
may display a lower accuracy. Nevertheless, we 
have demonstrated that the proposed techniques 
have the potential to characterize emissions from 
complex structures in realistic environments 
reducing computational effort significantly and 

making it possible to perform complete system 
EMC studies. 

Future work will look at more complex 
multilayered and double sided PCBs where board 
resonance effects are more noticeable [15]. 
Evaluation of the application of these 
measurement uncertainties to other field solvers 
will also be investigated [16].  
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Abstract ─  The coupling characteristics of the 
electromagnetic wave penetrating the metallic 
enclosure with a rectangular aperture are studied 
using the hybrid approach which applies the 
mode-matching technique and the mixed potential 
integral equation based on the method of 
moments. The aperture thickness, the polarization 
direction of incident wave, and high-order modes 
are all considered in the simulation. The calculated 
electric field at the centre of the enclosure is 
compared with data obtained by measurement and 
other numerical techniques to validate the 
accuracy and the efficiency of the proposed 
approach. The electric field distributions inside the 
metallic enclosure are also presented. 
Furthermore, this approach is extended to account 
for the effects of narrow aperture thicknesses and 
polarization directions. The results demonstrate 
that the electric field is enhanced around the 
aperture at the resonant frequency and the 
coupling electric field amplitude at the center 
point of the enclosure is also higher than that in 
the ambient area. It is also noted that the variation 
of the narrow aperture thicknesses and the 
different polarization directions act on the 
coupling characteristics significantly. 
  
Index Terms ─ Electric field distribution, 
electromagnetic coupling, mixed potential integral 
equation, mode matching, resonance.  
 

I. INTRODUCTION 
Electromagnetic shielding by the aid of metallic 

enclosures is frequently used to reduce emissions 
from electromagnetic interferences (EMI). At the 

same time, apertures perforated in the enclosure 
will compromise its shielding effectiveness. In 
order to take some measures to limit the influence 
of the interference energy, it is extremely 
important to analyze the coupling characteristics 
of the electromagnetic wave penetrating the 
metallic enclosures with apertures.  

The electromagnetic coupling characteristics 
can be analyzed using numerical or analytical 
methods. Numerical methods, such as the finite 
difference time domain (FDTD) method [1-7], the 
method of moments (MoM) [8-11], the finite 
element method (FEM) [12], and the hybrid 
methods [13-14], can model enclosures with 
sufficient detail but often requires large computing 
time and memory, and the analytical approaches 
based on various simplifying assumptions [15-16] 
are also subject to many severe limitations even 
though providing a much faster means.  

This paper presents a rigorous full-wave 
solution which combines the mode-matching 
technique and the mixed potential integral 
equation based on MOM to study the coupling 
characteristics of electromagnetic wave 
penetrating a metallic enclosure with a rectangular 
aperture. Some influencing factors, such as the 
aperture thickness, the polarization direction of the 
incident wave and high-order modes, are 
considered in the numerical simulation. Finally, 
the simulation results are compared with data 
obtained by measurement and other numerical 
techniques thus showing the accuracy and the 
efficiency of the proposed approach. 
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II. MATHEMATICAL FORMULATION 
A metallic enclosure with dimensions a×b×h 

(inner face) illuminated by the electromagnetic 
wave is shown in Figure 1, having a rectangular 
aperture with dimensions w×l in the front wall. 
The walls whose thicknesses are t are assumed to 
be perfectly conducting.  

 

 
Fig. 1. Geometry of the rectangular enclosure with 
aperture. 

As shown in Figure 2, the entire equivalent 
model of EMI coupling into a rectangular 
enclosure through a non-zero thickness aperture 
can be separated into two sub-problems by 
employing Schelkunoff’s field equivalent 
principle: the interior problem and the exterior 
problem. The interior problem is composed of 
region I and region II which can be regarded as the 
rectangular waveguides, while the exterior 
problem is considered as a half free space (region 
III) with an equivalent magnetic current and an 
incident electromagnetic wave. It should be noted 
that the plane z=t where the aperture is perforated 
is regarded as an infinite conductive plane [17]. 

 

 
Fig. 2. Equivalent model for aperture replaced by 
magnetic current. 

A. Interior problem 
From Maxwell’s equations, the tangential 

electric field and the tangential magnetic field in 
the waveguides can be represented by 

2 2

1 z
t t z t

c c

Ej
H

k k z

 
    


E z +   ,     (1) 

2 2

1 z
t t z t

c c

Hj
E

k k z

 
   


H z +   .       (2) 

In order to solve Maxwell’s equations 
conveniently, the electric and the magnetic vector 
potentials are introduced whose z-direction 
components are Aez and Ahz, respectively. Then z-
direction components of the electric field and the 
magnetic field are given by 

2
c

z ez

k
E A

j
    ,                     (3) 

2
c

z hz

k
H A

j
   .                     (4) 

Region I and Region II can be regarded as the 
rectangular waveguides, the aperture waveguide-
to-rectangular enclosure junction can be modeled 
by the mode-matching technique. And then 
substituting (3) and (4) into (1) and (2), the 
tangential electromagnetic fields in Region i 
(i=I,II) can be expressed as follows [18]: 
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A x y z Q T A e A e  



  
  , (8) 

where ε is permittivity of free space and μ is 
magnetic permeability of free space, Te and Th is 
the eigenfunction of the TM (e) and TE (h) modes, 
respectively. In the same way, Ae and Ah �are the 
modal amplitude coefficients, �e and �h are the 
propagation constants, Qe and Qh are the 
normalized factors such that the power carried by 
each mode is 1 Watt. q is the mode index. 

On the assumption that there are N TM modes 
and N TE modes propagating in the waveguides, 
the 2N×1 modal amplitude coefficients matrix of 
the positive and negative z-direction modes in the 
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waveguide Region i, Ai+ and Ai− can be described 
as: 

i
i e

i
h

A
A

A






 
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i

i e
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A

A





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  .          (9) 

In terms of the tangential electric field and the 
tangential magnetic field components matching at 
the boundary between Region I and Region II, 
respectively, the coupling matrix M whose size is 
2N×2N is obtained [19]. Therefore, the 
relationship between the modal amplitude 
coefficients in Region I and II can be expressed as: 

 I I II IIA A M A A       ,          (10) 

 T I I II IIM A A A A       .         (11) 

On account of the region I is considered as an 
end-shorted waveguide, what can be obtained is 
written as: 

I I IA L A                          (12) 

where  2
,,

I
jI h

L diag e j e h
  . 

Substituting (12) into (10) and (11) gives a 
matrix equation describing the relationship of the 
modal amplitude coefficients in Region II: 

II IIA A                           (13) 

where               1U P U P     

   1T I IP M L U U L M


   .
 

U is the 2N×2N unit matrix. 
Substituting (12) and (13) into (10) and (11) 

gives a matrix equation: 

   1I I IIA U L M U A
     .     (14) 

B. Exterior problem 
According to the equivalence principle, the 

aperture on the plane z=t can be replaced by the 
equivalent surface magnetic current Ms as shown 
in Figure 2, given by 

( )II

s t t M En  ,                 (15) 
with n being the normal unit vector pointing 
outwards. 

By means of image theory, the equivalent 
magnetic current 2Ms substitutes as the equivalent 
source for the half-space. Mathematically, the 
magnetic field HMs due to 2Ms in Region III can 
be written as follows [20]: 

( ) ( )SM
mj   H F r r  .         (16) 

To simplify the notation, the inner product can 
be defined: 

,
sa

A B A BdS  ,              (17) 

where the integration extends over the aperture on 
the plane z=t for the 2D case. Then, the electric 
vector potential F and the magnetic scalar 
potential m at a field point r are obtained [21]: 

   ( ) 2 , |F
s free  F r M r G r r


  ,   (18) 

   2
( ) , |m

m t s free

j
G


    r M r r r  . (19) 

F
free


G and m

freeG  are the dyadic and the scalar 

Green’s function for the half free space 
respectively. 

C. Final matrix equation 
According to the continuity of the tangential 

magnetic field through the aperture on the plane 
z=t, the magnetic formulation can be 
accomplished by enforcing: 

2 ( )SM inc II

t t t t H H H .             (20) 

The equation (20) can be solved by MoM, and 
then the equivalent magnetic current Ms is 
expanded by a set of vector basis functions Wn 
with unknown coefficients Kn as: 

2

1

N

s n n
n

K


 M W  .                 (21) 

Moreover, the Galerkin procedure is applied. 
Setting the weighting function W (2N×1) equal to 
the basis function as: 

 

 

II
IIe

t ee

h II
t h

II
e

II
h

Q T
j

Q T


 

 
   

  
     

zW
W

W
 .   (22) 

In terms of the orthogonality of expansion 
functions, the mixed potential integral equation 
(20) can be shown as the following matrix 
equation: 

incTK I Z  ,                     (23) 

where 
, ,

    , ,

m

t m

TK j

j

 

 

   

   

W F W

W F W
 

  1II II II IIK L A L A
    

, 2 inc
t

incI  W H  
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  1
, II II II II II

tZ L A L A
   W H  

  ,
II
j tIIL diag e j e h

   

It is worth noting that the matrix Iinc relates to 
the polarization direction of the incident wave. 
Furthermore, putting (20) together with (13), the 
unknown modal coefficients AII− are readily 
obtained if the incident plane wave has been 
given: 

    1
1 1( ) ( )II II II II II incA L L T L L I 

       
 . 

(24) 
Finally, introducing (24) into the matrix 

equations (12) and (14), all the modes propagating 
in the enclosure can be calculated. The 
electromagnetic fields at any point in the enclosure 
with non-zero thickness aperture can be calculated 
consequently. 

 

III. MEASUREMENT SETUPS 
In the measurement setup of Figure 3, a semi 

anechoic chamber of 11.37m× 4.6m× 3.0m is 
used, where the walls are covered with absorbing 
cones except for the conducting floor. The log 
periodic antenna—TX in Figure 3— is connected 
via a RF amplifier to an Agilent E8157D signal 
generator as the source of the field. The enclosure 
indicated by EUT is constructed of five pieces of 
aluminum and one plate of aluminum for the face 
containing the aperture. Measurements are made 
by placing the R&S HZ-15 probe in the centre of 
the enclosure and the output is shown on an 
Agilent E4440A spectrum analyzer. The effect of 
the ground plane and the attenuation of cables are 
accounted for by a suitable calibration procedure. 

 

 
Fig. 3. Measurement setups in a semi-anechoic 
chamber. 

 

IV. NUMERICAL EXAMPLES 
For the analysis of electromagnetic coupling 

characteristics, a typical rectangular enclosure 
with inner dimensions 30cm×12cm×30cm is 
considered, having a narrow aperture of size 
10cm×0.5cm with thickness t=1.5mm located at 
the center of the front wall. In addition, the 
incident wave is propagating along negative z-
direction with an intensity of 377 V/m; and its 
polarization direction is parallel to the short edge 
of the aperture (y-axis), which goes by the name of 
vertical polarization. 

 

A. Validation of proposed method 
In this paper, the observation point is located at 

the center of the enclosure. For the whole model, 
there are 50 TM modes and 50 TE modes 
introduced to obtain high accuracy results. 

 

 
Fig. 4. Simulated and measured electric field 
amplitude varies with frequency at center of the 
enclosure. 

From Figure 4, it can be seen that the results 
obtained by the proposed approach are in good 
agreement with the measurement data. The first 
resonant frequency 700MHz is predicted 
accurately at which TE101 mode is excited in this 
metallic enclosure and the coupling energy reaches 
its maximum over the frequency from 100MHz up 
to 1.0GHz. This can be very useful in optimizing 
the shielding devices to get some resonant 
frequencies filtered and minimize the EMI. In 
addition, the results are compared with the data 
obtained by FDTD. It should be mentioned that it 
only takes about 12 minutes and 200MByte 
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memory for the proposed approach to calculate the 
coupling electric field for 20 frequencies, while it 
takes 55 minutes and 350MByte memory for 
FDTD on the same business PC. Furthermore, 
taking this structure all the same, it requires more 
than 1 hour and 1.2GByte memory for FEM to 
obtain the results at 20 frequencies in [22]. This 
illustrates the efficiency of the proposed approach. 

 

B. Electric field distributions inside enclosure 
The metallic enclosure itself possesses a set of 

characteristic resonance behavior excited by 
external interference signals. What is more, the 
presence of apertures cut in the enclosure 
complicates resonant characteristics of the 
enclosure. So the electric field distributions inside 
the enclosure with an aperture at the resonant 
frequency are expected. It is useful for designers 
laying out the electronic components to avoid the 
damage caused by the external interference 
signals. In the following simulation figures, the 
incident-wave frequency is chosen to be the first 
resonant frequency 700 MHz, and the coupling 
electric field distributions inside the 
aforementioned enclosure are presented. 

 

 
Fig. 5. Electric field distributions on the XOY 
plane of the enclosure at z=0cm (700MHz). 

 

Figures 5 and 6 depict the coupling electric field 
distributions on the XOY plane of the enclosure at 
z=0cm and z=–15cm respectively. In Figure 5, it 
can be seen that the coupled electric field 
amplitude adjacent to the aperture is much higher 
than the incident, namely, the electric field 

amplitude is enhanced around the aperture. This is 
owing to additional enclosure-aperture interactions 
and the influence of high-order modes.  

 

 
Fig. 6. Electric field distributions on the XOY 
plane of the enclosure at z=-15cm (700MHz). 

 

 
Fig. 7. Electric field distributions on the YOZ 
planes in the middle of the enclosure (700MHz). 

 

The distributions of the coupled electric field on 
the YOZ and XOZ planes in the middle of the 
enclosure are shown in Figs. 7 and 8, respectively. 
The fact that the coupling electric field amplitude 
is the highest in the small area adjacent to the 
aperture validates the electric field amplitude 
being enhanced around the aperture. Furthermore, 
from Fig. 6 to Fig. 8, it is obvious that the 
coupling electric field amplitude at the center 
point of the enclosure is also higher than that in 
the ambient area. 
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Fig. 8. Electric field distributions on the XOZ 
planes in the middle of the enclosure (700MHz). 

 

C. Effect of narrow aperture thicknesses  
In order to study the effect of various aperture 

thicknesses on coupling characteristics of 
electromagnetic wave penetrating a metallic 
enclosure through a narrow aperture, the coupling 
electric field at the center of the enclosure varying 
with the thicknesses of the aperture is considered. 
The narrow aperture thicknesses considered cover 
commonly used values: 0.5, 1.5, 3, 5, 8, and 
10mm. Simulation results are displayed as a 
function of aperture thickness in Fig. 9. It is found 
that with the narrow aperture thickness increasing, 
the amplitude of the coupling electric field is 
decreasing, i.e., electromagnetic shielding of the 
enclosure is improved.  

 

 
Fig. 9. Comparison of Electric fields at center of 
the rectangular enclosure with various narrow 
aperture thicknesses.  

D. Effect of different polarizations 
In this part, the effect of the polarization 

directions of the incident wave to the coupling 
characteristics is investigated. Compared with the 
vertical polarization, the horizontally polarized 
incident wave whose electric field polarization 
direction is parallel to the long edge of the 
aperture (x-axis) is introduced. The coupling 
electric field at the center of the enclosure with 
regard to different polarizations is shown in Fig. 
10. It should be noted that the coupling electric 
field amplitude of the vertically polarized incident 
wave is higher than that of the horizontally 
polarized one at the center of the rectangular 
enclosure. 

 

 
Fig. 10. Electric field at center of the rectangular 
enclosure with different polarizations. 

 

V. CONCLUSIONS 
The coupling characteristics of the 

electromagnetic wave penetrating the metallic 
enclosures with non-zero thickness apertures are 
hot issues. By matching the continuity condition of 
tangential electromagnetic field components 
across the aperture surface and the boundary 
between the aperture waveguide and the 
rectangular enclosure, the unknown modal 
amplitude coefficients are calculated and the 
electromagnetic fields inside the rectangular 
enclosure are determined in this paper. Usage of 
the proposed approach to evaluate the field 
distributions inside the enclosure should be helpful 
for laying out the vulnerable semiconductor 
components to limit the influence of external 
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electromagnetic radiation. Furthermore, the 
numerical simulations are directly related to the 
design of efficient shielding enclosures that are 
commonly used to protect inside components. 
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Abstract ─ In this article, a novel dual-beam 
scanning leaky-wave antenna is proposed and 
investigated. Antenna parameters, such as return 
loss, radiation patterns, gain, efficiency and 
scanning angles, are provided and discussed. 
Besides its low profile and miniaturized size, the 
proposed antenna can realize dual-beam scanning 
and quasi-omnidirectional radiation. Moreover, it 
provides much design flexibility for real 
applications. Different simulation software are 
adopted to verify the accuracy of our design. 
  
Index Terms ─ CRLH TL, dual-beam scanning, 
LWA, SIW.  
 

I. INTRODUCTION 
Over the past decade, novel metamaterial 

structures, and in particular composite right/left 
(CRLH) transmission line (TL) metamaterial 
structures, have led to efficient and more versatile 
leaky-wave antennas (LWAs). The first papers 
based on a TL approach of metamaterial dealt 
specifically with left-handed (LH) TL 
metamaterials and were published by three 
different groups [1-3]. This concept matured 
quickly and led to the first backfire-to-endfire 
CRLH LWA [4], which exhibits important 
advantages over conventional LWAs [5]. The 
conventional LWAs require complex narrow-band 
feeding circuits due to the harmonic operation, and 
cannot radiate a true broadside radiation pattern 
with scanning. The CRLH LWAs offer full 
scanning capability in its fundamental harmonic 
with a simple feeding TL. Recently, a CRLH 
structure based on substrate integrated waveguide 
(SIW) has been proposed and shown its 
advantages [6-9].  

The developed antenna in this article not only 

retains the advantages mentioned above but 
demonstrates a new feature of dual-beam 
scanning. In this design, the spatial scanning range 

( 60 , 60 ) can be achieved when  f  varies in 
the range from 8.8 to 10 GHz in LH region, and 

( 60 , 55 ) can be achieved when  f  varies 
from 10 to 12.8GHz in RH region. Thus this 
antenna realizes the same function as the 
conventional leaky-wave antennas, but it uses only 
part of the frequency spectrum. This performance 
is confirmed by comparing the radiation patterns 
at different frequencies in the following section. 
 

II. ANTENNA DESIGN 
In this design, the prototype is built on the 

normally used substrate of Rogers 5880 with a 
relative permittivity of 2.2, a loss tangent of 0.001 
and a thickness of 0.508 mm.  

 
A. Unit cell structure and dispersion relation 
    The balanced CRLH SIW unit cell and its 
dispersion diagram are shown in Fig. 1(a) and (b), 
respectively. The dispersion relation for the unit cell 
is investigated by using Ansoft’s HFSS software 
package and calculated based on the S-parameters 
from driven mode simulation [10-11]. From Fig. 1 
(b), the dispersion curve traverses four distinct 
regions as frequency increases, where the radiation 
regions are characterized by a phase velocity larger 
than the speed of the light. By applying the inter-
digital structure and moving the LH region far 
below the waveguide cut-off frequency, 
miniaturization can be obtained. It has been shown 
that the group velocity is nonzero when f=10 GHz 
despite infinite phase velocity, which allows leaky-
wave broadside radiation. 
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Fig. 1. (a) CRLH unit cell.  The parameters are: 
w1=0.33mm, w2=0.45mm, w3=9.2mm, p=8.2mm,  
l=3.3mm, d=0.8mm, s=1.45mm, and n=9 (number 
of fingers). (b) Dispersion diagram of the unit cell (I. 
LH guided wave region, II. LH radiation region, III. 
RH radiation region and IV. RH guided wave 
region). 
 

B. The prototype of CRLH SIW antenna 
     The prototype of CRLH SIW antenna shown in 
Fig. 2(a) has two paths and each path has eight 
identical elementary cells. As indicated in Fig. 
2(b), the radiation angle of the main beam is 
straightforward determined by 

    0acos k  ,                     (1) 
where   is the phase constant and 0k  is the wave 
number in free space. The two paths in the 
opposite direction result in two opposite main 
beams for a special frequency ( 0)(  ), as 
shown in Fig. 2 (b). A similar phenomenon will 
appear when 0)(  . It is also shown that a full 

space scanning can be achieved twice if )(  

varies in the range of ( 0k , 0k ). 

 

 
(a) 

 
(b) 

Fig. 2. Configuration of CRLH SIW leaky-wave 
antenna, (a) overall antenna prototype, (b) working 
principle of the antenna.  

 
The broadside radiation cannot be achieved if 

two paths are absolutely symmetrical about the 
feeding strip. Figure 3 plots the electric field 
distribution on metal surfaces when f=10 GHz. 
Since the amplitudes of electric fields along the 
two paths are identical and the phase difference 
between them is 180 degrees, their radiation 
cancels out each other in the broadside direction. 
To get the broadside radiation, the length of one 
path in Fig. 4 is extended to eliminate the phase 
difference, and a T-junction used as a power 
divider is adjusted to obtain impedance matching, 
where 0Z  is the input impedance of the antenna, 

g  is the medium wavelength when f=10 GHz, 

and 2T gL   . 

 
III. RESULTS AND DISCUSSION 

Figure 5 shows the simulated S-parameters of 
this antenna with using Ansoft’s HFSS and CST 
Microwave Studio. The data from the two 
softwares are in a good agreement from Fig. 5.  A 
satisfactory return loss below -10 dB in the band 
of interest is achieved. The curves of S21 and S31 
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also show that the radiation in the LH region is 
more effective than that in the RH region. 

 

 
 
Fig. 3. Electric field distribution on the metal 
surface at 10 GHz. 
 

 
Fig. 4. T-junction feeding port. 
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Fig. 5. Simulated S-parameters for the antenna.  

 
Here the performance of dual-beam scanning 

is presented by comparing radiation patterns at 
different frequencies in Fig. (6). Figure 6 (a) 
displays the broadside radiation pattern at 10GHz. 
The E-plane (xoz plane) radiation patterns at 8.8 
and 9.1 GHz in the LH region are given in Fig. 
6(b). It is found that at 8.8 GHz the two beam 

angles   are about 60  and 60 , respectively.  
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Fig. 6. Simulated radiation patterns at different 
frequencies. (a) 10 GHz at the transition point, (b) 
8.8 and 9.1 GHz in LH region, (c) 11.7 and 12.8 
GHz in RH region. 

 
Figure 6(c) presents the E-plane radiation 

patterns at 11.7 and 12.8 GHz in the RH region. 
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The main beams at 12.8 GHz are about 60  and 
55 , respectively. Numerical results show a 

reasonably good agreement between the two 
commercial softwares. Based on the radiation 
principle shown in Fig. 2 (b) for the studied 
frequency region, the proposed antenna can realize 
pattern scanning towards two opposite directions 
synchronously.  

Figure 7 shows the antenna gain and radiation 
efficiency responses from the simulation (Ansoft 
HFSS). The antenna has an average radiation 
efficiency of 74%.  
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Fig. 7. Simulated gain and radiation efficiency of 
the antenna. 

 
IV. CONCLUSION 

    A novel dual-beam scanning leaky-wave 
antenna is presented. Its dispersion relation and 
radiation mechanism are discussed, and dual-beam 
scanning performance is confirmed by simulation 
results. This antenna also exhibits advantages in 
low fabrication complexity, low profile, and easy 
integration with other planar circuits. 
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Abstract ─This paper presents new compact 
microstrip bandpass filters with bandwidth control 
by employing DGS resonators. The proposed 
bandpass filters consists of two coupled DGS 
resonators with a microstrip excitation. The 
bandwidth can be controlled by choosing the 
coupling structure between the two DGS 
resonators. The wider bandwidth can be achieved 
by adding a strip conductor between the two DGS 
resonators. However, the narrow bandwidth can be 
obtained by etching a slot in the strip conductor 
placed between the DGS resonators. The widths of 
the strip conductor and the etched slot control the 
filter bandwidth. Fractional bandwidth (FBW) 
from about 2.5% or less to more than 22% can be 
achieved by this design approach. The concept has 
been validated through the design and 
implementation of two filters with FBW of 6% and 
12.9%. Measurements agree well with theoretical 
results.   
  
Index Terms ─ Bandpass filter, DGS filter, 
microstrip filters. 
 

I. INTRODUCTION 
Recent advances in wireless communications 

demand high performance and compact RF 
subsystems. Almost all wireless communication 
systems require compact microwave filters, which 
can suppress unwanted out-of-band signals. The 
inherent advantages of defected ground structures 
(DGS) make it one of the most important 
techniques to meet compact high performance 
microwave filters. DGS is an etched periodic or 
non-periodic cascaded configuration defect in the 

ground of microstrip and coplanar lines. DGS 
disturbs the shield current distribution in the 
ground plane. This disturbance will change the 
characteristics of a transmission line such as line 
capacitance and inductance [1]. DGS have 
interesting properties such as size miniaturization, 
suppression of surface waves and arbitrary stop 
bands [2-4]. Since DGS cells have inherently 
resonant properties, many of them have been used 
in filtering circuits to improve the stop and pass 
band characteristics [5]. 

Many filters have been investigated which 
controls the center frequency and bandwidth [5-
11]. DGS based patterns that can be considered the 
dual of the open-loop microstrip resonators is 
proposed in [5] and used to design coupled 
resonator filters with different external coupling 
arrangements.  The same concept has also been 
used to design a multilayer coupled resonator DGS 
filter [6].  This approach introduces various 
coupling mechanisms to achieve a wider class of 
filtering functions. Dual-band bandpass filters 
featuring compact size and flexible frequency 
choice are demonstrated in [7] using resonators 
based on slotted ground structures. Two resonators 
based on slotted ground structures form the basis 
of the filter design. The resonators allow the back-
to-back and face-to-face embedding configuration, 
hence, greatly reduces the physical size of the 
filters. The work reported in [8] proposed 
bandpass filter design based on coupled DGS and 
microstrip resonators. The combination of DGS 
and microstrip resonators allows use of the top and 
bottom side of the microwave substrate, therefore 
the resonators can partially overlap and desired 
coupling coefficient can be achieved. In [9], 
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second and third order bandpass filters have been 
designed for fractional bandwidth from 7% to 17% 
through various feeding arrangements. In [10], a 
study of some planar microwave bandpass filters 
composed of defected ground resonators using 
electric and magnetic coupling are proposed. The 
proposed DGS microstrip resonator presented in 
[11] has the resonant and anti-resonant 
characteristic that is very similar to those of a 
SAW resonator or a FBAR. 

In this paper, we propose new compact 
microstrip bandpass filters based on coupled DGS 
resonators. A strip conductor placed between the 
DGS resonator and etched slot in this strip 
conductor adjust the coupling between the 
resonators and then the filter bandwidth. The 
bandwidth of the proposed filter is controlled by 
changing the slot and strip widths.  The proposed 
DGS resonator is presented in Section II where in 
the effect of the resonator size on the resonator 
resonance frequency is discussed. Bandpass filters 
based on coupled DGS resonators are investigated 
in Section III followed by concluding remarks in 
Section IV. 
 

II. DGS RESONATORS 
In the past years, various slotted ground 

resonators were proposed such as open-loop DGS 
resonators [5, 7], dumbbell [12], spiral [13], H-
shaped [14], and cross-H shaped [15]. The 
proposed DGS resonators shown in Figs. 1(b) and 
1(c) are developed from the conventional DGS 
resonator shown in Fig. 1(a) [7]. The self 
resonance frequency (f0) of the resonator depends 
on its physical dimensions. 
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(c) 

Microstrip line

 
(d) 

Fig. 1. Schematic layout of various DGS 
resonators: (a) backside of the DGS resonator 
proposed in [7], (b) backside of our proposed DGS 
resonator, Type A, (c) backside of our proposed 
DGS resonator, Type B, (d) front side of the DGS 
resonators. 

 
All resonators are excited by 50 Ω microstrip 

line shown in Fig. 1(d). Duroid material with 2.2 
dielectric constant and 0.78mm thickness is used. 
The length L of the square cell is 10mm and W is 
0.5mm for all three resonators. a and b in Fig. 1(a) 
are 4mm and 5mm, respectively. L1 is 4mm and i 
is 8mm for resonator in Fig. 1(b). Whereas, L1 is 
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4mm, L2 is 5.5mm, L3 is 3.5mm, L4 is 6mm, M1 
is 0.9 mm, M2 is 1.6mm, and W1 is 2.5mm for the 
proposed resonator shown in Fig. 1(c). For the 
same square size LL the structure shown in Fig. 
1(c) is the most compact structure (i.e the lowest 
resonance frequency) compared to those shown in 
Figs. 1(a) and 1(b). Based on the dimensions 
mentioned above, the simulated S21 of the three 
configurations is shown in Fig. 2. It can be shown 
that the resonance frequency is reduced from 2.92 
GHz for the structure in Fig. 1(a) to 2.37 GHz and 
1.8GHz for the structures given in Figs. 1(b) and 
1(c), respectively. For this reason, the filter 
analyzed and designed in this paper is based on the 
structure given in Fig. 1(c).  
 

 
Fig. 2. Simulated S21 of the three resonators shown 
in Figs 1(a), 1(b), and 1(c). 
 

The resonant frequency f0 of the proposed 
resonator in Fig. 1(c) is determined by the width 
and the length L of the DGS cell. Scaling up and 
down the physical size of the DGS cell can control 
the resonance frequency f0. Denoting L’ as the new 
lengths compared to the dimensions given above. 
L’ represents all the lengths including L, L1, L2, 
and L4. The resonator resonance frequency is 
inversely proportional to the cell size L’.  Figure 3 
shows the simulation f0 for different values of L’. 
It is seen that by increasing L’ by 1mm (L’+1), f0 
is reduced to 1.42 GHz. While decreasing the L’ 
by 2mm (L’-2), f0 is increased to 3.62 GHz. The 
result shown in Fig. 3 is helpful in designing a 
filter with a specific center frequency. 
 

 
Fig. 3. Resonator resonance frequency (f0 )against 
its cell size. L’ represents the lengths L, L1, L2, 
L3, and L4 of the resonator shown in Fig. 1(c). 
 

III. BANDPASS DGS FILTER 
Bandpass filter can be designed by cascading 

several bandpass resonators and adjusting the 
coupling between these resonators to achieve a 
specific bandwidth. The coupling between the 
resonators is controlled by the strip conductor 
width S separating the two resonators as shown in 
Fig. 4(a). The effect of the strip thickness S on the 
fractional bandwidth (FBW) is shown in Fig. 5. It 
can be seen that as S increases, the bandwidths 
decreases. In other words, increasing S between 
the two resonators will decrease coupling and so 
decrease the bandwidth. The FBW that can be 
obtained using this structure is limited from about 
13% to 23%. Figure 6 shows the simulated 
frequency response of two filters designed for 
S=0.1mm and S=0.5mm. The structure is 
simulated using IE3D package. The same 
dimensions presented in the above section are used 
in this case (L = 10mm, L1 = 4mm, L2 = 5.5mm, 
L3 = 3.5mm, L4 = 6mm, W1 = 2.5mm, M1 = 
0.9mm, and M2 = 1.6mm). 
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S
  

(a) 
Microstrip lines

 
(b) 

Fig. 4. (a) Schematics of backside of BPF, (b) 
front side of BPF. 
 

 
Fig. 5. Computed fractional bandwidths (FBW) for 
different spacing S. 
 

 
Fig. 6. Simulated frequency responses for different 
spacing S. 
 

The filter with S=0.5 mm is fabricated and 
tested using Anritsu 37396C Network Analyzer.  
The photographs of the top and bottom sides are 

shown in Fig. 7. The universal test fixture 
(Gigalane) is used to allow accurate measurements 
without soldering. The filter bandwidth is about 
210 MHz centered at 1.63 GHz. A little shift in the 
center frequency with respect to Fig. 3 is observed 
since the resonator arrangement in Fig. 1(c) is 
slightly different on that used in the cascading 
form in Fig. 4 (a). 

 

 
(a) 

 

 
(b) 

Fig. 7. Photographs of the bandpass filter (a) front 
side of the filter, (b) back side of the filter. 
 

Figure 8 shows the measured and simulated 
frequency response of the filter. Very good 
matching is observed in both simulations and 
measurements. The simulated and measured 
insertion losses are 1 dB and 1.4 dB, respectively.  

 

 
Fig. 8. Simulated and measured results of BPF 
with space S=0.5mm. 
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A. Effect of slot etched in the coupled 
conductor strip 

As shown in Fig. 5, filter FBW from 13% to 
23% can be achieved by a coupled conductor strip 
of width from 0.5 mm to 0.1 mm, respectively. 
However, narrower bandwidth can be achieved by 
etching a slot of width d in the coupling strip as 
shown in Fig. 9.   

 
Line Gap

l

d
 

Fig. 9. Schematics of backside of BPF with etched 
slot of width d in the coupled conductor strip. 
 

The strip conductor width is fixed to be 0.5 
mm. The effect of the slot width on the FBW is 
shown in Fig. 10. It can be seen that the FBW 
decreases as the slot width increases. FBW of 
about 2.5% can be reached as the slot width d =0.4 
mm. Figure 11 shows the simulated frequency 
response of two filters for d=0 mm and d=0.4 mm. 
The length l of the etched slot is 11mm in all the 
cases. The same physical dimensions of the 
resonator discussed in the previous sections are 
used. 

 

 
Fig. 10. Computed FBW for different slot widths 
d. 

 
Fig. 11. Simulated frequency responses for 
different line gap width d. 
 

As mentioned in Fig.10, to achieve about 6% 
FBW the slot width d should be 0.1mm and length 
l is 11mm. The coupled conductor strip width S is 
0.5mm. For experimental validation a BPF with 
d=0.1mm, l=11mm, and S=0.5mm is fabricated 
and tested. The back-side photograph of the 
fabricated filter is shown in Fig. 12. The 
experimental results are compared with the 
simulations as shown in Fig. 13. 

  

 
 
Fig. 12. Photograph of back side of the fabricated 
bandpass filter (S=0.5mm, d=0.1mm). 
 

The results of the two fabricated filters with 
coupled conductor strip width S=0.5mm are 
summarized in Table 1. The measured fractional 
bandwidths (FBW) are 13% for the filter with no 
etched slot and 6.5% with etched slot of width = 
0.1 mm in the conductor strip. 
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Table 1: Performance of the filters (S=0.5) 

 

 
(a) 

 
(b) 

Fig. 13. Simulated and measured results of BPF 
with slot width d=0.1mm, (a) wide range plot, (b) 
narrow range plot. 

 
IV. CONCLUSION 

New compact DGS resonators are proposed 
and used to design bandpass filter with fractional 

bandwidth from about 2.5% to 23%. The DGS 
resonators are placed back-to-back and coupled 
with a conductor strip. It has been shown that the 
width of the strip-conductor controls the filter 
bandwidth by controlling the coupling between the 
resonators. Etching a slot in the coupled strip 
reduces the filter bandwidth more. Two bandpass 
filters with fractional bandwidth of 6%, and 13% 
have been designed and fabricated. The simulated 
and measured results of the proposed bandpass 
filter exhibit good agreement. 
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INFORMATION FOR AUTHORS 
 

PUBLICATION CRITERIA 

Each paper is required to manifest some relation to applied 

computational electromagnetics.  Papers may address 

general issues in applied computational electromagnetics, 

or they may focus on specific applications, techniques, 

codes, or computational issues.  While the following list is 

not exhaustive, each paper will generally relate to at least one 

of these areas: 

 

1. Code validation.  This is done using internal checks or 

experimental, analytical or other computational data.  

Measured data of potential utility to code validation 

efforts will also be considered for publication. 

 

2. Code performance analysis.  This usually involves 

identification of numerical accuracy or other limitations, 

solution convergence, numerical and physical modeling 

error, and parameter tradeoffs.  However, it is also 

permissible to address issues such as ease-of-use, set-up 

time, run time, special outputs, or other special features. 

 

3. Computational studies of basic physics.  This involves 

using a code, algorithm, or computational technique to 

simulate reality in such a way that better, or new 

physical insight or understanding, is achieved. 

 

4. New computational techniques or new applications for 

existing computational techniques or codes. 

 

5. “Tricks of the trade” in selecting and applying codes 

and techniques. 

 

6. New codes, algorithms, code enhancement, and code 

fixes.  This category is self-explanatory, but includes 

significant changes to existing codes, such as 

applicability extensions, algorithm optimization, problem 

correction, limitation removal, or other performance 

improvement.  Note: Code (or algorithm) capability 

descriptions are not acceptable, unless they contain 

sufficient technical material to justify consideration. 

 

7. Code input/output issues.  This normally involves 

innovations in input (such as input geometry 

standardization, automatic mesh generation, or 

computer-aided design) or in output (whether it be 

tabular, graphical, statistical, Fourier-transformed, or 

otherwise signal-processed).  Material dealing with 

input/output database management, output interpretation, 

or other input/output issues will also be considered for 

publication. 

 

8. Computer hardware issues.  This is the category for 

analysis of hardware capabilities and limitations of 

various types of electromagnetics computational 

requirements. Vector and parallel computational 

techniques and implementation are of particular interest.  

Applications of interest include, but are not limited to, 

antennas (and their electromagnetic environments), networks, 

static fields, radar cross section, inverse scattering, shielding, 

radiation hazards, biological effects, biomedical applications, 

electromagnetic pulse (EMP), electromagnetic interference 

(EMI), electromagnetic compatibility (EMC), power 

transmission, charge transport, dielectric, magnetic and 

nonlinear materials, microwave components, MEMS, RFID, 

and MMIC technologies, remote sensing and geometrical and 

physical optics, radar and communications systems, sensors, 

fiber optics, plasmas, particle accelerators, generators and 

motors, electromagnetic wave propagation, non-destructive 

evaluation, eddy currents, and inverse scattering.  

 

Techniques of interest include but not limited to frequency-

domain and time-domain techniques, integral equation and 

differential equation techniques, diffraction theories, physical 

and geometrical optics, method of moments, finite differences 

and finite element techniques, transmission line method, 

modal expansions, perturbation methods, and hybrid methods.   

 

Where possible and appropriate, authors are required to 

provide statements of quantitative accuracy for measured 

and/or computed data.  This issue is discussed in “Accuracy 

& Publication: Requiring, quantitative accuracy statements to 

accompany data,” by E. K. Miller, ACES Newsletter, Vol. 9, 

No. 3, pp. 23-29, 1994, ISBN 1056-9170. 

 

SUBMITTAL PROCEDURE 

All submissions should be uploaded to ACES server through 

ACES web site (http://aces.ee.olemiss.edu) by using the 

upload button, journal section. Only pdf files are accepted for 

submission. The file size should not be larger than 5MB, 

otherwise permission from the Editor-in-Chief should be 

obtained first. Automated acknowledgment of the electronic 

submission, after the upload process is successfully 

completed, will be sent to the corresponding author only. It is 

the responsibility of the corresponding author to keep the 

remaining authors, if applicable, informed. Email submission 

is not accepted and will not be processed. 

 

EDITORIAL REVIEW 

In order to ensure an appropriate level of quality control, 

papers are peer reviewed.  They are reviewed both for 

technical correctness and for adherence to the listed 

guidelines regarding information content and format.   

 

PAPER FORMAT 

Only camera-ready electronic files are accepted for 

publication. The term “camera-ready” means that the 

material is neat, legible, reproducible, and in accordance 

with the final version format listed below.   
 

The following requirements are in effect for the final version 

of an ACES Journal paper: 

 

1. The paper title should not be placed on a separate page.  



The title, author(s), abstract, and (space permitting) 

beginning of the paper itself should all be on the first 

page. The title, author(s), and author affiliations should 

be centered (center-justified) on the first page. The title 

should be of font size 16 and bolded, the author names 

should be of font size 12 and bolded, and the author 

affiliation should be of font size 12 (regular font, neither 

italic nor bolded). 

 

2. An abstract is required.  The abstract should be a brief 

summary of the work described in the paper. It should 

state the computer codes, computational techniques, and 

applications discussed in the paper (as applicable) and 

should otherwise be usable by technical abstracting and 

indexing services. The word “Abstract” has to be placed 

at the left margin of the paper, and should be bolded and 

italic. It also should be followed by a hyphen (─) with 

the main text of the abstract starting on the same line. 

 

3. All section titles have to be centered and all the title 

letters should be written in caps. The section titles need 

to be numbered using roman numbering (I. II. ….)   

 

4. Either British English or American English spellings 

may be used, provided that each word is spelled 

consistently throughout the paper. 

 

5. Internal consistency of references format should be 

maintained. As a guideline for authors, we recommend 

that references be given using numerical numbering in 

the body of the paper (with numerical listing of all 

references at the end of the paper). The first letter of the 

authors’ first name should be listed followed by a period, 

which in turn, followed by the authors’ complete last 

name. Use a coma (,) to separate between the authors’ 

names. Titles of papers or articles should be in quotation 

marks (“ ”), followed by the title of journal, which 

should be in italic font. The journal volume (vol.), issue 

number (no.), page numbering (pp.), month and year of 

publication should come after the journal title in the 

sequence listed here. 

 

6. Internal consistency shall also be maintained for other 

elements of style, such as equation numbering.  Equation 

numbers should be placed in parentheses at the right 

column margin. All symbols in any equation have to be 

defined before the equation appears or right immediately 

following the equation. 

 

7. The use of SI units is strongly encouraged. English units 

may be used as secondary units (in parentheses). 

 

8. Figures and tables should be formatted appropriately 

(centered within the column, side-by-side, etc.) on the 

page such that the presented data appears close to and 

after it is being referenced in the text. When including 

figures and tables, all care should be taken so that they 

will appear appropriately when printed in black and 

white. For better visibility of paper on computer screen, 

it is good to make color figures with different line styles 

for figures with multiple curves. Colors should also be 

tested to insure their ability to be distinguished after 

black and white printing. Avoid the use of large symbols 

with curves in a figure. It is always better to use different 

line styles such as solid, dotted, dashed, etc.  

 
9. A figure caption should be located directly beneath the 

corresponding figure, and should be fully justified.  

 

10. The intent and meaning of all text must be clear.  For 

authors who are not masters of the English language, the 

ACES Editorial Staff will provide assistance with 

grammar (subject to clarity of intent and meaning). 

However, this may delay the scheduled publication date. 

 

11. Unused space should be minimized.  Sections and 

subsections should not normally begin on a new page. 

 

ACES reserves the right to edit any uploaded material, 

however, this is not generally done. It is the author(s) 

responsibility to provide acceptable camera-ready files in pdf 

and MSWord formats.  Incompatible or incomplete files will 

not be processed for publication, and authors will be 

requested to re-upload a revised acceptable version.  

 

COPYRIGHTS AND RELEASES 

Each primary author must execute the online copyright form 

and obtain a release from his/her organization vesting the 

copyright with ACES. Both the author(s) and affiliated 

organization(s) are allowed to use the copyrighted material 

freely for their own private purposes. 

 

Permission is granted to quote short passages and reproduce 

figures and tables from and ACES Journal issue provided the 

source is cited.  Copies of ACES Journal articles may be 

made in accordance with usage permitted by Sections 107 or 

108 of the U.S. Copyright Law.  This consent does not extend 

to other kinds of copying, such as for general distribution, for 

advertising or promotional purposes, for creating new 

collective works, or for resale.  The reproduction of multiple 

copies and the use of articles or extracts for commercial 

purposes require the consent of the author and specific 

permission from ACES.  Institutional members are allowed to 

copy any ACES Journal issue for their internal distribution 

only.  

 

PUBLICATION CHARGES 

All authors are allowed for 8 printed pages per paper without 

charge.  Mandatory page charges of $75 a page apply to all 

pages in excess of 8 printed pages. Authors are entitled to 

one, free of charge, copy of the printed journal issue in which 

their paper was published. Additional reprints are available 

for $ 50. Requests for additional re-prints should be submitted 

to the managing editor or ACES Secretary. 

 

Corresponding author is required to complete the online form 

for the over page charge payment right after the initial 

acceptance of the paper is conveyed to the corresponding 

author by email.  

 

ACES Journal is abstracted in INSPEC, in Engineering 

Index, DTIC, Science Citation Index Expanded, the 

Research Alert, and to Current Contents/Engineering, 

Computing & Technology.  




