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Abstract – In this paper, a triangular facets based, highly
accurate, and adaptive finite-difference time-domain
(FDTD) mesh generation technique is presented. There
are two innovations in the implementation of this tech-
nique. One is adaptive mesh lines placement method.
The mesh lines are automatically set to be dense where
the object has fine structure and sparse where the object
has rough structure based on the incremental placement
of the triangular mesh vertices. The other is ray col-
umn tracing method. Ray columns in the normal direc-
tion of the coordinate plane are employed to intersect
the surface facets to make the mesh generation results
highly accurate. The generating FDTD results of the
numerical examples show that the proposed technique
can well-restore objects with complex edge structures.
The simulation results are in good agreement with the
theoretical results.

Index Terms – Adaptive, FDTD, mesh generation, ray
column tracing.

I. INTRODUCTION

The finite-difference time-domain (FDTD) algo-
rithm is implemented by calculating the electric and
magnetic fields on each Yee cell [1-3]. The Yee cells,
whose sizes and related material parameters are simulta-
neously employed in the iterative formulas of the FDTD
algorithm, must be established before FDTD simulation.
Unlike unstructured meshes [4, 5], which can be easily
obtained by computer-aided design (CAD) or some open
source programs, there are relatively few ways to obtain
the structured cuboid meshes. Therefore, the transforma-
tion from unstructured meshes to structured meshes has
attracted much attention [6-13].

Since the ray tracing method (RTM) was proposed
by Sun in 1993 [6], it has been widely used in mesh
generation for FDTD simulation. The RTMs proposed

before mainly casted single ray to intersect the surface
facets for each two-dimensional (2D) grid on the projec-
tion plane. This kind of processing may lead to missing
mapping at the edge of the target. In practice, edge struc-
ture of a target may have a great influence on its overall
electromagnetic performance [14-16]. For example, slot
design at the edge of patch antennas can not only real-
ize miniaturization but also reduce antenna radar cross
section (RCS). In addition, the biologically inspired
antennas usually have complex edge structures. There-
fore, the precision of edge mesh conversion needs to be
considered.

For complex objects, if a uniform mesh generation
method (UMGM) is employed, there will be a problem
of large number of mesh cells, compared with employing
a non-uniform mesh generation method (NUMGM). The
increase in the number of mesh cells caused by using the
UMGM than the NUMGM then can result in problems
such as high memory consumption and long simulation
time. Therefore, in contrast to the UMGM, the NUMGM
is more suitable for complex objects mesh generation.
A key step in NUMGM is to place proper mesh lines
[[12], 17-20]. In reference [12], a non-uniform mesh
lines placement method is presented for multi-object
scenarios. An NUMGM for overlapping objects was
proposed by Kanai in reference [17]. The NUMGMs
proposed before were implemented based on the condi-
tion that the bounding box of each object was known. In
other words, they solved a complex problem by break-
ing it down into a group of individual objects. The
non-uniform mesh lines were placed by setting reason-
able grid sizes in the overlapping part and the adja-
cent part of the objects. However, in the field of elec-
tromagnetism, some electromagnetic devices, such as
multi-frequency antenna, broad band frequency selective
surface (FSS), are too complex to be easily and quickly
separated into several independent objects. Therefore,
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an adaptive mesh lines placement method based on the
incremental placement of the triangular mesh vertices is
proposed in this paper. Obviously, the choice of triangu-
lation in the preparation of the triangulated mesh is crit-
ical to the performance of the proposed NUMGM. We
choose Altair FEKO v2019.1 [21] to get the triangular
meshes. Since FEKO is a mature commercial electro-
magnetic simulation software and has been globally used
in high-frequency electromagnetic simulation for over
20 years, the triangular mesh generation results of it are
reliable.

In this paper, an adaptive FDTD mesh generation
technique is proposed. This technique presents high
accuracy in FDTD mesh generation, especially at the
edge part of the target. Two key methods are employed
to achieve this capability. One is ray column tracing
method (RCTM), and the other is adaptive mesh lines
placement method. Numerical examples are given and
discretized. The simulation and theoretical results show
that the proposed mesh generation technique can prop-
erly restore the target with fine structure, especially at
the edge part.

II. RAY COLUMN TRACING METHOD

For RTM, generally, a single ray perpendicular to
a grid on the coordinate plane is employed to intersect
the plane where the triangular facet is located [6]. The
triangular facets mentioned in this section are obtained
by .STL files exported from CAD software. The specific
operation is to build a model in CAD and save it as. STL
format. As shown in Figure 1, the shaded part without
slash lines are the Yee cells transformed by RTM, while
the shaded part with slash lines are the Yee cells of miss-
ing marks.

In this paper, RCTM is proposed. For each grid on
the coordinate plane, multiple rays in the normal direc-

Fig. 1. The transformed Yee cells of the 2D triangle by
RTM.

Fig. 2. Triangular facet ABC and its projection DEF.

tion are selected to intersect the facets in one tracing
process. Taking one triangular facet as an example, the
RCTM is described in detail as follows.

First, project the triangular facet ABC. onto XOY
plane and denote its projection as DEF, as shown in
Figure 2.

Second, find out the maximum and minimum values
of triangle DEF in the x-direction and confirm the start-
ing and ending mesh numbers in the x-direction accord-
ingly. Denote the starting number as xs and the ending
number as xe. Taking the grids numbered i in the x-
direction as examples, calculate the intersection points
of their two adjacent grid lines and the three sides of
triangle DEF. Determine the maximum and minimum
y values of these intersection points and mark the grids
between them as shown in Figure 3(a). In this way, the
triangle DEF is discretized as shown in Figure 3(b).

Third, for the grids inside triangle DEF, obtain the
intersections of the rays perpendicular to the four nodes
of each grid and triangle ABC, respectively. For the grids
at the edge of triangle DEF, figure out the intersection
points of their adjacent grid lines and the three sides of
triangle DEF first and then obtain the intersections of
the rays perpendicular to these points and triangle ABC
severally. The three-dimensional (3D) RCTM is shown
in Figure 4.

Take a hexagonal star ring as an example to illustrate
the validity of the proposed RCTM in edge mesh gener-
ation. The hexagonal star ring is shown in Figure 5(a),
and its triangulation is shown in Figure 5(b).

Figures 6 and 7 show the resulting Yee cells of
the hexagonal star ring obtained by RTM and RCTM,
respectively. The mesh size in Figure 6 is 5 mm, and the
mesh size in Figure 7 is 2 mm.

It can be seen from Figure 6 that, when the mesh
size is 5 mm, there are obvious missing marks in the
discretization result obtained by RTM. Although the
Yee cells transformed by RCTM are not completely
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(a)   

(b) 

Fig. 3. 2D ray column tracing method. (a) The dis-
cretization result of grids numbered i in the x-direction
and (b) the discretization result of the triangle DEF.

(a)

(b)

Fig. 4. 3D ray column tracing method: (a) grids inside
DEF and (b) grids at the edge of DEF.

Fig. 5. The structure and triangulation of the hexagonal
star ring: (a) the structure and (b) the triangulation.

(a)                                           (b)

Fig. 6. The discretization results of the hexagonal star
ring when the grid size is 5 mm: (a) by RCTM and (b)
by RTM.

Fig. 7. The discretization results of the hexagonal star
ring when the grid size is 2 mm: (a) by RCTM and (b)
by RTM.

appropriate to the original structure, the accuracy of
RCTM is obviously improved compared with that of
RTM. When the mesh size is 2 mm, as shown in Figure 7,
both RCTM and RTM perform better. However, the
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transformation result of RCTM is closer to the original
shape and size of the target than that of RTM.

III. ADAPTIVE MESH LINES PLACEMENT
METHOD

In the process of structured cuboid mesh generation,
the first step is to create efficient structured mesh lines,
which must satisfy the numerical dispersion requirement
of the FDTD method and can be adapted to geometric
models. These mesh lines can provide spatial coordi-
nate information for subsequent material mapping. Tak-
ing an object with fine structure into account, if it is
discretized by uniform mesh, there will be a problem
of huge mesh quantity. This problem can be solved by
using non-uniform meshes. In this paper, an adaptive
mesh lines placement method is proposed, which can set
mesh lines automatically according to the mechanical
structure and the electromagnetic characteristics of the
target.

In the implementation of the adaptive mesh lines
placement method, the object is modeled and meshed by
FEKO software. The mesh generation results are saved
as .STL file. Since FEKO is a powerful 3D full wave
electromagnetic simulation software, we can use its tri-
angulation results as the basis of the NUMGM proposed
in this paper. The adaptive mesh lines placement method
is illustrated as follows.

(1) Determine the minimum wavelength, denoted as
λmin, in terms of frequency and material property.
Constrained by the typical rule of FDTD spatial
discretization, the maximum mesh size, dmax, of
the entire computing space should satisfy dmax =≤
λmin/10.

(2) Calculate the side lengths of each triangular facet
and find out the minimum side length lmin. Set the
minimum interval of the entire computing space to
be dmin = lmin/2.

(3) Project each triangular facet onto three principal
coordinate planes, respectively. Find out the max-
imum and minimum coordinates along three axes
and calculate the differences between them sever-
ally, as shown in Figure 8. Denote these differences
as Δx,Δy, and Δz.

(4) Sort all the Δx,Δy, and Δz from the smallest one
to largest one and insert the starting and ending
coordinates of them on the corresponding axes,
respectively. Let us take the x-axis treatment as an
example. If Δx is equal to zero, this means that the
triangular facet is perpendicular to the XOZ plane.
At this point, the Δx needs to be adjusted to a suit-
able value to represent the thickness of the verti-
cal plane. If Δx is greater than zero and less than
dmin, change the value of Δx to dmin to ensure that

Fig. 8. The projections of the facet on three coordinate
planes.

Fig. 9. The cylinder and its triangulation.

the minimum mesh size of the entire space is dmin.
Take a cylinder as an example to explain how we
decide where to put the mesh lines when Δx is less
than dmin. The cylinder and its triangulation are
shown in Figure 9. When we project the triangu-
lar facets onto the XOY plane, we will find that the
intervals determined by the vertices of the triangu-
lar facets are smaller than dmin. At this point, we
should change Δx to dmin.

(5) Finally, for the intervals greater than dmax on the
coordinate axes, divide them equally with the value
of d. Taking an internal whose length is L as
an example, let the integer N = ceil(L/dmax), then
d = L/N.

Figures 10(a) and (b) show the overall and local
structures of a parabolic antenna. The parabolic antenna
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Fig. 10. The structure of the parabolic antenna: (a) the
overall structure and (b) the structure of the horn antenna.

Fig. 11. The triangulation of the parabolic antenna.

is fed by a horn antenna and it works at the cen-
ter frequency of 2.45 GHz. As shown in Figures
10(a) and (b), the maximum size of the antenna is
the diameter of the parabola, which is 600 mm, and
the minimum size of the antenna is the diameter of
the coaxial probe inner conductor, which is 2 mm.
The ratio of the maximum size to the minimum size
is 300.

Figure 11 shows the triangulation of the parabolic
antenna obtained from FEKO 2019.1. FEKO software
has its own mesh function. When we build a model
in FEKO and set it to the working frequency, the soft-
ware will automatically generate the appropriate trian-
gular meshes.

Table 1: The total mesh numbers of the parabolic antenna
generated by UMGM and NUMGM

UMGM NUMGM

Mesh number 529205 102776

(a)

        
(b)                                 (c)

Fig. 12. The discretization results of the parabolic
antenna: (a) the overall discretization result, (b) the dis-
cretization result of the horn antenna, and (c) the dis-
cretization result of the coaxial probe.

Figure 12 shows the discretization results of the
parabolic antenna, the horn antenna, and the coaxial
probe. The maximum mesh size is 6.1 mm, and the min-
imum mesh size is 0.5 mm. It can be seen from Figure
12 that the adaptive mesh lines placement method pro-
posed in this paper can set dense meshes in the fine part
and sparse meshes in the other part. The discretization
results are in good agreement with the antenna model.

Table 1 shows the total mesh numbers of the
parabolic antenna obtained by UMGM and NUMGM.
The mesh size of the UMGM is 0.5 mm. The maximum
and minimum mesh sizes of the NUMGM are 6.1 and
0.5 mm. We can see from Table 1 that the number of
mesh cells of the target using NUMGM is about 1/5 of
that using UMGM.

IV. NUMERICAL EXAMPLES AND
SIMULATION RESULTS

Numerical examples are given to illustrate the effi-
ciency of the adaptive mesh generation technique pro-
posed in this paper. The first example is a metal
sphere, and the second example is a band-stop FSS. The
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Fig. 13. The structure and Yee cells of the sphere: (a) the
structure and triangulation of the sphere and (b) the Yee
cells distribution of the sphere.

Fig. 14. The RCS of the metal sphere.

structures and the generating FDTD grids of the numeri-
cal examples are represented, respectively. We also give
some simulation results of the numerical examples by
performing the novel mesh generation technique.

A. Metal sphere

Figure 13 shows the structure and the resulting
FDTD meshes of a metal sphere. The radius of the
sphere is 1 m, and the mesh size is 0.025 m. The RCS
of the metal sphere simulated by the FDTD method is
shown in Figure 14. As comparison, we also give the
Mie series result of the sphere’s RCS [22]. It can be seen
from Figure 14 that the simulated result is in good agree-
ment with the theoretical result.

B. Band-stop FSS

A band-stop FSS is shown in Figure 15(a), and its
triangulation is shown in Figure 15(b). In order to real-
ize the miniaturization and broad band-stop characteris-
tics, a relatively complex structure was employed in the

Fig. 15. The structure and triangulation of the FSS. (a)
The structure. (b) The triangulation.

Fig. 16. The discretization result of the FSS.

design of this FSS, especially in the design of the edge
part.

As shown in Figure 15(a), the parameters of the
patch is n = 19 mm, w = 1.5 mm, and l = 1 mm.



7 ACES JOURNAL, Vol. 37, No. 1, January 2022

Fig. 17. The Ex of the point which is 1-mm backward of
the FSS.

Fig. 18. The S21 of the FSS obtained by FDTD method
and CST Studio Suite simulation.

The radii of the four rings are r1 = 2.5 mm, r2 = 2
mm, r3 = 1.5 mm, and r4 = 1 mm, respectively. The
width of each ring is 0.2 mm. The length of the sub-
strate is P = 20 mm and the thickness of the substrate is
h = 3.2 mm.

The FDTD meshes of the band-stop FSS generated
by RCTM are shown in Figure 16. The mesh size is 0.2
mm. It can be seen from Figure 16 that the FSS is well-
restored in the FDTD grid.

The transient Ex values at a point which is 1 mm
backward of the FSS is shown in Figure 17. We can see
that the FDTD result is in good agreement with the result
obtained by CST Studio Suite 2020 [23]. CST Studio
Suite is a high-performance 3D EM analysis software
package for designing, analyzing, and optimizing elec-
tromagnetic components and systems.

Figure 18 shows the S21 curves of the FSS obtained
by FDTD method and CST Studio Suite, respectively.

The calculated S21 shows reasonable agreement with
the CST Studio Suite one, which represents that the
mesh generation technique proposed in this paper has
the ability to deal with the target with complex edge
structure.

V. CONCLUSION

Based on the triangular facets obtained by the .STL
file of the object, an adaptive mesh generation technique
is proposed for 3D FDTD simulation in this paper. First,
RCTM is introduced. As opposed to RTM, for each
grid on the coordinate plane, the RCTM employs mul-
tiple rays in the normal direction to intersect the tri-
angular facets. The implementation of RCTM makes
the mesh generation technique have high accuracy in
edge structure mesh transformation. Second, according
to the vertex coordinates of the triangular facets, adap-
tive mesh lines placement method is illustrated. For
an object with fine structure, the mesh lines placement
method can automatically set dense meshes in fine struc-
ture and sparse meshes in rough structure. A metal
sphere and a band-stop FSS are given as numerical
examples. Simulated and theoretical results show that
the proposed mesh generation technique is flexible and
accurate.
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Abstract – In this paper, the Newtonian equation of
motion describing the movement of electrons when elec-
tromagnetic waves propagate in a magnetized plasma
is combined with the traditional auxiliary differential
equation finite difference time domain (ADE-FDTD)
method. The FDTD iterative formulas of transverse
magnetic (TM) wave and transverse electric (TE) wave
of the electromagnetic wave obliquely incident on the
magnetized time-varying plasma plate are derived. The
biggest difference between this method and the ordinary
ADE-FDTD algorithm is the addition of the logarith-
mic derivative of the time-varying plasma electron den-
sity to calculate the current density, which is called the
Newton-ADE-FDTD method. Through Example 1, the
reflection coefficient of electromagnetic wave incident
on the magnetization time-varying plasma plate was cal-
culated, and the correctness of the improved algorithm
was verified. At the same time, the Newton-ADE-FDTD
algorithm is used to calculate the reflection coefficient
of electromagnetic waves incident on the magnetized
plasma-dielectric photonic crystal. The results show
that different incident angles have a greater impact on
the reflection coefficients of left-handed circularly polar-
ized wave (LCP) and right-handed circularly polarized
wave (RCP).

Keywords – Magnetized plasma, finite difference
time domain (FDTD), electromagnetic wave, oblique
incidence.

I. INTRODUCTION

The finite difference time domain (FDTD) [1–3]
plays an important role in computational electromagnet-
ics. FDTD can be used for modeling dispersive media,
such as soil modeling in ground penetrating radar [4, 5].
At present, many researchers apply FDTD method to
deal with the propagation of electromagnetic waves in
plasma [6–9]. For example, literature [10] uses FDTD
method to deal with the propagation of electromagnetic
waves in cold plasma.

When the plasma medium is in a constant magnetic
field, it will exhibit electrical anisotropy, which is called
magnetized plasma [11–14]. The constant direction of
the magnetic field and the phase direction of the electro-
magnetic wave can be any angle. The theory of magnetic
plasma can be used to study the propagation of plane
waves of arbitrary polarization in magnetized plasma.
In an anisotropic magnetic plasma medium, the polar-
ization state of electromagnetic waves will constantly
change. When the phase propagation direction is the
direction of the constant magnetic field, two polarized
waves will be excited in the magnetic plasma medium,
namely the left-handed circularly polarized waves (LCP)
and the right-handed circularly polarized waves (RCP).

In recent decades, researchers have proposed a vari-
ety of FDTD methods for processing magnetized plasma
media. Among them, the current density convolution
finite difference time domain (JEC-FDTD) method pro-
posed by Chen in 1998 [15] has been used to deal
with complex plasma, dispersion media including mag-
netized plasma. The auxiliary differential equation
finite difference time domain method (ADE-FDTD) [16]
directly performs difference iteration by setting the ADE,
which improves the calculation efficiency, and its accu-
racy is the same as that of the JEC-FDTD method.
In addition, there are many methods to deal with the
electromagnetic problem of plasma dispersion medium,
including piecewise linear recursive convolution finite
difference time domain (PLRC-FDTD) [17], moving
operator finite difference time domain (SO-FDTD) [18–
20], Runge-Kutta exponential finite difference time
domain (PKETD-FDTD), and so on.

In some cases, the electron density of the time-
varying magnetization plasma is not fixed but changes
with time. When electromagnetic waves pass through the
plasma, the time-varying characteristics of the plasma
should be considered. The electron density move-
ment of the electromagnetic wave propagating in the
magnetization time-varying plasma can be described by
the Newtonian equation of motion. Therefore, in this

Submitted On: October 19, 2021
Accepted On: January 28, 2022

https://doi.org/10.13052/2022.ACES.J.370102
1054-4887 © ACES



11 ACES JOURNAL, Vol. 37, No. 1, January 2022

article, when the electromagnetic wave is incident on
the magnetized time-varying plasma plate obliquely, the
basic Newtonian equation of motion is combined with
the ADE-FDTD algorithm to derive the Newton-ADE-
FDTD iterative formula for transverse electric (TE) wave
and transverse magnetic (TM) wave. The reflection
coefficients of TE wave and TM wave were calculated,
respectively, and compared with the analytical solution
and the traditional ADE-FDTD algorithm, which veri-
fied the effectiveness of the algorithm. At the same time,
the reflection coefficients of electromagnetic waves at 0◦,
30◦, 45◦, and 60◦ incident on the magnetized plasma
dielectric photonic crystal are calculated.

II. METHOD

Newton’s equation of motion describing electron
motion when electromagnetic wave propagates in mag-
netized plasma can be expressed as

me
due

dt
=−eE−mevue + eue ×B, (1)

where ue is electron velocity, e is electron charge, E

is electric field intensity, me is electron mass, v is
plasma collision frequency, and B is magnetic induction
intensity.

The electron density of plasma sometimes exhibits
time-varying properties. Current density J in magnetized
time-varying plasma can be expressed as

J =−eNe(t)ue, (2)
where Ne(t) is the time-varying plasma electron density.
According to Equation (2), ue can be expressed as

ue =− J

eNe(t)
. (3)

The electron cyclotron frequency of magnetized
plasma is

ωb =
eB

me
. (4)

Magnetic induction intensity can be expressed as

B=
ωbme

e
. (5)

Substitute Equation (3) and (5) into Equation (1);
then

−me
d
(

J
eNe(t)

)
dt

=−eE+
mevJ

eNe(t)
− J

Ne(t)
× ωbme

e
.

(6)
The updating equation of current density is obtained

by sorting out Equation (6)
∂J

∂ t
=

(
1

Ne(t)
∂Ne(t)

∂ t
− v

)
J+ε0ω2

p(t)E+ωb×J. (7)

Definition L(t) is the derivative of plasma electron
density, namely

L(t) = ln(Ne(t)). (8)
1

Ne(t)
∂Ne(t)

∂ t
=

∂ ln(Ne(t))
∂ t

=
Ln+1 −Ln

Δt
. (9)

Combined with Equation (9), the updating
Equation (7) of current density can be written as

∂J

∂ t
=

(
Ln+1 −Ln

Δt
− v

)
J+ ε0ω2

p(t)E+ωb ×J, (10)

where ε0 is the vacuum permittivity, and ωp(t) is the
time-varying plasma frequency, which can be expressed
as

ωp(t) =

√
e2Ne(t)

ε0me
. (11)

It can be seen from Equation (10) that after com-
bining Newton’s motion equation, the derivative of log-
arithm of electron density of time-varying plasma is
added in the calculation of current density. The equa-
tion is applied to ADE-FDTD algorithm of electromag-
netic wave incident on magnetized time-varying plasma
plate below, and the Newton-ADE-FDTD iterative for-
mula can be obtained.

A. Newton-ADE-FDTD iteration of TE wave

When the incident wave is TE wave, it is known
from literature [21] that the one-dimensional Maxwell
correction equation in the magnetized time-varying
plasma with oblique incident electromagnetic wave is

∂E

∂ z
= u0

∂H

∂ t
. (12)

∂E

∂ t
=

1
ε0 cos2 θ

(
∂H

∂ z
−J

)
. (13)

dJ

dt
+ vJ = ε0ω2

pE+ωb ×J, (14)

where u0 is the permeability in vacuum and θ is the
oblique incidence angle of electromagnetic waves,

E =

[
Ex
Ey

]
, H =

[
Hy
Hx

]
, J =

[
Jx
Jy

]
.

Formula (14) is replaced by the iterative formula
(10) of current density obtained after simultaneous New-
ton equations of motion. The governing equation of
electromagnetic wave propagation in magnetized time-
varying plasma can be expressed as Formulae (10), (12),
and (13). ADE-FDTD is used for difference discretiza-
tion; then⎡⎣ Hn+1/2

y
(
k+ 1

2

)
Hn+1/2

x
(
k+ 1

2

)
⎤⎦=

⎡⎣ Hn−1/2
y

(
k+ 1

2

)
Hn−1/2

x
(
k+ 1

2

)
⎤⎦− Δt

u0Δz•

⎡⎣ En
x (k+1)−En

x (k)

−(
En

y (k+1)−En
y (k)

)
⎤⎦ .

(15)
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Jn+1
x (k) =

1

1−0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt − v

)•
[

Jn
x (k)•

⎛⎜⎜⎝1+0.5Δt

⎛⎜⎜⎝
Ln+1 (k+1/2)
−Ln (k+1/2)

Δt
− v

⎞⎟⎟⎠
⎞⎟⎟⎠

+
Δte2

me
•
(

Nen+1 (k+1/2)+Nen (k+1/2)
2

)
•(

En+1
x (k+1/2)+En

x (k+1/2)
2

)
−ωbΔt•(

Jn+1
y (k+1/2)+ Jn

y (k+1/2)
2

)]
. (16)

Jn+1
y (k) =

1

1−0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt − v

)•
[

Jn
y (k)•

⎛⎜⎜⎝1+0.5Δt

⎛⎜⎜⎝
Ln+1 (k+1/2)
−Ln (k+1/2)

Δt
− v

⎞⎟⎟⎠
⎞⎟⎟⎠

+
Δte2

me
•
(

Nen+1 (k+1/2)+Nen (k+1/2)
2

)
•(

En+1
y (k+1/2)+En

y (k+1/2)
2

)
+ωbΔt•

(
Jn+1

x (k+1/2)+ Jn
x (k+1/2)

2

)]
. (17)

En+1
x (k) =

1

1+ (Δt)2e2

4ε0(cosθ)2me
1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt −v)

•

1

(
Nen+1(k+ 1

2 )+Nen(k+ 1
2 )

2 )

[(
1− (Δt)2e2

4ε0(cosθ)2me
•

1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt −v)

(
Nen+1(k+ 1

2 )+Nen(k+ 1
2 )

2 )

)
•

En
x (k)+

Δt

ε0(cosθ)2 (−
Hn+1/2

y
(
k+ 1

2

)−Hn+1/2
y

(
k− 1

2

)
Δz

)

− Δt

2ε0(cosθ)2 • 1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt − v)

1+0.5Δt • (Ln+1
(
k+ 1

2

)−Ln
(
k+ 1

2

)
Δt

− v)+1

)

Jn
x (k)+

ωb(Δt)2

2ε0(cosθ)2 • 1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt − v)(
Jn+1

y
(
k+ 1

2

)
+ Jn

y
(
k+ 1

2

)
2

)]
. (18)

En+1
y (k) =

1

1+ (Δt)2e2

4ε0(cosθ)2me
1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt −v)

•

1

(
Nen+1(k+ 1

2 )+Nen(k+ 1
2 )

2 )

[(
1− (Δt)2e2

4ε0(cosθ)2me
•

1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt − v)

(
Nen+1

(
k+ 1

2

)
+Nen

(
k+ 1

2

)
2

)

)
•

En
y (k)−

Δt

ε0(cosθ)2 (
Hn+1/2

x
(
k+ 1

2

)−Hn+1/2
x

(
k− 1

2

)
Δz

)

− Δt

2ε0(cosθ)2 •

1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt − v)

(
1+0.5Δt•

(
Ln+1

(
k+ 1

2

)−Ln
(
k+ 1

2

)
Δt

− v)+1

)

Jn
y (k)−

ωb(Δt)2

2ε0(cosθ)2 •

1

1−0.5Δt(
Ln+1(k+ 1

2 )−Ln(k+ 1
2 )

Δt − v)(
Jn+1

x
(
k+ 1

2

)
+ Jn

x
(
k+ 1

2

)
2

)]
. (19)

Equation (15)−(19) are FDTD iterative expressions
of TE wave of electromagnetic wave incident obscenely
to magnetized time-varying plasma plate.

B. Newton-ADE-FDTD iteration of TM wave

When the incident wave is TM wave, it is known
from literature [21] that the one-dimensional Maxwell
correction equation in the magnetized time-varying
plasma with oblique incident electromagnetic wave is

∂H

∂ z
=−ε0εnr

∂E

∂ t
. (20)

∂E

∂ z
=−

(
1− sin2 θ

εnr

)
u0

∂H

∂ t
. (21)

∂J

∂ t
=−vJ+ ε0ω2

p(t)E+ωb ×J. (22)
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Formula (22) is replaced by the iterative formula
(10) of current density obtained after the simultaneous
Newton equation of motion. Then the one-dimensional
Maxwell correction equation in the magnetized time-
varying plasma with oblique incident electromagnetic
wave can be written as

∂H

∂ z
=−ε0εnr

∂E

∂ t
. (23)

∂E

∂ z
=−

(
1− sin2 θ

εnr

)
u0

∂H

∂ t
. (24)

∂J

∂ t
= (

1
Ne(t)

∂Ne(t)
∂ t

− v)J+ ε0ω2
p(t)E+ωb ×J, (25)

where εnr is the relative permittivity of the n layer, and
σσσ(w) is the conductivity

εnr = 1+
σσσ(w)
jwε0

. (26)

σσσ(w) = ε0
ω2

p

jw+ v
. (27)

Substitute Equation (26) into Equation (23); then
∂H

∂ z
=−ε0

∂E

∂ t
−J. (28)

Make ξξξ for

ξξξ =

(
εnr − sin2 θ

εnr

)
H. (29)

Substituting Equation (26) into the above equation, then
∂ξ
∂ t

= cos2 θ
∂H

∂ t
+

1
ε0

[σσσ (t)∗H(t)−σσσ (t)∗ξξξ (t)] .

(30)
At this point, let

ψψψ (t) = σσσ (t)∗H(t) . (31)
χχχ (t) = σσσ (t)∗ξξξ (t) . (32)

Among them, E =

[
Ex
Ey

]
,H =

[
Hy
Hx

]
, J =

[
Jx
Jy

]
,

ξξξ =

[
ξy
ξx

]
.

Meanwhile, the method in [21] is used to process
the above formula, and the FDTD discrete formula of
the magnetic field part is[

ξ n+1/2
y

(
k+ 1

2

)
ξ n+1/2

x
(
k+ 1

2

)]=

[
ξ n-1/2

y
(
k+ 1

2

)
ξ n-1/2

x
(
k+ 1

2

)]−
− Δt

u0Δz

[
En

x (k+1)−En
x (k)

−(
En

y (k+1)−En
y (k)

)] .
(33)

[
Hn+1/2

y
(
k+ 1

2

)
Hn+1/2

x
(
k+ 1

2

)]=

[
Hn-1/2

y
(
k+ 1

2

)
Hn-1/2

x
(
k+ 1

2

)]+ 1
cos2θ[

ξ n+1/2
y

(
k+ 1

2

)−ξ n-1/2
y

(
k+ 1

2

)
ξ n+1/2

x
(
k+ 1

2

)−ξ n-1/2
x

(
k+ 1

2

)]
− Δtω2

p

cos2θ

[
χn

y
(
k+ 1

2

)−ψn
y
(
k+ 1

2

)
χn

x
(
k+ 1

2

)−ψn
x
(
k+ 1

2

)] .
(34)

[
χn+1/2

y
(
k+ 1

2

)
χn+1/2

x
(
k+ 1

2

)]= e−vΔt
[

cosωbΔt −sinωbΔt
sinωbΔt cosωbΔt

]
[

χn-1/2
y

(
k+ 1

2

)
χn-1/2

x
(
k+ 1

2

)] +Δte−vΔt/2

[
cos ωbΔt

2 −sin ωbΔt
2

sin ωbΔt
2 cos ωbΔt

2

][
ξ n-1/2

y
(
k+ 1

2

)
ξ n-1/2

x
(
k+ 1

2

)] .
(35)

[
ψn+1/2

y
(
k+ 1

2

)
ψn+1/2

x
(
k+ 1

2

)]= e−vΔt
[

cosωbΔt −sinωbΔt
sinωbΔt cosωbΔt

]
[

ψn-1/2
y

(
k+ 1

2

)
ψn-1/2

x
(
k+ 1

2

)] +Δte−vΔt/2

[
cos ωbΔt

2 −sin ωbΔt
2

sin ωbΔt
2 cos ωbΔt

2

][
Hn-1/2

y
(
k+ 1

2

)
Hn-1/2

x
(
k+ 1

2

)] .

(36)

ADE-FDTD method was used to discretize the cur-
rent density, and the following results were obtained:

ADE-FDTD method was used to discretize the cur-
rent density, and the following results were obtained:

Jn+1
x (k) = 1

1−0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt −v

) [Jn
x (k)• (1+

0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt − v

))
+ Δte2

me •(
Nen+1(k+1/2)+Nen(k+1/2)

2

)(
En+1

x (k+1/2)+En
x (k+1/2)

2

)
−ωbΔt

(
Jn+1

y (k+1/2)+Jn
y (k+1/2)

2

)]
.

(37)

Jn+1
y (k) = 1

1−0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt −v

) [
Jn

y (k)• (1+

0.5Δt
(

Ln+1(k+1/2)−Ln(k+1/2)
Δt − v

))
+ Δte2

me •(
Nen+1(k+1/2)+Nen(k+1/2)

2

)(
En+1

y (k+1/2)+En
y (k+1/2)

2

)
+ωbΔt

(
Jn+1

x (k+1/2)+Jn
x (k+1/2)

2

)]
.

(38)

[
En+1

x (k)
En+1

y (k)

]
=

[
En

x (k)
En

y (k)

]
− Δt

ε0Δz[
Hn+1/2

y
(
k+ 1

2

)−Hn+1/2
y

(
k− 1

2

)
−

(
Hn+1/2

x
(
k+ 1

2

)−Hn+1/2
x

(
k− 1

2

))]

− Δt
ε0

[
Jn+1/2

x (k)
Jn+1/2

y (k)

]
.

(39)

Equation (33)−(39) are FDTD iterative expres-
sions of TM wave of electromagnetic wave inci-
dent diagonally to magnetized time-varying plasma
plate.
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III. NUMERICAL RESULTS

A. Example 1

In order to verify the correctness of the algorithm
in this paper, an improved algorithm is used to calculate
the reflection coefficient of TE wave and TM wave inci-
dent on the magnetization time-varying plasma layer at a
certain angle. The incident angles are 0◦, 30◦, 45◦, and
60◦, respectively, and the thickness of magnetized time-
varying plasma plate is d =1.5 cm. In this example, the
number of spatial grids is 800, the plasma occupies 200
grids, the spatial step dx = 75 × 10−6 m, the time step
dt =1.25 × 10−13 s, and the modified Mur absorption
boundary is adopted at both ends.

The incident wave adopts Gaussian pulse, and the
expression is

f (t) = exp

(
−4π (t − t1)

2

τ2

)
(40)

wherein pulsewidth τ is 150 time steps, t1 = 0.8× τ .
Collision frequency of magnetized time-varying

plasma v = 20 GHz, plasma electron cyclotron frequency
wb = 100 GHz, and its electron density changes expo-
nentially as follows:

Ne(t) =

⎧⎨⎩ Nemax (t < t0)

Nemax× exp(− t−t0
k ) (t ≥ t0)

. (41)

In the above formula, Nemax is the maximum electron
density, and the value is 5 × 1018m−3; t0 is the time
when the electron density decreases from the maximum
value; k is the variable that controls the rate of change
with time. In this example, t0 = 200 × dt.

The reflection coefficients of RCP wave and LCP
wave of TE wave and TM wave are calculated by using
Example 1 and compared with the analytical solution and
the traditional ADE-FDTD algorithm, and the correct-
ness of the algorithm is verified.

Figure 1 shows the reflection coefficients of RCP
wave when TE waves are incident on the magnetized
plasma plate at 0◦, 30◦, 45◦, and 60◦. Compare the
results obtained by the Newton-ADE-FDTD algorithm
with the traditional ADE-FDTD algorithm and analyti-
cal solution. It can be seen that the calculation of the
reflection coefficient of the RCP wave when the TE
wave is obliquely incident on the magnetized plasma
plate is consistent with the analytical solution, and
the accuracy is basically consistent with the traditional
ADE-FDTD algorithm. Verify the correctness of the
algorithm.

Figure 2 shows the reflection coefficient of the LCP
wave when the TE wave is incident on the magnetized
plasma plate at 0◦, 30◦, 45◦, and 60◦. It can be seen that
the algorithm is consistent with the analytical solution
when calculating the reflection coefficient of the LCP
wave incident on the magnetized plasma plate, and the
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Fig. 1. TE wave reflection coefficient (RCP).
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Fig. 2. TE wave reflection coefficient (LCP).

accuracy is basically the same as that of the traditional
ADE-FDTD algorithm, that is, the correctness of the
algorithm is verified. In summary, it can be seen that
the Newton-ADE-FDTD algorithm is correct and effec-
tive in calculating the reflection coefficient of the vary-
ing plasma plate when the magnetization of the obliquely
incident TE wave is magnetized.

Figure 3 shows the reflection coefficient of the RCP
wave when the TM wave is incident on the magnetized
plasma plate at 0◦, 30◦, 45◦, and 60◦. It can be seen that
when the TM wave is obliquely incident on the magne-
tized plasma plate, the calculation of the reflection coef-
ficient of the RCP wave is consistent with the analytical
solution, and the accuracy is basically the same as that
of the traditional ADE-FDTD algorithm. Verify the cor-
rectness of the algorithm.

Figure 4 shows the reflection coefficient of the LCP
wave when the TM wave is incident on the magnetized
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Fig. 3. TM wave reflection coefficient (RCP).

plasma plate at 0◦, 30◦, 45◦, and 60◦. It can be seen
that the algorithm is consistent with the analytical solu-
tion when calculating the reflection coefficient of the
LCP wave incident on the magnetized plasma plate, and
the accuracy is basically the same as that of the tra-
ditional ADE-FDTD algorithm, which verifies the cor-
rectness of the algorithm. In summary, it can be seen
that the Newton-ADE-FDTD algorithm is correct and
effective in calculating the reflection coefficient when the
TM wave is incident on the magnetization time-varying
plasma plate obliquely.

B. Example 2

The Newton-ADE-FDTD algorithm is used to cal-
culate the electromagnetic wave incident to magne-
tized plasma-dielectric photonic crystal. The magne-
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Fig. 4. TM wave reflection coefficient (LCP).
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Fig. 5. Reflection coefficient of TE wave in plasma pho-
tonic crystal with oblique incident electromagnetic wave
(RCP).

tized plasma plate has six layers, the dielectric constant
of the dielectric plate is 6, and the number of layers is
5. The magnetized plasma and the dielectric plate are
connected alternately to form plasma-dielectric photonic
crystals. In this example, the spatial step dx = 75 ×
10−6 m, the time step dt = 1.25 × 10−13 s, and the mod-
ified Mur absorption boundary is adopted at both ends.
The incident wave parameters are consistent with Exam-
ple 1, which is a Gaussian pulse, and the expression is
shown in Equation (40). Collision frequency of mag-
netized time-varying plasma v= 20GHz, plasma elec-
tron cyclotron frequency ωb = 100GHz, and its electron
density changes sinusoidal, as shown in the following
ormula:

Ne(t) = Neavg(1+ΔNe (sin(2π f0t))) . (42)
Neavg is the average electron density, with a value

of 3 × 1018;ΔNe is the change amplitude of electron den-
sity, with a value of 0.3; f0 is the change rate of electron
density, with a value of 80 MHz.

The incident angles of the electromagnetic wave are
0◦, 30◦, 45◦, and 60◦. Then the reflection coefficients of
the dextrally polarized wave and the left-handed polar-
ized wave of TE wave and TM wave are calculated,
respectively. The result is shown in the figure below.

Figures 5 and 6, respectively, for TE wave oblique
incidence to the plasma dielectric photonic crystal board
RCP and LCP reflection coefficient, can be seen from the
diagram, whether it is right-hand or left-hand polariza-
tion wave, along with the oblique incident electromag-
netic wave to the increase of the angle of the photonic
crystals, the band gap of the reflection coefficient corre-
sponding to the right, and the band gap bandwidth has
been increased.
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Fig. 6. Reflection coefficient of TE wave in plasma pho-
tonic crystal with oblique incident electromagnetic wave
(LCP).
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Fig. 7. Reflection coefficient of TM wave in plasma pho-
tonic crystal with oblique incident electromagnetic wave
(RCP).

Figures 7 and 8, respectively, show the reflection
coefficients of RCP and LCP waves of TM wave inci-
dent at an oblique angle of plasma dielectric photonic
crystal plate. It can be seen from the figure that with the
increase of the angle of electromagnetic wave incident at
an oblique angle of photonic crystal, the reflection coef-
ficient of band gap moves to the right and the band gap
bandwidth increases, which is consistent with the con-
clusion of TE wave.

IV. CONCLUSION

In this paper, the basic Newtonian equation of
motion is combined with the ADE-FDTD algorithm to
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Fig. 8. Reflection coefficient of TM wave in plasma pho-
tonic crystal with oblique incident electromagnetic wave
(LCP).

derive the Newton-ADE-FDTD iterative formula for the
TE wave and TM wave of the magnetized time-varying
plasma plate with electromagnetic waves incident at a
certain angle and calculate the TE wave. The reflec-
tion coefficient of TM wave is compared with the ana-
lytical solution and the traditional ADE-FDTD algo-
rithm. Verify the effectiveness of the algorithm. Com-
pared with the traditional ADE-FDTD method, the for-
mula of the improved algorithm is simple to derive,
and the current density updating equation of magnetized
time-varying plasma is derived completely according to
the basic Newtonian equation of motion. For the cur-
rent density updating equation of the traditional ADE-
FDTD algorithm, the current density updating equation
of Newton-ADE-FDTD algorithm is more detailed. At
the same time, the algorithm is used to calculate the
reflection coefficient of electromagnetic waves incident
on the magnetized plasma dielectric photonic crystal at
0◦, 30◦, 45◦, and 60◦. It is found that when the incident
angle increases, the band gap will move to the right, and
the band gap bandwidth will increase accordingly.
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Abstract – This paper generalizes a recent improve-
ment to a traditional spatial-processing algorithm to
optimally use body-mounted arrays of dual-polarization
radio-frequency antenna elements rather than single-
polarization antenna elements. The paper’s generalized
algorithm exploits high-fidelity far-field gain and polar-
ization data, generated most practically by a computa-
tional electromagnetic solver (CES), to characterize the
antenna array’s individual dual-polarization elements.
Using this characterization and that of the desired and
undesired communication nodes’ antennas, the general-
ized algorithm determines the array’s optimal weights.
The subsequent application of a CES to a practical
scenario, in which an optimally weighted array of dual-
polarization antenna elements is mounted on a repre-
sentative body, demonstrates the generalized algorithm’s
exceptional spatial-processing performance.

Index Terms – antenna arrays, beamforming, null-
steering, polarization matching, spatial filters, spatial
processing.

I. INTRODUCTION

This paper generalizes a recent improvement [1] to
a traditional algorithm for spatial processing (beamform-
ing in the direction of a single desired communication
node and nullsteering in the directions of potentially
multiple undesired communication nodes). The recent
algorithmic improvement optimally used an array of
potentially diverse single-polarization radio-frequency
(RF) antenna elements arbitrarily arranged on a body of
arbitrary shape and material composition. This paper
generalizes that improved algorithm to optimally use
arrays of dual-polarization antenna elements. A dual-
polarization antenna element has two ports, each of
which corresponds to one of two nominally orthogo-
nal polarizations in the direction of the element’s max-
imum gain. For example, the two polarizations could
be orthogonally linear (say, vertical and horizontal) or
orthogonally circular (i.e., right-hand circular (RHC)
and left-hand circular (LHC)). This paper assumes the

antenna array functions exclusively in a receive mode.
However, under the assumed principle of reciprocity
[2], this paper’s generalized spatial-processing algorithm
applies equally to a transmitting antenna array.

Previous research in spatial processing with arrays
of dual-polarization elements [3–10] has recognized this
problem’s extraordinary complexity in even relatively
simple practical scenarios. For example, the electrical
effects caused by surface waves on the body, mutual
coupling between array elements, and spatial varia-
tions in element gain and polarization patterns are prac-
tically impossible to characterize without a full-wave
computational electromagnetic solver (CES) solution or
sophisticated measurements [3]. In response researchers
have generally made three simplifying assumptions to
facilitate their analyses and simulations. Firstly, most
researchers assume the absence of any tangible body
[3–6] on which the antenna array is mounted. This
assumption precludes the study of surface-wave effects
that are crucial to scenarios in which the body is physi-
cally between an emitter and the receiving antenna [11]
or antenna array [1]. Although some researchers [7–10]
assume a planar or cylindrical physical layout of the
antenna elements, they still account for no explicit body
in their analyses. Secondly, most researchers explicitly
assume negligible mutual coupling between the array’s
elements [3–7, 9, 10]. Thirdly, most researchers assume
the array’s dual-polarization elements are ideal crossed-
dipole (or electrically equivalent) elements which have
perfectly orthogonally linear transmission and reception
characteristics [4–7, 9, 10].

Since these effects are typically small, much mean-
ingful research can be performed while ignoring them.
However, the accurate characterization of a spatial-
processing algorithm’s performance in practical scenar-
ios requires exceptional fidelity in all three typically
simplified areas. For example, to achieve extremely
deep nulls in a receive array’s gain pattern, a spatial-
processing algorithm must weight the element output
signals so that their sum is nearly exactly zero. By
maximally exploiting the high-fidelity data produced by
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a CES, this paper’s generalized algorithm accounts for
the typically small yet non-negligible electrical effects of
the presence of the body, mutual coupling between array
elements, and element gain and polarization deviations
from ideal behavior.

All traditional receive-mode spatial-processing
algorithms [12–14] require knowledge of the array
elements’ locations in the receive array’s coordinate
system, the thermal-noise power-spectral density (PSD)
at every array output port, the desired and undesired
far-field emitters’ apparent angular directions in the
array’s coordinate system, and all undesired emitters’
spatial power densities at the array’s location. This
paper’s generalized algorithm requires additional infor-
mation. Specifically, the generalized algorithm requires
quantitative knowledge (or, at least, estimates) of the
desired and undesired emitters’ antenna gains and
polarization characteristics in the direction of the receive
array. The algorithm also requires high-fidelity quan-
titative knowledge of the transmitted far-field vector
electric field in the directions of all scenario emitters
produced by each port of each array element, accounting
for the structure of the corresponding element, the
electromagnetic interactions with the other elements
(i.e., mutual-coupling effects), and the electromagnetic
interactions with the body. Only a CES or high-fidelity
testing can practically provide such detailed data. Proper
processing of this additional information produces the
parameters needed to populate the recently developed,
high-fidelity RF antenna models (both transmit and
receive modes) [15, 16].

Using the populated antenna models, the gener-
alized algorithm calculates a set of complex weights
(effecting amplitude scalings and phase shifts) to apply
to the output signals of the array elements’ ports.
The summation of these weighted signals optimizes
some appropriate figure of merit (e.g., the signal-to-
interference ratio (SIR) when the array operates in an
RF-interference (RFI) environment). These signal mod-
ifications effectively produce an antenna pattern having
high effective gain in the direction of the desired emitter
and low effective gains in the directions of the undesired
emitters. Note that effective gain is the total gain less
the polarization-mismatch loss, which is ideally very low
for the desired emitter and very high for all undesired
emitters.

Section II reviews this problem’s technical back-
ground. Section III generalizes the spatial-processing
technique of [1] assuming dual-polarization antenna
elements. Section IV presents high-fidelity digital-
simulation results for an array of realistic dual-polari-
zation antenna elements mounted on a representative
body. Section V concludes the paper with a summary
of key results and several suggestions for future work.

II. TECHNICAL BACKGROUND

This section reviews the technical background
needed for the development of Section III’s generalized
algorithm. Subsection A provides the general scenario’s
physical description, including the locations of the
receive-antenna elements, the single desired emitter, and
the potentially multiple undesired emitters. Subsection B
mathematically specifies the desired and undesired emit-
ters’ transmitted signals. Subsections C, D, and E respec-
tively characterize the receive-antenna array’s elements,
the desired emitter’s antenna, and the undesired emit-
ters’ antennas. Subsection F derives the electric fields
incident on the receive-antenna elements. Subsection G
develops the array elements’ output signals. Subsection
H describes the receiver/spatial-processor model fed by
the receive-antenna array’s elements. Section I presents
the problem statement.

A. Physical description of scenario

The diagram of Figure 1 notionally depicts the sce-
nario of interest. A receive-antenna array mounted on a
body of potentially complex shape and material compo-
sition attempts to receive an RF signal from a desired
far-field emitter. Multiple spatially diverse undesired
far-field RF emitters interfere with the desired signal’s
reception. Note that the body may be physically between
one or more of the receive array’s elements and one or
more of the scenario’s emitters.

Figure 2 shows the basic scenario geometry in
which an array of M dual-polarization antenna elements
arranged on a body receives signals from a single desired
far-field emitter and N undesired far-field emitters. The

Fig. 1. Notional depiction of scenario.
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Fig. 2. Basic scenario geometry.

Cartesian coordinate system shown in Figure 2 has its
origin at O, some convenient point near the physical cen-
ter of the antenna array on the body. Figure 2 also shows
a spherical coordinate system using the traditional quan-
tities of the distance r (r ≥ 0) and the two orthogonal
angles θ(0 ≤ θ ≤ π) and φ(0 ≤ φ < 2π) to specify an
arbitrary point of interest.

The single desired emitter’s antenna’s phase center,
located at D, has spherical coordinates (r(d),θ (d),φ (d))
and Cartesian coordinates⎡⎣ x(d)

y(d)

z(d)

⎤⎦=

⎡⎢⎣ r(d)sθ (d)cφ (d)

r(d)sθ (d)sφ (d)

r(d)cθ (d)

⎤⎥⎦ , (1)

where we use the shorthand notation[
cρ sρ

]
=

[
cos(ρ) sin(ρ)

] ∀ρ ∈ R. (2)

The nth undesired emitter’s antenna’s phase center,
located at Un, has spherical coordinates (r(u)n ,θ (u)

n ,φ (u)
n )

and Cartesian coordinates⎡⎢⎣ x(u)n

y(u)n

z(u)n

⎤⎥⎦=

⎡⎢⎢⎣
r(u)n s

θ (u)
n

c
φ (u)

n

r(u)n s
θ (u)

n
s

φ (u)
n

r(u)n c
θ (u)

n

⎤⎥⎥⎦ , n ∈ {1, · · · ,N}. (3)

The phase center of the mth element’s pth port has Carte-
sian coordinates (xm,p

(a), ym,p
(a), zm,p

(a)).
As shown in Figure 2, we define three orthogonal

unit vectors associated with the antenna array and the
desired emitter. Firstly, unit vector

a3 =
[

sθ (d)cφ (d) sθ (d)sφ (d) cθ (d)

]T
, (4)

with T denoting simple (unconjugated) transposition,
points along the ray from O to D (i.e., in the direction of

increasing distance from O at D). Secondly, unit vector

a1 =
[

cφ (d)cθ (d) sφ (d)cθ (d) −sθ (d)

]T
, (5)

points in the direction of the antenna array’s increasing
θ at D. Thirdly, unit vector

a2 =
[
−sφ (d) cφ (d) 0

]T
, (6)

points in the direction of the antenna array’s increasing φ
at D. Unit vectors a1 and a2 are parallel to all planes nor-
mal to the line passing through O and D. Thus, for any
point on this line, the plane defined by these unit vectors
contains the polarization ellipse of a plane electromag-
netic (EM) wave propagating between D and O.

As shown in Figure 2, we define three orthogonal
unit vectors associated with the antenna array and the
nth undesired emitter. Firstly, unit vector

un,3 =
[

s
θ (u)

n
c

φ (u)
n

s
θ (u)

n
s

φ (u)
n

c
θ (u)

n

]T
, (7)

points along the ray from O to Un (i.e., in the direction of
increasing distance from O at Un). Secondly, unit vector

un,1 =
[

c
φ (u)

n
c

θ (u)
n

s
φ (u)

n
c

θ (u)
n

−s
θ (u)

n

]T
, (8)

points in the direction of the antenna array’s increasing
θ at Un. Thirdly, unit vector

un,2 =
[
−s

φ (u)
n

c
φ (u)

n
0
]T

, (9)

points in the direction of the antenna array’s increasing φ
at Un. Unit vectors un,1 and un,2 are parallel to all planes
normal to the line passing through O and Un. Thus, for
any point on this line, the plane defined by these unit
vectors contains the polarization ellipse of a plane EM
wave propagating between Un and O.

As shown in Figure 3, unit vector
p3 =−a3, (10)

points along the ray from D to O. We define the orien-
tation of the desired emitter’s local spherical coordinate

Fig. 3. Unit vectors associated with the desired emitter.
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system, having origin at D, to satisfy two requirements.
Firstly, unit vector

p1 =−a1, (11)

points in the direction of the desired emitter’s increasing
θ at O. Secondly, unit vector

p2 = a2, (12)

points in the direction of the desired emitter’s increasing
φ at O. Unit vectors p1 and p2 define planes normal to
the line passing through O and D. Thus, for any point on
this line, the plane defined by these unit vectors contains
the polarization ellipse of a plane EM wave propagating
between D and O.

As shown in Figure 4, unit vector

qn,3 =−un,3, (13)

points along the ray from Un to O. We define the orienta-
tion of the nth undesired emitter’s local spherical coordi-
nate system, having origin at Un, to satisfy two require-
ments. Firstly, unit vector

qn,1 =−un,1, (14)

points in the direction of the nth undesired emitter’s
increasing θ at O. Secondly, unit vector

qn,2 = un,2, (15)

points in the direction of the nth undesired emitter’s
increasing φ at O. Unit vectors qn,1 and qn,2 define
planes normal to the line containing O and Un. Thus,
for any point on this line, the plane defined by these unit
vectors contains the polarization ellipse of a plane EM
wave propagating between Un and O.

Fig. 4. Unit vectors associated with the nth undesired
emitter.

B. Mathematical description of transmitted signals

The desired emitter’s transmitter sends to its antenna
the deterministic narrowband signal

x(d)(t) = A(d)(t)cos
[
2π fRFt + γ(d)(t)

]
, (16)

where A(d )(t) and γ(d )(t) are the narrowband signal’s
slowly varying amplitude modulation and phase modu-
lation, respectively, f RF is the center RF in hertz, and t is
time in seconds. Assuming the desired emitter’s antenna
has unit impedance, the desired emitter’s time-averaged
power is

P(d) =
[
A(d)

]2
/

2, (17)

if we also assume A(d )(t) is a constant A(d ).
The nth undesired emitter’s transmitter sends to its

antenna the zero-mean, wide-sense stationary (WSS)
random narrowband signal

x(u)n (t) = x(u)I,n (t)cos(2π fRFt)− x(u)Q,n(t)sin(2π fRFt),
(18)

where xI ,n
(u)(t) and xQ,n

(u)(t) are, respectively, the
inphase (I) and quadrature (Q) components of xn

(u)(t).
We assume the N undesired emitters’ signals are mutu-
ally uncorrelated.

The nth undesired emitter’s signal has double-sided
PSD

S(u)n ( f ) =
N(u)

n

2

[
Π

(
f − fRF

B(u)
n

)
+Π

(
f + fRF

B(u)
n

)]
,

(19)
where Nn

(u)/2 is the PSD’s level in W/Hz, Bn
(u) is the

bandwidth in Hz, and

Π(x) =
{

1, |x| ≤ 1/2
0, otherwise , (20)

is the unit pulse function. The nth undesired emitter’s
I and Q components are independent, zero-mean, WSS
random lowpass processes with double-sided PSD

S
(u)

I,n( f ) = S
(u)

Q,n( f ) = N(u)
n Π

(
f/B(u)

n

)
. (21)

C. Electrical description of antenna array

We assume complete quantitative knowledge of the
practically planar vector electric field

E
(a)
m,p(t,r(a),θ ,φ , fRF) =

v1(θ ,φ)E
(a)
m,p,1(r

(a),θ ,φ , fRF)

×cos[2π fRFt + γ(a)m,p,1(r
(a),θ ,φ , fRF)]

+v2(θ ,φ)E
(a)
m,p,2(r

(a),θ ,φ , fRF)

×cos[2π fRFt + γ(a)m,p,2(r
(a),θ ,φ , fRF)]

, (22)

produced at known far-field slant range r(a) from O for
every combination of θ and φ corresponding to a sce-
nario emitter when monochromatic source signal

ss(t) = As cos(2π fRFt + γs), (23)
exclusively stimulates port p of array element m with
all elements present on the body. In (22) direction-
dependent unit vector vi, i ∈{1,2}, can represent ai or
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un,i as appropriate. Equation (22) is the electric field pro-
duced at a point with spherical coordinates (r(a), θ , φ )
when element m is transmitting due to the stimulation by
(23) of only its pth port while all other elements are phys-
ically present but electrically inactive. A CES is the most
practical source of such high-fidelity data, but sophisti-
cated testing might be capable of generating these data.
Figure 5 shows the high-fidelity antenna model [15] cor-
responding to the pth port of the antenna array’s mth ele-
ment. The model has two sets of direction-dependent
parameters. The first set comprises an apparent inter-
nal attenuation Km,p,1

(a)(θ ,φ ) and an apparent internal
delay τm,p,1

(a)(θ ,φ ) associated with an antenna perfectly
linearly polarized along v1. The second set comprises
an apparent internal attenuation Km,p,2

(a)(θ ,φ ) and an
apparent internal delay τm,p,2

(a)(θ ,φ ) associated with a
collocated antenna perfectly linearly polarized along v2.

The model’s apparent internal attenuations are

K(a)
m,p,i(r

(a),θ ,φ , fRF) =√
2E(a)

m,p,i(r
(a),θ ,φ , fRF )

As
K(a), i ∈ {1,2},

(24)

where [16]
K(a) = λ r(a)/Z0. (25)

In (25) the EM wave’s wavelength is
λ = c/ fRF , (26)

where c is the speed of light (exactly 299,792,458 m/s
in free space, the assumed propagation medium). Also,
in (25) Z0 = 4π×10−7c ≈ 376.7303 Ω is the intrinsic
impedance of free space.

The model’s apparent internal time delays are

τ(a)m,p,i(θ ,φ , fRF)≈ γs−γ(a)m,p,i(r
(a),θ ,φ , fRF )

2π fRF

−r(a)/c+ k(a)m,p,i/ fRF

+
[
sθ cφ x(a)m,p + sθ sφ y(a)m,p + cθ z(a)m,p

]/
c, i ∈ {1,2},

(27)

where km,p,i
(a) is any integer satisfying

γ(a)m,p,i(r
(a),θ ,φ , fRF) = γs +2πk(a)m,p,i

−2π fRF

[
r(a) + sθ cφ x(a)m,p + sθ sφ y(a)m,p + cθ z(a)m,p

]/
c

−2π fRF τ(a)m,p,i(r
(a),θ ,φ , fRF).

(28)

Fig. 5. Model for the pth port of the antenna array’s mth
element.

We intuitively choose each km,p,i
(a) to make the cor-

responding τm,p,i
(a) positive but minimal. Note that

(24) and (27) account for the presence of the body
and the other antenna elements. In other words, for
each of the array’s 2M ports, this technique produces
apparent internal attenuations and delays which gener-
ally differ—often significantly—from the apparent inter-
nal attenuations and delays obtained in the absence of the
other antenna elements and the body.

D. Electrical description of desired emitter’s antenna

We assume the desired emitter’s transmit antenna
has a known total gain of G(d ) in the direction of O. We
further assume the desired emitter’s transmit antenna has
a known polarization characterized by axial ratio R(d ),
tilt angle α(d ), and rotation sense s(d ) in the direction of
O. The phase difference δ (d ) between the untilted spa-
tially orthogonal electric field components appearing in
the far field is [16]

δ (d) =

{−π/2, s(d) = R
π/2, s(d) = L

. (29)

Given these characteristics, we model the desired emit-
ter’s transmit antenna as shown in Figure 6, where [16]

K(d)
1 = K̄(d)

1 K(d), (30)

K(d)
2 = K̄(d)

2 K(d), (31)

τ(d)1 = − �
[
cα(d) − sα(d)e jδ (d)

/R(d)
]/

(2π fRF)

−r(d)/c+ k(d)1 / f RF ,
(32)

and

τ(d)2 = − �
[
sα(d) + cα(d)e jδ (d)

/R(d)
]/

(2π fRF)

−r(d)/c+ k(d)2 / f RF .
(33)

In (30) and (31), respectively,

K̄(d)
1 =

1
r(d)

√
Z0G(d)

2π

∣∣∣∣∣cα(d) − s
α(d) e jδ (d)

R(d)

∣∣∣∣∣√√√√∣∣∣∣∣cα(d) − s
α(d) e jδ (d)

R(d)

∣∣∣∣∣
2

+

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣
2
,

(34)

Fig. 6. Model for the desired emitter’s transmit antenna.



BELEN, TARI, MAHOUTI, BELEN, ÇALIŞKAN: SURROGATE-BASED DESIGN OPTIMIZATION OF MULTI-BAND ANTENNA 24

and

K̄(d)
2 =

1
r(d)

√
Z0G(d)

2π

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣√√√√∣∣∣∣∣cα(d) − s
α(d) e jδ (d)

R(d)

∣∣∣∣∣
2

+

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣
2
.

(35)
In both (30) and (31),

K(d) = A(d)
s λ
2

√
G(d)

Z0π
[(

E(d)
1

)2
+
(

E(d)
2

)2
]
, (36)

where [16] As
(d ) is the amplitude in volts of the

monochromatic source signal which results in the ampli-
tudes E1

(d ) and E2
(d ) of the spatially orthogonal electric-

field components appearing at O. In (32) and (33), posi-
tive integers k1

(d ) and k2
(d ) respectively satisfy

�
[
cα(d) − sα(d)e jδ (d)

/R(d)
]
=

−2π fRF τ(d)1 −2π fRF r(d)/c+2πk(d)1

, (37)

and

�
[
sα(d) + cα(d)e jδ (d)

/R(d)
]
=

−2π fRF τ(d)2 −2π fRF r(d)/c+2πk(d)2 .
(38)

E. Electrical description of undesired emitters’ anten-
nas

We assume the nth undesired emitter’s transmit
antenna has a known total gain of Gn

(u) in the direc-
tion of O. We further assume that, in the direction of
O, the nth undesired emitter’s transmit antenna has a
polarization characterized by axial ratio Rn

(u), tilt angle
αn

(u), and rotation sense sn
(u). The phase difference

δ n
(u) between the untilted spatially orthogonal electric-

field components appearing in the far field is [16]

δ (u)
n =

{
−π/2, s(u)n = R
π/2, s(u)n = L

. (39)

Given these characteristics, we model the nth unde-
sired emitter’s transmit antenna as shown in Figure 7,
where [16]

K(u)
n,1 = K̄(u)

n,1 K(u)
n , (40)

K(u)
n,2 = K̄(u)

n,2 K(u)
n , (41)

τ(u)n,1 = − �
[
c

α(u)
n

− s
α(u)

n
e jδ (u)

n /R(u)
n

]/
(2π fRF)

−r(u)n /c+ k(u)n,1/ f RF ,
(42)

and

τ(u)n,2 = − �
[
s

α(u)
n

+ c
α(u)

n
e jδ (u)

n /R(u)
n

]/
(2π fRF)

−r(u)n /c+ k(u)n,2/ f RF .
(43)

Fig. 7. Model for the nth undesired emitter’s transmit
antenna.

In (40) and (41), respectively,

K̄(u)
n,1 =

1
r(u)n

√
Z0G(u)

n
2π

∣∣∣∣∣∣cα(u)
n

−
s
α(u)

n
e jδ (u)n

R(u)
n

∣∣∣∣∣∣√√√√√
∣∣∣∣∣∣cα(u)

n
−

s
α(u)

n
e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣sα(u)
n

+
c

α(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2
,

(44)
and

K̄(u)
n,2 =

1
r(u)n

√
Z0G(u)

n
2π

∣∣∣∣∣∣sα(u)
n

+
c

α(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣√√√√√
∣∣∣∣∣∣cα(u)

n
−

s
α(u)

n
e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣sα(u)
n

+
c

α(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2
.

(45)
In both (40) and (41),

K(u)
n =

A(u)
n,s λ
2

√√√√√√ G(u)
n

πZ0

[(
E(u)

n,1

)2
+

(
E(u)

n,2

)2
] =

λ r(u)n

Z0
,

(46)
where [16] An,s

(u) is the amplitude in volts of the
monochromatic source signal which results in the ampli-
tudes En,1

(u) and En,2
(u) of the spatially orthogonal

electric-field components appearing at O. In (42) and
(43), positive integers kn,1

(u) and kn,2
(u) respectively sat-

isfy

�
[
c

α(u)
n

− s
α(u)

n
e jδ (u)

n /R(u)
n

]
=

−2π fRF τ(u)n,1 −2π fRF r(u)n /c+2πk(u)n,1

, (47)

and
�

[
s

α(u)
n

+ c
α(u)

n
e jδ (u)

n /R(u)
n

]
=

−2π fRF τ(u)n,2 −2π fRF r(u)n /c+2πk(u)n,2.
(48)

F. Electric fields incident on antenna array’s elements

Since the desired emitter’s transmitter sends (16) to
its antenna, the desired emitter’s antenna effectively pro-
duces at a point very near D on the line passing through
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D and O the vector electric field [16]

E
(d)
D (t)≈

K(d)
1 A(d)(t)√

2
cos

[
2π fRF(t − τ(d)1 )+ γ(d)(t)

]
p1

+
K(d)

2 A(d)(t)√
2

cos
[
2π fRF(t − τ(d)2 )+ γ(d)(t)

]
p2.

(49)

After propagating to the receive-antenna array’s mth
element’s pth port’s phase center, the desired emitter’s
transmitted electric field is

E
(d)
m,p(t)≈−K̄(d)

1 A(d)(t − τ(d))/
√

2

×cos
[
2π fRF(t − τ(d)1 − τd→a

m,p )+ γ(d)(t − τ(d))
]

a1

+K̄(d)
2 A(d)(t − τ(d))/

√
2

×cos
[
2π fRF(t − τ(d)2 − τd→a

m,p )+ γ(d)(t − τ(d))
]

a2,

(50)
where

τ(d) = r(d)/c, (51)
is the propagation delay from D to O and

τ(d→a)
m,p = r(d→a)

m,p /c ≈ r(d)/c

−
[
sθ (d)cφ (d)x

(a)
m,p + sθ (d)sφ (d)y

(a)
m,p + cθ (d)z

(a)
m,p

]/
c
, (52)

is the propagation delay from D to the phase center of
the receive-antenna array’s mth element’s pth port.

Since the nth undesired emitter’s transmitter sends
(18) to its antenna, the nth undesired emitter’s antenna
produces at a point very near Un on the line passing
through Un and O the vector electric field [16]

E
(u)
n→Un

(t)≈ K(u)
n,1 A(u)

n (t)/
√

2

×cos
[
2π fRF(t − τ(u)n,1 )+ γ(u)n (t)

]
qn,1

+K(u)
n,2 A(u)

n (t)/
√

2

×cos
[
2π fRF(t − τ(u)n,2 )+ γ(u)n (t)

]
qn,2.

(53)

After propagating to the receive-antenna array’s mth ele-
ment’s pth port’s phase center, the nth undesired emit-
ter’s transmitted electric field is

E
(u)
n→m,p(t)≈−un,1K̄(u)

n,1 A(u)
n (t − τ(u)n )/

√
2

×cos
[
2π fRF(t − τ(u)n,1 − τ(u→a)

n→m,p)+ γ(u)n (t − τ(u)n )
]

+un,2K̄(u,n)
2 A(u)

n (t − τ(u)n )/
√

2

×cos
[
2π fRF(t − τ(u)n,2 − τ(u→a)

n→m,p)+ γ(u)n (t − τ(u)n )
]
,

(54)
where

τ(u)n = r(u)n /c, (55)
is the propagation delay from Un to O and

τ(u→a)
n→m,p = r(u→a)

n→m,p/c ≈ r(u)n /c

−
s
θ(u)n

c
φ(u)n

x(a)m,p+s
θ(u)n

s
φ(u)n

y(a)m,p+c
θ(u)n

z(a)m,p

c

, (56)

is the propagation delay from Un to the phase center of
the receive-antenna array’s mth element’s pth port.

G. Output signals of receive-antenna array’s elements

We assume the ports of the receive-antenna array’s
elements respond linearly to incident EM waves. That is,

each port’s response to the incident EM waves from the
desired and undesired emitters is the sum of that port’s
response to the individual incident EM waves. We fur-
ther assume mutually independent thermal-noise signals
corrupt the array’s 2M outputs.

The response of the receive-antenna array’s mth ele-
ment’s pth port to (50) is

x(d)m,p(t)≈−K(a)
m,p,1(θ

(d),φ (d))K̄(d)
1 A(d)(t − τ(d))/2

×cos
{

2π fRF

[
t − τ(d)1 − τ (d→a)

m,p − τ (a)
m,p,1(θ

(d),φ (d))
]

+ γ(d)(t − τ(d))
}

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2 A(d)(t − τ(d))/2

×cos
{

2π fRF

[
t − τ(d)2 − τ (d→a)

m,p − τ (a)
m,p,2(θ

(d),φ (d))
]

+ γ(d)(t − τ(d))
}
.

(57)
The response of the receive-antenna array’s mth ele-
ment’s pth port to (54) is

x(u,n)m,p (t)≈
−

[
K(a)

m,p,1(θ
(u)
n ,φ (u)

n )K̄(u)
n,1/2

]
A(u)

n (t − τ(u)n )

×cos
{

2π fRF

[
t − τ(u)n,1 − τ(u→a)

n→m,p − τ(a)m,p,1(θ
(u)
n ,φ (u)

n )
]

+ γ(u)n (t − τ(u)n )
}

+
[
K(a)

m,p,2(θ
(u)
n ,φ (u)

n )K̄(u)
n,2/2

]
A(u)

n (t − τ(u)n )

×cos
{

2π fRF

[
t − τ(u)n,2 − τ(u→a)

n→m,p − τ(a)m,p,2(θ
(u)
n ,φ (u)

n )
]

+ γ(u)n (t − τ(u)n )
}
.

(58)
WSS, Gaussian, zero-mean thermal-noise signal

x(tn)m,p(t) = x(tn)I,m,p(t)cos(2π fRFt)

−x(tn)Q,m,p(t)sin(2π f RFt)
, (59)

additively corrupts the output of the pth port of the
mth antenna-array element. In (59) xI ,m,p

(tn)(t) and
xQ,m,p

(t n)(t) are, respectively, the I and Q components
of xm,p

(tn)(t). The thermal-noise signal has PSD

S(tn)m,p( f ) =
N(tn)

m,p

2

[
Π

(
f − fRF

B(tn)
m,p

)
+Π

(
f + fRF

B(tn)
m,p

)]
,

(60)
where Nm,p

(tn)/2 is the PSD’s level in W/Hz and Bm,p
(tn)

is the RF bandwidth in Hz of the thermal noise of
the pth port of the mth antenna-array element. The I
and Q thermal-noise components of the pth port of the
mth antenna-array element are independent, zero-mean,
Gaussian, WSS random lowpass processes with PSD

S(tn)I,m,p( f ) = S(tn)Q,m,p( f ) = N(tn)
m,p Π

[
f/B(tn)

m,p

]
. (61)

H. Receiver/spatial-processor model

Figure 8 shows the 2M ports’ output signals feeding
the employed receiver/spatial-processor model. Phase-
synchronized quadrature demodulators [17] linearly pro-
duce the complex envelopes of their respective inputs.
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Fig. 8. Receiver/spatial-processor model.

Samplers then take time-coincident samples of these
complex envelopes, and the weight-and-sum network
produces a weighted sum of the 2M sampled values.
The model of Figure 8 represents several practical sys-
tems. For example, this model represents a system which
scales in amplitude and shifts in phase 2M RF signals
prior to summing them to produce a single RF signal
which then feeds, e.g., a global navigation satellite sys-
tem (GNSS) receiver or a single GNSS-receiver channel
(i.e., a channel corresponding to a specific GNSS satel-
lite’s unique pseudorandom-noise code).

The complex envelope of (57) is

x̃(d)m,p(t)≈ d̃m,pA(d)(t − τ(d))e jγ(d)(t−τ(d)), (62)
where

d̃m,p =−K(a)
m,p,1(θ

(d),φ (d))K̄(d)
1

/
2

×e− j2π fRF [τ
(d)
1 +τ(d→a)

m,p +τ(a)m,p,1(θ
(d),φ (d))]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

×e− j2π fRF [τ
(d)
2 +τ(d→a)

m,p +τ(a)m,p,2(θ
(d),φ (d))]

= e− j2π fRF τd→a
m,p

×
{
−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF

[
τ(d)1 +τ(a)m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

× e− j2π fRF

[
τ(d)2 +τ(a)m,p,2(θ

(d),φ (d))
]}

≈ e
− j2π fRF

⎡⎣ r(d)−s
θ(d)

c
φ(d)

x(a)m,p−s
θ(d)

s
φ(d)

y(a)m,p−c
θ(d)

z(a)m,p

c

⎤⎦
×

{
−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF

[
τ(d)1 +τ(a)m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

× e− j2π fRF

[
τ(d)2 +τ(a)m,p,2(θ

(d),φ (d))
]}

.

(63)

For future convenience we define

g̃m,p = e
− j2π fRF

⎡⎣−s
θ(d)

c
φ(d)

x(a)m,p−s
θ(d)

s
φ(d)

y(a)m,p−c
θ(d)

z(a)m,p

c

⎤⎦
×

{
−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF

[
τ(d)1 +τ(a)m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

×e− j2π fRF

[
τ(d)2 +τ(a)m,p,2(θ

(d),φ (d))
]}

⇒ d̃m,p ≈ e− j2π fRF r(d)/cg̃m,p.
(64)

The complex envelope of (58) is

x̃(u,n)m,p (t)≈ ũn,m,pA(u)
n (t − τ(u)n )e jγ(u)n (t−τ(u)n )

= ũn,m,p

[
x(u)I,n (t − τ(u)n )+ jx(u)Q,n(t − τ(u)n )

]
,

(65)

where
ũn,m,p =−K(a)

m,p,1(θ
(u)
n ,φ (u)

n )K̄(u)
n,1/2

×e− j2π fRF

[
τ(u)n,1+τ(u→a)

n→m,p+τ(a)m,p,1(θ
(u)
n ,φ (u)

n )
]

+K(a)
m,p,2(θ

(u)
n ,φ (u)

n )K̄(u)
n,2/2

×e− j2π fRF

[
τ(u)n,2+τ(u→a)

n→m,p+τ(a)m,p,2(θ
(u)
n ,φ (u)

n )
]

= e− j2π fRF τ(u→a)
n→m,p

[
−K(a)

m,p,1(θ
(u)
n ,φ (u)

n )K̄(u)
n,1/2

×e− j2π fRF

[
τ(u)n,1+τ(a)m,p,1(θ

(u)
n ,φ (u)

n )
]

+K(a)
m,p,2(θ

(u)
n ,φ (u)

n )K̄(u)
n,2/2

× e− j2π fRF

[
τ(u)n,2+τ(a)m,p,2(θ

(u)
n ,φ (u)

n )
]]

≈ e
− j2π fRF

⎡⎢⎣ r(u)n −s
θ(u)n

c
φ(u)n

x(a)m,p−s
θ(u)n

s
φ(u)n

y(a)m,p−c
θ(u)n

z(a)m,p

c

⎤⎥⎦
×

[
−K(a)

m,p,1(θ
(u)
n ,φ (u)

n )K̄(u)
n,1/2

×e− j2π fRF

[
τ(u)n,1+τ(a)m,p,1(θ

(u)
n ,φ (u)

n )
]

+K(a)
m,p,2(θ

(u)
n ,φ (u)

n )K̄(u)
n,2/2

× e− j2π fRF

[
τ(u)n,2+τ(a)m,p,2(θ

(u)
n ,φ (u)

n )
]]

.

(66)

For future convenience we define
h̃n,m,p =

e
− j2π fRF

⎡⎢⎣−s
θ(u)n

c
φ(u)n

x(a)m,p−s
θ(u)n

s
φ(u)n

y(a)m,p−c
θ(u)n

z(a)m,p

c

⎤⎥⎦
×

[
−K(a)

m,p,1(θ
(u)
n ,φ (u)

n )K̄(u)
n,1/2

×e− j2π fRF

[
τ(u)n,1+τ(a)m,p,1(θ

(u)
n ,φ (u)

n )
]

+K(a)
m,p,2(θ

(u)
n ,φ (u)

n )K̄(u)
n,2/2

× e− j2π fRF

[
τ(u)n,2+τ(a)m,p,2(θ

(u)
n ,φ (u)

n )
]]

⇒ ũn,m,p ≈ e− j2π fRF r(u)n /ch̃n,m,p.

(67)

The complex envelope of (59) is

x̃(tn)m,p(t) = x(tn)I,m,p(t)+ jx(tn)Q,m,p(t). (68)
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The component of the sampled complex envelope of the
mth element’s pth port’s output due to the desired emit-
ter’s signal is

x̃(d)m,p(ts) = X̃ (d)
m,p

≈ d̃m,pA(d)(ts − τ(d))e jγ(d)(ts−τ(d)).
(69)

The component of the sampled complex envelope of the
mth element’s pth port’s output due to the nth undesired
emitter’s signal is

x̃(u,n)m,p (ts) = X̃ (u,n)
m,p

≈ ũn,m,p

[
x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )

]
.

(70)

The component of the sampled complex envelope of the
mth element’s pth port’s output due to thermal noise is

x̃(tn)m,p(ts) = X̃ (tn)
m,p

= x(tn)I,m,p(ts)+ jx(tn)Q,m,p(ts) = X (tn)
I,m,p + jX (tn)

Q,m,p.
(71)

The receiver/spatial processor’s final output is

Z̃ =
2

∑
p=1

M

∑
m=1

w̃∗
m,p

[
X̃ (d)

m,p +
N

∑
n=1

X̃ (u)
n,m,p + X̃ (tn)

m,p

]
. (72)

The component of the receiver/spatial processor’s final
output due to the desired emitter’s signal is

S̃ =
2
∑

p=1

M
∑

m=1
w̃∗

m,pX̃ (d)
m,p

≈ A(d)(ts − τ(d))e jγ(d)(ts−τ(d))
2
∑

p=1

M
∑

m=1
w̃∗

m,pd̃m,p.
(73)

The component of the receiver/spatial processor’s final
output due to the N undesired emitters’ signals is

Ũ =
2
∑

p=1

M
∑

m=1
w̃∗

m,p

N
∑

n=1
X̃ (u)

n,m,p =
N
∑

n=1

2
∑

p=1

M
∑

m=1
w̃∗

m,pX̃ (u)
n,m,p

≈
N
∑

n=1

[
x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )

]
×

2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p.

(74)
The component of the receiver/spatial processor’s final
output due to the 2M thermal-noise signals is

Ñ =
2
∑

p=1

M
∑

m=1
w̃∗

m,pX̃ (tn)
m,p

=
2
∑

p=1

M
∑

m=1
w̃∗

m,p

[
X (tn)

I,m,p + jX (tn)
Q,m,p

]
.

(75)

I. Problem statement

We define the SIR as [12]

SIR Δ
=

∣∣S̃∣∣2
E
[∣∣Ũ + Ñ

∣∣2] , (76)

where E(·) denotes expectation. We desire to maximize
(76) by choosing

w =
[

w̃1,1 w̃1,2 · · · w̃M,1 w̃M,2
]T (77)

subject to the traditional and practical constraint [12]
w′w = 1, (78)

where the ′ represents conjugated matrix transposition.

III. ALGORITHM GENERALIZATION

This section generalizes the spatial-processing algo-
rithm of [1] to support arrays of dual-polarization
antenna elements. The squared magnitude of (73) is∣∣S̃∣∣2 ≈ [

A(d)(ts − τ(d))
]2

∣∣∣∣∣ 2
∑

p=1

M
∑

m=1
w̃∗

m,pd̃m,p

∣∣∣∣∣
2

≈
[
A(d)(ts − τ(d))

]2
∣∣∣∣∣ 2

∑
p=1

M
∑

m=1
w̃∗

m,pe− j2π fRF r(d)/cg̃m,p

∣∣∣∣∣
2

=
[
A(d)(ts − τ(d))

]2
∣∣∣∣∣ 2

∑
p=1

M
∑

m=1
w̃∗

m,pg̃m,p

∣∣∣∣∣
2

.

(79)
By defining a second complex vector

s =
[

g̃1,1 g̃1,2 · · · g̃M,1 g̃M,2
]T

, (80)
we can write (79) as∣∣S̃∣∣2 ≈ [

A(d)(ts − τ(d))
]2 ∣∣w′s

∣∣2 . (81)

Since the 2M thermal-noise signals and the N undesired
emitters’ signals are zero mean and mutually uncorre-
lated,

E
[∣∣Ũ + Ñ

∣∣2] = E
[(

Ũ + Ñ
)(

Ũ + Ñ
)∗]

= E
[∣∣Ũ∣∣2 +ŨÑ∗+ ÑŨ∗+

∣∣Ñ∣∣2]
= E

[∣∣Ũ∣∣2]+E
[∣∣Ñ∣∣2] , (82)

so
SIR =

∣∣S̃∣∣2 /{
E
[∣∣Ũ∣∣2]+E

[∣∣Ñ∣∣2]}. (83)

Now,

E
[∣∣Ñ∣∣2]= E

⎡⎣∣∣∣∣∣ 2
∑

p=1

M
∑

m=1
w̃∗

m,p

[
X (tn)

I,m,p + jX (tn)
Q,m,p

]∣∣∣∣∣
2
⎤⎦

= E

{[
2
∑

p=1

M
∑

m=1
w̃∗

m,p

[
X (tn)

I,m,p + jX (tn)
Q,m,p

]]

×
[

2
∑

p=1

M
∑

m=1
w̃m,p

[
X (tn)

I,m,p − jX (tn)
Q,m,p

]]}

= E

{
2
∑

p=1

2
∑

q=1

M
∑

m=1

M
∑

l=1
w̃∗

m,p

[
X (tn)

I,m,p + jX (tn)
Q,m,p

]
×w̃l,q

[
X (tn)

I,l,q − jX (tn)
Q,l,q

]}
=

2
∑

p=1

2
∑

q=1

M
∑

m=1

M
∑

l=1
w̃∗

m,pw̃l,q

{
E
[
X (tn)

I,m,pX (tn)
I,l,q

]
+ E

[
X (tn)

Q,m,pX (tn)
Q,l,q

]}
=

2
∑

p=1

2
∑

q=1

M
∑

m=1

M
∑

l=1
w̃∗

m,pw̃l,q

{
2N(tn)

m,p B(tn)
m,pδm,lδp,q

}
= 2

2
∑

p=1

2
∑

q=1

M
∑

m=1
N(tn)

m,p B(tn)
m,pw̃∗

m,pw̃m,qδp,q

= 2
2
∑

p=1

M
∑

m=1
N(tn)

m,p B(tn)
m,p

∣∣w̃m,p
∣∣2,

(84)
where δ m,l represents the Kronecker delta function, hav-
ing a value of unity if m = l and zero otherwise. We next
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write

E
[∣∣Ũ∣∣2]= E

(
ŨŨ∗)

≈ E
{{

N
∑

n=1

[
x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )

]
×

(
2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p

)}
×

{
N
∑

n=1

[
x(u)I,n (ts − τ(u)n )− jx(u)Q,n(ts − τ(u)n )

]
×

(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗n,m,p

)}}
= E

{
N
∑

n=1

N
∑

l=1

[
x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )

]
×

[
x(u)I,l (ts − τ(u)l )− jx(u)Q,l(ts − τ(u)l )

]
×

(
2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)}
=

N
∑

n=1

N
∑

l=1
E
{[

x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )
]

×
[
x(u)I,l (ts − τ(u)l )− jx(u)Q,l(ts − τ(u)l )

]}
×

(
2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)
.

(85)

Manipulation of the expectation in (85) produces

E
{[

x(u)I,n (ts − τ(u)n )+ jx(u)Q,n(ts − τ(u)n )
]

×
[
x(u)I,l (ts − τ(u)l )− jx(u)Q,l(ts − τ(u)l )

]}
= E

[
x(u)I,n (ts − τ(u)n )x(u)I,l (ts − τ(u)l )

]
+E

[
x(u)Q,n(ts − τ(u)n )x(u)Q,l(ts − τ(u)l )

]
= 2N(u)

n B(u)
n δn,l .

(86)

Substituting (86) into (85) gives

E
[∣∣Ũ∣∣2]≈ N

∑
n=1

N
∑

l=1

[
2N(u)

n B(u)
n δn,l

×
(

2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)]

=
N
∑

n=1
2N(u)

n B(u)
n

(
2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,p

)

×
(

2
∑

p=1

M
∑

m=1
w̃m,pũ∗n,m,p

)
=

N
∑

n=1
2N(u)

n B(u)
n

2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗

m,pũn,m,pw̃k,qũ∗n,k,q

=
2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗

m,pw̃k,q

×
N
∑

n=1
2N(u)

n B(u)
n ũn,m,pũ∗n,k,q

=
2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗

m,pw̃k,q

×
N
∑

n=1
2N(u)

n B(u)
n h̃n,m,ph̃∗n,k,q.

(87)

For each n (1 ≤ n ≤ N), we define a 2M × 2M matrix

Qn = 2N(u)
n B(u)

n

⎡⎢⎢⎢⎢⎢⎣
h̃n,1,1
h̃n,1,2

...
h̃n,M,1
h̃n,M,2

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
h̃∗n,1,1
h̃∗n,1,2

...
h̃∗n,M,1
h̃∗n,M,2

⎤⎥⎥⎥⎥⎥⎦

T

. (88)

We can then write

E
[∣∣Ũ∣∣2]= w′

(
N

∑
n=1

Qn

)
w. (89)

Thus, substituting (81), (84), and (89) into (83) gives

SIR ≈
[
A(d)(ts − τ(d))

]2|w′s|2
N
∑

n=1
w′Qnw+2

2
∑

p=1

M
∑

m=1
N(tn)

m,p B(tn)
m,p

∣∣w̃m,p
∣∣2

=
[
A(d)(ts − τ(d))

]2∣∣w′s
∣∣2/(

w′Rw
)
,

(90)

where
R = ∑N

n=1 Qn +diag
[
2N(tn)

1,1 B(tn)
1,1 , 2N(tn)

1,2 B(tn)
1,2 ,

· · · , 2N(tn)
M,1B(tn)

M,1, 2N(tn)
M,2B(tn)

M,2

]
.

(91)

We maximize (90) by choosing
w = kCR−1s, (92)

where kC is an arbitrary nonzero complex constant.
Finally, we satisfy (78) with

w′w = 1 = k∗Cs′(R−1)′kCR−1s

= |kC|2 s′(R−1)′R−1s ⇒ |kC|= 1
/√

s′(R−1)′R−1s.

(93)
Since any phase angle for kC is acceptable, we choose
for convenience

kC = 1
/√

s′ (R−1)′ R−1s. (94)

IV. SIMULATION RESULTS

To demonstrate the generalized algorithm’s perfor-
mance, we reconsider the example scenario of [1]. Fig-
ure 9 shows a perfectly electrically conducting (PEC)

Fig. 9. Antenna array on cylindrical PEC body.
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Table 1: Emitter parameters

Emitter r (km) θ (◦) φ (◦) Transmit

Pow. (W)
G (dB)

Des. 100 35 50 don’t care
Undes. 1 100 35 140 0.1 20
Undes. 2 100 105 155 1 20
Undes. 3 100 165 105 2 20

cylindrical body with outer radius 0.5 m and length 1 m.
We longitudinally center a 4×4 array of identical, dual-
polarization patch (microstrip) antennas on the body’s
curved outer surface. We number these 16 array ele-
ments as shown in Figure 9. Using the procedure of [2],
we design the array’s probe-fed elements for operation
at GPS L1 (f RF = 1575.42 MHz). We longitudinally and
circumferentially separate the elements by a half wave-
length (9.52 cm). We assume the thermal-noise signal at
the output of each port has a noise temperature of 576
K (representing a receive channel with a 4.75-dB stan-
dard noise figure [18]) and an RF bandwidth of 1 MHz.
Table 1 lists the parameters of the scenario’s desired and
undesired emitters. All scenario emitters operate at GPS
L1 and with perfect RHC polarization. All undesired
emitters have 1-MHz RF noise bandwidths.

Figure 10’s additional detail of element 11 includes
the numbering (common to all 16 elements) of its two
feed points (the physical points on the patch to which the
ports are directly electrically connected by a probe feed).
Each feed point corresponds to a nominally orthogonal
linear polarization in the direction normal to the ele-
ment’s copper patch. In [1] we configured each element
for single-port operation (thus needing only one complex
weight) by applying the same signal to both feed points
but with an additional 90◦ phase lag for feed point 2 with
respect to feed point 1. This configuration achieved nom-
inally RHC polarization in the direction normal to the
element’s patch.

For this paper’s generalized algorithm, we assume
the receiver/spatial-processor structure of Figure 8 and

Fig. 10. Detail of antenna element 11.

Table 2: MoM solution and corresponding antenna-
model parameters for m = p = 1 at θ = 35

◦
and φ = 50

◦

Re[Ẽ1
(a,1,1)(θ ,φ )] –1.5550709 × 10−5 V m−1

Im[Ẽ1
(a,1,1)(θ ,φ )] 3.50444601 × 10−6 V m−1

E1
(a,1,1)(θ ,φ ) 1.59406930 × 10−5 V m−1

γ1
(a,1,1)(θ ,φ ) 2.919939365 rad

K1
(a,1,1)(θ ,φ ) 0.00113871745

τ1
(a,1,1)(θ ,φ ) 1.89938530409 × 10−10 s
k1

(a,1,1) 525,505
Re[Ẽ2

(a,1,1)(θ ,φ )] 2.03270802 × 10−5 V m−1

Im[Ẽ2
(a,1,1)(θ ,φ )] –6.2683354 × 10−6 V m−1

E2
(a,1,1)(θ ,φ ) 2.12716294 × 10−5 V m−1

γ2
(a,1,1)(θ ,φ ) –0.2991212046 rad

K2
(a,1,1)(θ ,φ ) 0.0015195309

τ2
(a,1,1)(θ ,φ ) 5.151403190 × 10−10 s
k2

(a,1,1) 525,505

Table 3: Complex weights
m p Value

1 1 0.077819763793407 – j0.029465368993892
2 0.12459247349541 + j0.056703522041672

2 1 0.04516455849397 + j0.088872686331463
2 –0.065219319424497 + j0.12102226092079

3 1 –0.084334092382453 + j0.05080185997583
2 –0.080437225078455 – j0.03253844379338

4 1 –0.064700015503375 – j0.09520474257253
2 –0.006716174970139 – j0.09855765370402

5 1 0.07240921216198 + j0.128209559888171
2 –0.15646309053785 + j0.092759629157202

6 1 –0.1181600997625 + j0.0987977754199944
2 –0.12530905300321 – j0.158594127589902

7 1 0.121564402276342 – j0.100967272857737
2 0.129714464685709 – j0.137050242386695

8 1 0.086584951359559 – j0.138732803481413
2 0.17288811461883 + j0.089184429403536

9 1 –0.14794676203213 + j0.222500477675839
2 –0.18429998546202 – j0.104658615087023

10 1 –0.24105956227135 – j0.087952073329248
2 0.09175938725054 – j0.211979313185187

11 1 0.036227149294823 – j0.253494967774504
2 0.20696199056989 + j0.044332359948352

12 1 0.23987987902997 – j0.0066528888725053
2 0.003340598877023 + j0.21313132797126

13 1 –0.15316226330551 – j0.026851522912361
2 –0.036866990090258 – j0.13751921996212

14 1 0.0022933490913445 – j0.16987881222102
2 0.15162145119333 – j0.0696164846633674

15 1 0.160637367698868 – j0.026138400102631
2 0.056684020299592 + j0.15759987438645

16 1 0.040167786422328 + j0.17579356008101
2 –0.13038580760452 + j0.081501570656114
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seek the 32 complex weights to maximize (90). To this
end we first populate the parameters of the desired and
undesired emitters’ antenna models of Figure 6 and Fig-
ure 7, respectively, using the technique of [16]. We then
use a CES (FEKO’s method-of-moments (MoM) solver)
to calculate the far-field vector electric-field data for each
port of each antenna element with that port enabled and
the other 31 ports disabled. We collect the far-field vec-
tor electric-field data at a constant slant range of 100 km
for 0

◦ ≤ θ ≤ 180
◦

and 0
◦ ≤ φ < 360

◦
in 5

◦
increments

each. To populate the parameters of the model of Fig-
ure 5 for all 32 ports, we process the electric-field data
according to (24)–(28), assuming the phase center is at
the center of the corresponding element’s copper patch.
Table 2 shows FEKO’s electric-field solution and the cor-
responding antenna-model parameters for the first ele-
ment’s first port for θ = 35

◦
and φ = 50

◦
.

Table 3 lists the complex weights calculated with
(92) and (94). To find the optimally weighted array’s
total and effective receive-gain patterns, we firstly
exploit the principle of reciprocity by applying the calcu-
lated complex weights to the respective ports as source-
signal amplitudes and phases. We then use FEKO’s
MoM solver to numerically calculate the total and effec-
tive (RHC-polarization, in this case) transmit-gain pat-
terns.

The annotated plots of Figure 11 and Figure 12
respectively show the achieved total-gain and effective-
gain patterns. Clearly, the resulting gain patterns favor
the desired emitter’s angular location with high total
gain and nearly equal effective (i.e., RHC-polarization)
gain, indicating very low polarization-mismatch loss due
to an excellent match to the desired emitter’s polar-
ization. In sharp contrast, however, the resulting gain
patterns disfavor the undesired emitters’ angular loca-
tions with significantly lower total gains and strik-
ingly lower RHC-polarization gains, indicating very high
polarization-mismatch losses due to nearly perfect mis-

Fig. 11. Total-gain pattern of optimally weighted array.

Fig. 12. Effective-gain pattern of optimally weighted
array.

matches to the undesired emitters’ polarization. That is,
in the directions of the undesired emitters, the optimally
weighted array’s polarization states are nearly perfectly
antipodal to the undesired emitters’ RHC polarization
states [19]. Also, as we intuitively expect, the spatial-
processing algorithm’s calculated weights result in the
deepest effective null to counter the most powerful unde-
sired emitter.

Table 4 lists the achieved antenna gain and polar-
ization characteristics corresponding to the desired
and undesired emitters’ directions for three spatial-
processing algorithms. Firstly, the traditional spatial-
processing algorithm of [12] uses each individual ele-
ment’s (total) receive directivity (as calculated with
FEKO’s MoM solver) in the directions of all emitters
due to the element itself, the cylindrical body, and the
other elements. However, when calculating its sixteen
complex weights, this first approach does not account
for the apparent signal phase shifts (time delays) intro-
duced within each individual element. Note that this
first approach assumes each element is nominally RHC
polarized (i.e., each element has a single port which
drives both patch feed points with equal amplitude but
with a 90◦ phase lag applied between the element’s
single port and its second feed point). Secondly, we
repeat the results of the modern, improved algorithm of
[1]. Like the traditional algorithm, the improved algo-
rithm assumes single-port, nominally RHC-polarized
elements. However, when calculating the sixteen com-
plex weights, the improved algorithm does account for
each individual element’s apparent internal attenuations
and phase shifts using the high-fidelity antenna model
of [15]. Thirdly, we report the results of this paper’s
generalized algorithm in which we apply the thirty-two
complex weights to their corresponding array ports (each
connected directly to a patch feed point).

The results listed in Table 4 indicate the improved
algorithm of [1] drastically outperforms the traditional
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Table 4: Achieved antenna gain and polarization charac-
teristics in emitter directions

Traditional Improved Generalized

Algorithm Algorithm Algorithm

Desired Emitter

G 12.65 dB 12.78 dB 13.04 dB
Ge f f 12.63 dB 12.76 dB 13.02 dB
Lpmm 0.02 dB 0.02 dB 0.02 dB

R 1.137 1.149 1.159
α 63.53◦ 63.87◦ 19.53◦
s R R R

Undesired Emitter 1

G –2.64 dB –29.08 dB –17.82 dB
Ge f f –2.72 dB –43.24 dB –43.37 dB
Lpmm 0.09 dB 14.16 dB 25.56 dB

R 1.329 1.500 1.112
α 175.84◦ 21.21◦ 74.61◦
s R L L

Undesired Emitter 2

G –15.54 dB –25.83 dB –14.02 dB
Ge f f –18.85 dB –49.54 dB –50.95 dB
Lpmm 3.30 dB 23.71 dB 39.94 dB

R 30.488 1.140 1.029
α 143.22◦ 85.97◦ 88.28◦
s L L L

Undesired Emitter 3

G –24.81 dB –32.59 dB –25.67 dB
Ge f f –30.32 dB –65.61 dB –76.45 dB
Lpmm 5.52 dB 33.02 dB 50.79 dB

R 4.333 1.046 1.006
α 30.03◦ 31.03◦ 118.56◦
s L L L

algorithm in nullsteering. Specifically, the improved
algorithm yielded much lower effective gain (the most
important figure of merit highlighted in yellow in
Table 4) in each undesired emitter’s direction. The
improved algorithm also yielded modestly better beam-
forming as evidenced by its higher effective gain in the
desired emitter’s direction. The improved algorithm’s
performance advantage stems from complex weights cal-
culated using high-fidelity quantitative data describing
each element’s apparent internal attenuations and delays
which account for that element’s inherent structure and
the presence of the body and the other elements.

The results listed in Table 4 also indicate this paper’s
generalized algorithm yields even better nullsteering and
beamforming than the improved algorithm. The general-
ized algorithm’s performance advantage stems from the
algorithm’s high-fidelity calculation of complex weights
for both ports of each dual-polarization element. Note
that the generalized algorithm produced typically mod-

est performance advantages over the improved algorithm
as compared to the conspicuous performance advantages
the improved algorithm demonstrated over the traditional
algorithm. The only exception to this was the signifi-
cantly lower effective gain in the direction of undesired
emitter 3–the interference source producing the highest
spatial power density at the receive array’s location.

Interestingly, for this example scenario, the gener-
alized spatial-processing algorithm achieved its lower
effective gains via combinations of higher total gain
and much higher polarization-mismatch loss as com-
pared to the improved spatial-processing algorithm’s
results. Note that the generalized algorithm’s perfor-
mance improvements require more advanced antenna
elements to transmit and/or receive two nominally
orthogonal polarizations, additional CES computations
to characterize the extra port models, more computations
to obtain the optimal complex weights, and a more com-
plex receiver/spatial processor to modify and combine
the additional signals.

V. CONCLUSION

This paper generalized a recently improved spatial-
processing algorithm for arrays of potentially diverse
antenna elements arbitrarily arranged on a body of arbi-
trary shape and material composition. Whereas the
improved algorithm applied exclusively to arrays of
single-port elements, the generalized algorithm supports
arrays of dual-polarization antenna elements. Unlike
traditional spatial-processing algorithms, the generalized
algorithm requires high-fidelity far-field gain and polar-
ization data in the directions of the desired and unde-
sired communication nodes for both ports of each array
element. Only a CES or sophisticated testing can pro-
vide such data since each element’s data must account
for the presence of the body and the other antenna ele-
ments. The generalized algorithm also requires the total
gain and polarization characteristics of each desired and
undesired communication node’s antenna in the direc-
tion of the antenna array. After appropriate process-
ing this information populates the parameters of recently
developed high-fidelity antenna models (both transmit
and receive modes). The generalized algorithm uses the
populated antenna models to obtain a highly detailed
expression for SIR which is mathematically compatible
with the traditional technique for calculating the opti-
mal complex weights. In an illustrative practical exam-
ple simulated with high fidelity via a CES, the general-
ized spatial-processing algorithm outperformed both the
improved algorithm and the traditional algorithm.

This paper’s investigation and development
suggest several potential avenues for additional,
related work. Firstly, space-time adaptive processing
[12–14] may exhibit improved performance after a
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straightforward integration of this paper’s high-fidelity
spatial-processing technique. Secondly, in Section
IV the generalized algorithm achieved its exceptional
performance using double-precision computations to
calculate complex weights having about fifteen sig-
nificant digits in both their real and imaginary parts.
However, some practical (e.g., legacy) systems can
only effect much coarser control of signal amplitude
and phase. Thus, an investigation of the generalized
algorithm’s performance under such limitations could
help assess the breadth of the algorithm’s practical
applicability. Thirdly, adapting this paper’s algorithm
to arrays comprising arbitrary combinations of single-
polarization and dual-polarization elements represents
a further yet straightforward generalization. Fourthly,
one may adapt this paper’s generalized algorithm to
use antenna-element models with orthogonally circu-
larly polarized components as described in [20, 21]
rather than orthogonally linearly polarized components.
Fifthly, the gain and polarization data describing the
undesired emitters may not be available. In such cases
we may still use the high-fidelity representation of
(64) and (80), assuming the desired emitter’s location
and antenna properties are available. However, we
must approximate (91) with sample-mean techniques
[12]. A performance comparison of this suboptimal
but practical technique with this paper’s optimal but
potentially impractical technique might characterize
the degradation in results. Finally, Section IV’s results
suggest the generalized algorithm may rely on high
polarization-mismatch losses (as opposed to low total
gains) to achieve its exceptional effective null depths.
Even a modest change in an undesired emitter’s antenna
polarization may yield significantly greater RFI pene-
tration of the receiver/spatial processor. Some suitable
algorithm modifications might produce lower total gains
in the directions of the undesired emitters, perhaps at the
expense of lower polarization-mismatch losses. Such
a modified spatial-processing algorithm may increase
the receive array’s overall robustness to any variations
in the undesired emitters’ polarization states by making
the algorithm less reliant on closely matching the array
to polarization states antipodal to those of the undesired
emitters.
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Abstract – In this work, design optimization process of
a multi-band antenna via the use of artificial neural net-
work (ANN) based surrogate model and meta-heuristic
optimizers are studied. For this mean, first, by using
Latin-Hyper cube sampling method, a data set based on
3D full wave electromagnetic (EM) simulator is gener-
ated to train an ANN-based model. By using the ANN-
based surrogate model and a meta-heuristic optimizer
invasive weed optimization (IWO), design optimization
of a multi-band antenna for (1) 2.4–3.6 GHz for ISM,
LTE, and 5G sub-frequencies, and (2) 9–10 GHz for
X-band applications is aimed. The obtained results are
compared with the measured and simulated results of
3D EM simulation tool. Results show that the proposed
methodology provides a computationally efficient design
optimization process for design optimization of multi-
band antennas.

Index Terms – Artificial Neural Network (ANN), multi-
band antenna, optimization, surrogate modeling.

I. INTRODUCTION

With the rapid improvement in wireless commu-
nication systems, many systems with different stan-
dards, global system for mobile communications (GSM),
universal mobile telecommunications system (UMTS),
wireless local area network (WLAN) [1], have been
developed in the last decades. Since each of the men-
tioned systems may require to operate in different fre-
quencies, instead of having multiple antenna designs, it
is more convenient to have an antenna with broadband or
multi-band characteristics [2–5].

Many works had been proposed for achieving
designs with multi-band characteristics using 3D printed
multi-layer antenna [6], stacked designs with novel meta-
material [7], designs comprising two planar inverted
F antenna (PIFA) elements integrated with two PIN
diodes [8], alongside of unique designs such as star-
shaped patch and their performance evaluations [9].

However, optimization of such designs is a chal-
lenging problem where increases in the complexity of
design for achieving multi-band characteristics would
also increase the simulation duration of these designs.
Ultimately, this leads designers to choose between using
a coarse model for the design optimization process at the
expense of accuracy or using a fine model at the expense
of having a computationally inefficient design optimiza-
tion process [10].

One of the commonly used methods proposed for
achieving mentioned design optimization problem is to
employ data-driven surrogate models for design opti-
mization. Surrogate-based models have many appli-
cations such as parameter tuning [11, 12], statistical
analysis [13–15], and multi-objective design [16—18].
Although there are a series of techniques that can be
used for surrogate-based modeling such as polynomial
regression [19], Kriging interpolation [20], radial basis
functions [21], support vector regression [22], and poly-
nomial chaos expansion [23], one of the commonly used
technique is artificial neural networks (ANNs) [10, 24].

Herein, to achieve a computationally efficient
design optimization process for designing a multi-band
antenna, ANN-based surrogate modeling of an antenna
design is studied. First, a 3D electromagnetic (EM)
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Fig. 1. Flow chart of the proposed design optimization
process.

simulation-based data set of the antenna design has
been generated using the 3D full-wave EM-simulator
tool. Here, a novel regression ANN algorithm, modified
multi-layer perceptron (M2LP) [25, 26] is used for cre-
ating the mapping between input and output of the data
set. After that, by using M2LP, a surrogate model of the
design has been generated. Finally, the surrogate model
is used alongside of a meta-heuristic optimization algo-
rithm to achieve the desired antenna design. The general
procedures of the study are presented in Figure 1.

II. SURROGATE-BASED MODELING
OF ANTENNA

A. Proposed multi-band antenna and its data set

In this work, a microstrip antenna (Figure 2) with
an E-shaped defected ground structure is taken for study
to achieve the requested multi-band characteristics [27].
The antenna consists of a rectangular radiator, a 50-Ω
microstrip feed line, and a ground plane. An E-shaped
defected ground structure had been placed in the ground
layer to tune the resonance frequency of the design with-
out increasing the overall size of the antenna.

In Table 1, the variable space of data set belong-
ing to the proposed antenna design has been presented
alongside of their upper and lower limitations. In order
to reduce the total number of design variables, some
of the design parameters are taken as constants. S1 =
2×W1,S5 = S2+ 2× S6,W2 = 11.6 (mm), and L2 =
3 (mm) for having a transmission line with 50-Ω for FR4
substrate, and S3 = 0.5 (mm). Furthermore, in order to
have a computationally efficient modeling, the number

Table 1: Design variables and their variation limits
Variable Min Max

W1 15 25
L1 10 20
S2 5 15
S4 10 20
S6 2 8
S7 2 8

of training samples should be low as much as possible.
For this mean, instead of using traditional linear sam-
pling which might end up making the required training
samples size up to thousands, Latin-Hyper cube sam-
pling (LHS) method is used for generating design sam-
ples from the ranges given in Table 1. By using LHS, a
training data set with 500 samples and a test data set with
100 samples had been generated to be used for training
the proposed surrogate model. The frequency range is
1–10 GHz with a step size of 0.1.

B. ANN-based surrogate model

In this sub-section, the generated data set is used for
creating a surrogate model to create a mapping between
the given input parameters in Table 1 and scattering
parameters of the proposed antenna design. Herein, in
order to compare the performance of the M2LP model,
traditional counterpart and commonly used state-of-the-
art regression algorithms in literature such as (1) multi-
layer perceptron, (2) support vector regression machine
[22], (3) gradient boosted tree [28], (4) Keras deep resid-
ual neural network regressor [29], and (5) Gaussian pro-
cess regression [30] are taken into consideration. The
performance of the mentioned methods is presented
in Table 2. The given performance belongs to the
k-fold validation results where k = 5. Furthermore, for
checking the overfitting performance of the models, the
holdout performance of the models evaluated using 100
sample test data sets are presented. The given values are
calculated using relative mean error (RME) metric:

RME =
1
N

N

∑
i=1

|Ti −Pi|
|Ti| . (1)

Fig. 2. Schematic of the proposed multi-band antenna.
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Table 2: Performance results of surrogate models
Model HP K-fold/holdout

MLP Two layers with 20 and
30 neurons

5.8%/6.8%

SVRM

[22]

Epsilon SVR, Epsilon =
0.1, with radial basis
kernel

7.1%/8.5%

Gradient

boosted

tree [28]

Learning rate of 0.02
6250 number of
estimators and depth of 5

6.6%/7.5%

Keras

deep

residual

neural

network

regressor

[29]

Two layers: 512, 512
units

4.8%/5.3%

Gaussian

process

regres-

sion [30]

Kernel function
“matern5/2,” prediction
method of block
coordinate descent with
block size of 1500

4.4%/5.2%

M2LP Depth size of 2, initial
neuron number of 32

3.9%/4.8%

Here, Ti is the ith sample targeted value, Pi is the
ith sample predicted value, and N is the total number of
tested samples over the given operation frequency.

As it can be seen from the table, the M2LP
method achieves better k-fold and holdout performance
compared to other counterpart algorithms where both of
the metrics are less than 5%. Thus, the M2LP does not
fall into overfitting while having a good validation error.
Thus, from now on, M2LP will be used as the surrogate
model of the antenna for the design optimization process.

III. STUDY CASE: DESIGN OPTIMIZATION
USING ANN-BASED SURROGATE MODEL

Herein, for the determination of optimal design vari-
ables of the proposed multi-band antenna, a population-
based meta-heuristic optimization algorithm, invasive
weed optimization (IWO) [31], has been used (Figure 3).
IWO is inspired from the behavior of weed colonies, in
which the population members are in search of an opti-
mal environment to live [31]. Some of the applications
of IWO in design optimization of microwave antennas
can be named as aperiodic planar thinned array anten-
nas [32], the shape of non-planar electronically scanned
arrays [33], directivity maximization of uniform linear
array of half-wavelength dipoles [34], low-pass ellip-
tic filter [35], reflector antenna [36], design of a com-
pact step impedance transmission line low-pass filter
[37], and design optimization of di-electric loaded horn

Fig. 3. Flow chart of the IWO search.

Table 3: Optimally selected design values in [mm]
W1 19 S4 13.8
L1 15 S6 3.6
S2 8.5 S7 5.5

Fig. 4. Simulated results of multi-band antenna.

antennas [38]. The search protocol of the IWO algo-
rithm is driven by cost function defined in the following
equation:

Cost =
fmax1

∑
fmin1

C1

|S11i( f )| +
fmax2

∑
fmin2

C2

|S11i( f )| . (2)

Here, C values are weighing coefficients of cost
function sub-criteria. Since, in this work, the importance
of each of the bands is equal, these coefficients are taken
equally as C1 = C2 = 1. Here, the goal is to maximize
both of the S11 values in the given frequency ranges.
The aimed operation bands of the multi-band antenna
are taken as: (1) 2.4–3.6 GHz for ISM, LTE, and 5G
sub-frequencies; (2) 9–10 GHz for X-band applications.

In Table 3, the optimally selected design variables
obtained from IWO algorithm are presented.

The results obtained using the proposed M2LP-
based optimization technique had been compared with
the simulated results of 3D full-wave EM simulator CST
(Figure 4).
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Fig. 5. The prototyped multi-band antenna.

IV. FABRICATION AND MEASUREMENT

For justification of the proposed designed method-
ology, the designed antenna in the previous section had
been prototyped (Figure 5). The measurement devices
(a network analyzer with a measurement bandwidth of
9 KHz to 13.5 GHz, and LB-8180-NF broadband horn
antenna of 0.8–18 GHz as reference antenna) available
in Microwave Laboratories of Yildiz Technical Univer-
sity had been used.

Fig. 6. Measured (a) maximum gain and (b) scattering
parameters, over the operation band.

In Figure 6, the measured results of maximum gain
over frequency and scattering parameter of prototyped
antenna are presented. As it can be seen from the figure,
the measured performances of the antenna are in agree-
ment with the simulated results obtained in previous
sections.

V. CONCLUSION

Herein, by using surrogate-based modeling tech-
nique, a computationally efficient design optimization
of a multi-band microstrip antenna has been achieved.
Toward this end, a M2LP regression model is used along-
side of a meta-heuristic optimization algorithm IWO
to determine the optimal design variables for selected
operation bands of ISM, LTE, 5G sub-frequencies, and
X-band applications. The obtained optimal design per-
formance had been compared with both the simulated
results from the 3D full-wave EM simulator tool and
measured results of the prototyped antenna. Thus, in
this work, computationally efficient design optimization
process for having a multi-band microstrip antenna is
achieved via the use of a novel regression model M2LP
and a meta-heuristic optimization algorithm IWO.
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Abstract – In this paper, a new method based on char-
acteristic mode analysis for designing wide-beam anten-
nas is proposed. According to theory of characteristic
modes, the total radiation pattern is the linear combina-
tion of modal currents. The phase of the excitation co-
efficient is demonstrated to be the characteristic angle.
To get a wide-beam pattern, a fundamental mode and an
even mode are selected to be excited and combined. The
method is verified by the proposed antenna. First, two
modes are selected based on characteristic mode analy-
sis. Then the modes are excited separately using different
feeding networks. Lastly, a 1-to-3 power divider is pro-
posed to combine the feeding networks. The proposed
antenna has a 3-dB beamwidth of over 200◦ in both 45◦
and 135◦ planes. The results have shown that the pro-
posed antenna is suitable for a wide range of detection
applications.

Keywords – Beamwidth, characteristic modes, wide-
beam antennas.

I. INTRODUCTION

Microstrip antennas have been widely used in many
communication systems such as mobile phones, satellite
navigation systems, vehicular communication systems,
and radar systems. In some cases, a wide beamwidth
(half-power beamwidth, HPBW) is required to imple-
ment particular applications. For instance, in satellite
navigation systems, each satellite is required to cover
120◦ in order to receive the satellite signal quickly [1].
Also, antennas on vehicles should be aware of its nearby
situations; thus, the beamwidth needs to be larger than
150◦ in the horizontal plane [2]. Detection systems
are used for vital signs testing after disasters like earth-
quakes and fires as well as human body induction for

smart lights. Those applications need a wide detection
range; so the antennas of the system need to be wide-
beam.

There are many ways to enhance the 3-dB HPBW.
In [3], the beamwidth of the microstrip patch is broad-
ened by induced vertical currents on the vertical metal
walls between the substrate and the ground. The ver-
tical currents can generate a horizontal omnidirectional
beam; thus, the outer side of the beam is enhanced. In
recent years, some structures based on loading vias on
microstrip patches have been proposed in the literature.
As reported in [4], the HPBW is improved by decreasing
the width of the equivalent slot between the microstrip
patches. Based on a similar approach, beamwidth on
both E- and H-planes can be extended by adding par-
asitic patches on both sides of the patch [5]. In [6], a
microstrip patch with a blind-via fence has improved the
beamwidth a little. In [7], the beamwidth and bandwidth
are improved by placing three metallic posts inside the
dielectric resonator. For a magnetoelectric tapered-slot
antenna proposed in [8], ME modes of multiple slots in
the TSA are used to improve the HPBW. Above all, there
are plenty of ways to achieve a wide beamwidth, but the
design techniques are based on instincts and inspirations
of antenna developers, and none of the antennas are de-
signed by clear and structural steps.

Characteristic mode analysis (CMA) is a method of
modal decompositions originally proposed by Garbacz
[9] and established as a complete theory based on the
method of moments (MoM) by Harrington and Mautz
[10, 11]. Due to limited computing speed, the theory had
not been regarded as an antenna designing tool until 21st
century. In 2007, Cabedo-Fabres [12] summarized her
works on CMA and showed that CMA can be used as
an insight of physical understanding to design antennas.
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Later, researchers have found that CMA can be used
to design various types of antennas such as wideband
antennas [13, 14], circularly polarized antennas [15],
high-gain antennas [16], multi-band antennas [17–19],
and high polarization purity antennas [20]. Among the
possible structures of antennas, metasurfaces are highly
suitable for CMA [14, 17, 19, 20]. However, no work re-
lated to wide-beam antenna design using CMA has been
reported. As there are many advantages in its nature,
CMA is a good candidate for designing wide-beam an-
tennas rigorously.

In this paper, a wide-beam metasurface antenna is
designed using CMA. A novel method called modal pat-
tern combination is proposed to design wide-beam an-
tennas with physical insights of the antenna operating
mechanisms. Section II introduces theory of characteris-
tic modes (TCM) and the proposed theory of modal pat-
tern combination is derived by analyzing the basic pa-
rameters of characteristic modes. A simple example of
rectangular patch antenna is provided to show a practical
prospect of the proposed theory. Section III describes
the proposed wide-beam antenna from CMA to feeding
network design. Finally, Section IV concludes the paper.

II. THEORY OF MODAL PATTERN
COMBINATION

A. Theory of characteristic modes

The core of the TCM is to solve the generalized
eigenvalue problem [10]:

X (Jn)=λnR(Jn) . (1)
The solution of the generalized eigenvalue problem

is the doublet (λn, Jn). The resulting current of the
antenna structure with a specific excitation can be ex-
pressed as a linear combination of the characteristic cur-
rents Jn. According to the TCM [10]:

J=∑
n

V i
nJn

1+ jλn
=∑

n
αnJn, (2)

where coefficient αn is called the modal weighting co-
efficient (MWC) of mode n. The denominator is only
relevant to the eigenvalues λn of the modes; so it does
not depend on the excitations and can be considered as
the intrinsic characteristic of the modes. Thus, the modal
significance (MS) is defined as

MSn =

∣∣∣∣ 1
1+ jλn

∣∣∣∣ . (3)

The numerator V i
n of αn is called the modal excita-

tion coefficient (MEC) of mode n, which is defined as

V i
n=

∮
s
Jn·Eids, (4)

where Ei is the incident E field that excites the antenna
structure. Thus, the MEC is relevant to the excitation. If
the excitation Ei is orthogonal to a mode, then the mode
is suppressed; otherwise, the mode is excited.

MWC is obviously a complex quantity; it has
both magnitude and phase. The previously discussed
definitions are all about the magnitude of the excitation
properties, but the phase properties are also important
in CMA.

B. The phase of the modal weighting coefficients

To solve the integral equation in reality, the general-
ized eigenvalue problem (1) is transferred into a matrix
generalized eigenvalue problem. As the antenna struc-
ture is meshed, the characteristic currents can be ex-
pressed as the linear combination of the basis functions
Wj (usually RWG functions [21])

Jn = ∑
j

I jWj. (5)

After the decomposition, the task of solving eqn (1)
can be turned into solving [11]

[X ] [I]n = λn [R] [I]n (6)
where

[R] = [<Wi,RWj >] . (7)
[X ] = [<Wi,XWj >] . (8)

Eqn (6) is a symmetric weighted matrix eigenvalue
equation [11]. The solution of the equation is real; there-
fore, the calculated modal currents are real. In real im-
plementations, the incident field Ei is always a real value
on the mesh elements of the antenna structure. As a re-
sult, the MECs given by eqn (4) are real.

Then it is concluded that the phase of the MWCs
depends only on its nominator. We can express it as a
phasor:

1+ jλn =
1

MS
·e j·arctanλn . (9)

The characteristic angle (CA) of a mode is de-
fined as

CA = π − arctanλn. (10)
Thus, we can rewrite the MWC as

MWCn = αn =−V i
n·MS·e j·CA. (11)

So, the phase of the MWCs is the same as CAs of
the same mode. This result is very important in the com-
bination of modal patterns.

C. Modal pattern combination

The modal E field En of mode n is given by [10]

En =
− jωμ

4πr
e jkrFn (θ ,ϕ) , (12)

where Fn (θ ,ϕ) are the modal radiation patterns. The co-
efficient of eqn (12) does not change with a given struc-
ture and a given excitation. When we compute the com-
bination of the modal E fields

E = ∑
n

αnEn =
− jωμ

4πr
e jkr ∑

n
αnFn (θ ,ϕ), (13)

the modal radiation patterns Fn (θ ,ϕ) are correspond-
ingly combined with the same weighting coefficients.
According to [10], the weighting coefficients of modal E
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fields are the same as the weighting coefficients of char-
acteristic currents, i.e., the MWCs αn.

Thus, we can get the desired radiation pattern by
controlling the MWCs.

D. Modal pattern combination of a rectangular patch
antenna

It is useful to begin with a simple structure, as a
square patch has many typical characteristic modes. The
simulated model is shown in Figure 1. For simplicity, in-
finite substrate length is used in the simulation to avoid
dielectric modes. CMA is performed on the patch using
the commercial software Altair FEKO [22] and results
are shown in Figures 2–4. CA is directly related to the
eigenvalue. It has the advantage of preserving the phase
information of the modes compared to the MS. The res-
onant point of a mode is on the 180◦ horizontal line of
the graph and the resonant bandwidth (MS = 0.707) of
a mode is defined within the region 135◦ = CA = 225◦.
Figure 2 shows the CAs of the square patch. The two

Fig. 1. Simulation configuration of the square patch. The
size of the patch Lp = 6.6mm.
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Fig. 2. Characteristic angle of the square patch.

Fig. 3. Modal patterns of the square patch.

Fig. 4. Modal currents of the square patch.

fundamental modes, mode 1 and mode 2, are a pair of de-
generated modes that resonate at 9.52 GHz. Other modes
are higher-order modes each with a null point at the cen-
ter of its modal pattern, as shown in Figure 3.

As a wide beamwidth is required, exciting one of the
existing modes is not enough. The HPBW of mode 1/2
is only 134.1◦ in the E-plane and 83.9◦ in the H-plane.
Thus, a modal combination is needed to achieve a wider
beamwidth. Several possible combinations of modal pat-
terns are shown in Figure 5. These combined patterns are
calculated by a FEKO Lua script that performs the scalar

Fig. 5. Some combined modal patterns of the square
patch.



ZHAO, LI, CHEN, ZHAO, QI: A WIDE-BEAM METASURFACE ANTENNA USING PATTERN COMBINATION OF CHARACTERISTIC MODES 44

���

���

���

�

��

��

��

��

��

�
��

�
�
��
��
	

�
�	
�


�	�
���

���
���

Fig. 6. Normalized E-plane and H-plane patterns
of P1 +P5.

linear combination of modal patterns. In Figure 5(a), we
can see that the combined pattern of the two degenerated
fundamental modes P1 and P2 is simply a rotation of the
modal pattern. This result can be seen as the pattern gen-
erated by a combined vector current distribution of the
modal currents J1 and J2.

On the other hand, the combination of a fundamental
mode with a perfect unidirectional pattern and a higher-
order mode with an omnidirectional pattern leads to a
pattern with wide beamwidth, as shown in Figures 5(b)
and (c). Obviously the HPBWs of P1+P5 in both E-plane
and H-plane are wider than P1+P3, as the maximal direc-
tion of the omnidirectional pattern of P5 is closer to the
horizontal plane. The simulated E- and H-plane patterns
are shown in Figure 6. The HPBW of E- and H-plane
patterns are 170.2◦ and 156.2◦, with increases of 36.1◦
and 72.3◦ in both E- and H-planes, respectively. Due to
the simulation configuration of infinite ground, the radia-
tion patterns are restricted above the ground plane; thus,
the HPBW cannot exceed 180◦.

To summarize, with the combination of an omnidi-
rectional pattern, a pattern with a wider beamwidth can
be achieved. The only problem is to excite both the fun-
damental and the higher-order omnidirectional modes at
the same time. It is difficult to excite both mode 1 and
mode 5 properly, as mode 5 resonates at a far high fre-
quency. Thus, the antenna structure should be changed to
let both modes resonate at the desired frequency. In Sec-
tion III, we propose a wide-beam metasurface antenna
using the illustrated method.

III. WIDE-BEAM METASURFACE
ANTENNA DESIGN

A. Characteristic mode analysis

To design a wide-beam antenna, a metasurface com-
posed of 3×3 square patches is used as the radiating
structure, as shown in Figure 7. The CMA is performed
on the metasurface over an infinite grounded substrate.
All the modal characteristics are calculated under the
commercial software Altair FEKO [22]. Some important
modal patterns of the metasurface are shown in Figure 8.

Modes 1 and 2 are degenerated fundamental modes
of the 3×3 metasurface. They are horizontally polarized
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Fig. 7. Characteristic angle plot of the 3×3 metasurface.
Lp = 6.4 mm, Wsl =1.2 mm.

Fig. 8. Some modal patterns of the 3×3 metasurface.

(TM310) and vertically polarized, respectively (TM130).
mode 3 is a mode with converging or diverging currents,
whose pattern is omnidirectional but not as uniformly as
the corresponding mode of a square patch. Mode 4 is
also an omnidirectional mode, but its modal current is
more irregular and harder to exploit. Other modes are
less important in generating a radiation pattern with high
quality. For example, the two third-order modes shown
in Figures 8(e) and (f) have relatively larger sidelobes
which can only cause distortions in the resulting pattern.
As discussed earlier in Section II, a wide-beam pattern
is achieved by combining a unidirectional mode and an
omnidirectional one. In this case, mode 1 (or mode 2)
and mode 3 are chosen to be excited. The combination
effect can be shown in Figure 9. The resulting HPBWs in
E- and H-planes are 141.3◦ and 140.7◦. Thus, the meta-
surface is suitable for a wide-beam antenna.

The corresponding characteristic currents of the
metasurface are shown in Figure 10. To excite two
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Fig. 9. Modal pattern combination of the 3×3
metasurface.

Fig. 10. Some modal currents of the 3×3 metasurface.

modes at the same time, we use the superposition princi-
ple. First, the feeding networks that excite single mode 1
and mode 3 are designed separately, and then a divider is
designed to combine two feeding networks. These works
are expressed in detail in the following sections.

B. Design of unidirectional mode antenna

The modal currents of mode 1 in Figure 10(a) are to
be excited. The currents on nine subpatches are all par-
allel to the x-axis, along one edge of each patch. There-
fore, the coupling slot is placed under the center of the
metasurface perpendicular to the currents, in order to ex-
cite the fundamental mode. From Figure 11, the com-
parison between the modal and the excited currents and
patterns show that mode 1 is successfully excited. The
simulated gain of the antenna is 9.77 dBi at θ = 0◦, but
when |θ |>60◦, the gain is under 0 dBi, which can hardly
be used in wide-beam applications.

C. Design of omnidirectional mode antenna

However, the higher-order omnidirectional mode is
harder to exploit. The surface currents of mode 3 are
not uniform, and they all point to the center. Compared
to the surface currents of other modes, the current direc-
tions on the four corner patches are unique. Aiming at
the corner patches of the metasurface, the feeding slot is
designed to be a ring cut into four pieces. Due to the

Fig. 11. The comparison between excited currents and
modal currents of unidirectional mode 1. (a) Excited
currents. (b) Modal currents J1. (c) Excited pattern.
(d) Modal pattern P1.

relative symmetric positions of the corner patches, the
modal currents on the corner patches are nearly identical
in magnitude. So, the exciting magnitude and phase of
the feeding network should be the same. For simplicity, a
simulation model with two ports and two 1-to-2 dividers
are used, as shown in Figure 12(c).

The simulation results of the excited omnidirec-
tional mode are shown in Figure 13. The results have
shown that the omnidirectional mode is excited success-
fully by the feeding network. Note that the pattern of the
excited mode can have beams greater than 90◦ and less
than −90◦ because of finite ground.

D. Design of wide-beam antenna with combined
modes

As analyzed in Section II, a wide-beam pattern can
be achieved by combining mode 1 and mode 3. Thus, the
desired wide-beam pattern can be obtained by combin-
ing the feeding networks in Sections III.B and III.C. To
combine the two feeding networks, an unequal three-way
power divider is needed. The proposed feeding network
is shown in Figure 14(b). The omnidirectional pattern is
excited by four symmetric slots with the same magnitude
and phase; therefore, the two corresponding ports should
have the same magnitude and phase output. The power
divider is evolved from a normal two-way divider with
a coupled microstrip between the branches, as shown in
Figure 14(a). Power flows into Port 2 by coupling be-
tween Port 2 and Port 3/4. To further enhance the power
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Fig. 12. Simulation configuration and gain of the meta-
surface antenna with mode 1 and mode 3 excited individ-
ually. (a) Simulation configuration of the excited mode 1.
(b) Gain of the excited mode 1. (c) Simulation configu-
ration of the excited mode 3. (d) Gain of the excited
mode 3.

flowing into Port 2, a connection is added to Port 2, as
shown in Figure 14(b). The simulated S parameters of
the divider are shown in Figure 15. The magnitude ratio
between S21 and S31 is 1.1:1 and the phase difference is
relatively stable within 9−11 GHz.

The configuration of the proposed antenna is shown
in Figure 16. The feeding network is a combination of
the three-way unequal power divider and the feeding net-
works of the individually excited modes. According to
the superposition principle, the result of the combined
feeding network can be seen as a linear combination of
the two antennas in Sections III.B and III.C. The am-
plitude of the combination is determined by the unequal
power divider and the phase difference between ports can
be tuned by the lengths of the feeding branches. The re-
turn losses of the combined antenna compared with sin-
gle mode antennas are shown in Figure 17.

The simulated radiation pattern is shown in
Figure 18. The 3-dB beamwidth of the 45◦ and 135◦
planes are 200.9◦ and 200.6◦, respectively. The
beamwidth of E- and H-planes suffered some loss be-
cause of the coupling and unideal characteristics of
the combination. On the other hand, the beamwidths
in 45◦ and 135◦ planes are increased but with an
asymmetric pattern. The |S11| bandwidth is 9.81−10.27
GHz (4.6%). The maximum gain of the wide-beam
antenna is 4.25 dBi, which is slightly larger than the

Fig. 13. The comparison between excited currents and
modal currents of unidirectional mode 3. (a) Excited cur-
rents. (b) Modal currents J3. (c) Excited pattern. (d)
Modal pattern P3.

Fig. 14. Power divider configuration of the proposed an-
tenna. (a) Divider 1. (b) Proposed divider.

Fig. 15. S parameters of the unequal power divider. (a)
Magnitudes of S11, S21, S31, and S41. (b) Phase differ-
ence between S21 and S31 with varied length lp2 of the
microstrip line connected to port 2.

omnidirectional antenna. Overall, a wide-beam pattern
is successfully obtained.
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Table 1 Comparisons among the proposed metasurface antenna and related antennas
Ref Type Size( λ3) HPBW (E-/H-plane) Ground size (mm2) HPBW/ground

size E-/H-plane) (◦/mm2)

[1] MS ring 0.54 × 0.54 × 0.11 140◦/− π × 68 × 68 0.0096/−
[3] MS 0.63 × 0.63 × 0.21 236◦/124◦ 27 × 27 0.324/0.170
[4] MS 1.17 × 1.87 × 0.03 140◦/− 125 × 200 0.0056/−
[5] MS 0.52 × 0.52 × 0.03 135◦/132◦ 32.1 × 32.1 0.131/0.128
[6] MS 0.19 × 0.19 × 0.07 107◦/105◦ 170 × 170 0.0037/0.0036
[7] DRA 2.0 × 2.0 × 0.16 168◦/177◦ 40 × 40 0.105/0.111
[8] ME TSA 0.73 × 0.67 × 0.03 135◦/− − −
This work MTS 1.4 × 1.4 × 0.07 200◦/200◦(45◦/135◦) 42 × 42 0.113/0.113(45◦/135◦)

Fig. 16. Simulation configuration of the proposed an-
tenna. (a) 3D view. (b) Top view. (c) Bottom view.

Fig. 17. Return loss (S11) of the metasurface antenna.

Comparisons among the proposed antenna and re-
lated wide-beam antennas are given in Table 1. As
shown in the table, low-profile structures using mi-
crostrip structures with grounding vias in [4–6] and
magneto-electric tapered slot antenna in [8] can hardly
generate a wide-beam pattern above 140◦. Structures
with wider beamwidths in [3, 7] have higher profiles
h > 0.1λ . The resulting HPBW is larger than most of
the structures. Compared with the dielectric resonator

Fig. 18. Gain of the proposed antenna.

antenna (DRA) in [7], metasurface structures based on
microstrips are easy to fabricate and have smaller size.

IV. CONCLUSION

A low-profile wide-beam metasurface antenna for
detection purpose has been proposed. The 3-dB
beamwidth of the 45◦ and 135◦ planes are 200.9◦ and
200.6◦, respectively. The maximum gain of the wide-
beam antenna is 4.25 dBi. The results have shown that
the proposed antenna is capable of detection applications
near 10 GHz.
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Abstract – Additively manufactured graded index lenses,
such as the Luneburg lens, often result in some degree
of uniaxial anisotropy in the effective permittivity dis-
tribution. A uniaxially anisotropic Luneburg lens mod-
ifies the polarization state of an incident electromag-
netic field, thus giving rise to a polarization mismatch
at the receiving antenna. Using 3D finite element sim-
ulation, the lens focal point polarization is analyzed
and a model that fits the simulation data is created.
The model allows prediction of polarization mismatch
loss given any incident field and any receiving antenna
polarization without resorting to further time-consuming
simulations.

Index Terms – Anisotropic lens, finite element analysis,
Luneburg lens, 3D printing.

I. INTRODUCTION

Numerous researchers have reported on the use of
sub-wavelength unit cells as fundamental building blocks
to additively manufacture graded index components
such as the Luneburg lens [1–9]. In these accounts, a 3D
printer dispenses precise amounts of material within each
unit cell volume, thus controlling the effective permit-
tivity of the cell. Depending upon the complexity of the
design, certain fabrication techniques and cell geometries
are best suited in terms of manufacturability. Figure 1
provides sketches of two successful unit cell geometries
that have been implemented. In (a), the researchers
employ a lattice of ultraviolet-curable polymer cubes
with interconnecting rods [3], and, indeed, this design
is isotropic. The implementation uses a polymer-jetting
technique that requires an interposed water-soluble poly-
mer that supports the lattice as it is being printed. This
material must then be thoroughly flushed out of the part
before use. For complex or large designs with small unit
cells, this flushing process of removing support material

Fig. 1. Unit cell geometries that have been created for
3D printing of graded index components. (a) UV-curable
polymer cubes with interconnecting rods and (b) planer
unit cell. A indicates the size of the unit cell, which
is much smaller than the free-space wavelength at the
intended operating frequency

may be problematic. Furthermore, the UV curable poly-
mers used in polymer-jetting have significantly higher
loss tangents than thermoplastics [10]. For large designs,
this results in an appreciable reduction in radiation
efficiency. In (b), the authors in [1, 2] overcome these dif-
ficulties by using a planar unit cell, which is printed from
a filament of melted thermoplastic, in a process known
as fused deposition modeling. This technique produces
a cost-effective, low loss, and sturdy design, without the
need for a support material. However, the planar unit
cell is uniaxially anisotropic. This anisotropy has been
recognized by the authors in [1, 2], but its impact on lens
performance has yet to be investigated.

Thus, this work uses 3D finite element simulations
and post-processing to examine the performance impact
of this unit cell anisotropy. A model is created to fit the
field at the focal point, which then enables prediction of
polarization state without further finite element simula-
tion. The outline for the subsequent portion of the paper
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is as follows. Section II discusses the simulation environ-
ment, including an analysis of error. Section III provides
the details of the anisotropy model that is incorporated
into the simulations. Section IV develops the simplify-
ing focal point model and Section V applies this model
to predict polarization loss. Section VI then discusses
the primary results.

II. SIMULATION ENVIRONMENT

The MATLAB partial differential equation (PDE)
toolbox [11] is used to perform 3D finite element anal-
ysis of an anisotropic Luneburg lens illuminated by a
monochromatic uniform plane wave. The toolbox is used
to mesh the computational domain composed of the lens
and free space and solve for the scattered field. Upon
completion, the scattered field is summed with the inci-
dent field to obtain the total field solution [12].

The computational domain is meshed using tetrahe-
dral elements that have a maximum edge length of lmax ≤
0.1λ , where λ is the free-space wavelength of the inci-
dent field. The computational domain is bounded by a
sphere of radius rb = rl +0.5λ that is concentric around
the lens of radius rl . A first-order absorbing boundary
condition [12] is used over the bounding spheres sur-
face. Due to the rotational symmetry of the lens about
the z-axis, the direction vector

−→
k of the incident field is

confined to the x, z plane. The sketch in Figure 2 iden-
tifies the geometry of the simulation scenario excluding
the outer spherical boundary, and a summary of simula-
tion parameters is provided in Table 1.

Referring to the solver category in Table 1, lsqr() and
equilibrate() are both core MATLAB functions designed

Fig. 2. Incident plane wave, lens, and focal point.

Table 1: Simulation parameters
Category Parameter Value

Model
Frequency 15 GHz
Plane wave polarization Left hand circular
Domain radius rl +0.5λ
Boundary conditions First-order

absorbing

Mesh
Max. edge length 0.1λ
Nodes per element 4
Growth rate 1.5

Solver
Type lsqr()
Tolerance 0.1×10−3

Matrix conditioning equilibrate()

Table 2: Evaluation of simulation error with isotropic
reference lens

rl ∠Eφ −∠Eθ −90
◦ ∣∣Eφ

∣∣/|Eθ |−1
2.5λ +3.37

◦
+0.011

3.5λ −2.25
◦ −0.017

5.0λ −1.21
◦

+0.001
RMS error 2.44

◦
0.012

to operate on sparse matrices. lsqr() implements the
least squares method to solve the linear matrix equation
Ax = b for x. equilibrate(A) is used to the transform the
linear system into an equivalent system that is very sta-
ble, prior to solution with lsqr(). Although the PDE tool-
box provides solvepde() for this purpose, the underlying
solveStationary() routine is not suitable for large prob-
lems, and in such cases, it is necessary to substitute an
iterative solver such as gmres() or lsqr(). For the prob-
lems in this study, it was found that lsqr() performed the
best. Another PDE toolbox function that is very useful is
createPDEResults(). This utility function packs the solu-
tion x into a structure that is identical to that returned by
solvepde(). Drop-in compatibility is achieved by invok-
ing this function before returning from a custom solver
routine which may itself call either gmres() or lsqr().

Parameters lmax and rb have been chosen after exper-
imentation, with the intent of striking a balance between
solution fidelity and simulation efficiency. This exper-
imentation includes evaluating isotropic reference lens
simulations, which are shown in Table 2.

In this evaluation, three isotropic lenses of varying
radii are illuminated with a left hand circularly polarized
(LCP) plane wave. Given the incident field is LCP, the
phase difference ∠Eφ −∠Eθ at the focal point should
precisely be equal to 90

◦
, and the polarization ratio∣∣Eφ

∣∣/|Eθ | should precisely be equal to 1.0. However,
since rb <∞ and lmax > 0, the observed root mean square
(RMS) error is 2.44

◦
in phase and 0.012 in polarization

ratio.
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Table 3: Evaluation of simulation error with polar illu-
mination of anisotropic lens

rl ∠Eφ −∠Eθ −90◦
∣∣Eφ

∣∣/|Eθ |−1
2.5λ −0.43◦ +0.013
3.5λ +0.94◦ −0.018
5.0λ +1.60◦ −0.026
RMS error 1.10◦ 0.020

A similar evaluation involves illuminating three uni-
axially anisotropic lenses of varying radii, with an LCP
plane wave at a polar angle of θ = 0

◦
. The results of

this test are shown in Table 3. Since the illumination
is parallel to the optic axis of the lens, both Eφ and
Eθ experience equivalent material properties. Ideally
then, the polarization state at the focal point should equal
that of the incident wave, i.e., a +90

◦
phase difference

with a polarization ratio of 1.0 (just as in the isotropic
case). The observed RMS error in this case is 1.10

◦
in

phase and 0.02 in polarization ratio. The observed errors
in both the isotropic and anisotropic tests are deemed
acceptable.

III. MODELING OF LENS ANISOTROPY

The model used herein follows the findings of
researchers in [1, 2] who showed that because of the
additive manufacturing process and choice of cell geom-
etry, the lens exhibits a negative uniaxial anisotropy in
which

εx = εy = εxy ≥ εz. (1)
Moreover, the permittivities along the x- and y-axes

of the lens follow the Luneburg profile exactly. That is,
for any point within the lens at a radial distance r from
the lens center

εxy = 2−
(

r
rl

)2

. (2)

The permittivity of the lens along the z-axis is mod-
eled by the fractional mixing formula

εz = εxy (1−α)+α εMG, (3)
where α is a parameter (the purpose of which is
explained shortly) and εMG represents the effective rel-
ative permittivity determined by the Maxwell Garnett
(MG) mixing rule for spherical inclusions embedded in
a host medium [13]. For a host medium of free space, it
is given by

εMG = 1+3 f
(εi −1)

εi +2− f (εi −1)
. (4)

Here, εi represents the relative permittivity of the
inclusions, and f represents the volume fill fraction of
a unit cell, i.e., the volumetric ratio of material to free
space within the cell. In the context of this work, εi is
the relative permittivity of the dielectric material used
to print the lens, which is taken as pure thermoplastic

Table 4: Comparison of mixing rules to RCWA
Mixing rule RMS difference
Maxwell Garnett 0.064
Bruggeman 0.098
Coherent-potential 0.109

with a εi of 2.60. The authors in [1, 2] determined εz for
the exact unit cell geometry of Figure 1(b) using rigor-
ous coupled wave analysis (RCWA). It is a testament to
the scope of Equation (4) in that it generates results that
closely match their analysis. It is also fortunate since the
alternative is to model the structural geometry of the lens
down to the unit cell. To do so accurately would require
a mesh fine enough to accurately capture its smallest fea-
ture, that being the cell thickness of 0.12 mm [1]. Ulti-
mately, this requires a mesh lmax 160 times smaller and a
memory requirement on the order of 1603 times greater
than that used for the present study. This is not feasible
since for a lens with rl = 2.5λ , this amounts to a memory
requirement of 2.2× 1603 gigabytes or equivalently 8.6
petabytes.

Table 4 compares the MG mixing rule to the Brugge-
man and coherent-potential mixing rules [13] in terms
of fitting the RCWA predictions of εz as reported in
[1, 2]. The table provides the RMS difference between
the respective mixing rule and those results. The MG
mixing rule has the least RMS difference, thus providing
the best fit.

A linear relationship between f and εxy is assumed,
such that

f =
(εxy −1)

(εi −1)
. (5)

Finally, in Equation (3), the parameter α can range
from 0 to 1 and is used to simulate designs that exhibit
lesser degrees of anisotropy. For example, setting α
equal 0 generates a fully isotropic lens design since
εz = εxy, whereas setting α equal 1 generates the high-
est degree of anisotropy producing εz = εMG. The MG
equation with εi = 2.60 is plotted in Figure 3 for four
values of α . The plot highlights the fact that for a chosen
εi, the maximum fill fraction is 0.625 which occurs at the
lens center where εz = 2.0.

IV. MODELING OF POLARIZATION

A. Illumination normal to optic axis

In this subsection, the lens is examined when it is
illuminated with a plane wave normal to the z-axis of the
lens. Referring to Figure 2, θ is therefore 90

◦
and the

incident field is simply directed along the x-axis of the
lens. The incident field is represented as

−→
E

inc
=

[
E inc

θ
E inc

φ

]
=

[
ainc

θ e jψ inc
θ

ainc
φ e jψ inc

φ

]
e− jk0x, (6)
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Fig. 3. εz vs. f for different α . Maximum εz occurs at
lens center where f = 0.625.

where ainc
θ and ainc

φ are real positive constants,
ψ inc

θ and ψ inc
φ are real phase constants, and k0 = 2π/λ .

The illumination is LCP, where ainc
θ = ainc

φ , and the phase
difference ψ inc

φ −ψ inc
θ = 90

◦
. For a lens of radius rl , the

focal point is located on the surface of the lens, at the
cartesian coordinate (rl ,0,0). To assess the polarization
at the focal point, the radial component of the resultant
field at the focal point is ignored, leaving

−→
E =

[
aθ e jϕθ

aφ e jϕφ

]
, (7)

where aθ and aφ are real positive values, and
ϕθ and ϕφ are real phase terms and are different from
the incident field constants in Equation (6). To describe
the polarization state of the focal point, only the ratio
σ = aφ/aθ and the phase difference δ = ϕφ − ϕθ are
required [15]. To create a simplifying polarization model
of the lens that is independent of the incident field polar-
ization state, the phase imbalance attributed to the lens
itself is distinguished from δ . We refer to this as the
retardance of the lens δ́ , which is defined here as

δ́ = δ − (ψ inc
φ −ψ inc

θ ). (8)
A similar distinction is required for the polarization

ratio σ . Thus, we define the lens polarization ratio σ́ as
being the polarization ratio measured at the focal point
to σ inc, the polarization ratio of the incident field:

σ́ =
σ

σ inc =
aφ/aθ

ainc
φ /ainc

θ
. (9)

Both σ́ and
∣∣∣δ́ ∣∣∣ take on maximum values when the

illumination is normal to the optic axis. Under this con-
dition, σ́ is referred to as σ́m, and δ́ is referred to as δ́m.
Note that when the illumination is parallel, the optic axis
σ́ = 1 and δ́ = 0.

Table 5: Polynomial coefficients for δ́m

α p1 p2
1.0 −0.5209 0.0828
0.5 −0.2433 0.0264
0.25 −0.1195 0.01118

In the following two figures, the simulation results
for δ́m and σ́m are plotted using an rl from 0.5λ to 6λ ,
in 0.5λ increments. These results are shown for three
values of the MG fractional anisotropy constant α . This
data is plotted with solid lines and markers. Addition-
ally, polynomial least square fits to δ́m and σ́m are plotted
using dashed curves without markers; this data is com-
paratively smooth and sampled at a much finer resolu-
tion.

The least square fit for δ́m is given by the first-order
polynomial below and plotted with simulation data in
Figure 4:

δ́m = p1 [α]rl + p2 [α] , (10)

where δ́m is specified in radians, rl = rl/λ and is unit-
less, and p1 and p2 are real coefficients given in Table 5.
Note that in Equation (10), the square brackets indicate
that α is being treated as a lookup table index − not a
continuous variable.

σ́m is treated as a function of δ́m, and, as can be
inferred from Figure 4, δ́m < 0

◦
. Moreover, a piecewise

model of σ́m is necessary, expressed herein as

σ́m =

{
σ́a

m, if −180
◦ ≤ δ́m

σ́b
m, otherwise.

(11)

As δ́m is varied from 0
◦

to −180
◦
, it is observed that

aφ increases linearly, whereas aθ increases non-linearly
and settles into a plateau as δ́m approaches −180

◦
. For

−180
◦ ≤ δ́m, the least square fit for σ́m is given by the

Fig. 4. δ́m vs. rl for different α . Dashed lines are model
given by least square fit in Equation (10).



LAROCCA, MIROTZNIK: MODELING THE PERFORMANCE IMPACT OF ANISOTROPIC UNIT CELLS USED IN ADDITIVELY MANUFACTURED LUNEBURG LENSE

Table 6: Polynomial coefficients for σ́a
m

q1 q2 q3
0.07122 −0.1148 0.9999

second-order polynomial below, and plotted with simu-
lation data in Figure 5:

σ́a
m = q1δ́ 2

m +q2δ́m +q3, (12)
where q1, q2, and q3 are the real coefficients given in
Table 6.

As δ́m decreases beyond −180
◦
, aφ continues to

increase linearly, whereas aθ is fixed at the plateau value.
Therefore, σ́m is linear in this region and is given by

σ́b
m = q4δ́m +q5, (13)

where the coefficients q4 and q5 are determined as fol-
lows. To ensure a differentiable, and thus continuous,
piecewise model, the slope of the line defined by Equa-
tion (13) must equal the derivative of Equation (12) at
δ́m =−π . Therefore

q4 =
dσ́a

m

dδ́m

∣∣∣∣
δ́m=−π

=−2q1π +q2. (14)

Now, upon substituting Equation (14) into Equation
(13), setting σ́b

m = σ́a
m and solving for q5 at δ́m = −π

yields

q5 =
(

σ́a
m −q4δ́m

)∣∣∣
δ́m=−π

= q3 −q1π2. (15)

The piecewise model for σ́m therefore transitions
smoothly between a second-order and a first-order poly-
nomial at δ́m = 180

◦
.

Equation (10) and (11), therefore, predict the extent
to which the incident polarization state is altered when

Fig. 5. σ́m vs. δ́m for different α . Dashed curve is the
model given by least square fit in Equation (12). For
δ́m <−180

◦
, the model transitions smoothly into the lin-

ear relationship given by Equation (13).

the incident wave is normal to the optic axis of the
lens.

B. Illumination at arbitrary polar angle

In this subsection, the impact of the lens anisotropy
is examined as the polar angle θ of the incident field is
swept from 0◦ to 90

◦
in 11.25

◦
increments. The incident

field is therefore defined as
−→
E

inc
=

[
ainc

θ e jψ inc
θ

ainc
φ e jψ inc

φ

]
e− jk0(xsin(θ)+zcos(θ)). (16)

In this experiment, three different lens radii are stud-
ied: 2.5λ , 3.5λ , and 5λ . It is observed that δ́ = 0 when
the incident field is parallel to the optic axis, i.e., θ = 0

◦
,

and δ́ = δ́m when the incident field is normal to it, i.e.,
θ = 90

◦
. Moreover, the retardance is approximated

by
δ́ = δ́msin2 (θ) . (17)

The retardance computed directly from the 3D finite
element simulations and the approximation given in
Equation (17) are plotted in Figure 6.

Correspondingly, σ́ = 1 when the incident field is
parallel to the optic axis and σ́ = σ́m when the incident
field is normal to it. After experimenting with several
approximating functions, the following provides the best
fit of σ́ to the simulation data:

σ́ = 1+
(σ́m −1)

(
1− e−(θ/τ)2

)
1− e−(π/2τ)2 . (18)

In the above equation, θ is specified in radians and
τ is a parameter that has been set to 0.6 radians through
experimentation. In Figure 7, both the results computed
from the 3D finite element simulations and the approxi-
mation of Equation (18) are plotted.

Equation (17) and (18), therefore, predict the extent
to which the incident polarization state is altered when

Fig. 6. δ́ vs. θ for different rl . Dashed curves are model
given by Equation (17).
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Fig. 7. σ́ vs. θ for different rl . Dashed curves are model
given by Equation (18).

Fig. 8. Paths on Poincarè sphere for different rl , as θ
is swept from 0◦ to 90◦. Surface of sphere indicates the
PLF. Red dot is LHP marker. Illumination is LCP.

the incident wave arrives at an arbitrary angle relative to
the optic axis of the lens.

V. POLARIZATION LOSS

Other than for the degenerate cases in which either
ainc

θ = 0 or ainc
φ = 0, the anisotropy of the lens creates

a mismatch between the incident and focal point polar-
izations. Normally, the receiving antenna has a polariza-
tion matched to that of the incident field. When the lens
alters the incident polarization, the ability of the antenna
to transfer focal power to the load is reduced. A non-
dissipative loss is associated with this inefficiency and is
termed the polarization loss factor (PLF). It is defined as
follows [14]:

PLF = 10log10 (Γ) , (19)
Finally, in Figure 9, the model provides PLF for a

relatively wide range of lens radii with LCP illumination.

Fig. 9. PLFs as rl and θ are varied. Compare with
results on Poincarè sphere. Illumination is LCP.

The loss over most of the image is ≈ 3 dB, indicating a
focal point that is nearly horizontally polarized.
where

Γ = |ρ̂ · ρ̂∗
r |2 = |cos(ψr) |2. (20)

In Equation (20), ρ̂ is the unit polarization vector of
the field at the focal point, ρ̂∗

r is the complex conjugate
of the unit polarization vector for the receiving antenna,
and ψr is the angle between the two. Since Equation (7)
can be expressed as

−→
E = aθ e jϕθ

[
1

σe jδ

]
, (21)

then the direction of
−→
E , and therefore ρ̂ , must depend

only on σ and δ . Thus

ρ̂ =
1√

1+σ2

[
1

σe jδ

]
. (22)

To compute the PLF using the focal point polariza-
tion model developed in the previous section, we first
use Equation (17) to compute δ́ and Equation (18) to
compute σ́ . Both values are independent of the inci-
dent field’s polarization; therefore, we use Equation (8)
to solve for δ and Equation (9) to solve for σ . In other
words

δ = δ́ +
(

ψ inc
φ −ψ inc

θ

)
, (23)

and
σ = σ́ σ inc. (24)

An insight into the dependence of the PLF on rl and
θ is obtained by tracing the focal point polarization state
on a Poincarè sphere that is PLF colorized according to
the incident field. This is accomplished efficiently using
the model developed in the previous section along with
Equation (19), (23), and (24). Figure 8 provides such
results for lens radii of 3λ , 6λ , and 50λ , all illumi-
nated with LCP. For each lens, as θ is swept from 0

◦

to 90
◦
, the state moves away from the zero loss LCP
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state. A maximum loss of ≈ 10 dB is observed when
rl = 6λ . For rl = 50λ , the maximum loss drops to ≈ 6
dB, and the state follows a spiraling path toward the lin-
ear horizontally polarized (LHP) state, denoted as a red
dot. Larger lenses produce even tighter spirals around the
LHP state and incur a maximum loss that asymptotically
approaches 3 dB.

VI. CONCLUSION

A uniaxially anisotropic Luneburg lens modifies the
polarization state of an incident wave, thus introducing
a polarization mismatch loss at the focal point. This
mismatch is dependent upon the wave polarization, the
degree of anisotropy, the radius of the lens, and the wave
angle of arrival. For rl  λ , the anisotropy strongly
polarizes the focal point along the horizontal plane. This
mismatch is undesirable in most circumstances, and min-
imizing it requires prediction of the unit cell permittivi-
ties along the x-, y- and z-axes.

We show that curve fitting of 3D finite element sim-
ulations provides an efficient method to model the retar-
dance and polarization ratio of the lens. This model and
knowledge of the incident wave and receiving antenna
polarizations are sufficient to predict the amount of
polarization mismatch loss, enabling the selection of
isotropic unit cell geometries that are suitable for fused
deposition modeling.
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Abstract – This paper presents a dual-polarized recon-
figurable antenna loading electronically steerable para-
sitic patches. The proposed dual-polarized antenna is
surrounded by four parasitic patches each of which is
mounted by two varactor diodes on the ground. By
tuning the varactors, continuous two-dimensional beam-
steering can be achieved for each of the polarization. A
prototype of the proposed antenna is fabricated and mea-
sured. Excellent agreement between the simulated and
measured results is observed. It is observed that the max-
imum beam-scanning angles in E-plane and H-plane are
greater than ±25◦, which is suitable for 5G base station
applications.

Keywords – Dual-polarized antenna, reconfigurable pat-
tern antenna, parasitic patch, varactor.

I. INTRODUCTION

With the rapid development of wireless communi-
cation, there are increasing needs for high-speed, low-
latency, and large-capacity wireless communications.
The widely used dual-polarized antenna can effectively
improve the communication capacity through polariza-
tion diversity [1–8]. Additionally, the pattern recon-
figurable antennas are capable of steering the beam
pointing, reducing noise interference and increasing
signal coverage [9, 10]. Therefore, a dual-polarized pat-
tern reconfigurable antenna can improve channel capac-
ity and mitigate multi-path propagation fading.

Essentially, the pattern reconfigurable antennas can
be achieved by adding active components (e.g., PIN
diode, varactor, MEMS, etc.) on parasitic patches in-
directly [9–12] or radiator directly [13–15]. The di-
rectly loaded manner affects the surface current flow
path, while the indirectly loaded manner tunes para-
sitic patches to realize pattern reconfigurability. The
active tuned parasitic patches are more flexible and trans-
plantable compared to directly loaded manner. The main
reason is that the parasitic patches do not change the
structure of the driven antenna. The parasitic patches

in the pattern reconfigurable antenna have various struc-
tures, such as rectangle, circle, and octagon, etc. Among
them, the rectangular parasitic structure is the most
commonly used. In the papers [16] and [20], the rect-
angular parasitic patches are adopted to achieve pattern
reconfigurable antenna. In the paper [9], the parasitic
patches are octagon structures that can obtain four pat-
tern modes by adjusting the connection state of the par-
asitic patches and the ground. Moreover, there are
very few dual-polarized pattern reconfigurable anten-
nas. In the paper [9], a dual-polarized pattern recon-
figurable Yagi patch antenna was proposed, which can
achieve four-mode patterns in both polarizations. How-
ever, it uses eight PIN diodes to implement two deflec-
tion modes and only one can achieve one-dimensional
beam-steering. In the papers [13] and [21], the di-
rectly loaded manner is used to tune the current of an-
tenna radiators which can achieve pattern reconfigurable
antenna.

In addition, there are many ways to realize a recon-
figurable antenna pattern [18–24]. An artificial ground
structure was reconfigured with PIN diodes inserted
on the bottom ground to adjust the pattern of the an-
tenna [18]. A broadside radiation pattern and a coni-
cal pattern were obtained when it alternatively operates
in the TM10 mode and TM02 mode of the rectangu-
lar patch [19]. The optically transparent and compact
dual-band, polarization-angle-independent metasurfaces
have reconfigurable patterns for ambient energy harvest-
ing and wireless power transfer [25, 26].

In this paper, electronically tuned parasitic patches
using varactors are assigned in the surrounding area
of a driven dual-polarized antenna to implement pat-
tern reconfigurability. This work aims to design a
two-dimensional dual-polarized pattern reconfigurable
antenna. We propose a single antenna model that
can explain the pattern reconfigurable principle of the
capacitance-loaded parasitic patches. An antenna pro-
totype is fabricated and measured. Continuously two-
dimensional dual-polarized beam pointing adjustment is
achieved.
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This paper is organized as follows. Section II in-
troduces the design principle of pattern reconfigurable
antenna and the steps to achieve the dual-polarization
pattern reconfigurable antenna. The dual-polarization re-
configurable antenna is introduced in great detail in Sec-
tion III. Section IV describes the pattern reconfigurable
results. The measured results of the dual-polarization
pattern reconfigurable antenna are given in Section V.
The conclusion is given in Section VI.

II. DESIGN PRINCIPLE

Fundamentally, the pattern reconfigurable princi-
ple of the proposed antenna is to change the surface
current phase of the parasitic patches by loading un-
equal capacitance. The induced current with unequal
phases would reradiate to form the desired patterns. Al-
though numerous studies have discussed the parasitic
patches tuned antennas [27], the mechanism by loading
lumped components on parasitic patches has not been
established.

In this paper, we qualitatively analyze the antenna
which is tuned by capacitance-loaded parasitic patches.
The proposed antenna for each polarization can be re-
garded as the three-point source. The central source
is the driven source and the sibling two are parasitic
sources, as shown in Figure 1. The driven source is re-
ferred to as the phase center point. Thereby, as the the-
ory of point sources array [28], the far-field pattern can
be expressed as

�E = �Ed +�Epe− jk0Dcosθ +�Epe j(k0Dcosθ+Δϕ), (1)

where
−→
E d and

−→
E p are the driven and parasitic source

amplitude at far-field, k0Dcosθ is the phase difference of
parasitic source referring to the driven source, and Δϕ
is the tunable phase. Based on these assumptions, pat-
terns of the three-point sources are calculated and shown
in Figure 2. Distance between the driven source and the
parasitic source is D = 0.32 λ and

∣∣∣−→E p

∣∣∣ = 0.6
∣∣∣−→E d

∣∣∣. It
can be seen that the main beam pattern deflects when the
tunable phase changes. This indicates that a pattern re-

Fig. 1. Qualitative analysis for one driven source and two
varactor-loaded parasitic sources.

Fig. 2. Normalized patterns for different Δϕ on the par-
asitic source.

configurable antenna can be achieved when we introduce
unbalanced capacitance which results in an unbalanced
phase on either side of parasitic arms.

In this paper, electronically tuned parasitic patches
using varactors are assigned in the surrounding area of a
driven dual-polarization antenna to implement pattern re-
configurability. The unbalanced phase for achieving pat-
tern reconfigurability on the parasitic patches is achieved
by the unbalanced capacitance. The unbalanced capaci-
tance is represented by ΔC which is the capacitance dif-
ference of each pair of varactors.

The dual-polarization pattern reconfigurable an-
tenna can be decomposed into two single-polarization
patterns reconfigurable antenna. Due to the two polariza-
tions being symmetrical, we only need to analyze how
one of the single polarization antennas realizes the re-
configurable pattern. The single polarization antenna can
achieve the reconfigurable pattern when parasitic patches
are assigned in H-plane and E-plane, respectively, as
shown in Figure 3(a) and (b), where the electronically
tuned arms must be parallel to the antenna polarization
direction to control the antenna pattern. In Figure 3(a),
the antenna can achieve the reconfigurable pattern with
different ΔC in H-plane, as shown in Figure 4(a) and (b).
When ΔC = 1 pF and ΔC = −1 pF, the beam deflec-
tion angles are 36◦ and −37◦ in H-plane, respectively.
Similarly, when ΔC = 0.5 pF and ΔC = −0.5 pF, the
beam deflection angles are 21◦ and −21◦ in H-plane,
respectively. Therefore, the single polarization antenna
can achieve the reconfigurable pattern in H-plane when
the capacitance differences are introduced on parasitic
patches in H-plane. In addition, the antenna can achieve
the reconfigurable pattern with different ΔC in E-plane,
as shown in Figure 3(b). In Figure 4(c), when ΔC =1 pF
and ΔC = −1 pF, the beam deflection angles are 20◦ and
−18◦ in E-plane, respectively. Similarly, in Figure 4(d),
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Fig. 3. (a) The reconfigurable pattern of the single-
polarization antenna in H-plane. (a) The reconfigurable
pattern of the single-polarization antenna in E-plane.

Fig. 4. (a) and (b) The reconfigurable patterns of the
single-polarization antenna with different capacitance
values in the H-plane. (c) and (d) The reconfigurable
pattern of the single-polarization antenna with different
capacitance values in E-plane.

when ΔC = 0.5 pF and ΔC = −0.5 pF, the beam deflec-
tion angles are 13◦ and −11◦ in E-plane, respectively.
Therefore, the single polarization antenna can achieve
the reconfigurable pattern in E-plane when the capaci-
tance differences are introduced on parasitic patches in
E-plane. According to the above analysis, the single po-

Fig. 5. The single polarization pattern reconfigurable
antenna layout and the dual-polarization pattern recon-
figurable antenna layout with two-dimensional beam-
steering.

larization antenna can realize the reconfigurable pattern
in two-dimensional directions by loading two electri-
cally tuned parasitic patches in the E-plane and H-plane,
respectively.

For E-plane or H-plane reconfigurable pattern, two
parasitic patches are needed at least, which are placed
on scanning plane. Hence, four parasitic patches
are arranged to achieve the two-dimensional reconfig-
urable pattern in a single polarization antenna. There-
fore, the two-dimensional dual-polarization pattern re-
configurable antenna is made of two orthogonal single-
polarized antennas that have two-dimensional pattern re-
configurability, as shown in Figure 5. For a ±45◦ dual-
polarization antenna, the E-plane of +45◦-polarization
is the H-plane of −45◦-polarization. Therefore, the E-
plane parasitic patches of +45◦ polarization and the H-
plane parasitic patches of the −45◦ polarization are in
the same area where the +45◦ and −45◦ polarization can
share a parasitic patch. These shared parasitic patches
have the electronically tuning parts along each polariza-
tion direction. Therefore, the dual-polarization antenna
has pattern reconfigurability in two-dimensional direc-
tions by shared parasitic patches, as shown in Figure 5.

III. ANTENNA DESIGN

As mentioned before, the indirectly loaded pattern
reconfigurable antennas are composed of a driven an-
tenna and parasitic patches. And the two-dimensional
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Fig. 6. Topology of the proposed antenna. (a) Perspec-
tive view, (b) dual-polarized antenna, and (c) varactor-
tuned parasitic patches with DC bias lines (the four
patches are labeled as I, II, III, and IV anticlockwise).

beam-steering scheme of dual-polarized antennas is also
analyzed in the previous section. In this section,
the specific design scheme of the dual-polarization an-
tenna with a two-dimensional reconfigurable pattern is
presented.

The geometrical topology of the proposed antenna
is shown in Figure 6(a). It can be seen that it has a ±45◦
dual-polarized dipole antenna and four parasitic patches,
which are tuned by eight varactors. The orthogonal u-
and v-directions are defined to represent the ϕ = +45◦
and ϕ = −45◦ polarization directions, respectively.

Detailed geometrical structure of the dual-polarized
antenna located at the center is shown in Figure 6(b).
The printed dipole antennas have compact configurations
for dual-polarized operations. The structure of the two
dipole antennas is almost the same except for substrate
shape and feed lines. The substrate for the printed dipole

Table 1 Parameter values (λ 0 at 3.4 GHz)
Parameters Values Parameters Values

t1 1 mm w3 3.5 mm
t2 2 mm w4 44 mm
t3 1 mm s1 18 mm
l1 5 mm s2 5 mm
l2 4 mm L 75 mm
l3 23 mm D 28.3 mm
l4 10 mm p1 23.5 mm
w1 1 mm p2 10.6 mm
w2 3 mm p3 4.3 mm

antennas is FR4 (εr = 4.4, tanδ = 0.02). For each polar-
ization, the dipole is integrated with a balun which con-
nects to a 50-Ω SMA connector [26].

The parasitic patches, reflective ground plane, and
direct circuit (DC) bias lines are shown in Figure 4(c).
The four capacitance-loaded parasitic patches are etched
on an FR4 substrate, which is assigned along with two
polarizations. It can be seen that patches I and III lie in
the u-plane, while patches II and IV lie in the v-plane.
To realize a two-dimensional dual-polarized pattern re-
configurable, two arms along u- and v-directions, which
are mounted by varactors, are designed on each parasitic
patch.

The model of the varactor used in this design is
Skyworks SMV1430 whose junction capacitance ranges
from 0.31 to 1.24 pF as reverse voltage changes from 30
to 0 V. Package series inductance is 0.45 nH. The varac-
tors are soldered in the 0.5-mm gap of parasitic patches
arms. A F4B substrate (εr = 2.5; tanδ = 0.005) separates
the ground layer and feed networks. The radio frequency
(RF) connectors and DC feed lines are integrated into the
bottom layer as shown in Figure 6(c). Four radial stubs
are designed to choke RF signals.

For simplicity, we label the varactor by direction
combined with the patch index. For example, the pattern
of the dipole in the u-plane (+45◦ polarization) can be
steered to scan in u-plane by using uI and uIII varactors,
while as uII and uIV varactors are used, the pattern can
scan in v-plane. In other words, there are four tuned arms
to steer the radiation pattern of each polarization. A pair
of varactors steer the pattern scanning in E-plane and the
other pair of varactors steer the pattern scanning in H-
plane. All the structural parameters are listed in Table 1.
Central operating frequency of the proposed antenna is
3.4 GHz.

IV. PATTERN RECONFIGURABLE RESULT

Ansys HFSS 15.0 is applied to simulate the pro-
posed antenna. The varactor is simulated by a capacitor
in series with an inductor using lumped RLC boundary
conditions. The varactor is characterized by the varying
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Fig. 7. Simulated gain patterns deflection in E-plane and
H-plane at different frequencies when ΔC varies. (a), (c),
and (e) Patterns in E-plane. (b), (d), and (f) Patterns in
H-plane.

capacitance value of the capacitor. Here, the capacitance
difference of each pair of varactors is defined as ΔC for
simplicity. As shown in Figure 7, the simulated gain pat-
terns, which take into the mismatch loss account, with
different deflection angles are presented for different ΔC.
Both E-plane and H-plane simulated results are plotted.
It can be seen that the tilt patterns show similarly recon-
figurable results within the working frequency band. In
this case, only Port 1 is excited and Port 2 has similar
results. Varactor pair of uI and uIII controls the pattern
tilt in E-plane, while uII and uIV control the pattern tilt in
H-plane, which can be controlled independently. Pattern
tilt angles at 3.5 GHz are 0◦, 16◦, and 27◦ in E-plane,
while in H-plane, they are 0◦, 13◦, and 22◦ for different

Fig. 8. Tilt angle and peak gain in (a) E-plane and (b)
H-plane versus ΔC at different frequencies.

ΔC, as shown in Figure 7. The peak gains are 7.69, 7.58,
and 7.21 dBi in E-plane, while in H-plane 7.69, 7.37,
and 6.63 dBi, respectively. It should be noted that for the
same ΔC, the pattern deflection angles are not identical
in E-plane and H-plane.

For the detailed variation of the pattern tilt angle ver-
sus ΔC, we simulated the proposed antenna under differ-
ent ΔC when Port 1 is excited, as shown in Figure 8.
From the results, it suggests that pattern deflection an-
gle increases with ΔC. Meanwhile, peak gain decreases
due to scanning loss and mismatch loss. At 3.5 GHz, the
proposed antenna possesses a maximum deflection an-
gle of 35◦ and its peak gain drops to 6.5 dBi accordingly
in E-plane, as shown in Figure 8(a). Similar results can
be obtained for H-plane deflection that the proposed an-
tenna possesses a maximum deflection angle of 28◦ and
its peak gain drops to 6.21 dBi accordingly at 3.5 GHz, as
shown in Figure 8(b). Similar results can be obtained for
Port 2 which is a +45◦ polarization antenna. The differ-
ent deflection angles of the E-plane and H-plane patterns
are caused by the different coupling of the antenna to
the E-plane and H-plane. Through the above simulation
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Fig. 9. Fabricated two-dimensional dual-polarized pat-
tern reconfigurable antenna. (a) Fabricated antenna pro-
totype. (b) Measurement scene.

results, it can be analyzed to get that we proposed an-
tenna possess two-dimensional dual-polarization pattern
reconfigurability.

V. MEASUREMENT RESULTS

The fabricated prototype of the proposed antenna is
shown in Figure 9(a). Simulated and measured reflec-
tion coefficients for different ΔC are shown in Figure 10.
Note that Port 1 ΔC represents the capacitance differ-
ence of uI and uIII , while Port 2 ΔC represents the ca-
pacitance difference of vII and vIV . It can be observed
that the measured results agree with the simulated ones
as ΔC changed. However, the measured reflection coeffi-
cients of the two ports are not overlapped exactly. A pos-
sible explanation for this might be the variation of actual
capacitance of the varactor and designed data obtained
from the manufacturer’s datasheet.

The antenna is measured in a multi-probe anechoic
chamber, as shown in Figure 9(b). Four voltage con-
trollers that can continuously generate 0−30 V voltage
are applied to bias the varactors for two-dimensional
beam-steering. The measured and simulated E-plane
patterns within the working frequency band as Port 1 ex-
cited are shown in Figure 11. For simplicity, only the
deflection pattern under a certain capacitance difference
on the E-plane is given. We tuned the voltage controller

Fig. 10. Simulated and measured reflection coefficients
for different ΔC. (a) ΔC = 0 pF. (a) ΔC = 0.25 pF. (a) ΔC
= 0.70 pF. (a) ΔC = 0.93 pF.
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Fig. 11. Simulated and measured E-plane gain patterns
for ΔC = −0.47 pF and ΔC = 0.47 pF at different fre-
quencies with Port 1 excited. (a), (c), and (e) Patterns at
3.3, 3.4, and 3.5 GHz for ΔC = −0.47 pF. (b), (d), and (f)
Patterns at 3.3, 3.4, and 3.5 GHz for ΔC = 0.47 pF.

to set ΔC of uI and uIII as −0.47 and 0.47 pF. From
the comparisons, we can clearly see that measured pat-
terns are deflected to the intended directions for each fre-
quency. At 3.3 GHz, peak gains, which are 5.80 and 5.92
dBi, occur at θ = −16◦ and θ = 18◦ when ΔC is equal to
−0.47 and 0.47 pF, respectively. At 3.4 GHz, peak gains,
which are 5.89 and 5.81 dBi, occur at θ = −14◦ and θ =
16◦ when ΔC is equal to −0.47 and 0.47 pF, respectively.
At 3.5 GHz, peak gains, which are 5.74 and 5.96 dBi, oc-
cur at θ = −24◦ and θ = 28◦ when ΔC is equal to −0.47
and 0.47 pF, respectively. There exists a discrepancy of
beam pointing and gain-loss between simulated and mea-
sured results. They are caused by fabrication errors and
measurement tolerance. The back lobes of the measured
patterns are larger than simulated ones. This may be due
to the support platform. The measured efficiency of the
antenna is above 50%, a little lower than that of the sim-
ulated one. Nevertheless, the measured results validate

Table 2 Comparison of this work with some existing
works

Ref. DP PR PR dim. BW (%)
[3] Yes No NA 44.5%
[9] Yes Yes 1 5.6%

[14] No Yes 1 58%
[15] No Yes 1 0.6%
[24] No Yes 1 20.8%

This work Yes Yes 2 5.9%
Note: DP: Dual polarization; PR: polarization

reconfigurability; PR dim.: PR dimension; BW:
bandwidth.

the good performance of the proposed antenna. In addi-
tion, the measured cross-polarization discriminations are
higher than 12.5 dB, which satisfies the requirement of
communication.

In Table 2, the proposed antenna is compared with
some existing works. It can be seen that only [9] and the
work of this paper are about the reconfigurable pattern
of dual-polarization antennas, and the bandwidth of this
paper is wider. In addition, only the proposed antenna
has a two-dimensional dual-polarization pattern recon-
figurable ability. And the antenna can achieve continu-
ous steering.

VI. CONCLUSION

A dual-polarized pattern reconfigurable antenna has
been proposed and fabricated in this paper. This antenna
is capable of continuously steering patterns in E- and H-
planes by using varactors tuned parasitic patches. The
proposed parasitic patches topology can be transplanted
to other frequency bands. Two-dimensional pattern de-
flection exceeds 50◦. Measured reflection coefficients
are less than −10 dB from 3.3 to 3.5 GHz for two ports
when continuously steering the beam pointing. Valida-
tion of the prototyped antenna indicates that the proposed
varactor-tuned parasitic patches can effectively direct the
pattern of the driven antenna, which is coincident with
the qualitative analysis.
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Abstract – A compact coplanar waveguide (CPW) fed
cauliflower-shaped antenna is presented and discussed in
this paper. To extend the impedance bandwidth and to
improve the impedance matching, fractal geometry hav-
ing a cauliflower shape is introduced along the edges of
the radiator. To validate the simulated results by exper-
imental ones, a prototype of the designed antenna was
fabricated on the RO-4350B substrate having a com-
pact size of 0.3623λ0 × 0.41λ0 × 0.01524λ0 at 3 GHz.
An Agilent 8722ES vector network was used for the
reflection coefficient measurement revealing that the –
10 dB bandwidth of the fabricated antenna offers an
impedance bandwidth of 113% extending from 3.05 to
10.96 GHz. Besides, the antenna’s radiation patterns
are measured in an anechoic chamber showing consis-
tent radiation patterns characteristic over the entire work-
ing band. Furthermore, the proposed antenna has a peak
gain of around 6 dBi and an average radiation efficiency
almost over 90% across the entire operating band. Thus,
the proposed antenna could be useful in many modern
ultra-wideband (UWB) communication systems.

Index Terms – Cauliflower-shaped antenna, coplanar
waveguide (CPW) fed, hexagonal patch antenna, fractal
geometry, ultra-wideband (UWB) antenna.

I. INTRODUCTION

In recent years, telecommunication systems have
undergone significant technological change mainly due
to the multiplication and growth of newer consumer mar-
kets. However, the emergence of the communication
markets and the growth of the number of consumers have
been accompanied by strict specifications to meet the
requirements of the new users. Indeed, the new transmis-
sion/reception systems must today provide a maximum
of services over different frequency bands and bit rates.
The rise of planar technologies (microstrip, coplanar,
etc.) for low-power applications is a part of the response
to these new requirements. In these contexts, an ultra-
wideband (UWB) technology has been purported as a
promising solution for the new communication systems.
UWB technology has many advantages, including high-
speed transmission and low energy profile [1]. Since
the definition of the frequency band from 3.1 to 10.6
GHz for UWB communication systems by the FCC in
2002 [2], several antenna structures have been reported
by many researchers to enhance the bandwidth of the
antennas [4–9].

However, the design of a UWB antenna presents
various challenges to meet the different requirements:
low profile, low cost, low radiated power, low power
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consumption, broadband operability, high data rate trans-
mission, and stable radiation patterns. Various solutions
have been proposed to ensure these requirements; the
most promising is the introduction of fractal geometries.

The use of these geometries increases the bandwidth
and the gain and can introduce the multiband properties
without changing the dimensions of the antenna which
remains very compact. This allows us to produce minia-
ture broadband antennas with performances similar to
those of large antennas. Recently, many fractal struc-
tures have been proposed like those proposed in [10–
18]. In [10], an antenna with Koch fractal geometry
has been proposed to enhance the bandwidth. How-
ever, only 3.3 GHz (3-6.3 GHz) bandwidth has been
achieved. A fractal antenna based on an octagonal patch
and a semi-elliptical ground plane has been proposed in
[11]. Unfortunately, this antenna has low gain which
does not exceed 3 dBi and its efficiency is below 90%
along the working bandwidth. More recently, in [12],
a circular cross-slot AMC has been assembled with a
fractal antenna to improve the bandwidth and the gain.
The overall impedance bandwidth attained is 129.49%
extending from 2.4 to 11.2 GHz. The main disad-
vantageous of the designed structure are the complex-
ity and the large thickness which is about 9.4 mm. A
novel wideband fractal antenna based on a hexagonal-
circular geometry with large size of 80.6 × 80.6 × 1.6
3 has been proposed in [13]. The iterations of circular
slots inside a hexagonal metallic patch have allowed to
achieve a bandwidth of around 2 GHz extending from
1.34 to 3.44 GHz. A compact flexible fractal UWB
antenna printed on a 12.5-μm flexible polyimide sub-
strate has been presented in [14]. An impedance band-
width of 15.48 GHz (3.6-19.08 GHz) has been achieved,
but it suffers from a low gain which does not exceed
3.5 dBi along the interested frequency band. In [15],
a hybrid of Sierpinski and Minkowski geometries has
been exploited into a wide antenna for multiband appli-
cations. In [16], an antenna with Jerusalem crosses as
fractal slots has been introduced to achieve wide band-
width; no more than 0.6 GHz bandwidth with only 3.5
dBi peak gain and an efficiency value of 70% have been
achieved at the resonating frequency. In [17], Minkowski
fractal structures are introduced into a flexible antenna
for improving the return loss and the impedance band-
width. This flexible antenna that has been printed into
large substrate (97.48 × 80 × 0.5 mm3) is operating in
two narrow bands with bandwidths < 0.6 GHz. Carpet
geometry has been exploited in [18] for improving the
bandwidth of a monopole antenna with defected ground
structure. However, only 3.13 GHz bandwidth has been
obtained.

In the present work, a cauliflower-shaped structure
is exploited to achieve size-compactness and the UWB

response. The fractal geometry was introduced along
the edges of the patch and on the outer corners of the
truncated ground plane. A prototype was fabricated
and measured showing a good concordance between the
measured and the simulated results. The fabricated pro-
totype has an impedance bandwidth of 7.91 GHz extend-
ing from 3.05 to 10.96 GHz and stable omni-directional
radiation patterns. In addition, the simulated antenna
has a reasonable gain (1.39-5.68 dBi) and high radia-
tion efficiency (>90%) values over the entire operating
frequency band. The designed antenna was calculated
and optimized by using the commercial software CST
Microwave StudioTM [19]. The following section will
present fractal length generations, describe the proposed
antenna geometry, and depict the obtained results.

II. ANTENNA DESCRIPTION AND RESULTS
A. Process of antenna design

The proposed antenna is generated by combining the
fractal concept and the hexagonal geometry. The geo-
metrical configuration of this new fractal curve begins
with a straight line, called the initiator, which is shown in
Figure 1 (iteration 0). The first iteration divides the initial
length into four equal parts, and the two centric segments
are replaced by three other segments of the same length
by forming a regular trapezoid with an angle θ = 60◦ as
shown in Figure 1 (iteration 1). This iterative process is
repeated for the higher-order iteration which is shown in
Figure 1 (iteration 2).

Each segment of iteration 1 (generator) is one-fourth
the length of the initiator. There are five such seg-
ments. Thus, for iteration n, the total length of the curve
is (5/4)n.

Fig. 1. Iteration-wise evolution of cauliflower-shaped
structure.
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B. Generating fractal geometry using iterative func-
tion system (IFS)

An IFS can be used to define the generator. The
transformations used to obtain the generator segments
are given by the following equations:
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The generator is then obtained with the union of
these five transformations:
W (A)=W 1 (A)

⋃
W 2 (A)

⋃
W 3 (A)

⋃
W 4 (A)

⋃
W 5 (A) .

(6)

C. Geometry of the proposed cauliflower-shaped
antenna

The geometrical structure and the dimensions of the
designed antenna are presented in Figure 2. The antenna
radiator is constructed by a set of successive assemblies
of hexagons that create a cauliflower shape. The antenna
structure progress during the design stages is shown in
Figure 3. The substrate used for the designed antenna
is RO-4350B substrate (relative dielectric constant of
3.48 with the loss tangent of 0.0037 and thickness of
1.524 mm). The overall size of the designed antenna
is 0.3623λ0 × 0.41λ0 × 0.01524λ0 at 3 GHz as a result
of the introduction of a fractal geometry along the edge
of the radiating patch and along with the outer corners
of the truncated ground plane, an enhanced impedance
matching and an extended impedance bandwidth are
attained. According to other published works like[1],
the resonant frequency fr of a comparable antenna with a
hexagonal patch can be predicted using eqn (7). In addi-
tion, the length of each edge constructing the hexagonal
patch can be calculated by eqn (8)

fr ≈ Umn c
2π re

√
εr
. (7)

The equivalent radius re is given by the following for-
mula:

re =

√
r2 +

2hr
π εr

(
ln

π r
2h

+1.7726
)
. (8)

The side length of the hexagonal patch can be calculated

Table 1: Parameters of roots for different modes
Mode (n, m) Umn
0,1 0
1,1 1.84118
2,1 3.05424
0,2 3.83171
3,1 4.20119

using the following formula:

q ≈ 1.1re, (9)

where εr is the dielectric constant of the substrate, c is
the speed of light in free space, h is the thickness of the
substrate, q is the side length of the hexagonal radiat-
ing patch, r is the radius of a comparable circular patch,
and Umn is the mth zero of the derivative of the Bessel
function of order n. The values of Umn are given as in
Table 1.

The dimensions of the designed cauliflower-shaped
antenna were optimized to attain the desirable perfor-
mances.

The physical dimensions of the proposed
cauliflower-shaped antenna were set as follows: A
= 11.5 mm, d = 0.85 mm, g = 0.25 mm, W f = 4 mm,
Wg = 18.25 mm, and hg = 9.5 mm.

Figure 4 indicates that the working bandwidth is
improved by 17.5% and the impedance matching is
highly improved at higher frequencies by inserting the
cauliflower-shaped structure along the edge of the hexag-
onal radiating element and on the outer corners of the
truncated ground plane. The working bandwidth of the
proposed antenna and the initial designs are given in
Table 2.

Fig. 2. Detailed configuration of the designed CPW
cauliflower-shaped antenna.
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Fig. 3. Antenna geometry development during the design
steps. (a) Antenna 1. (b) Antenna 2. (c) Antenna 3.

Fig. 4. Influence of the fractal structure on the reflection
coefficient of the antenna.

Figure 5 indicates that the real part of the impedance
is nearer, fluctuating around 50 Ω value which is the
input impedance of the excitation port. Whereas, the
imaginary part is narrowly fluctuating near zero bar dur-
ing the working bandwidth. Thus, the designed antenna
is well adapted throughout the entire working frequency
range. At the input of the antenna, the accepted power
is compared with the no-transmitted powers and the
obtained results are presented in Figure 6. Compared
to the level of the accepted power, negligible powers are
recorded which prove the well adaptation of the designed
antenna. In order to show the utility of the used frac-
tal geometry, the current distribution on the antenna’s
surface is presented in Figure 7. At higher frequen-
cies, there is more concentration of the current at the

Table 2: Antennas working bandwidth comparisons
Antennas Working

band (GHz)

Bandwidth

(GHz)

Bandwidth

(%)

Antenna 1 3.12-10.30 7.18 107
Antenna 2 3.02-12.64 9.62 122.86
Antenna 3 3.02-12.98 9.96 124.4

Fig. 5. Real and imaginary parts of the impedance.

Fig. 6. Powers at the input of the antenna.

edge of the radiating patch and along the upper edge
of the ground plane. The reflections at the edges of
the antenna permit creation of other resonant frequen-
cies, which is confirmed by Figure 4. Thus, the frac-
tal geometry has a high contribution to the antenna’s
performance improvement by engendering additional
resonances and allowing to extend the operational
bandwidth.

Figure 8 represents a photograph of the fabricated
prototype which was printed on the RO-4350B substrate
with a total size of 0.3623λ0 × 0.41λ0 × 0.01524λ0 at
3 GHz. To confirm the UWB feature of the designed
antenna, the reflection coefficient of the fabricated pro-
totype was measured using an Agilent 8722ES vector
network analyzer (VNA) with the specifications given
in Table 3. High concordance between the simulation
and experimental results is detected and the UWB char-
acteristic of the proposed antenna is validated. Figure 9
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(a) 

 

 
(b) 

 

 
(c) 

Fig. 7. Current distribution at three frequencies. (a) 3.65
GHz. (b) 8.37 GHz. (c) 9.89 GHz.

Fig. 8. Fabricated prototype of the proposed UWB CPW
cauliflower-shaped antenna.

Fig. 9. Measured and simulated reflection coefficient of
the proposed UWB CPW cauliflower-shaped antenna.

indicates that the measured reflection coefficient of the
fabricated prototype covers a large bandwidth extending
from 3.05 to 10.96 GHz (113%), which is wider than
the reserved UWB frequency band of 110% (3.1−10.6
GHz).

The experimental co-polar and cross-polar radiation
patterns of the fabricated prototype were measured in an
anechoic chamber by using two-antenna measurement
setup. A double ridged horn antenna (model AH-118
working in the range 1-18 GHz) is used for transmitting
electromagnetic waves, whereas the fabricated coplanar
waveguide (CPW) cauliflower-shaped antenna is used
for receiving them.

The radiation patterns were measured in both the
H (xz-plane) and the E (yz-plane) planes at three
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Table 3: Specifications of the used VNA
Parameters Values

Frequency range 0.05−40 GHz
IF bandwidth 10 Hz
Maximum input level 10 dBm
Maximum output power −5 dBm
Power resolution 0.01 dB
Output power range 70 dB (0.05−20 GHz)

65 dB (20−40 GHz)
Output impedance 50 Ω

Fig. 10. Measured normalized co-polar radiation pat-
terns at three frequencies from the working bandwidth.
(a) xz-plane. (b) yz-plane.

frequencies from the operating bands 3.22, 5.2, and
10.04 GHz. Figure 10 and 11 indicate that the fabri-
cated prototype has nearly consistent omni-directional
radiation characteristics in the H-plane and bidirectional
radiation patterns, like-dumbbell-shaped ones as a con-

Fig. 11. Measured normalized cross-polar radiation pat-
terns at three frequencies from the working bandwidth.
(a) xz-plane. (b) yz-plane.

ventional monopole, in the E-plane. At higher frequen-
cies, the radiation patterns undergo small distortions due
to the reflections along the introduced like-cauliflower-
structure and along the upper edge of the ground
plane and also due to the excitation of higher-order
mode [22].

The cross-polar radiation patterns in the H-plane
retain their star shape over the entire working band
with low levels compared to those of co-polar radiation
patterns, despite the augmentation of their levels with
increasing the frequency, which is due to the excitation
of hybrid currents [23].

Figure 12 indicates that the gain and the radiation
efficiency simulated by the designed antenna through-
out the operating frequency are acceptable and rea-
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Table 4: Comparison of the fabricated antenna with other recently published antennas
Antennas Substrates Sizes (mm3) Bandwidths Ease of fabrication

Ref. [26] FR4 100 ×100× 15 mm3

(λ0 ×λ0 ×0.15λ0)
2.7−11.8 GHz (125.52%) Hard

Ref. [27] FR4 49 × 48.5 × 0.8 mm3

(0.49λ0 ×0.485λ0 ×0.008λ0)
2.9−10.4 GHz (112.78%) Easy

Ref. [28] FR4 169 × 169 × 38.46 mm3

(1.69λ0 ×1.69λ0 ×0.3846λ0)
3.8–8.8 GHz (79.36%) Hard

Ref. [29] FR4 50 × 50 × 1.6 mm3

(0.5λ0 ×0.5λ0 ×0.016λ0)
1.5–11 GHz (152%) Easy

Ref. [30] RO-4003 100 × 104 × 1.5 mm3

(λ0 ×1.04λ0 ×0.015λ0)
2–9 GHz (127.27%) Hard

Ref. [31] FR4 100 × 100 × 16 mm3

(λ0 ×λ0 ×0.16λ0)
4.7−12.4 GHz (90%) Hard

Ref. [32] FR4 45 × 40 × 1.6 mm3

(0.45λ0 ×0.4λ0 ×0.016λ0)
1.31–6.81 GHz (135%) Hard

Ref. [33] FR4 50 × 50 × 11.6 mm3

(0.5λ0 ×0.5λ0 ×0.116λ0)
4.3−9.10 GHz (71.64%) Easy

Ref. [34] FR4 40 × 40 × 3.2 mm3

(0.4λ0 ×0.4λ0 ×0.032λ0)
5.64–8.63GHz (41.90%) Easy

Ref. [35] Taconic RF-35 120 × 120 × 1.6 mm3

(1.2λ0 ×1.2λ0 ×0.016λ0)
1.45–4.86 GHz (108.08%) Easy

This work RO-4350B 36.23 × 41 × 1.524 mm3

(0.3623λ0×0.41λ0×0.01524λ0)
3.05–10.96 GHz (113%) Easy

Fig. 12. Gain and radiation efficiency achieved by the
designed antenna.

sonable because their values are better than the val-
ues obtained by some recently published works. The
gain is varying between 1.39 and 5.68 dBi which is
better than the one attained in [24]. Whereas, the radi-
ation efficiency is almost over 90% during the work-
ing bandwidth which is better than the one achieved
in [25].

In Table 4, the main parameters of the proposed
antenna are compared with the ones of some recently

published printed antennas. It can be deduced that the
parameters of the proposed antenna are better or compa-
rable to those of other antennas. With the above men-
tioned parameters, it could be deduced that the proposed
antenna can be very convenient for many UWB systems.

III. CONCLUSION

In this paper, the utility of the fractal con-
cept is investigated for designing a printed CPW-fed
cauliflower-shaped antenna for UWB communication
applications and systems. The simulation and measure-
ment results have demonstrated that the working band-
width and the impedance matching have been improved
by inserting fractal geometry along the edge of the radi-
ating patch and on the outer corners of the truncated
ground plane. A prototype was fabricated and printed
in a compact size of 0.3623λ0 × 0.41λ0 × 0.01524λ0
at 3 GHz. The measured results indicated that the
cauliflower-shaped fractal antenna is well matched along
a large bandwidth extending from 3.05 to 10.96 GHz,
which is about 113% enclosing the UWB frequency
range. Furthermore, the experimental radiation patterns
of the fabricated prototype measured in an anechoic
chamber showed stable omni-directional radiation pat-
terns along the operating bandwidth. Besides, reason-
able gain (1.39−5.68 dBi) and high radiation efficiency
values (>90%) were simulated over the entire operat-
ing frequency band. Consequently, the proposed antenna
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could be useful for many modern UWB communication
systems.
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Abstract – This paper presents simulation-based design
and analysis of a broadband dual-polarized magneto-
electric dipole antenna element that can be used to con-
struct VHF astronomical antenna arrays. The antenna
consists of two pairs of radiating structures, each fed by a
Γ-shaped feeding section. The feeding section and radi-
ating parts are physically disconnected from each other.
The antenna is evaluated by simulation, and its −10 dB
impedance matching bandwidth ranges from 115 to 340
MHz. The maximum gain of the antenna is about 8 dB
over the operating range. Isolation of about 20 dB is ob-
served between the two input ports.

Keywords – Array, astronomy, broadband, dual-
polarization, magneto-electric dipole, VHF.

I. INTRODUCTION

Radio astronomy has always been one of the most
explored research topics. It deals with the measure-
ment of electromagnetic radiation emitted from cosmic
sources, where the emissions are irregularly varying as
a function of time. The emissions are spread over a
wide range of frequencies from a few MHz to the far-
infrared. Since the signals of interest are very weak, an-
tenna arrays are designed and distributed over large ef-
fective apertures covering hundreds of meters/kilometers
[1]. The first step in the array modeling of an astro-
nomical array is the design of the element. The element
design is pretty challenging as it should have a good
impedance match and stable gain over a wide range of
frequencies.

Various antenna elements have been reported in
the literature for astronomical purposes, which include

Bowtie antenna, log-periodic dipole array, Vivaldi an-
tenna, parabolic reflector antenna, and magneto-electric
dipole (MD) antenna.

Log-periodic antennas [2, 3] are used when simulta-
neous multi-frequency observations of radio emissions
from celestial radio sources must be monitored. But
they offer narrow bandwidth and are also susceptible
to winds due to their height, especially when designed
for low frequencies. Although parabolic reflector anten-
nas play a major role in microwave satellite and space
communications, from [4–6], it is noted that these are
primarily designed for transmitting and receiving pencil
beams. Also, designing a parabolic reflector antenna in
the VHF band is a complex process. Other wideband an-
tenna elements like Vivaldi [7, 8] and Bowtie [9], when
designed for astronomical purposes, require a complex
feeding mechanism that includes the design of baluns
for impedance matching. Furthermore, they are usually
printed on dielectrics, which reduces the likeliness of be-
ing deployed in an outside environment.

A wideband magneto-electric dipole (ME) antenna
reported in [10] exhibits wide bandwidth and seems
to be appropriate for astronomical arrays considering
its metallic construction. It also offers better radia-
tion characteristics such as low cross-polarization and
back radiation, symmetric E- and H-plane radiation pat-
terns, and stable gain across the operating band. These
are achieved by exciting both electric and magnetic
dipoles with suitable amplitudes and phases [11, 12]. A
variant of dual-polarized ME antenna reported in [13]
combats multipath fading effects and enhances the po-
larization diversity. Also, the Γ-shaped probe feed of the
ME antenna employed in [14] improves the impedance
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characteristics of the antenna. A dual-band shared-
aperture base station antenna array reported in [15] is
based on ME elements.

Considering the advantages and performance char-
acteristics of a dual-polarized ME antenna, in this
work, a simulation-based modified [16] dual-polarized
ME antenna operating over the frequency range of
115–340 MHz is designed. The novelty aspects of
the proposed design are: (1) the design of horizontal
plates with a curvature at the corners which enhances
the impedance match, (2) design of the feeding sec-
tions passing below the horizontal plates that improves
matching, and (3) design of dielectric stubs that provide
mechanical strength to the feeding sections without alter-
ing the matching. The proposed element design has the
practical benefit of being employed as the basic build-
ing block of an electronically steerable square kilometer
array [17, 18]. The array so designed could be used to
study the fast and slow transient radio radiation originat-
ing from astronomical sources as well as to conduct high
angular resolution imaging of discrete galactic and extra-
galactic sources at low radio frequencies. The transient
sky at low frequencies (in MHz) remains relatively unex-
plored [19]; therefore, the antenna is designed to operate
from 115 to 340 MHz.

This work is presented in various sections.
Section II presents the element design, and Section III
discusses the operating principle. The computational as-
pects of the designed antenna and the simulation results
are discussed in Sections IV and V, respectively, while
Section VI concludes the paper.

II. ELEMENT DESIGN

The antenna is designed at a center frequency of 160
MHz, as shown in Figure 1. The antenna is composed of
three components, namely, (1) radiating structures, (2)
feeding section, and (3) support structures. The radiat-
ing structures and the feeding section are made of alu-
minum, while the support structures are made of Teflon
(εr = 2.1). A detailed description of each of the antenna
components is elaborated below.

A. Radiating structures

The size of the ground plane considered for this
design is 2.5 × 2.5 m2. The radiating structure con-
stitutes the horizontal plates and the vertical plates, as
presented in Figure 2. The four radiating structures are
placed over the ground plane in the four quadrants, as
depicted in Figure 1. As per Figure 1, a pair of vertically
oriented rectangular plates shorted to the ground form
a shorted patch antenna which constitutes the magnetic
dipole. In contrast, the pair of horizontal square plates
form the electric dipole. The dimension of resonant
dipole or patch antenna is approximately λ /2. Hence,
we started the design with a size of λ /2 at the center

Fig. 1. Perspective view of the antenna.

Fig. 2. (a) Perspective view of the radiating structures.
(b) Top view of the radiating structures.

frequency. Later, the dimensions were optimized for
a −10 dB impedance bandwidth over the operational
band.

The dimensions of the horizontal and vertical plates
determine the lower and upper cutoff frequencies. When
the height of the vertical plate (A) is increased, a bet-
ter impedance match is observed at the lower frequency
and the bandwidth is pushed toward the lower frequency.
Similarly, increasing the length of the horizontal plates
results in the impedance bandwidth being shifted toward
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the lower frequency. After the parametric investigations,
the vertical plates’ heights and lengths are optimally cho-
sen as 515.58 and 273.90 mm. The overall size of the ra-
diating structure is 1040 × 1040 mm2. The two diagonal
radiating structures constitute one polarization. Each ra-
diating part consists of two vertically oriented plates con-
nected such as to form a 90◦ corner. The bottom edges
of the plates are connected to the ground plane, and the
top edges are connected to the horizontal plate, as shown
in Figure 2(a). The width of the two vertically oriented
plates, when decreased, increases the impedance band-
width. The optimized width of the two vertically ori-
ented plates is 244.9 mm. The four radiating structures
are positioned in each quadrant with a gap of 90 mm
between them, as depicted in Figure 2(b). One corner
(inner) of each horizontal plate has a slot to insert the
feed, maintaining the physical disconnectivity between
the feed and the radiating structures. When the widths
w1 and w2 of the slot are increased, the impedance match
moves toward the lower cutoff frequency. The other
corners of the horizontal plates are curved to improve
impedance matching. The dimensions of the radiating
structures are tabulated in Table 1.

B. Feeding section

Each pair of diagonally opposite radiating structures
is fed with a Γ-shaped feeding section which forms two
feeding ports for the entire antenna. The feeding sec-
tion is physically disconnected from the radiating struc-
tures. Each Γ-shaped feeding section has three parts, as
shown in Figures 3(a) and (b). The long vertical strip
is the transmission line. Its bottom end is 3 mm from
the ground plane, connected to the coaxial connector
through a small horizontal stub, as shown in the figure.
The top end of the transmission line is bent to form the
horizontal coupling strip, which is further bent down on
the other side, forming a short vertical impedance match-

Fig. 3. Geometrical description of the feeding section.
(a) Perspective view. (b) Top view.

ing strip. Parametric studies were performed to under-
stand the role of the feed section on the impedance char-
acteristics. A decrease in the transmission line length
results in a shift in the lower cutoff frequency, while a
decrease in the coupling strip length provides a shift in
the upper cutoff frequency. The final optimized dimen-
sions of the feeding sections are tabulated in Table 2.

The transmission line part of the feeding section is
placed within one of the radiating structures close to the
corner of the vertical plates connected to the edge. The
horizontal coupling strip protrudes out of the top hori-
zontal plate through a slot cut at the top corner. The cou-
pling strip enters the other diagonal radiating structure
through a triangular slot cut on the top, without phys-
ically touching the vertical or the horizontal plates, as
shown in Figure 1.

C. Support structures

Mechanical stability is essential to the feeding sec-
tion and is provided using dielectric support structures
made of Teflon (εr = 2.1), as shown in Figure 4(a). A
dielectric slab, starting from the ground plane, is placed
along the width of the transmission line of the feeding
section, which is tapered in the top portion. The tapered
section is fastened to the feed strip using metallic screws,
and the bottom of the slab is attached to the ground with
Teflon screws with an additional sidestep, as shown in
Figure 4(b). The support structure dimensions are opti-
mally chosen such that the antenna’s performance is not
affected, and the same are tabulated in Table 3.

III. OPERATING PRINCIPLE

The pair of vertically oriented rectangular plates
shorted to the ground form the magnetic dipole, and the
pair of horizontal square plates form the electric dipole.
A combined effect of the electric dipole and the mag-
netic dipole provides a uniform unidirectional radiation
pattern [20]. The radiating structures are excited by the
fields coupled with the feeding section.

The significance of the three parts of the feeding sec-
tion is explained as follows:

1. The transmission line section and the shorted verti-
cal plates act as an air microstrip line of 50-Ω char-
acteristic impedance, which transmits the electrical
signal from the coaxial launcher to the second por-
tion of the feed.

2. The electrical energy from the transmission line is
coupled to the horizontal and vertical plates via the
horizontal coupling strip. The length of the cou-
pling strip contributes to the inductive reactance,
thereby altering the antenna’s input impedance.

3. The impedance matching section is an open-
circuited transmission line, which can be modeled
as a capacitor and contributes to the capacitive
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Fig. 4. (a) Feed sections with the support structures. (b)
Perspective view of support structure.

reactance. Appropriate choice of its length com-
pensates for the inductive reactance caused by the
coupling strip and thereby enhances the impedance
bandwidth.

In summary, the operation starts with the excitation of
the feeding strips, which couple fields to the correspond-
ing radiating structures and induce currents. The current-
induced horizontal radiating plates act as a planar electric
dipole, while the shorted vertical radiating structures act
as a magnetic dipole, resulting in the overall radiation.

IV. COMPUTATIONAL ASPECTS OF THE
DESIGNED ANTENNA

This paper reports a broadband antenna design, and,
hence, the solver chosen in the CST simulation tool is
the time domain. The accuracy level maintained is −30
dB, and the number of pulses to 50. The mesh type used
for the simulation is hexahedral. The mesh cell setting
in the tool is an essential parameter − the more the mesh
cells, the better the accuracy, with the disadvantage of
longer computational time. Taking account of these con-
siderations, the cells per wavelength for the maximum
cell calculation are optimally set to 15 for the proposed
antenna simulation.

The port mode solver supports inhomogeneous port
accuracy as we received a warning from the solver indi-
cating that dispersive materials are detected at the ports.
Also, the number of pulses is set to 50 as the steady-state
criteria are not met with fewer pulses.

V. RESULTS AND DISCUSSION

The antenna design and simulation are performed
using the CST Microwave Studio 2018. The simulated
results of the designed antenna are discussed in the fol-
lowing sub-sections.

A. Impedance matching performance

The simulated antenna’s reflection and coupling
coefficients with respect to ports 1 and 2 are shown

Fig. 5. S-parameters of the ME antenna.

Fig. 6. Antenna gain versus frequency plot.

in Figure 5. It is observed that the −10 dB reflection

coefficient with respect to the two ports is over the fre-
quency range of 115−340 MHz.

B. Gain and radiation pattern

The antenna gain as a function of frequency is de-
picted in Figure 6 for both the ports. The maximum gain
of the antenna is around 8 dB over the operating band.
The 3-dB gain bandwidth is observed over the frequency
range of 115−340 MHz. The simulated radiation pat-
terns of the proposed antenna are plotted at 150 and 250
MHz in Figure 7. The simulations are performed by ex-
citing each port separately to obtain radiation patterns in
each polarization. An extensive simulation-based study
is carried out to validate the sensitivity of the proposed
antenna to determine the fabrication tolerance of the de-
sign parameters. The parameters in the feeding section
have a tolerance of ±2 mm, and all the remaining dimen-
sions have a tolerance of ±5 mm.
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Fig. 7. Simulated radiation patterns when ports 1 and 2 excited individually.

Table 1 Dimensions of the radiating structures in mm
Parameters P R q K1 K2 D1 D2 A B
Values 273.90 141.42 92.20 56.15 66.92 198.58 146.58 515.58 244.90

Table 2 Dimensions of feeding section in mm
Parameters c1 c2 h1 h2 L1 L2 F1 F2 w1 w2
Values 76.37 89.37 376 319 201.85 201.85 21.51 19.88 45.36 45.36

Table 3 Dimensions of the support structure in mm
Parameters Sw1 Sw2 Sw3 Sh1 Sh2 S1
Values 45.36 65.36 25 100 20 55.90

VI. CONCLUSION

Simulation-based design of broadband dual-
polarized ME antenna element is presented in this paper
for very low-frequency astronomical array applications.
The antenna designed offers a −10 dB impedance
bandwidth over the frequency range of 115−340 MHz.
The broadside gain of the antenna is about 8 dB, and
the isolation between the input ports is about 20 dB over
the operating frequency range. It may be noted that the
antenna element could not be fabricated, given its size
and also the current pandemic situation.
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Abstract – The influence of electromagnetic waves on
living things has been of great concern in recent years.
Traditionally, electromagnetic radiation device for cell
experiments has a narrow frequency range and small ra-
diation space. In this paper, a DC to 5.2-GHz rectangular
transverse electromagnetic (TEM) device for cell exper-
iments is proposed. The novelty of this research lies in
the wide frequency range and sufficient radiation space
under the condition of ensuring the transmission perfor-
mance. The rectangular device is composed of a closed
rectangular coaxial transmission line, tapered transition
regions, inner plate structure, and dielectric supports.
After simulation, optimization, and measurement, both
the results of the simulated and measured studies indi-
cate that reflection coefficient S11 is below −10 dB and
transmission coefficient S21 is nearly 0 dB. It is demon-
strated that the device has a good transmission perfor-
mance from DC to 5.2 GHz, which meets the require-
ment for wideband cell radiation experiments. The pro-
posed rectangular device is a good candidate for cell ra-
diation experiment device.

Index Terms – Rectangular TEM, radiation space, wide-
band, cell experiments.

I. INTRODUCTION

With the development of digital devices and in-
tegrated circuits, electrical equipment and systems are
widely used in our daily life. And the electromagnetic
signals with high density and wide spectrum constitute
the extremely complicated electromagnetic environment
[1]. People pay more and more attention to the prob-
lem of electromagnetic pollution, the relationship be-
tween electromagnetic waves, and the biological effects
of biological systems, such as human, animal, and cell
samples, etc. Therefore, the research on the effect and
mechanism of electromagnetic field on human health has
been carried out. Bioelectromagnetic research requires a
complete and specific device for radiation experiment.
In the middle of the 1960s, people used the transverse
electromagnetic (TEM) wave chamber (Parallel Plates

TEM cell) as an experimental device. But because of
its open structure, electromagnetic energy radiated to the
surrounding area is susceptible to environmental and ex-
ternal interference; thus, the accuracy and reliability of
the test are not enough. Later, based on the principle
of rectangular coaxial line, a symmetrical TEM cell for
simulating electromagnetic wave propagation in closed
space was proposed [2–4]. It consists of a square outer
conductor, a main segment of the inner conductor of the
mounting plate, and a tapered transition section at both
ends, which can be respectively connected with the exci-
tation source and the matching load. The radiation de-
vice based on TEM cell provides radiation conditions
similar to that in free space and has the advantages of
convenient use, uniform electromagnetic field, and low
cost.

For the vitro studies of RF interaction with biologi-
cal cells, the TEM chamber is generally used as radiation
device. In [5], a vivo exposure system based on TEM cell
is designed at 2.45 GHz and its size is 1700 mm × 120
mm × 120 mm. The system can be used for small ani-
mals’ exposure experiments in 2.45 GHz. In [6], a new
technique for establishing standard, uniform, and elec-
tromagnetic fields in a shielded environment employs
TEM cells that operate as 50-Ω impedance-matched sys-
tems. An open TEM cell suitable for exposure frequen-
cies from DC to 1 GHz is shown in [7], and its size is 200
mm × 100 mm × 30 mm. In [8], a 1800-MHz TEM cell
is introduced for experiments investigating effects on bi-
ological samples, whose size is 198.8 mm × 78 mm ×
82 mm. In [9], a TEM cell used for experimental bio-
logical samples exposure to radiofrequency field in the
100 MHz to 1 GHz range is designed. In [10], an open
TEM cell is used as a pulse delivery system. Its size is
202 mm × 85 mm × 20 mm and its return loss is below
−10 dB up to 3 GHz. The main disadvantages of the
above TEM cells are their limited radiation space and
lower upper frequency range. When the size of the TEM
cell increases, the frequency will decrease accordingly.
Nowadays, due to the quick development of communica-
tion systems operating at frequency ranges up to 5 GHz,
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a new experimental radiation device should be planned.
In this paper, a rectangular TEM device with wide-

band and sufficient space is proposed for cell experi-
ments. The proposed rectangular device is capable of
producing a uniform planar electromagnetic wave with
wideband property in a limited enclosed space. In or-
der to not only obtain more accurate measured results
but also expand application range of the device in prac-
tical needs [11], the proposed rectangular TEM device is
aiming to overcome the restrictions on available testing
space. The rectangular TEM device proposed can op-
erate at the frequency range from DC up to 5.2 GHz.
And it forms a uniform TEM electromagnetic field in
the radiation space, which can be used to detect cell
electromagnetic properties in electromagnetic radiation
experiments.

II. THEORY ANALYSIS OF THE PROPOSED
DEVICE

The proposed structure is a coaxial cavity structure.
The outer conductor is composed of a rectangular cavity
in the middle and a square cone cavity on both sides,
and the inner conductor is composed of a rectangular
conductor plate in the middle and two trapezoidal con-
ductor plates on both sides, as shown in Figure 1(a).
The coaxial structure is a dual conductor guiding sys-
tem, which consists of internal and external systems. It
mainly transmits TEM wave. When there is discontinu-
ity or high-frequency operation, it will excite TE mode or
TM mode. The device has two coaxial ports at the ends
of the cell. The external dimension of the proposed rect-
angular square cone coaxial cavity is 1176 mm × 220
mm × 220 mm, with coaxial connectors at both ends.
The middle section of the inner conductor is a rectan-
gular conductor plate with thickness of 8 mm and width
of 131 mm, and the inner conductors on both sides are
trapezoidal conductor plates with thickness of 8 mm and
width from 131 mm gradually changing to 8 mm, as
shown in Figures 1(b) and (c). When a certain frequency
and power signal is added to the excitation port, the elec-
tromagnetic wave inside the device is excited in the form
of TEM. In order to achieve uniform field distribution,
the device adopts a symmetrical structure. The inner and
outer conductors of the device are made of aluminum,
the wall thickness of the outer conductor is 10 mm, and
the dielectric supports are composed of two 10-mm-thick
PTFE materials. The cell dish is placed in the middle of
the radiation space.

One port of rectangular square cone coaxial cavity
is connected with RF signal generator, and the other port
is connected with 50-Ω load to ensure good impedance
matching. The calculation model of middle section of
radiation device is illustrated in Figure 2. The cross-
sectional size for the middle part of the inner conductor

of the rectangular square cone coaxial cavity is obtained
by the following formula [12]:

Z0 =
188.31

2 C
ε0
+ w

h + t
g

, (1)

w
h
+

b
g
= 3.7662−2

C
ε0
, (2)

where C is the unit capacitance between inner and
outer conductors, ε0 is the dielectric constant of me-
dia between inner and outer conductors, w is the cross-
sectional width of inner conductor plate, t is the thickness
of inner conductor, g is the distance from the inner con-
ductor to the outer conductors on sides, and h is the dis-
tance from the inner conductor to the top or bottom outer
conductors. At first, the values are calculated based on
formulae (1) and (2). It is then further optimized in CST
software.

The transition section design is mainly to make a
good match between the input end of the cell and the
power supply. The traditional transition section of TEM
cell adopts stepped transition structure, which is gener-
ally circular coaxial and circular coaxial transition. Be-
cause of the step discontinuity of the structure, the transi-
tion structure will have a great reflection, which will af-
fect the transmission and other performance of the TEM
cell. In order to solve this problem, a new type of gradual
transition structure is proposed, which is circular coaxial
rectangular coaxial tapered structure. This structure has
low reflection loss and can be used in cell electromag-
netic radiation structure to improve transmission perfor-
mance.

The input port of the transition section of the de-
vice is connected with the N-type coaxial RF connec-
tor, and the output port is connected with the rectangular
coaxial cavity of the device. In order to make the work-
ing frequency of the device reach 5.2 GHz, the design
of the transition section should ensure to meet the 50-
Ω characteristic impedance matching. It is also neces-
sary to make sure that the cut-off frequency of the transi-
tion section should be greater than the working frequency
and suppress the high-order noise when working in the
high-frequency section [17–20]. A slow gradual struc-
ture is adopted to minimize the discontinuity caused by
the gradual transition [13–16].

III. SIMULATION AND ANALYSIS
A. Simulation and optimization

The electromagnetic simulation for the rectangular
square cone coaxial cavity is carried out with CST Mi-
crowave Studio Suite TM 2013. The impedance match-
ing of the structure is mainly affected by the width w of
the middle section of the inner conductor plate and the
length H1 of the transition section; thus, the optimiza-
tion and parameter scanning analysis of w and H1 is car-
ried out. Figure 3 shows the structure diagram of iden-
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Fig. 1. (a) 3D structure diagram of the device. (b) Side view dimensions of the device (mm). (c) Top view dimensions
of the device (mm).

tification H1. Figure 4 shows the S11 for different H1
and w. When other structural parameters of rectangular
square cone coaxial cavity are fixed and H1 is changed,
the curve of S11 is shown in Figure 4(a). It can be seen

that the best H1 value is 36.5 cm, which makes S11 below
−10 dB in the range of DC to 5.2 GHz. In the frequency
range of 5.2−6 GHz, S11 is slightly higher than −10dB,
which is caused by higher order modes. When w changes
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Fig. 2. Calculation model of middle section of radiation
device.

and other structural parameters are fixed, the curve of S11
is shown in Figure 4(b). It can be seen that the optimal
w value is 13.1 cm, which makes S11 lower than −10dB

Frequency (GHz)

S 1
1 
(d

B
)

H1=36.5cm
H1=35cm

H1=35.5cm
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-10dB
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(b) 

Fig. 4. Simulated S11 versus frequency with (a) the length of the tapered transition H1 and (b) the width of the inner
plate structure.

Fig. 3. Structure diagram of identification H1.

in the DC to 5.2 GHz range. In the frequency range of
5.2−6 GHz, S11 is also slightly higher than −10dB. Due
to the large size and wide frequency range of the struc-
ture, high-order modes will appear in the high-frequency
band, and the influences of dielectric supports, which
will have a certain impact on the transmission of electro-
magnetic waves, and the results of S11 will also fluctuate
accordingly.

B. Experimental results and discussions

According to the optimization results, the rectangu-
lar square cone coaxial cavity is fabricated, and the ex-
perimental prototype is shown in Figure 5. It is tested
with vector network analyzer AV3629B.
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Fig. 5. Photograph of the rectangular device.

The simulated and measured results of the device
are depicted in Figure 6. The reflection coefficient S11 is
depicted in Figure 6(a) and the transmission coefficient
S21 is depicted in Figure 6(b). It depicts that the S11 is
better than −10 dB in the frequency range of DC to 5.2
GHz, S21 is nearly 0 dB in the frequency range of DC
to 2 GHz, and S21 is between 0 and 1 in the frequency

                     
(a)                                                                                        (b) 

 
(c) 

Fig. 6. (a) The simulated and measured results of reflection coefficient S11 from DC to 6 GHz. (b) The simulated
and measured results of transmission coefficient S21 from DC to 6 GHz. (c) E-field distribution at Z = 0.

range of 2−5.2 GHz. As can be seen from Figure 6(a),
the matching bandwidth of a radiation system is typically
defined by the frequency bandwidth where the reflection
coefficient is lower than −10 dB. Note that some of the
S11 values for the radiation device within its bandwidth
are slightly greater than −10 dB. This is probably be-
cause there is little reflection at the junction of the trans-
mission section and the joint of the rectangular device.
And higher order modes occur at some high frequency,
which will influence the transmission performance in re-
ality. As can be seen from Figure 6(b), good consistency
has been obtained between the simulations and measure-
ments. Due to the machining error, measured results are
slightly biased at individual frequencies. Both the sim-
ulated and measured results show that the device has a
good transmission performance and impedance match-
ing from DC to 5.2 GHz.

The distribution of E-fields at Z = 0 in the device is
depicted in Figure 6(c). It can be seen that distribution of
the electromagnetic field is mostly green, and the electric
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Table 1: Comparison between the proposed rectangular
device and previously reported designs
Ref. Structure Frequency

range

(GHz)

Size (λ 0 ×
λ 0 × λ 0)

(mm3)

S11(dB)

[2] Open TEM
cell

0.5 to 3 200 × 85 ×
20

Below
−7.5

[5] TEM cell 2.5 1700 × 120
× 120

[7] Open TEM
cell

DC to 1 200 × 100
× 30

[8] TEM cell 1.8 198.8 × 78
× 82

[9] TEM cell DC to 1 410 × 260
× 150

Below
−9

[10] Open TEM
cell

DC to 3 202 × 85 ×
20

Below
−10

[11] Twin TEM
cells

1 300 × 300
× 200

[13] Cylindrical
TEM cell

DC to 1 1021.2 ×
150 × 150

Below
−13

[14] Two-port
rectangular
TEM cell

0.5−3 444 × 364
× 360

[16] TEM cell DC to 3 280 × 150
× 90

Below
−15

This

work

Closed

rectangular

device

DC to 5.2 1176 × 220

× 220

Below

−10

field distributions are formed uniformly along the trans-
verse plate. And we can conclude that there is a relatively
uniform electromagnetic field inside the cavity. A uni-
form electromagnetic field is generated inside the outer
conductor, and the outer conductor shell does not pro-
duce electromagnetic field. The uniform electric field
distribution is essential for the radiation space and cell
experiments.

Compared with the traditional TEM cells, simulated
and measured results of this device show a good perfor-
mance in the frequency range. And the device has ad-
vantages in sufficient radiation space and wide frequency
band.

IV. COMPARISON OF THE TRADITIONAL
TEM DEVICES

Table 1 summarizes the performance comparison
between the proposed rectangular device and previously
reported designs for radiation experiments.

The proposed rectangular device shows the widest
frequency range compared with other designs [5, 8, 11]
for the radiation frequency range. In the item of
structure, the proposed rectangular device is a closed

Pdevice, which can eliminate electromagnetic leakage
and play a shielding role compared with [2]. Compared
with [9, 13, 15], the proposed rectangular device not only
broadens the frequency range but also increases the radi-
ation space. In general, the proposed rectangular device
has obvious advantages in the sufficient radiation space
and broadband aspect.

V. CONCLUSION

In this paper, a rectangular TEM device for cell ex-
periments is proposed, which uses a rectangular coax-
ial structure as the radiation section. Its configuration
is given, and the related key parameters are discussed.
The measurements show that S11 is better than −10 dB
in the frequency range of DC to 5.2 GHz, and S21 is
nearly 0 dB which shows the proposed device can be
used for the broadband cell radiation experiments. Com-
pared with other designs, the overall performance of the
proposed device is better. The proposed device success-
fully upgrades the frequency to a wideband range and
expands the space for cell experiments. The proposed
prototype is expected to have a very broad prospect
in cell radiation experiments of the wide frequency
range.
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Abstract – The wireless communication system is one
of the most important facilities of fuel cell hybrid power
tram (FCHPT), which provides a strong guarantee for ef-
ficient and safe operation. As an indispensable part of the
RF front-end of the transmitter and receiver, the minia-
turization and high-performance trends of filtering power
dividers are becoming evident. Based on the principle of
filter power divider, a capacitor loaded power divider fil-
ter is designed and fabricated in this paper. The center
frequency of the designed power divider filter is 30 GHz,
the return loss S11 is less than −10 dB in the range from
29.2 to 31.6 GHz, and the insertion losses S21 and S31 are
less than 5.3 dB. The frequency shift of 1.8 GHz can be
achieved by changing the dielectric constant of the liquid
crystal with an applied bias voltage, which can be used
in millimeter wave communication system.

Keywords – Electronically controlled tuning, filter power
divider, liquid crystal material.

I. INTRODUCTION

Fuel cells as a promising technology that provide
electrical power with high efficiency, less noise, and
near-zero emissions have been successfully used in vehi-
cle, rail traffic, ship, and distributed generation. Fuel cell
hybrid power tram (FCHPT) is a new type of urban rail
transit locomotive, which has been widely studied and
successfully applied in the world. The wireless commu-
nication system is one of the most important facilities of
FCHPT, which is the core guarantee to ensure the safe,
reliable, and efficient operation of the tram.

In the wireless communication system of FCHPT,
the filtering power divider is an indispensable part of the
RF front-end of the transmitter and receiver. The filter
can let the desired signal through and suppress the spuri-
ous signal, while the power divider can realize the distri-

bution and synthesis of power [1, 2]. In modern wireless
communication systems, these two devices are generally
designed independently and then cascaded by additional
matching networks or transmission lines. The traditional
design method makes the circuit have a larger physical
size, and the cascade between devices will introduce ad-
ditional mismatch and loss. The characteristics of filter
power divider are mainly determined by the design of fil-
ter. The filter with multi-frequency band can save space
and meet the needs of most work [3], but the working
frequency band is often fixed after the structure is de-
termined. As an extension of multi-band filter, the ad-
justable filtering power divider has the characteristics of
high integration, dynamic frequency selection, low loss,
and so on [4]. The technology is to realize reconfigurable
performance mainly including PIN [5], varactor tuning
technology [6], ideal switches [7, 8], MEMS system tun-
ing technology [9, 10], graphite [11], iron or ferrite tun-
ing technology [12, 13], and so on. In addition, as a
new type of electromagnetic material, liquid crystal ma-
terial holds the characteristics of anisotropy of dielectric
constant, stable electromagnetic performance, and low
loss. Liquid crystal tuned microwave passive devices are
based primarily on liquid crystal electromagnetic effect.
When the low frequency bias voltage is applied to it, un-
der the action of the electric field, the director of the liq-
uid crystal molecule is driven to be consistent with the
bias voltage of the external electric field, which changes
the distribution state of the liquid crystal pointing vector
in space. At the same time, for the electromagnetic wave
with a certain polarization direction with liquid crystal
as the medium, the change of the spatial director of the
liquid crystal means that the refractive index of the inci-
dent wave is changed, so as to modulate the transmission
state of the electromagnetic wave transmitted in the liq-
uid crystal. At present, researchers at home and abroad
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have carried out a lot of research work on passive devices
based on liquid crystal materials, such as tunable phase
shift [14], adaptive filter [15], tunable planar reflection
array antenna [16, 17], phased array antenna [18–20],
and frequency selective surface [21–23]. Liquid crys-
tal tunable technology has great application potential and
development prospects.

The traditional filter resonant structures include end
coupling [24], parallel coupling line [25], comb line [26],
hairpin type [27], cross toe type [28], etc. All of the
above structures are realized by coupling lines, and the
input and output of traditional coupling line structures
are not on the same straight line. The end coupling size is
usually larger, comb line, hairpin type, or cross toe type,
and other structures require high machining accuracy, es-
pecially in the millimeter wave band. For the purpose of
integration and miniaturization of wireless communica-
tion system, an electronically controlled adjustable fil-
tering power divider is proposed in this paper. A capac-
itive electromagnetic cross-coupling resonator structure
is designed, and the capacitive coupling resonator is in-
tegrated into the two output terminals of the first-order
Wilkinson power divider. Then, by using the liquid crys-
tal material and electrifying the electrodes on the upper
and lower surface of the liquid crystal. The liquid crystal
molecular orientation will change with the voltage value,
which changes the dielectric constant of the liquid crys-
tal material, so as to tune the central frequency of the
filtering power divider. Its structure is relatively simple,
which meets the requirements of broadband miniatur-
ization of current electronic communication technology,
and adapts to a wider range of application scenarios.

II. THEORY AND DESIGN
A. Capacitor loaded power divider bandpass filter

Ideally, the structure of the capacitive loaded loss-
less transmission line resonator is shown in Figure 1.
Denoting the transmission coefficient by β = ω0

√
LC =

2π/λg, where ω0 is the angular frequency, L and C
are expressed as distributed series inductors and paral-
lel capacitors, respectively. If the capacitance C be-
comes larger in the circuit, transmission coefficient will
decrease, and the slow-wave effect will appear, thus
reducing the size of the circuit. If the capacitance
C increases periodically, it can reduce the circuit size
and have band-stop characteristics. It has a good ef-
fect on the suppression of some frequencies. Cou-
pling equivalent circuits of two resonators are shown in
Figure 2.

By using the two-port network theory to analyze
the coupling between two resonators, the capacitive cou-
pling between stages can be further equivalent to an ad-
mittance converter, and the equivalent circuit of inter-
stage coupling is shown in Figure 3.

Fig. 1. Ideally loaded capacitive transmission line res-
onator.

Fig. 2. Coupling equivalent circuit of two resonators.

Fig. 3. Coupling equivalent circuit of two resonators.

If T-T’ is equivalent to an electric wall, the resonant
frequency is

fe =
1

2π
√

L(CL +Cm)
. (1)

If T-T’ is equivalent to a magnetic wall, the resonant
frequency is

fm =
1

2π
√

L(CL −Cm)
. (2)

Therefore, the coupling coefficient between the two
resonators is

K =
f 2
m − f 2

e

f 2
m + f 2

e
=

Cm

CL
. (3)

A capacitor loaded filter coupled with a resonant
unit, as shown in Figure 4, is adopted. In the design of
this structure, the multipath effect caused by the coupling
between multiple resonators makes the signal synthesize
with the same amplitude and phase at the output port.
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Fig. 4. The structure of capacitor loaded power divider
bandpass filter.

Table 1 Design parameters and their values
Parameters Value (mm)

d1 2.7
d2 3.7
d3 0.15
w1 0.15
w2 0.07
w3 0.27
w4 1.07

Through two identical coupling paths, not only compact
structure can be realized but also lower loss can be real-
ized. Based on this structure, modeling and simulation
are carried out in HFSS. The specific design parameters
are shown in Table 1.

The filter uses a Rogers 5880 substrate with a thick-
ness of h = 0.254 mm, with a relative dielectric constant
of 2.2 and a dielectric loss tangent of 0.0009. After the
above theoretical analysis, through the loading capaci-
tance introduced by the microstrip gap, the S parameter
of the filter is obtained according to the parameters of Ta-
ble 1. The results of equivalent circuit model and HFSS
simulation model are compared as shown in Figure 5.
Considering the limit of actual fabricated accuracy, the
simulation results in HFSS are poor compared with the
ideal circuit simulation results. But they still meet the re-
quirements and are basically consistent with the expecta-
tion, which verifies the effectiveness of the circuit. In the
HFSS simulation, the central frequency is at 30.9 GHz,
the insertion loss in the passband is less than 1.4 dB, and
the return loss is greater than 13 dB.

B. Filter-based Wilkinson power divider

The Wilkinson power divider’s function is to dis-
tribute the input signal equally or unequally to each out-
put port and maintain the same output phase. Although
the ring has similar functions, the Wilkinson power di-
vider has a broader bandwidth in the application.

The circuit structure of the microstrip Wilkinson
power divider is shown in Figure 6. Among them, the
characteristic impedance of the input port is Z0. Accord-

Fig. 5. Comparison of S parameter simulation results.

Fig. 6. Circuit structure of microstrip Wilkinson power
divider.

ing to the quarter wavelength impedance transformation
theory, the electrical length of the two branch microstrip
lines is λ/4, the characteristic impedance is

√
2Z0, and

the characteristic impedance of the output port is Z0.
The characteristic impedance of the microstrip lines

is 50 Ω. The value of isolation resistance can be obtained
from the following formula:

R = Z0k+1/k, (4)
where k =

√
P3/P2, and when the power is evenly dis-

tributed, k is 1, then R = 2 Z0.
The linewidth of 50 Ω mounted microstrip lines can

be calculated by the empirical formula

Z0=
87√

ε +1.41
ln

[
5.98h

0.8w+ t)

]
, (5)

where h is the height of the substrate, t is the line height,
and w is the width of the microstrip lines.

When the input signal enters from P1, P2 and P3
have equal amplitude and in-phase output. The power
divider is designed based on microstrip line; so transmis-
sion mode is quasi-TEM mode. The simulation results
of the frequency response of the first-order Wilkinson
power divider are shown in Figure 7, including isola-
tion and transmission characteristics. As can be seen in
Figure 7, the energy is evenly divided within the effective
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Fig. 7. Simulation results of the first-order Wilkinson
power divider.

frequency band, the transmission attenuation of port is 4
dB, the curves of S21 and S31 are basically consistent,
and the isolation of ports 2 and 3 is greater than 15 dB.

C. Adjustable filter power divider

The frequency selection performance of the filter-
ing power divider mainly depends on the filter. The
loading capacitor filter introduced above is cascaded at
the two outputs of the first-order Wilkinson power di-
vider to form the filtering power divider. The overall
structure model is shown in Figure 8. The size of the
whole structure of the filtering power divider is 35 mm
× 20 mm. Two layers of Rogers 5880 dielectric sub-
strate with a thickness of 0.254 mm and a dielectric con-
stant of 2.2 are used, and the second layer substrate is
slotted in the middle to fill the liquid crystal material.
The liquid crystal block area is 22 mm × 6 mm, and the
thickness is set to 0.254 mm. The frequency response
results are shown in Figure 8. The center frequency
of the filter is 30 GHz, the return loss S11 is less than
−10 dB in the range of 29.02−31.64 GHz, and the in-
sertion losses S21 and S31 are less than 5 dB. It can be
seen from Figure 9 that the designed filtering power di-
vider achieves equal power division performance in the
operating frequency band and has the same amplitude
and phase.

Liquid crystal is an electromagnetic tuning material.
As shown in Figure 10(a), with the different applied bias
voltage, the molecular orientation in it will change, re-
sulting in the change of dielectric constant. And then,
the corresponding resonant frequency of microstrip lines
with the same size will change, that is, frequency recon-
figuration is realized. When the liquid crystal molecule
is perpendicular to the direction of the electric field, the

Fig. 8. Structure of adjustable filtering power divider.

Fig. 9. Simulation results of S parameter.

corresponding dielectric constant is ε⊥, the liquid crystal
molecule is parallel to the direction of the electric field,
and the corresponding dielectric constant is ε‖. In the
simulation, the liquid crystal is set as a new material and
its dielectric constant is set as a variable for simulation.
In the actual measurement, the metal of the filter layer is
grounded and the metal base is loaded with bias voltage,
as shown in Figure 10(b). The dielectric constant of liq-
uid crystal is adjusted by adjusting the bias voltage, so as
to realize the frequency reconfigurable characteristics of
filter power divider.

Then the dielectric constant of the liquid crystal
varies uniformly in the range of 2.2−2.8. As shown in
Figure 11, the center frequency of the passband of the fil-
ter power divider moves from 30 to 28.1 GHz to achieve
the 1.9-GHz frequency shift.

III. RESULTS AND DISCUSSION

To verify the feasibility of the filtering power di-
vider, it is processed and tested according to the structure
size of the filtering power divider. The prototype of the
filtering power divider is shown in Figure 12. The cir-
cuit structure shown in Figure 12 is attached to the lower
surface of the upper dielectric substrate in the form of
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Fig. 10. Schematic diagram of liquid crystal bias voltage
control. (a) Tuning process. (b) Bias voltage loading
structure.

Fig. 11. Simulation results of S11 tuning.

inverted microstrip, and the dielectric constant of the liq-
uid crystal is controlled by the bias voltage between the
inverted microstrip patch and the metal base, to realize
the change of the resonance point. The orientation of
liquid crystal molecules is matched by coating a layer
of polyimide film on the metal copper foil of the filter
power splitter. After completing the phase matching, the
direction of all liquid crystal molecules is perpendicular
to the electric field.

The test platform is shown in Figure 13, which in-
cludes the PNA-X vector network analyzer and function

Fig. 12. Prototype of adjustable filtering power divider.
(a) Layered structure: (i) liquid crystal slot; (ii) inverted
microstrip filter; (iii) transition structure. (b) Integral
structure: (iv) liquid crystal injection hole.

Fig. 13. Measurement of power divider filter.

waveform generator. The function waveform signal gen-
erator provides 1-KHz low-frequency square wave signal
modulation voltage (0−20 V) for the experiment. The
dielectric constant of liquid crystal varies with the ap-
plied voltage, but excessive voltage will destroy the in-
ternal structure of liquid crystal molecules. Generally,
the applied voltage range is 0−20 V, and its electrical
tuning ability can be expressed as follows:

τ =
ε − ε⊥

ε
. (6)

As can be seen from Figure 14, the bandwidth of
the filtering power divider is 2.46 GHz, the return loss
S11 is less than −10 dB in the range from 29.2 to 31.6
GHz, and the insertion losses S21 and S31 are less than
5.3 dB. It can be seen that the designed filtering power
divider achieves equal power division performance in
the working frequency band. Then, by changing the
voltage range of 0−20 V at both ends of the liquid
crystal, as shown in Figure 15, the center frequency of
the passband of the filtering power divider is shifted
from 29.9 to 28.1 GHz to achieve 1.8-GHz frequency
shift. Compared with the simulation results, the mea-
surement results are slightly worse, which may be due
to the generation of some bubbles during liquid crys-
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Fig. 14. Measurement results of S parameter.

Table 2 Comparison of proposed work with others
Tuning

Ref. Frequency Bandwidth bandwidth

(GHz) (GHz) (GHz)

[29] 1.2 0.04 No
[30] 1.4 <0.2 No
[31] 1.4 <0.25 0.2
[32] 1 <0.2 0.4

This work 30 2.46 1.8

tal filling, which affects the performance, but it is still
within the acceptable range. The measurement results
show that the proposed liquid crystal filter power divider
can realize frequency tuning. The performance com-
parison with similar power division filters is shown in
Table 2.

IV. CONCLUSION

In this paper, an electronically controlled filter
power divider of FCHPT based on liquid crystal is de-
signed by cascading the Wilkinson power divider with
the output port of the filter unit. Compared with most
of the low frequency filters, the designed power divider
filter integrates power distribution and filtering and can
work at 30 GHz. In addition, by changing the voltage
value, the liquid crystal pointing vector can be changed,
so as to change the effective dielectric constant of the liq-
uid crystal material, and then tune the center frequency
of the filter power divider. The tuning bandwidth of the
filtering power divider is 1.8 GHz (29.9−28.1 GHz), and
the port isolation is less than 18 dB. In the continuously
adjustable range, the maximum insertion loss is 5.3 dB.
It realizes dynamic frequency selection and power distri-
bution, effectively simplifies the structure and size of the
system, and realizes the miniaturization and lightweight

Fig. 15. Measurement tuning results of S parameter. (a)
S11. (b) S21. (c) S31.

characteristics of the electronic system, thus reducing the
cost and suitable for millimeter-wave electronic commu-
nication systems.
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Abstract – The respiratory and heartbeat signals can ac-
curately reflect the health status of the tester, which is
of great clinical significance. Compared with the tra-
ditional contact detection method, the non-contact radar
detection method does not require the tester to wear any
sensor equipment and will not cause any discomfort to
the tester. The frequency modulated continuous wave
(FMCW) radar has the characteristics of simple struc-
ture, high resolution, strong stability, and low transmis-
sion power and is used for the detection of respiratory
and heartbeat signals. This paper designs a low-power,
low-cost respiratory, and heartbeat signal detection sys-
tem based on FMCW radar. In addition, the variational
modal decomposition (VMD) method is used to separate
respiration and heartbeat signals to obtain accurate respi-
ration and heartbeat rates. The results show that the radar
system for detecting respiratory and heartbeat signals has
high detection accuracy.

Keywords – Frequency modulated continuous wave
(FMCW), heartbeat signals, respiratory signals, varia-
tional modal decomposition (VMD).

I. INTRODUCTION

According to the latest report, 330 million people
have cardiovascular disease in China, and the death rate
of this disease ranks first [1]. Real-time monitoring of
patients’ respiratory and heartbeat signals can effectively
reduce accidents caused by this disease. Therefore, a de-
tection device is needed to monitor the human body’s
respiratory and heartbeat rate in real time. Traditional
medical contact detection equipment requires the tester
to wear electrodes or sensors during the detection pro-
cess, and the tester’s physical activity is restricted by the
device [2]. The non-contact detection device does not
need to wear any sensors and mainly realizes the detec-
tion of the tester’s physical information through wire-
less signals. The respiratory and heartbeat signal de-
tection radar system is based on electromagnetic signals
for measurement, which can penetrate obstacles such as

clothes and quilts. It can be used in medical diagnosis,
home health monitoring, and other occasions [3].

At present, non-contact radar detection technology
has developed rapidly in the field of physiological de-
tection. Biological radar was designed to detect abnor-
malities in cardiopulmonary information in 2004 [4]. A
5.8-GHz continuous wave radar detects the baby’s vi-
tal signs in [5, 6]. Zito’s research team has carried
out research on the non-contact detection device based
on ultra-wideband radar and successfully developed a
set of cardiopulmonary signal detection device [7]. In
[8], a 9.6-GHz frequency modulated continuous wave
(FMCW) radar is used to detect respiration and heart
rate, and the influence of harmonic of respiratory signal
on estimation of heart rate is not eliminated. Zhang et
al. used FMCW radar of 24.15 GHz to extract the heart
rate signal, and the method used to extract the heartbeat
signal is not accurate [9]. In [10], the author evaluated
the results of vital signs detection by typical antennas.

During normal cardiopulmonary activities such as
respiratory and heartbeat, the surface of the human tho-
racic cavity will produce periodic weak movements.
The electromagnetic signal emitted by the radar passes
through the slightly moved thoracic cavity and under-
goes a Doppler effect, which causes the phase of the
echo signal to change. The phase change corresponds
to the micro-movement of the chest cavity, hiding the
respiratory and heartbeat signals. Due to the close fre-
quency band range of respiratory and heartbeat signals,
the use of band-pass filter to separate respiratory and
heartbeat signals cannot effectively solve the problem
of respiratory harmonic interference on heartbeat sig-
nals [11]. Wavelet transform can extract respiratory and
heartbeat signals from life signals by selecting appropri-
ate wavelet basis functions, and it is difficult to select ap-
propriate wavelet basis functions [12]. Empirical mode
decomposition (EMD) is an adaptive signal processing
method proposed by Huang et al. in 1998 [13], which
can deal with nonlinear and non-stationary signals very
well. The disadvantage of EMD is that the decomposed
intrinsic modal functions (IMFs) have modal aliasing.
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Ensemble empirical mode decomposition (EEMD) pro-
posed by Wu et al. [14, 15] reduces the problem of modal
aliasing by adding white noise. However, due to the lim-
ited number of noise additions, noise residue is prone to
appear. Complete ensemble empirical mode decomposi-
tion with adaptive noise (CEEMDAN) proposed by Tor-
res et al. [16] can solve the noise residual problem with
less averaging by adding adaptive white noise at each
stage of the decomposition. There may be false com-
ponents in the result of its decomposition. Variational
modal decomposition (VMD) [17] can effectively avoid
modal aliasing and false components. Therefore, this
paper proposes an algorithm based on VMD to process
radar life signals to realize the separation and extraction
of respiratory and heartbeat signals.

II. DETECTION SCHEME
A. Respiration and heartbeat signal detection

The detection of respiratory and heartbeat signals
uses FMCW radar, which can measure the distance and
speed of the target. In addition, the electromagnetic wave
signal emitted by the radar has a very narrow wavelength
and a wide bandwidth, which can improve the system’s
high sensitivity and range resolution. Shown in Figure 1
is the detection schematic diagram of FMCW radar.

FMCW is generated by the voltage-controlled os-
cillator (VCO) as the local oscillator signal of the radar
system. The power divider is divided into two parts. One
part of the signal is used as the transmitting signal to ra-
diate outward through the transmitting antenna, and the
other part is used as the local oscillator input of the re-
ceiver to mix with the echo signal received by the receiv-
ing antenna to obtain an intermediate frequency signal.
The frequency and phase information of the intermedi-
ate frequency signal contains the information of the chest
cavity micro-movement. Figure 2 shows the FMCW us-
ing sawtooth modulation.

The transmitted signal can be expressed as

s(t) = e j(2π fct+πBt2/T ), (1)
where fc is the working frequency of sensor, B is the
bandwidth of radar, and T is the period of saw tooth wave

Fig. 1. Schematic diagram of FMCW radar detection.

Fig. 2. The FMCW using sawtooth modulation.

transmitting signal. When the signal is reflected after it
encounters an object, the reflected signal can be regarded
as the delay form of the transmitting signal:

r(t) = e j(2π fc(t−td)+πB(t−td)2/T ). (2)
td = 2R/c is the time taken for the electromagnetic wave
from transmitting to receiving, R is the distance between
the sensor and the object under test, and c is the speed
of light. The intermediate frequency signal b(t) of the
object to be measured is obtained by mixing and filtering
the received signal

b(t) = s
′
(t)r(t)≈ e j(4πBRt/cT+4πR/λ ) = e j(2π fbt+φb). (3)

For a single object, the intermediate frequency sig-
nal after mixing is a sine curve with frequency fb =
4πBRt/cT and phase φ b = 4πR/λ . When the chest wall
displacement of human body is detected, the phase of
intermediate frequency signal in the distance unit of the
measured object can be measured with time. The phase
change is

Δφb = 4πΔR/λ . (4)
Since the amplitude of chest wall vibration is very small,
it can be assumed that the vibration signal x(t) is in
the same distance element during vibration. Assuming
that the object is in the mth distance element, the vibra-
tion signal can be obtained by calculating the phase in-
formation corresponding to the mth distance element at
time nTs

x(m,nTs) = λ/4πφb(m,nTs), (5)
where n is the index of LFM pulse and Ts is the time
interval of continuous measurement.

B. Respiration and heartbeat signal decomposition

Since the human heart and lungs have a certain phys-
iological coupling relationship, the higher harmonics of
the respiratory signal may overlap with the heartbeat sig-
nal; so the separation of the respiratory signal and the
heartbeat signal based on VMD are proposed. The VMD
method is used to solve the variational problem. Its pur-
pose is to decompose the original signal f into k IMFs
with a finite bandwidth and a center frequency.
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Fig. 3. The algorithm flow of decomposition of respira-
tory and heartbeat signals.

The algorithm flow of decomposition of respiratory
and heartbeat signals is shown in Figure 3. After pass-
ing through the rectangular window, the vital signs need
to be preprocessed by filtering and de-noising to be used
as the input signal of VMD. The appropriate decompo-
sition level k is set to reduce the aliasing phenomenon of
decomposed natural mode components. The value of k
is selected according to the actual measured signals. The
decomposed natural mode components are transformed
by 1024 points fast Fourier transform (FFT) to obtain
the spectrum information. Since the frequency of the
normal person’s breathing component ranges from 0.2 to
0.8 Hz, and the frequency range of the heartbeat compo-
nent ranges from 0.8 to 2 Hz, the frequency selector can
be used to obtain the breathing signal and the heartbeat
signal.

III. RADAR SYSTEM DESIGN
A. Hardware circuit design

The key indicators of FMCW radar include the start
frequency of the radio frequency signal, the signal band-
width, the slope of the ramp signal, and the repetition pe-
riod. Table 1 shows the relevant parameters of the radar
system hardware platform.

The detection range of the radar is designed to be
5 m, and the signal bandwidth is selected to be 500

Table 1 The relevant parameters of the radar system hard-
ware platform

Index Numerical value

Start frequency 24 GHz
Bandwidth 500 MHz
Ramp signal slope 0.5 MHz/μs
Repeat frequency 100 Hz

MHz under a certain range resolution, and the corre-
sponding range resolution is 0.3 m. The slope of the
ramp signal is set to 0.5 MHz/μs, and the correspond-
ing intermediate frequency signal frequency is about
16 kHz, thereby reducing the requirements of the back-
end circuit. The start frequency affects the detection
accuracy of weak motion information. When there is
a 1-mm micro-movement, the phase of the 24-GHz ra-
dio frequency signal changes 0.32π . The re-frequency
period determines the update frequency of the demodu-
lation information, and it is set to 100 Hz to meet the
frequency estimation requirement. The framework of
the radar system is shown in Figure 4. The entire radar
system includes transceivers, antennas, intermediate fre-
quency conditioning circuits, and microcontrollers. The
system is based on the following integrated chips: ra-
dio frequency transceiver chip BGT24MTR11, phase-
locked loop chip LMX2491, operational amplifier chip
LMX321, and microcontroller chip STM32F303.

The overall working principle of the circuit is as
follows: First, the RF transmitter generates a 24-GHz
FMCW signal and radiates it through the transmitting
antenna. The FMCW start frequency, signal band-
width, and repetition period are adjusted through the
phase-locked loop to adjust the VCO input voltage
control; then the receiving antenna receives the radio
frequency signal carrying the test target information,
through the quadrature mixer and the transmitted sig-
nal down-mixing to obtain two orthogonal intermediate

Fig. 4. The framework of the radar system.
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frequency signals; the intermediate frequency signal is
amplified and filtered by the intermediate frequency con-
ditioning circuit. The analog-to-digital converter sam-
ples the digital signal; the final digital signal is analyzed
and processed in the microprocessor.

B. System flow control

The system control process includes the system ini-
tialization process, the judgment waiting process, and the
signal processing process. Figure 5 shows the system
control process. In the initialization process, the micro-
controller clock system and internal storage unit are first
configured, the preset radio frequency signal parameters
are read, and the internal registers of the phase-locked
loop chip and the radio frequency transceiver chip are
configured through the analog serial peripheral interface
(SPI). The judgment waiting process is used to judge the
following two events, that is, whether there is a user com-
mand to be responded to and whether there is radar data
to be processed. When there is a user command to be
responded to, parse the command and jump to the initial-
ization process to reinitialize the system parameters with
new parameters. When there is a radar signal to be pro-
cessed, jump to the signal processing process. If neither
event occurs, continue to wait until the event happened.
The signal processing flow is used to process the radar
data analysis, including the extraction of the micromo-
tion signal parameters and upload the detection results
through the universal asynchronous receiver/transmitter
(UART) or SPI.

Fig. 5. The system control process.

Fig. 6. The respiratory and heartbeat signal detection
radar system.

Fig. 7. Testing scenarios.

IV. EXPERIMENT AND ANALYSIS
A. Device and experiment

The designed respiratory and heartbeat signal detec-
tion radar system is shown in Figure 6. The physical size
of the PCB board is 40 mm × 40 mm.

In order to test the system’s power consumption and
RF signal quality, we built a test scenario as shown in
Figure 7. Test instruments include laptop computers,
J-LINK simulators, power supplies, oscilloscopes, sig-
nal generators, and spectrum analyzers. The maximum
power of the system is 1.25 W, and the standard univer-
sal serial bus (USB) interface can meet the power supply
requirements of the system. Two 2 × 5 microstrip patch
antennas are used for Tx and Rx.

The parameters of the radio frequency signal emit-
ted by the radar system are shown in Table 1. Figure 8
shows the frequency spectrum of the FMCW signal un-
der power peak hold. It can be seen from the figure that
the parameters of the actual transmitted signal are basi-
cally consistent with the preset values.

B. Results and analysis

During the test, the tester remains at rest and is 1.5 m
away from the antenna. The ADC with a sampling rate
of 20 Hz is used to sample the chest micro-movement
information detected by the radar system. The signal af-
ter windowing and preprocessing is shown in Figure 9.
Since the human body’s normal respiratory and heart-
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Fig. 8. FMCW output power test.

Fig. 9. Chest micromotion signal detected by radar sys-
tem.

beat frequencies are below 3 Hz, when using the VMD
algorithm to decompose the processed signal, the num-
ber of IMFs does not need to be too much. The value of
k adopts an adaptive method. In this signal, the value of
k is 4. As shown in Figure 10, VMD can successfully
decompose the respiratory and heartbeat signals in the
signal. The IMF1 is the same frequency as the peak of
the chest wall displacement signal spectrum. The IMF2
is twice the frequency of the peak of the IMF1 spectrum;
so IMF2 is the second harmonic of IMF1. The frequency
of the peak of the IMF3 spectrum is 1.426 Hz. The corre-
sponding heart rate is 42 beats, which is consistent with
half of the pulse rate. The IMF4 is five times the fre-
quency of the peak of the IMF3 spectrum; so IMF4 is the
fifth harmonic of IMF3.

Eight different testers at the same distance are de-
tected. Compared with the ECG monitor, the correct

Fig. 10. IMFs of VMD and spectrums.

Table 2 Frequency and correct rates of the separated res-
piratory and heartbeat signals

Testers Respiratory

frequency

/Hz

Heartbeat

frequency

/Hz

Respiratory/

heartbeat

accuracy /%

1 0.1953 1.221 97.7 96.9
2 0.2539 1.426 98.4 97.0
3 0.3418 1.514 97.8 96.8
4 0.2441 1.536 97.6 97.7
5 0.2667 1.367 99.9 97.0
6 0.2510 1.27 97.7 97.1
7 0.2344 1.346 99.8 98.5
8 0.3167 1.420 99.0 98.2

rates of respiratory frequency and heart frequency of
VMD decomposition are obtained in Table 2. It can
be seen that the accuracy of respiratory rate and heart
rate of eight testers are all above 97% and 96%, re-
spectively. The results show that the FMCW radar sys-
tem designed to detect human respiratory and heartbeat
signals has achieved the expected purpose. The sep-
aration algorithm based on the VMD method we de-
signed is very effective for separating the respiratory
and heartbeat signals from the thoracic micromotion
signals.

V. CONCLUSION

In this paper, a respiration and heartbeat signal de-
tection radar system is designed. The radar transmits
FMCW signals to the chest cavity of the human body
and uses the Doppler frequency offset effect to obtain
the information of the chest cavity micro-movements
caused by respiration and heartbeat movement, thereby
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achieving the purpose of non-contact detection of the tar-
get’s respiration and heartbeat rate. In order to separate
the respiration and heartbeat signals from the thoracic
micromotion signals, we propose a method for separat-
ing respiration and heartbeat signals based on VMD. The
detection results are very accurate, the correct rate of res-
piratory rate is more than 97%, and the correct rate of
heart rate is more than 96%. The system can provide
help for the monitoring of cardiovascular patients.
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Abstract – In this article, an efficient domain decom-
position method finite element method (DDM-FEM)
algorithm is presented for the lossy twisted pair cable.
In harsh environment and anti-interface ability, cables
need high toughness, noise immunity, and extraordi-
nary strength. We, in this paper, simulate a physical
model of twisted pair cable and apply a hybrid solver of
DDM-FEM to analyze these problems by compression
and approximation of matrix-vector product. The DDM-
FEM solver along with matrix compression is used to
compute the RLCG, propagation constant in the twisted
pair cable, and to reduce the computational time and
memory size. Therefore, in the proposed algorithm, the
complexities of the system become linear. The study
compares the calculated results with the existing stan-
dard to verify the effectiveness of the proposed algo-
rithm.

Index Terms – Domain decomposition method (DDM),
finite element method (FEM), hybrid solver, propagation
constant, RLCG parameter, twisted pair cable.

I. INTRODUCTION

With the advancement of technology, means of data
and information transfer is improving day by day. To
ensure maximum and reliable data, communication sig-
nals need a secure way to transfer data with minimum
interface. This can be achieved through twisted pair
cable, coaxial cable, and optical fiber cable, which are
developed to bear higher frequency signal with minimum
interface.

Twisted pair cable has been used for a long time due
to its high toughness, good noise immunity, and high
strength. Twisted pair cables are usually used in harsh
environment due to robustness and anti-interface abil-
ity to conduct noise. Over the years, twisted pair cables
have been used with different frequencies ranging from
16 MHz to 1.8 GHz [1–3]. Our focus in this paper is
to further increase the frequency to 5 GHz in shielded

category of twisted pair cables, which will reduce prop-
agation loss. To evaluate the performance, we analyze
the primary (electrical) and secondary parameters in this
paper. Resistance (R), inductance (L), capacitance (C),
and conductance (G) matrices give the electrical param-
eters. Similarly, secondary parameters are propagation
constant (δ ), attenuation constant (α), phase constant
(β ), characteristic impedance (z0), scattering parame-
ter (s) and permeability constant of free space Epsilon
(ε0) [4–7].

To compute the electrical and secondary parame-
ter of twisted pair cable, different numerical techniques
are used such as method moment [8], frequency domain
and time domain (FDTD) techniques [9, 10], advanced
modeling (AM) techniques [11], domain decomposi-
tion method (DDM) [12], and traditional finite element
method (FEM) approach [13].

Among the above-mentioned techniques, the DDM
decomposes the domain into subdomains and then cre-
ate a mesh to solve each of these subdomains separately.
On the other hand, FEM uses triangular mesh method
to solve inhomogeneous structure effectively and effi-
ciently. We thus combine the two methods (FEM and
DDM) to first divide given structure subdomains and
then apply FEM method to solve for each subdomain.
This way, we exploit the advantages of both the methods
to reduce the propagation loss.

Parallel computing system requires a much smaller
amount of computation memory than the conventional
FEM for structure, which is bent or twisted. DDM rep-
resents a large potential for parallelization of the FEMs.
It also serves as a basis for distributed, parallel com-
putations with high performance (over 90%) which is
achieved even in a large-scale finite element calculation
with irregular domain decomposition [14, 15].

This article is structured as follows. In Section II,
the mathematical equations of twisted pair cable per-
formance parameters are described. In Sections III
and IV, DDM and FEM implementation are described,
respectively. In Section V, numerical simulation using
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proposed algorithm and validation result are presented.
Finally, Section VI concludes the work.

II. SHIELDED TWISTED PAIR CABLE

Shielded twisted pair (STP) cable is a type of
guided transmission medium, which consists of indi-
vidual pair of wires, each having two conductor wires
twisted together in a regular spiral pattern. Individual
pair or collection of pair are shielded with foil or braided
wire to reduce the electromagnetic (EM) interference.
The shield further connects to ground reference, which
protects the induced current to wire and attenuates the
EM wave for external shielding. The propagation matrix
(γ) for the STP cable is given as

γ=α+ jβ , (1)
where α is the attenuation constant and β is the phase
constant and both are in matrix form. We can also write
it as

γ=K1 f

√(
RG

K1
2 f 2

)
−LC+

J
K1 f

(RC+LG), (2)

where K1 = 2π and R, L, C, and G are the electrical
parameter of twisted pair (STP) cable and are given as

R=K2
R1D

d
√

D2−d2
, (3)

L=K3Urcosh−1(
D
d
) , (4)

G=πσdsech−1
(

D
d

)
, (5)

C=K4εrsech−1
(

D
d

)
, (6)

where D is the distance between the center of two con-
ductor cables for multi-twist, d is the diameter of each
conductor, and R1 is the surface resistance of conductor
and is given as (R1=Rk f

1
2 ), where Rk is constant and its

value is 2.16 × 10−7. Here, σ is the conductivity of the
conductor material, and δ is skin depth. The conduc-
tivity of the dielectric can be given as (σd=ωε= 2π f ε).
The other constants are: K2 = 2/π , K3 = 2 ×10−7, and K4
= π × 8.85 × 10−12.

Comparing eqn (1) and (2) of propagation constant,
we can find the attenuation and phase constant, where the
real part is attenuation and the imaginary part is phase
constant described as

α=K1 f

√[
RG

K2
1 f 2−LC

]
. (7)

If t is the thickness of the dielectric, then the ratio of
D
d =

2t
d +1 and the attenuation constant in dB is given as

α = 2π f
7
4

⎧⎨⎩
√

26.13× εsech−1( 2t
d +1)

d
√

D2 −d2

⎫⎬⎭−

2π f{
√

5.56×10−18μrεr}

, (8)

where

α1= 8.686

√
4.16×10−7εsech−1( 2t

d +1)

d
√

D2−d2
, (9)

and

α2= 8.686
√

5.56×10−18urεr . (10)
Eqn (8) will become

A= 2π f
7
4 α1−2π f α2. (11)

From the imaginary part of eqn (2), phase constant
of the cable can be found as

β=K1 f

√
J

K1 f
(RC+LG). (12)

Let us assume

β1= f−
1
2

√
15Dεrsech−1( 2t

d +1)

d
√

D2 −d2
, (13)

and

β2=

√
6.28×10−7urε. (14)

Hence, eqn (12) will become

β = f−
1
2 β1+ f−1β2. (15)

A. Propagation constant of STP cable

STP cable propagation constant can be found by
putting the value of eqn (11) and (15) in eqn (1), resulting
in the propagation constant as

γ = 2π f
7
4 α1 + j f−

1
2 β1 −2π f α2 + j f−1β2. (16)

III. DOMAIN DECOMPOSITION METHOD

DDM is applied to solve, which solves the bound-
ary value problem (BVP) by decomposing the domain to
subdomain. The domain contains the information about
the proposed model. Each domain has different con-
figuration of material as well as geometry. The subdo-
mains are further divided which make the partitions even
smaller. These subdomains are easily solvable by the
DDM. The domain contains the information locally; so
it is convenient to solve the performance parameters. As
they accelerate the solution to convergence point. Due to
the locally connected domain, the performance parame-
ters are calculated speedily. It also decreases the memory
size and CPU time.

If we consider decomposition on the domain of S
belong to R

3 (S � R
3), S is decomposed into two sub-

domains (S1 and S2). The subdomains (S1 and S2) have
different material properties than domain S. Excitation of
the problem may be discreet or fast or both of them.

In this manuscript, the grid-based approach for
matching algorithms of DDM. The grid-based approach
is used for defining the subdomain. A domain is
divided into subdomains and artificial boundaries known
as “interface”. It means that each subdomain is inde-
pendently solved. To get proper solution, the appropri-
ate boundary condition must be given on the interface of
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Fig. 1. Domain S with boundary value problem.

subdomains. The DDM based on natural boundary con-
ditions reduces the approximation under the matching
condition. We use the grid-based approach for matching
purpose. To obtain the accuracy of the solution, it is nec-
essary to use high refinements of the finite element grids
near the concave vertices. So the solution is improved by
using the grid approach near the concave vertex. There-
fore, the solution offers good approximation by using the
grid matching approach.

As shown in Figure 1, the domain S is divided into
subdomains (S1 and S2). The shape of subdomain S1 has
the same geometrical shape as that of domain S, but the
shape of subdomain S2 has a different geometrical shape
from domain S, having no geometrical information.

The same material as S
S2

is meshed in subdomains
S1 and S2 separately. The surface subdomain, ini-
tially decomposed BVPs are without connection between
them. Moreover, for subdomain S1 is given as follows:

π+× (μx1∇×E1)− jk
1

ηx1
πt (E1) =

π+×
(

1
μx1

∇× E inc
1

)
− jk

1
ηx1

πt

(
E inc

1

)
, on ∂S1.

(17)
For S2

∇× 1
μx2

∇×E2 − k2εx2E2 =− jkη jimp
2 , in S2

π(E2) = 0, on ΓPEC[[
1

μx2
×E2

]]
x
=− jkη jport, on Γport

(18)

Intrinsic impedance η for free space, εxi and μxi are
the relative permittivity and permeability of material in
Si, ηxi =

√
μxi/εxi express the relative wave impedance,

iε{1,2}. Moreover, the tangential element trace oper-
ator πt(.) and twist tangential trace operator π×(.) are
adopted in our analysis, defined as

πt(μ) := p̂×μ × p̂, (19)
π±
× (μ) := p̂±×μ, (20)

where p̂+ and p̂− are the unit outward and inward normal
to domain Si and subdomain (S1 and S2), respectively.
[[μ]]× refers to the field jump across a surface

[[μ]]× := π+
× (μ

+)+π−
× (μ

−). (21)
In eqn (18), ΓPEC expresses the collection of PEC

surface where the tangential component of electric field
finishes. ΓPort expresses the surface of internal port on
which a specific current density ıport exists. If (curl; Si)
is the proper space Ei, the normal curl conforming func-
tion space is

H (curl; Si) =

{
uε

(
L2 (Si)

)3

∇
×uε

(
L2 (Si)

)3
}
. (22)

Contribute to the progress of the volume
and surface time product as (u,v)S=

∫
Su.vdV and

(u,v)∂S=
∫

∂Su.vdA, respectively.
The information sent and received are between the

subdomains S1 and S2. It includes transfer of information
or data in two directions, i.e., from S1 to S2 and from S2
to S1.

A. Coupling from S1 to S2
As ∂S2 is the field continuity between subdomains

S1 and S2, it will be observed and applied through the
Robin transmission condition on ∂S2 as

k j(n)2 − jk
ηx

πt

(
E(n)

2

)
= π+

×

(
1

μx1
∇×E(n)

1

)
−

jk
ηx

πt

(
E(n)

1

)
.

(23)

Here, the ηx =
√

(μx1 +μx2)/(εx1 + εx2).
As the j2 expresses the auxiliary variable, the sur-

face electric current on ∂ s2, so

j2 =
1
k

π+
×

(
1

μx2
∇×E2

)
.

As v2εH− 1
2 (curlt; ∂ s2) and obtained below as〈

π2 (v2) ,k j(n)2 − jk
1

ηx
πx(E

(n)
2 )

〉
∂ s2

=〈
πt (v2) ,π+

×

(
1

μx1
∇×E(n)

1

)
− jk

1
ηx

πx(E
(n)
1

〉
∂ s2

.

(24)

B. Coupling from S2 to S1
Transmission of information from S2 to S1 requires

polarization of subdomain S1, which will also depict the
material difference, and the use of surface domain cur-
rent to justify surface subdomain. This embedded sub-
domain contains the data of material properties.



KHAN, ZHAO, WEI, MUEED, ULLAH, KHAN: SIMULATION OF HIGH FREQUENCY TWISTED PAIR CABLE 112

C. Material difference

As for the solution of BVP surface subdomain S2,
E2 and H2 are the electric and magnetic fields. We apply
jω(ε2 − ε1) and jω(μ2 −μ1) H2 into the Maxwell
equation of surface subdomain S1 as

∇×E1 =− jωμ1 H1 − jω (μ2 −μ1)H2, (25)

∇×H1 =− jωε1 E1 + jω (ε2 − ε1)E2 + jimp
1 . (26)

The above two equations (25) and (26) are the elec-
tric and magnetic polarizations due to change of material
properties from εx1, μx1 to εx2, μx2. Moreover, subdo-
main surface S1 and vector wave equation are improved
by combining eqn (25) and (26) as

∇× 1
μx1

∇×E(n)
1 − k2εx1E(n)

1 =− jkη j1imp+

L(n−1)
v +M(n−1)

v .

(27)

Lv and Mv are two volume sources as
L(n−1)

v =−k2 (ε2 − ε1)E2
(n−1), (28)

M(n−1)
v = ∇×

(
1

μx1
− 1

μx2

)
∇×E2

(n−1). (29)

Eqn (27) with v1εH (curl; S1);so

(∇× v1,
1

μx1
∇×E1

(n−1))
S1

− k
(

v1,εx1,E1
(n)

)
S1
+

k
〈

πt (v1) , j(n)1

〉
∂ s1

=− jkη
(

v1, j(imp)
1

)
S1
+(

v1,L
(n−1)
v

)
S2
+

(
v1,G

(n−1)
v

)
S2
.

(30)
Therefore, at the (n−1)th iteration, we make L(n−1)

v

and G(n−1)
v based on the simulation result of surface sub-

domain S2. This will be applied on subdivided surface
subdomain S1 for the local FEM simulation at the nth
iteration.

IV. FINITE ELEMENT METHOD
IMPLEMENTATION

As discussed in Section III.B.I, full discrete embed-
ded system DDM will make matrix equation by applying
Galerkin testings as

(
B1

−D21

−D12

B2

)(
x(n)1
xn

2

)
=

⎛⎝b(n)1

b(n)2

⎞⎠ . (31)

Here, xi is the solution vector coefficient of the basic
functions in Si, and bi is the excitation vector. B1 and
B2 are the block matrices that stand for the FEM matri-

ces of subdivided surfaces’ area S1 and S2. D12 and D21
are off-diagonal matrices used as coupling between sub-
divided surface areas S1 and S2.

Here, we will use to mesh triangular/tetrahedral the
subdivided surface area S2.

However, the Gaussian quadrature integration is
used to solve discrete system in eqn (31). Gaussian Sei-
del matrix symmetric block is used for preconditioner

system as
P−1Bx(n) = P−1b(n), (32)

P =

(
B1

−D21

0
B2

)(
B−1

1
0

0
B−1

2

)(
B1

0
−D12

B2

)
. (33)

Preconditioner needs inversion of subdivided matri-
ces B1 and B2. By using the multifrontal solution process
[16, 17], we can factorize the subdomain matrices.

Moreover, embedded DDM has many advantages; it
can discretize one domain into subdomains. Therefore,
we can make embedded mesh of complicated geometries
by dividing them into too many small subdomains, from
which we get good quality of mesh. The small sub-
domain meshes and matrix assembly are independent.
Therefore, if we want to move subdivided area S2 with
respect to S1, only the matrices D12 and D21 in eqn (31)
need to be re-calculated. As DDM subdomain needs
to be recomputed by modifying or adding other subdo-
mains. This will help us in EM modeling, designing, and
in solving practical problems.

V. NUMERICAL SIMULATION USING
PROPOSED ALGORITHM

In this section, we discuss numerical simulations of
shield twisted pair cable to evaluate the electrical param-
eter (RLCG) and secondary parameter (propagation con-
stant). Therefore, the shield multi-twisted pair cable(s)
are chosen for research work. The shield twisted pair
conductors are composed of seven pairs cable model as
shown in Figure 2.

In overlapping DDMs, the subdomains overlap by
more than one interface. Overlapping DDMs include
the Schwarz alternating method and the additive Schwarz
method.

The simulation frequency is 5 GHz, and the step size
is 451. The convergence criteria of maximum delta are
0.02, and the number of passes for the convergence of
solution is 10.

A. RLCG constant based on DDM-FEM algorithm

In this section, comparison among different methods
regarding efficiency and strength of proposed algorithm

Fig. 2. Study model of twisted pair cables.
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Fig. 3. Resistance of twisted pair.

Fig. 4. Conductance of twisted pair.

is checked. Here, all simulation results are taken from
ANSYS EM environment and MATLAB. The suggested
method is used to determine the twisted cable effect in
the test example. All the conductors are discretized into
triangular and tetrahedral structure with refined mesh.
The matrix is reduced up to 1:29%, by the DDM-FEM.
The minimum residuals for the tolerance are 1 e06.

Using the proposed algorithm, the twisted pair level
effect and multi-layer effect are estimated. The DDM-
FEM algorithm is suitable for calculating the RLCG
parameter using different iterations. Based on the
result, mutual capacitance and mutual inductance are
calculated by the DDM-FEM approach. The mutual
capacitance and inductance (impedance) are shown in
Figures 5 and 6.

Initially, the resistance is zero at 1−2.5 GHz, but as
the frequency increases from 2.5 GHz, the resistance also
increases. It shoots up to 1000 Ω/m and becomes 0 Ω/m
again at 2.7 GHz. Moreover, as it is shown in Figure 3
that further increase in the frequency up to 5 GHz is not
showing any deviation in the resistance. In addition, this
is same for conductance as well as shown in Figure 4.

As shown in Figures 5 and 6, the shape of the graph
is almost same for inductance and capacitance. Initially,
at zero frequency, we have some residual inductance and
capacitance, but as the frequency increases up to 2.3
GHz, its values gradually increase and reach its peak

Fig. 5. Capacitance of twisted pair.

Fig. 6. Inductance of twisted pair cable.

of inductance and capacitance value and then abruptly
decrease the inductance to −3 H/m and capacitance −2.9
F/m at frequency of 2.6 GHz. As the frequency increases
more, the inductance and capacitance also increase and
reach up to inductance and capacitance of −1.5 H/m and
−1.5 F/m.

At 3 GHz up to 5 GHz, the inductance and capaci-
tance are at steady state.

B. Propagation constant based on hybrid algorithm

In this subsection, the propagation matrix and atten-
uation matrix of the twisted pair cable are estimated.
The characteristic parameters of twisted pair model are
shown in Table 1.

Table 1 describes the model of twisted pair cable.
The number of adaptive passes and significant value of
delta can be adjusted for the convergence of solution.

Table 1: Characteristics of twisted pair
Radius 0.28

No of twisted (under test) 1
Total number of twisted pair 7
Material Copper
Dielectric Polyester
No of adaptive passes 10
Frequency 5 GHz
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Table 2: Computational memory of twisted pair cable
No of

unknown

Memory

(MBs)

No of adaptive

passes

349,722 30.103 1
428,992 32.337 2
428,992 31.200 3
545,330 42.343 4

Table 3: Computational time of twisted pair cable
No of

unknown

CPU time (matrix

assembly)

No. of

adaptive

passes

349,722 00:00:06 1
428,992 00:00:08 2
428,992 00:00:08 3
545,330 00:00:10 4

Table 2 and 3 describe the memory and time computa-
tion of twisted pair cable. This information gives the real
and imaginary values to analyze the propagation con-
stant and attenuation constant using FEM-DDM. To ver-
ify the algorithm result, comparison takes place with the
numerical analysis techniques using FEM [18]. ANSYS
environment models and compared the result. Figure 7
shows the comparison of propagation loss. The X-axis
represents the propagation loss and Y-axis represents

Fig. 7. Attenuation constant of twisted pair cable.

Fig. 8. Phase constant of twisted pair cable.

the frequency in GHz and normalized values. Figure 8
shows the simulation of phase constant. Here, FEM-
DDM results are adequate with respect to FEM results
as shown in Figures 7 and 8.

VI. CONCLUSION

In this article, the DDM-FEM algorithm calculates
the RLCG parameters and propagation loss of STP cable.
The versatile nature of FEM with integral equation solver
gives good approximation of RLCG matrix and propa-
gation matrix. The computing efficiency parameter of
the STP cable is estimated through the DDM-FEM algo-
rithm and offers less computational time and memory
than the traditional method. The approximation is 1:85%
than matrix transmission line theory.
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Abstract – To ensure the safety of transportation and
prevent accidents, nondestructive testing by Eddy cur-
rent (EC) is proposed to check the conditions of indus-
trial parts. EC sensors are used for the inspection of
defects in conductive parts using coil fed by alterna-
tive current. These sensors are sensitive to defects,
easy to implement, and robust for industrial applica-
tions. In order to satisfy the requirement for both
reliability and speed during inspection operations, inno-
vative EC sensors that can provide higher sensitivity, bet-
ter spatial resolution, and more information about the
defect characteristics, such as microsensors, are devel-
oped. The miniaturization of these sensors’ coils con-
forms the sensor for micro-defects in critical parts and
in complex materials. In this paper, a microsensor ded-
icated to EC application is studied and characterized to
identify the coil parameters and to optimize the geom-
etry of the probe. An approach for the modeling of
microsensor dedicated to EC nondestructive applications
is proposed. The moving band finite element method
is implemented for this purpose to take into account
the movement of the sensor and to simplify the mod-
eling of EC testing configurations that use this kind of
sensor. Experimental validations were conducted on
a nickel-based alloy specimen. The real and imag-
inary parts of the impedance at every position of
the sensor computed by experiments and simulations
were consistent with each other. Simulation results
proved that the sensor was capable of detecting micro-
defects with a size starting from 0.1 mm under the
optimal excitation frequency of 0.8 MHz. It is not
only sensitive to micro-cracks, but also it distin-
guishes the different crack sizes (length, width, and
depth).

Keywords – Defect inspection, Eddy current (EC),
finite element method (FEM), microsensor, moving band
method, NDT.

I. INTRODUCTION

Most of the failures observed in industrial instal-
lations are associated with failure by the propagation
of cracks initiated in areas of mechanical field con-
centration as in the case of bogie systems in the rail-
ways or areas under cyclic and thermal loads as in the
case of the engine blades in the aircraft which affect
directly the transport operation and cause dramatical
accidents.

Failures and defects can not only be always
observed; while the crack is small enough, the struc-
ture can keep working despite its “illness.” Nondestruc-
tive evaluation (NDE) systems have been proposed and
developed against this background to ensure safety and
prevent accidents [1–5]. NDE is, above all, a tool for
quality and reliability control. Their aim is to check the
condition of industrial parts without the corresponding
examinations being able to affect their future use.

Condition-based maintenance (CBM) is a mainte-
nance strategy based on information and evaluation sta-
tus given by the NDE devices [6–9]. The detection of
micro-cracks or initiators of rupture can prevent not only
material disasters but also loss of human life and elimi-
nate failure within the embryonic stage.

Eddy current (EC) sensors are widely used for
the nondestructive inspection of electrically conducting
materials [10–14]. The investigation is done by scanning
the conductive plate with a coil fed by a time-harmonic
source current and then measuring the impedance vari-
ation of the same coil or another one. These sensors
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are sensitive to defects such as fatigue cracks, inclu-
sions, or corrosion, and they are also easy to imple-
ment and robust for industrial applications. However,
the increasing need for both reliability and speed during
inspection operations requires developing innovative EC
sensors that can provide higher sensitivity, better spa-
tial resolution, and more information about the defect
characteristics, such as the microsensors [15–17]. The
miniaturization of these sensors’ coils allows integrating
multi-coil systems on a single substrate [18–22]. Fur-
thermore, it enhances the magnetic coupling by reducing
the lift-off (the distance between the coil and the conduc-
tive specimen) [23–25].

In the context of Eddy current nondestructive test-
ing (ECNDT), it is interesting to use modeling, looking
for a model that reacts similarly to the component we are
studying [26–31]. This model will make it possible to
deduce the desired results. Modeling involves creating
a mathematical representation of a real problem using
certain assumptions. This representation allows users to
predict the behavior of the studied systems. The mod-
eling tools allow the design of sensors and the predic-
tion of their behavior without actual realization. These
tools have consequences on the development of produc-
tion tools, making it possible to reduce the cost of the
experimental phase.

The finite element method (FEM) is well appreci-
ated for its versatility [32–37]. However, the micro-coil
turn dimensions are characterized by their low thick-
ness compared to the other dimensions of the modeled
system; also the minimization of the lift-off thickness
is necessary to obtain the best control performance in
the ECNDT. The mesh of fine media can lead with
the FEM to convergence problems and possibly a poor
solution.

The originality of this paper lies in the implemen-
tation of an FEM approach that yields an efficiency to
model the 3D microsensor, taking into account the pres-
ence of thin geometrical domains (the micro-coil and the
lift-off) without degrading the mesh quality. Moreover,
the coil displacement in the 3D plane can be taken into
account without remeshing all the domains in each dis-
placement. For this purpose, the moving band method is
used. This method leads to optimal storage and ensures
fast convergence of the system.

The paper is organized as follows. In Section I, the
design of the sensor’s elements as well as the simpli-
fied geometry are introduced. In Section II, the sensor
is characterized and optimized. Section III reviews the
geometry of the problem and the motion band method.
Section IV describes the dual formulation implemented
for the EC microsensor. The results for impedance
variations calculated by the FEM model are presented
in Section V, where three applications are studied and

discussed. The first test case is an ECT configura-
tion where the probe consists of a micro-coil. The
results for impedance variations calculated by the FEM
model are compared to the reference model (experimen-
tal results) to show the applicability of the modeled
sensor. The second test case shows the influence of
lift-off on the coil impedance variations. The third test
case study the crack size effect on the EC signal which
enables us to identify the sensitivity of the ECNDT
device.

II. CONCEPTION

The proposed sensor consists, in fact, of a square flat
coil, distributed over a total thickness of 1.25 mm. The
length of the side is c = 2.6 mm, the width of tracks �p
= 100 μm, and the thickness ep = 25 μm. The coil fea-
tures five turns distributed over its entire surface with a
spacing of e = 100 μm. Figure 1 shows a schematic view
of the coil used in our application. This geometry gives
the coil the highest inductance value and it is favorable
in several points (Section III).

III. SENSOR CHARACTERIZATION
A. Geometrical characterization

It is interesting for the characterization to calculate
the two geometrical quantities, which are the developed
length of the wire and the effective total surface. The
developed length or the total wire length ltot can be cal-
culated by the following formula:

ltot =
n−1

∑
i=0

4(c− (e+ lp)i). (1)

The total effective surface Stot, which is the equiva-
lent surface of all the turns, is given by

e

p

c

1.25mm
ep

Fig. 1. Schematic view of the sensor.



119 ACES JOURNAL, Vol. 37, No. 1, January 2022

C

RL

Fig. 2. Electrical model of the coil.

Stot =
n−1

∑
i=0

(c−2(e+ lp) i)2, (2)

where c is the external rib of the coil, e is the inter-line
distance,lp is the line width, and n is the number of turns
(see Figure 1).

B. Electrical characterization

The theoretical model of a coil (Figure 2) is an RLC
dipole whose impedance is written as

Z =
R+ jLω

1+ jRCω −LCω2 , (3)

with ω being the current/voltage pulsation, L,R, and C
are, respectively, the inductance, the resistance, and the
capacity of the induction coil. In standardized form, the
impedance can be explained as

Z = R
1+ j Q ω

ω0

1+ j ω
Q ω0

− ( ω
ω0
)2 , (4)

with Q = 1
R

√
L
C being the quality factor and ω0 = 1√

LC
the resonant pulsation of the sensor.

The probe impedance with an excited current I at
a frequency f which is our parameter of interest can be
computed by using the FE modeling developed in Sec-
tion IV.

The inductance of the probe is obtained by the fol-
lowing expression:

L =
2 Wm

I2 , (5)

where I is the coil excitation current and Wm is the aver-
age magnetic energy stored throughout the space defined
by the following relation:

Wm = Re (
1
2

∫
Ω

b.h∗dΩ) , (6)

where b is the magnetic flux density and h is the mag-
netic field.

The resistance of the coil can be calculated from the
power losses in the conductive medium

R =
Pj

I2 , (7)

with

Pj =
∫

Ωc

1
σ
‖j‖2 dΩ , (8)

where j is the EC density and σ is the material conduc-
tivity.

The total capacitance is expressed as a function of
the electrical energy We stored in the simulated space and
the total voltage Vtot

C =
2 We

V 2
tot

, (9)

with
We =

ε
2

∫
Ω
‖e‖2 dΩ , (10)

where ε is the electric permittivity, e is the electric field,
and Ω is the whole computation area (sensor and air
box).

C. Sensitive element characterization

The sensitivity of a sensor is the ratio of the respec-
tive variations of the output quantity of the sensor and the
measurand. In the case of a coil used as an EC sensor,
a magnetic field b is transformed into a voltage V . The
sensitivity at a frequency f is written as

S =

∣∣∣∣dV
db

∣∣∣∣= 2π f Stot . (11)

The effective noise voltage of a coil when it is not
traversed by a current is written as

vb =
√

4k T RΔ f , (12)
where T is the temperature, Δ f is the measuring fre-
quency range, and k is Boltzmann’s constant.

The effective value of the equivalent magnetic noise
is the ratio of the effective noise voltage vb and the sen-
sitivity

Bb =
vb

S
. (13)

The emissive ability is the ratio of the emitted field b
and the current I required for its emission. Its expression
is obtained using that of the magnetic flux produced by
an inductance element L crossed by a current I, which
is written with b assumed to be uniform over the entire
effective area of the coil

Φ = LI = bStot.

The emissive ability Pe is given by

Pe =
b
I
=

L
Stot

. (14)

D. Optimization of the coil

The values of the geometrical, electrical, and physi-
cal characteristics are summarized in Table 1. The minia-
turization of the coils in the printed circuit board is favor-
able on several points: the sensitivity is very high and
the noise is very low. In all cases, the level noise is
lower than the noise generally provided by the instru-
mentation and is, therefore, not very disturbing. Also,
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Table 1 Numerical values of the coil characteristics cal-
culated at 800 kHz

Parameter Value

Geometrical

characterization

Number of turns
External length
Line width
Inter-line width
Developed length
Total surface

5
2.6 μm
100 μm
100 μm
36 mm
17.8 mm2

Electrical

characterization

Capacity C
Resistance R
Inductance L
Resonant frequency
f 0

79.65 f F
0.028 Ω
0.023 μm
1.98 MHz

Sensitive element Sensitivity S
Noise voltage vb
Equivalent noise field
Bb
Emissive ability Pe

89.42 V/T
0.214 μV
2.39 ηT
1.29 mT/A

the thermal noise calculation is carried out over a wide
range of frequencies, and, therefore, it is very strongly
overestimated. In addition, the resolution is significantly
improved by the printed coils: indeed, it is roughly pro-
portional to the footprint, which is very small for this
technology. The emitting power is inversely proportional
to the total effective area, which means that a solenoid
coil will emit a weaker field at an equal current.

IV. MODELING

The test case is related to Eddy current nondestruc-
tive testing (ECT). It consists of a printed coil placed
above a conductive plate. The inspected specimen is
a nickel-based alloy affected by a rectangular defect
(flaw). The parameters of the configuration are given in
Table 2. The following figure shows the geometry of
the considered problem. It is composed of two domains
where the first one, D1, contains a coil, Ωt0 , where a
uniform current density j0 is imposed, and the second
one, D2, contains a nickel alloy plate noted by Ωc which
includes the flaw Ωd . These domains are separated by a
meshed region D0 called the lift-off.

The FEM program was written using the developed
ANSYS program with conjunction with Matlab. The cal-
culation is carried out in the context of harmonic quasi-
stationary regime.

The displacement of the sensor along the conductive
plate is formed using the motion band method defined
from the extension of the 2D FEM. Figures 4 and 5 show
the scheme illustrating this technique. It consists of two
steps.

Create a geometrical band, during which the moving
zone is subdivided into elementary regions of the identi-
cal lengthΔx. Then the geometry is all meshed.

                                       (a)                                                                   (b) 

 D1 
Defect 

c  
D2 

0t  

 

 

 

d  

Fig. 3. (a) Description of the studied problem. (b) 3D
mesh of the geometry.

Probe
Geometrical 

band

Plate

Fig. 4. Moving band technique for sensor displacement:
before probe displacement.

Probe Geometrical 
band

Plate

Fig. 5. Moving band technique for sensor displacement:
after probe displacement.

Locate in the geometrical band (moving zone) the
regions corresponding to the sensor and the air, and
then the physical properties of the sensor and the air are
assigned at each step displacement.

V. DUAL FORMULATIONS FOR EDDY
CURRENT PROBLEMS

Most three-dimensional finite element formulations
of EC problems can be classified into two dual formula-
tions. One works with the variables of the Ampere’s law
system, and the other uses the variables of the Faraday’s
law system. We will be interested in the two electric and
magnetic formulations in combined potentials.
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A. Magnetic formulation

The magnetic field h is then expressed by the sum
of electric potential vectors t and t0, and the gradient of
the magnetic scalar potential ϕ

h = t+ t0 −gradϕ ,
with n× t|Γh

= 0 and ϕ|Γh
= 0, (15)

such as curl ( t) =j and curl ( t0) =j0, with j and j0
being the density of ECs and the density of current
source. By introducing these equalities into the Faraday
law and the flow conservation law, the system to solve is
written as{

div(μ (t+ t0 -gradϕ)) = 0 in Ω
curl ( 1

σ curl t)+ jωμ (t−gradϕ) = 0 in Ωc
, (16)

with ω being the current/voltage pulsation,
μ=μ0.μr (μ0 = 4π10−7H/m) and μr the relative
permeability of the material used as inductor. The
electric vector potential t and the magnetic scalar
potential in an element are then expressed by

ϕ =
Nn
∑

n=1
wnϕn (17)

t =
Na
∑

a=1
wata (18)

where wn is the vector of nodal shape functions, ϕn is
the value of ϕ at the nth node, w a is the vector of edge
shape functions, and ta is the circulation of t along the
ath edge. The matrix form of the system of equation is
written as follows:(

RN CAN
Ct

AN MA +RA

)(
Φ
T

)
=

(
S
0

)
,

with Φ =

⎛⎜⎜⎝
ϕ1
.
.
ϕ

Nn

⎞⎟⎟⎠ T =

⎛⎜⎜⎝
t1
.
.
tNa

⎞⎟⎟⎠ (19)

The system thus obtained is symmetrical and the
matrix terms are⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

RNnm = jω
∫

Ω μ gradwn · gradwm dΩ
CANan =− jω

∫
Ωc

μ gradwn · wa dΩ
MAab = jω

∫
Ωc

μ wa · wb dΩ
RAab =

∫
Ωc

1
σ curl ( wa) · curl ( wb)dΩ

Sm = jω
∫

Ωt
μ grad(wm) · t0dΩ

(20)

where RN is the stiffness matrix of the nodes, RA is the
stiffness matrix of the edges,MA is the mass matrix of the
edges,CAN is the node-edge coupling matrix, and S is the
source term.

The vectors Φ and T contain the unknowns of the
system which are, respectively, the values of the mag-
netic scalar potential at the nodes and the circulations
of the electric vector potential along the edges of the
mesh.

B. Electric formulation

The electric field e can be expressed by the com-
bination of the magnetic vector potential a and electric
scalar potential ψ{

e =− jω( a+gradψ) with
b = curl a . (21)

The conduction current density j is thus calculated
as

j = ji + j0
=−σ jω(a+gradψ)+ curl t0.

(22)

Following the same procedure as for t−ϕ formu-
lation: The magnetic vector potential a and the electric
scalar potential ψ are then expressed by

ψ =
Nn

∑
n=1

wnψn (23)

a =
Na

∑
a=1

waaa. (24)

In the same way as the t−ϕ formulation, the mag-
netic vector potential a is discretized by edge elements,
while the electric scalar potential ψ is discretized by
nodal elements. The system of equations is written
within the matrix form(

RN CAN
Ct

AN MA +RA

) (
Ψ
A

)
=

(
0
S

)

and Ψ =

⎛⎜⎜⎝
ψ1
.
.
ψNn

⎞⎟⎟⎠ A =

⎛⎜⎜⎝
a1
.
.
aNa

⎞⎟⎟⎠ .

(25)

The system thus obtained is symmetrical and the
matrix terms are⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

RNnm = jω
∫

Ωc
σ gradwn · gradwm dΩ

CANan = jω
∫

Ωc
σ wa · grad wm dΩ

MAab = jω
∫

Ω σ wa · wb dΩ
RAab =

∫
Ω

1
μ curl ( wa) · curl ( wb)dΩ

Sb =
∫

Ωt
curl(wb) · t0dΩ

. (26)

The vectors Ψ and A are the unknowns of
the system, respectively, the values of the electric
scalar potential at the nodes and the circulations of
the magnetic vector potential at the edges of the
mesh.

VI. APPLICATIONS

Our study relies on analyzing the data of scans, allot-
ted by little displacements of the detector, parallel to the
crack on the conductive plate. The change of the real and
imaginary parts of the coil impedance reflects the change
in the physical parameters of a test specimen in the pres-
ence of defects. The real part of the coil impedance is
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Table 2 Dimensions of the problem
Turn width 100 μm
Turn thickness 25 μm
Gap between turns 100 μm
Plate thickness 3 mm
Plate conductivity 0,76 MS/m
Relative permeability of the plate 1
Lift-off thickness 50 μm
Excitation frequency 800 kHz
Length of the flaw 800 μm
Width of the flaw 100 μm
Depth of the flaw 400 μm

determined by calculating the Joule losses in the con-
ductive media. The imaginary part of this impedance is
determined from the magnetic energy stored in the entire
meshed space.

For both dual formulations, the variations of the
real part and the variation of the imaginary part of the
impedance due to the flaw are calculated by subtract-
ing for each of them the values with and without flaw.
ΔXn = (X −X0)/X0 and ΔRn = (R−R0)/X0 with X ,R
being the reactance and resistance of the coil in presence
of the conducting domain. X0,R0 are the reactance and
resistance of the empty coil (absence of the plate).

A. Application I

The parameters of the configuration are given in
Table 2.

Figure 6 illustrates the distribution of ECs produced
by the coil. As can be seen in Figure 6(a), a circular-
shaped EC loop is produced beneath the surface of the
material. The current density is null in the defect zone

(b)

(a)

Fig. 6. Eddy current distribution. (a) Top view. (b) Front
view.

because the conductivity is zero (j = σe), and it is also
very significant in the surface and it decreases gradually
as we head to the bottom because of the skin effect as
shown in Figure 6(b).

Figure 7(a) and (b) presents the variation of resis-
tance and reactance as a function of the position of the
symmetry axis of the coil relatively to the center of the
flaw. The impedance real part (resistance) presents a
trough curve and the imaginary part (reactance) presents
a crest curve. As seen from the defect response curve of
the impedance imaginary part [Figure 7(b)], the defect
response begins to rise when the crack is near to the bot-
tom edge of the coil, and it reaches a climax when the
sensor coincides with the first edge of the defect and
starts to decrease as the sensor leaves the other edge
of the defect. It can be observed from the next figures
that there is a good agreement between the FEM results

 

Fig. 7. The variation of normalized impedance of the
system as a function of displacement of the sensor. (a)
Impedance real part. (b) Impedance imaginary part.
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issued from the magnetic and the electric formulation
and the experimental results. These signals represent the
signatures of the crack.

B. Application II

As the lift-off is a predominant factor in the EC
detection performance, the modeling must take into
account the physical phenomena associated with its val-
ues. The geometrical and physical parameters of the
problem are summarized in Table 2. The lift-off varies
within a range of 0.1−11 mm. the resistance and reac-
tance of the coil were calculated with both the electri-
cal and magnetic formulations and shown in Figure 8(a)
and (b). The results presented in these figures show
that the influence on the coil impedance of a lift-off
less than 1 mm is negligible. Indeed, for a lift-off of
less than 1 mm, the reactance and the resistance of the
coil are almost constant. On the other hand, beyond
this value, the lift-off has a strong influence on the
impedance, and it is essential to take this into account
in the modeling. The results also show that the two

 

 

 

Fig. 8. (a) Normalized resistance. (b) Normalized reac-
tance variation as a function of the lift-off.

curves obtained by the two electric and magnetic for-
mulations are in good agreement. This value (1 mm)
depends on the coil used. In a general way, an increase
in the size of the coil will lead to an increase in these
values.

C. Application III

The study of the crack size effect on the EC
signal will enable us to identify the ECNDT device sen-
sitivity.

Effect analysis of crack width:

In the previous works, the authors were more inter-
ested in studying the effect of the length and depth of the
crack on the EC signal, while only a few of them were
interested in studying the width effect.

The model used is the same one used for application
I by changing the geometric parameters of the defect.
The frequency of the sensor is fixed at 0.8 MHz and the

 

 

Fig. 9. (a) Normalized impedance real part. (b) Normal-
ized impedance imaginary part variation as a function of
the crack width.
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lift-off at 0.0625 mm (application II), and the length of
the plate is much greater than that of the crack, the crack
length and depth are fixed at 0.8 and 0.4 mm, respec-
tively, while the width is varying between 0.1 and 3 mm
for a step of 0.1 mm. In this case, we fix the crack
beneath the center of the sensor where its output is in
the maximum. The graphs of the impedance real part
and imaginary part versus crack width are shown in Fig-
ure 9(a) and (b), respectively.

Effect analysis of crack length:

Next the influence of crack length on the sensor
response is studied. The lift-off is set to be 0.0625
mm, and cracks of identical width (0.1 mm) and depth
(0.4 mm) having different lengths are altered. Data
of scans are carried out by small displacements of the
sensor with a step of 0.1 mm, parallel to the crack
on the surface of the material. Figure 10(a) and (b)

 

 

 

 

Fig. 10. (a) Normalized impedance real part. (b) Nor-
malized impedance imaginary part variation of cracks
having different lengths.

presents EC signatures of the resistance and reactance
variations with respect to the sensor displacement pro-
duced by cracks having different lengths. Based on
the curves of impedance real part and imaginary part,
the shapes of the curves for all the defects are similar;
however, the defect length influences the width and the
peak value of the response curve. As the crack length
grows, the width of the curve grows and the peak value
increases.

Effect analysis of crack depth:

Defects with depths of 0.1, 0.2, and 0.4 mm are stud-
ied. All the defects are 0.8 mm in length and 0.1 mm in
width. Figure 11(a) and (b) shows EC signatures of the
impedance real part and imaginary part variations with
respect to the sensor displacement produced by defects
having different depths. As can be seen, the waveforms
are similar; however, the crack depth influences the peak

 

 

 

Fig. 11. (a) Normalized impedance real part. (b) Nor-
malized impedance imaginary part variation of cracks
having different depths.
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value of the response curves. The deeper the crack is, the
greater the peak will be.

EC signal and the depth limit:

Next, the depth limit is studied; the crack length and
width are fixed at 0.8 and 0.1 mm, respectively, while
the depth is varying between 0.1 and 3 mm for a step
of 0.1 mm. In this case, we fix the crack beneath the
center of the sensor where its output is in the maximum.
The graph of the impedance real part and imaginary part
versus crack depth are shown in Figure 12(a) and (b),
respectively.

As can be seen, at the beginning, the resistance
values decrease rapidly, then slow down gradually with
increasing crack depth, and then stabilize when the crack
depth reaches 2.5 mm. On the other hand, the reactance
values increase rapidly at the beginning and slow down
gradually, while the crack depth increases and then sta-
bilizes when the crack depth reaches 2 mm. The rea-

 

 

Fig. 12. (a) Normalized impedance real part. (b) Nor-
malized impedance imaginary part variation as a func-
tion of the crack depth.

son is that when we use a high frequency excitation, the
EC will be spread out much more on the surface of the
material so that the sensor will not be very sensitive to
deep defects as it is with the shallow defects. Both Fig-
ures 12(a) and (b) show that the depth limit is not the
same for the impedance real part and imaginary part.
The real part is more sensitive to the crack depth than
the imaginary part.

VII. CONCLUSION

A microsensor dedicated to the ECNDT application
is proposed in this paper. An FEM approach that yields
an efficiency to model the 3D microsensor, taking into
account the presence of thin geometrical domains and
the sensor displacement in the 3D plane without remesh-
ing all the domains in each displacement, has been pro-
posed. The real and imaginary parts of the impedance
at every position of the sensor computed by experi-
ments and simulations were consistent with each other
for the first application. The optimal lift-off, which is
less than 1 mm, is determined by FEM simulation in
the second application and taken into account in all the
applications (I and III). The principle of the sensor and
the response of cracks with different sizes are demon-
strated by simulation, and the results are very close
because both the proposed differential formulations (in
terms of the magnetic formulation and the electric for-
mulation) can deal with currents flowing in conductors
and are well fitted for computing fields within the cur-
rent regions with accuracy. The difference between the
impedance values obtained using the magnetic formu-
lation and the electric formulation did not exceed, in
any case, 0.1%. The novel sensor has the following
advantages:

1. The design of the sensor conforms it to the small
geometry.

2. It provides high spatial resolution and high detec-
tion efficiency.

3. The sensor was capable of detecting micro-defects
with a size starting from 0.1 mm under the optimal
excitation frequency of 0.8 MHz.

4. The sensor can distinguish the different crack sizes
(length, width, and depth).

Future research will be required to extend the pro-
posed sensor for solving problems with complex geome-
try and arbitrary defect.
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Abstract – Monitoring of electromagnetic field (EMF)
near power distribution facilities, both in the low- and
the high-frequency ranges, has become highly demanded
in recent years. The reason lies in the accumulated con-
cerns on public health, which is mostly caused by the
evolution of electric power and communication infras-
tructure, in and around the power substations, as well
as their closeness to residential areas. In this paper,
the initial comparative analysis of the EMF monitor-
ing results of three one-day campaigns, in 2015, 2018
and 2020, performed in the vicinity of the Serbian high-
power distribution substation “Novi Sad 7”, is presented.
The overall EMF levels in all campaigns comply with
the reference levels prescribed by the Serbian legis-
lation, including some new EMF sources which were
detected in 2018 and 2020. Likewise, the used contin-
uous monitoring has demonstrated suitability to system-
atically address EMF fluctuation on daily basis, as well
as corresponding concerns on EMF exposure.

Keywords – electromagnetic field, power system, power
substation, radiation monitoring, RF signals.

I. INTRODUCTION

Constantly growing number of industrial and resi-
dential consumers resulted in a greater demand for elec-
tric energy, particularly in recent decade. The first action
and an accepted response to such demand is to boost
existing power substations, followed by the installation
of new ones. Also, the interconnection is accomplished
between substations, strengthening the power distribu-
tion network, while enabling its remote management.

The power distribution facilities are well known
as sources of the low-frequency magnetic fields [1].
However, their remote-control by using radio links,
as well as different wireless equipment, promote
them as sources of the high-frequency electric field.

Consequently, their usual presence in residential and
industrial areas has increased the public concerns on
adverse health effects, demanding the electromagnetic
field (EMF) level monitoring in their vicinity [1].

The worldwide efforts are invested in measurements
and simulations of both the low-frequency magnetic and
the high-frequency electric fields. In a number of recent
studies, measurements were oriented towards the short-
term methods and estimation of the exposure. Results are
used in a computational prediction of the low-frequency
magnetic field strength within the power substation [2]
or for the high-frequency electric field investigation pro-
duced by the cellular network base stations over sensitive
locations [3]. The obtained results were mandatory com-
pared with the proposed reference levels [4].

Additionally, the short-term measurements of mag-
netic and electric fields were conducted inside the power
substation in order to determine EMF distribution [5], as
well as indoor and outdoor substation evaluation [6–8],
elaborating safety levels of the human exposure to those
fields. Also, the measurements of magnetic field inside
the substations of various voltage levels were presented,
as well as measurements related to near feeder lines, such
as the overhead power lines and underground cables [9].

Similarly, wide range of the magnetic field mea-
surements were performed in surrounding areas of the
power substations in [10]. Consequently, occupational
EMF exposure were also in focus [11], particularly dur-
ing working tasks within the power substations, such
as switching and transforming 110 kV and 20 kV, ana-
lyzing whether the occupational reference levels were
exceeded [4].

A common attribute in the mentioned studies is that
measurements were short-term oriented, no longer than
a few minutes. Unfortunately, in utmost cases, such
approach cannot provide a full insight in EMFs fluctu-
ation and their long-term behavior. In order to provide
a comprehensive insight, the modern long-term EMF
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monitoring systems have been developed and utilized
[12, 13]. They are intended to perform continuous
EMF monitoring in numerous sensitive zones, such as
schools, kindergartens, hospitals and other public insti-
tutions [13].

In this study, the approach of broadband continu-
ous EMF monitoring was used. It is implemented in
the Serbian Electromagnetic Field Monitoring Network
– SEMONT [14], counting the contribution of all active
EMF sources in the frequency range of interest. Fur-
thermore, such long-term monitoring is followed by con-
tinuous exposure assessment, using SEMONT boundary
exposure assessment approach [15, 16].

This paper presents a comparative analysis of mea-
surement results of three different one-day EMF mon-
itoring campaigns, performed in 2015, 2018 and 2020,
in the vicinity of the high-power distribution substation
“Novi Sad 7”. Those campaigns are first systematic
monitoring campaigns in the Serbian power distribution
system.

This paper is established on Serbian national legis-
lation, where appropriate field reference levels have been
prescribed [17]. The reference levels ensure the protec-
tion of people against all established health hazards when
they are exposed to EMFs. In that sense, this paper is
intended to only check compliance with the prescribed
reference limits and has no intention of further investi-
gation on basic effects of EMF interaction with human
tissues.

II. SUBSTATION EQUIPMENT

The distribution substation “Novi Sad 7”, with nom-
inal rates of 110/35/20 kV, is a high-power outdoor air-
insulated electric power substation. With outer dimen-
sions of 85 m by 85 m, it is situated in a residential area
of the Serbian city of Novi Sad, at the corner of Heroja
Pinkija and Ohridska streets, as shown in Figure 1.

The substation is equipped for remote control and
supervision of power distribution and its other processes.

Fig. 1. Position of the substation “Novi Sad 7”.

Table 1: Technical characteristics of radios
- Radio #1

(Narrowband)

Radio #2

(Broadband)

Frequency range 438 – 470 MHz 5.725 – 5.850 GHz
Radiated power 25.35 W 31.52 W
Directional
Antenna,
Elevation/
Azimuth

No Yes, 8◦/8◦

Position/Height AN1/11 m AN2/12 m

The control is done via dedicated radio links, from dis-
patch center of “EPS Distribucija”, which is the national
electricity Distribution System Operator (DSO) [18].

A. Installed high-frequency equipment

Regarding the sources of the high-frequency electric
field, the communication between the substation techni-
cians and dispatchers is realized via a narrowband radio
link – radio #1, described in Table 1.

Furthermore, the broadband radio link, named
radio #2, is intended for the control and supervision of
the following substation processes: SCADA (Supervi-
sory Control and Data Acquisition) application, then the
continuous video surveillance and facility access control,
as well as the internal IP telephony system.

The antenna systems for the narrowband radio are
installed at the AN1 place, while for the broadband radio
at the AN2, as depicted in Figure 1, avoiding the existing
obstacles in the line of sight between the antenna and
dispatch center. The main beam of directed antenna from
radio link #2 (dashed white lines) is oriented towards the
DSO dispatch center.

It should be stated that additional narrow-band radio
link on AN1 site, with directional antenna (dashed white
lines), was used for SCADA in 2015 [19], while during
2018 it was used as the redundant one [20]. In the 2020
campaign, this radio link was out of order. Considering
antenna radiation patterns, the half-power beam width of
directional antennas is shown in Figure 1 (dotted red and
blue lines), while the radiation pattern of the omnidirec-
tional antenna (radio #1), positioned on AN1, is omitted.

B. Installed low-frequency equipment

The substation high-voltage (HV) and medium-
voltage (MV) electric power equipment is a dominant
source of the low-frequency magnetic field. These
includes the three-phase HV (110 kV) overhead line,
which enter the substation from the south side, shown by
red lines in Figure 1, while in the central part of the sub-
station, there are 110 kV circuit breakers, lighting protec-
tion and bus bar systems. Two high-power transformers
have nominal voltage rates of 110/20 kV (nominal power
of 31.5 MVA), whereas the third one has a nominal rate
of 110/35 kV (with the nominal power of 20 MVA).
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Also, the MV compartments with MV bus bars and
circuit breakers are located inside the substation build-
ing. There are twenty-one MV 20 kV lines, from which
eighteen were present in the 2015 monitoring campaign,
and three MV 35 kV lines connected to the substation
on the north side, as depicted by dashed orange lines in
Figure 1. All of them are installed as underground cables.

The MV 35 kV lines are used for the interconnec-
tion with neighboring 35/10 kV power substations, while
MV 20 kV lines supply consumers with electricity via
20/0.4 kV distribution substations.

III. MONITORING CAMPAIGNS

The initial one-day EMF monitoring campaign was
performed in 2015, followed by additional one-day cam-
paigns in 2018 and 2020, shown in Table 2.

The opening step of each campaign was the visual
inspection of the substation surroundings in order to dis-
cover the present EMF sources – antenna systems of
radio communication links and mobile telephony base
station sites for the high-frequency electric field, as well
as overhead power lines and power transformers for the
low-frequency magnetic field.

During visual inspection in 2015, the two substation
locations, labeled as L1 and L2 in Figure 1, were identi-
fied as locations with potentially increased field levels.

Location L1 presents an area on the south of the
substation, in Ohridska street, whose driveway is also a
pedestrian pathway, passing below the HV power line, as
shown in Figure 2a.

This location was selected considering the fact that
a few residential houses, parking lots and business build-
ings are present in the vicinity of HV power lines. There-
fore, there is a significant probability that residents could
be exposed to the EMF radiation, passing beneath those
lines. Besides, in line of sight on L1 location, the anten-
nas of AN1 site are visible, where the distance between
L1 and AN1 is about 80 m.

Location L2 is situated in the public access area,
on the north side of the substation facility, on the fre-
quently used sidewalk of Heroj Pinki street, as shown
in Figure 2b. The L2 is close to the residential houses,
as well as to the antenna AN2, which is a dominant
source of the high-frequency electric field, positioned at
a distance of about 15 m from L2. Moreover, L2 loca-
tion is above the intersected underground MV power line
corridors.

Both locations are of high importance, since they
are frequently passed by local residents, as well as by
employees of local companies.

In 2018 and 2020 campaigns, the visual inspections
were repeated, observing the presence of some new the
low- and the high-frequency sources in and around the
substation, as well in L1-L2 vicinity.

Table 2: Details of one-day EMF monitoring campaigns
Year Date Time Label

2015 06/15/2015 9:00 – 13:00 2015
2018 07/24/2018 9:00 – 13:00 2018
2020 05/22/2020 9:00 – 13:00 May r 2020
2020 05/29/2020 9:00 – 13:00 May 2020
2020 09/17/2020 9:00 – 13:00 Sep 2020

A. The high-frequency campaign

During the first visual inspection in 2015, two sites
with antennas were detected, labeled as AN1 and AN2.
Substation internal radio systems appeared to be domi-
nant source of the high-frequency field [19, 20].

Since no changes were detected in 2020 campaign,
it was decided to perform the high-frequency monitor-
ing only at location L2. Insignificant difference between
the high-frequency electric field strengths over locations
L1 and L2, in 2015 and 2018 campaigns, was additional
reason for such decision [19–21].

During the 2015 campaign, only at location L2, the
appropriate spectral components of the internal DSO
radio communication links were detected [19]. How-
ever, the spectral component of the broadband radio #2
on L1 location was not noticed, since that location was
influenced only by low-power side-lobes of the directed
antenna [19], while it has a considerable distance of
115 m from AN2.

B. The low-frequency campaign

Regarding the low-frequency part, besides one HV
line and three HV power transformers, there was no pres-
ence of newly installed low-frequency sources in 2020.
Hence, it was decided to conduct the new measurements
only at location L1, which is in vicinity of the HV power
line [16]. There was almost certain presence of peo-
ple, since L1 site has only one traffic lane and all vehi-
cles/pedestrians have to pass through that lane.

Another reason was that magnetic field attenuation
from underground MV cables, present on location L2,
was higher than field attenuation from HV power lines.
It turned out that L1 has higher field levels, thus it is
better suited for population EMF exposure assessment.

IV. PROCEDURE AND EQUIPMENT

The same measuring procedure was used in all three
monitoring campaigns. The low-frequency magnetic and
high-frequency electric field monitoring were conducted
over L1 and L2, applying the broadband monitoring
approach and accompanying frequency selective mea-
surement. The broadband monitoring was done accord-
ing to the SEMONT measuring procedure [14, 15], fol-
lowed by the frequency spectrum analysis [22].

Regarding monitoring campaigns, all measurements
were conducted in the hot-spot position of the measuring
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Fig. 2. Monitoring locations near the substation “Novi Sad 7”.

network [14, 15], at L1 for the low-frequency and at L2
for the high-frequency field.

Monitoring started at 9:00 A.M. and lasted for
four hours, as presented in Table 2. Such monitoring
period was selected regarding assumption that maximum
daily activities of the general population and substation’s
employees occur during that period of the day, causing
an increase of usual telecommunication traffic and elec-
tric power consumption.

A. Measuring equipment

The high-frequency broadband monitoring was per-
formed using Narda NBM-550 measurement equipment,
covering the frequency range of 100 kHz to 6 GHz [19]
and using sampling rate of 6 minutes, as recommended
in [23]. The frequency selective analysis was performed
using Narda SRM 3006 measurement equipment, cover-
ing the frequency range from 420 MHz to 6 GHz [19].

Observing the low-frequency magnetic field, Narda
EFA 300 instrument, with the magnetic field probe, was
used, covering the frequency range from 5 Hz to 32 kHz
[16] and employing the sampling rate of 6 minutes [23].
This equipment was used for field measurements, as well
as for its spectral analysis.

V. MEASUREMENT RESULTS

Results of the broadband continuous EMF monitor-
ing and the frequency selective analysis, in the substation
vicinity, are presented in this chapter.

A. The broadband EMF monitoring approach

The broadband monitoring approach is able to pro-
vide information on cumulative EMF level, which origi-
nates from all active sources on location, in the observed
frequency range. Unfortunately, the broadband approach
cannot provide field level per each frequency, nor the
individual contribution of specific EMF sources.

A.1. The high-frequency electric field monitoring

Regarding the high-frequency electric field strength
monitoring, at location L2, the comparative overview

of obtained average values in 2015, 2018 and 2020 is
depicted in Figure 3.

Once more, it should be pointed out that those cam-
paigns are one-day campaigns, as described in Table 2.

Even though there was slight fluctuation, the pre-
sented high-frequency electric field strengths were sig-
nificantly below the minimal reference level of 11 V/m,
prescribed by legislation of the Republic of Serbia [17],
for the NBM-550 field probe’s frequency range.

Average field strength values in 2018 and 2020 were
lower than 0.2 V/m, while in 2015 they ranged up to
0.27 V/m. This could be explained by the fact that one
of the dominant sources, the narrowband radio intended
for the SCADA system [19], was in a full operational
mode in 2015, while in 2018 it was put by DSO to hot
stand-by mode. That was done because the SCADA traf-
fic needed to be diverted to the radio #2 link in order
to accommodate more efficient management of the pro-
cesses in the substation, by providing faster links with

Fig. 3. Comparative view of L2 location monitoring.
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Fig. 4. Comparative view on the low-frequency magnetic field continuous monitoring.

higher throughputs. In a stand-by mode, the inspec-
tion of radio-communication was performed at least few
times a day, increasing the high-frequency EMF level in
substation vicinity. In the year 2020, this radio was put
out of order.

A.2. The low-frequency magnetic field monitoring

A comparative overview of the average values of
the L1 low-frequency magnetic field strength, acquired
during 2015, 2018 and 2020 campaigns, is shown in
Figure 4a.

An increase could be noticed in field strength levels
approaching 13:00 P.M. It is the period of the day when
electric energy consumption regularly grows. However,
observing the campaigns, the maximum average value
was around 0.32 μT, which was about eight times lower
than the maximum one, allowed by reference level of
2.5 μT, prescribed by the Republic of Serbia national leg-
islation [17].

The obtained results demonstrated that the average
magnetic field strength values were around 0.25 μT in
2018, slightly lower than those from 2015. However, the
average field strength values from 2020, close to 0.1 μT,
were noticeably lower than in previous campaigns.

Unfortunately, while the original May 2020 mea-
surement campaign was in progress, the DSO informed
the public on the malfunction of the city distribution
system. They needed to make certain reconfiguration
and reconstruction in core distribution network, chang-
ing the power loads between the HV power substations.
As a result, some of the city consumers were supplied
from the neighboring substations instead of “Novi Sad
7”. Therefore, its current intensity was decreased, com-
pared with regular day – May r 2020, as presented in
Table 3a.

The current intensity of the HV power line, as a very
important parameter for the management of the substa-
tion, for the entire monitoring period of all campaigns,
was registered by the internal SCADA system [18] and
at the end of each campaign was provided to the research
team by DSO. The simple statistical analysis of those
data is offered in Table 3.

The reduction of the current intensity for sure would
affect the magnetic field strength, as it is directly pro-
portional to the current intensity [4]. Since the state of
the distribution system was not regular, it was decided
to finish the ongoing May 2020 campaign and to per-
form an additional monitoring of the magnetic field
after the establishment of the system’s steady state
condition.

Comparison of the averaged magnetic field strength
values, including the repeated monitoring campaign in
September 2020, is provided in Figure 4b. The max-
imum average value for magnetic field was 0.37 μT,
which was also the highest measured value in all
campaigns. Additionally, the average magnetic field
strengths from September 2020 were higher than in pre-
vious campaigns, as it is noticeable in Figure 4b. How-
ever, it was expected, having in mind increased num-
ber of industrial and residential consumers with a greater
demand for electric energy.

The significant differences in current intensity were
found for the incident May 2020 monitoring, where cur-
rent consumption was lowered more than twice, com-
paring it with 2015 and 2108 campaigns. However,
regarding regular day in May – May r 2020, the sub-
station current was on the expected level, as shown in
Table 3.

Finally, the consumption was the highest in all cam-
paigns during September 2020, as presented in Table 3b.
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Table 3: The HV power line current intensity
Campaign Imin (A) Imax (A) Iaverage (A) Campaign Imin (A) Imax (A) Iaverage (A)

Sept 2020 157.20 190.70 175.25
May 2020 55.00 80.10 61.96 May 2020 55.00 80.10 61.96

May r 2020
(regular day)

148.20 171.00 162.20 May r 2020
(regular day)

148.20 171.00 162.20

2018 123.81 148.28 139.78 2018 123.81 148.28 139.78
2015 137.14 165.57 155.61 2015 137.14 165.57 155.61

a) Current intensity in May 2020 b) Current intensity in September 2020

That can be explained with the increased number of con-
nections to the power supply network for newly built res-
idential objects, malls and enterprise buildings of Novi
Sad, in the nearby area of the power substations.

Such conclusion is supported by energy consump-
tion diagrams of the high-power substation “Novi Sad 7”
[18], presented in Figure 5. We can clearly notice the dif-
ference in the shape of the curve for May 2020 in period
of the power system failure, which occurs between 07:00
A.M. and 17:00 P.M., compared to other curves.

Fig. 5. Energy consumption of substation “Novi Sad 7”.

According to the DSO, the overall energy consump-
tion of the substation “Novi Sad 7” up to the year 2020,
compared to 2015, increased from about 2.8% to about
3.5%, in the region under the DSO dispatch center [24].

B. Frequency selective measurement

The frequency selective analysis, as an important
part of the monitoring process, was intended for the spec-
tral evaluation of monitored locations, providing valu-
able information on neighboring EMF sources.

B.1. The high-frequency spectrum

The analyses of the high-frequency spectrum were
performed at position of L2 hot-spot. This spectral mea-
surement was performed once, assuming that the present
EMF sources regularly emitted at detected frequencies.

The analyses of spectral content were made for all three
campaigns, and the results for 2015 and 2020 campaigns
are displayed in Figure 6.

Spectral components were detected in several sub-
bands, which are produced by well-known telecommu-
nications services: the TV broadcasting, GSM 900,
GSM 1800 and UMTS 2100. The highest strength of
the electric field in 2020 campaign was observed in sub-
bands near 1800 MHz, while in the 2015 campaign that
was the case with UHF sub-band near 450 MHz.

The decreased activity of the UHF sub-band sources
(near 450 MHz) can be noticed in 2020, since, accord-
ing to national “Decree on determining the allocation
plan of radio frequency bands” [25], this sub-band
is intended for DSO internal communication systems,
such as the voice communication system presented in
Table 1.

Furthermore, more RF carriers were logged in 2020,
in the sub-band intended for the emission of the digital
broadcasting DBV-T2 signal. This telecommunications
service was not in full operational usage in the Republic
of Serbia during the 2015 campaign [19].

Similarly, the increased activity in the sub-band near
800 MHz was present in 2020, which is intended for LTE
service, a technology that was extensively deployed dur-
ing 2018 by the Serbian mobile telephony operators [20].
Also, the GSM 900, GSM 1800 and UMTS 2100 sub-
bands had more radio-frequency carriers in 2020 than in
the 2015 campaign, due to the increased number of resi-
dential subscribers and increased traffic needs.

Furthermore, spectral components in 2.4 GHz sub-
band could be observed in both campaigns, since it was
likely that local residents extensively used Wi-Fi equip-
ment. Finally, the origin of the spectral components in
5.8 GHz sub-band was an internal DSO point-to-point
broadband radio link, described in Table 1.

B.2. The low-frequency spectrum

The results of the low-frequency selective analysis,
during the 2020 campaign, in the hot-spot of location L1,
are presented in Figure 7.

In the low-frequency spectrum, there was no differ-
ence between three campaigns [16], since no new low-
frequency magnetic field sources were detected.
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Fig. 6. The high-frequency spectrum at location L2 per campaigns.

Fig. 7. The low-frequency spectrum at location L1.

Regarding this spectral content, the highest strength
of the magnetic field was at the dominant spectral com-
ponent of 50 Hz, as expected, while the last detected
harmonic was at 450 Hz. The field strength of higher
components was below the threshold of Narda EFA 300
analyzer and thus they could be neglected.

VI. EXPOSURE ASSESSMENT ANALYSIS

The exposure assessment was carried out by apply-
ing the SEMONT approach, based on the calculation of
daily boundaries of Global Exposure Ratio (GER), thus
determining the range where actual exposure lied [15].

The assessment of exposure, regarding the high-
frequency electric field, was performed using the follow-
ing equations [15]:

GERlower =

(
Em

Ere f max

)2
and GERuppper =

(
Em

Ere f min

)2
.

(1)
The Em is the average measured value of the electric field
strength, while Ere f min and Ere f max are the minimum and
maximum reference levels prescribed by the Serbian leg-
islation for the general population [17], in the observed
frequency range.

The assessment of lower and upper exposure
boundaries, for the low-frequency magnetic field, was
calculated using the following equations [16]:

GERlower =
Bm

Bre f max
and GERuppper =

Bm

Bre f min
, (2)

where Bm is average measured strength of magnetic field,
while Bre f min and Bre f max are the minimum and max-
imum Serbian prescribed reference levels [17], in the
observed frequency range.

The exposure boundaries were calculated continu-
ously, day by day, illustrating the campaigns’ exposure
range, while the real exposure was located between those
boundaries [15].

A. The high-frequency electric field GER analysis

The high-frequency GER boundaries for location L2
were calculated for the frequency range of 100 kHz–
6 GHz, and are presented in Figure 8.

There is a visible decrease of the upper GER bound-
ary in 2018 campaign, compared to the data from 2015,
which occur due to the change in the operational regime
of radio #2, described in Table 1 [20]. This source was
turned into a redundant link, intended only for the DSO
SCADA application.

Common to all campaigns is that the maximal activ-
ity of communication services occurred near 10:00 A.M.,
whereas an additional slight increase of the activities can
be noticed after 11:30 A.M.

Statistical analysis of the high-frequency GER val-
ues for all three monitoring campaigns is presented in
Table 4.

In 2020, the maximum values of GER boundaries
were 2.581 ·10−4 and 2.579 ·10−5, which were consider-
ably below the maximum allowed limit of GERallowed =
1, prescribed by Serbian legislation [17].

Likewise, comparing the GER boundary values, it
can be observed that the average value of GERupper
boundary of 1.360 · 10−4 in 2018 was almost two times
lower than 2.196 · 10−4 obtained in 2015. Also, in the
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Fig. 8. The high-frequency GER boundaries.

Table 4: Statistical analysis of the high-frequency GER
Frequency range

(100 kHz–6 GHz)
Min Max Avg

GERupper

2020 7.054·10−6 2.581·10−4 1.552·10−4

2018 3.832·10−5 3.306·10−4 1.360·10−4

2015 4.567·10−5 6.140·10−4 2.196·10−4

GERlower

2020 7.048·10−7 2.579·10−5 1.551·10−5

2018 3.829·10−6 3.304·10−5 1.359·10−5

2015 4.563·10−6 6.134·10−5 2.194·10−5

2020 campaign, this value was 1.552 · 10−4, a slightly
higher than in the 2018 campaign.

However, the GER data confirms that the high-
frequency electric field exposure at L2 location is very
low.
B. The low-frequency magnetic field GER analysis

Measurements of the low-frequency magnetic field,
at location L1, were conducted in the frequency range of
5 Hz to 32 kHz. Regarding the exposure assessment, the
comparative overview of the low-frequency GER bound-
aries is provided in Figure 9.

Analyzing this figure, the trend of the moderate
increase of the upper GER boundaries can be noticed,
as we approach the end of all campaigns. That could
be explained by the increased consumption of elec-
tric power, at that period of the day, as shown in
Figure 5 [18].

Statistical analysis of the low-frequency GER values
is displayed in Table 5.

It can be observed that the maximum values
of GER in September 2020 campaign are between
1.473 ·10−1 and 5.755 ·10−4, which is clearly lower than
GERallowed = 1, the maximum level allowed by the leg-
islation of the Republic of Serbia [17].

Fig. 9. The low-frequency GER boundaries.

Table 5: Statistical analysis of the low-frequency GER
Frequency range

(5 Hz–32 kHz)
Min Max Avg

GERupper

Sept
2020 1.223 ·10−1 1.473 ·10−1 1.352 ·10−1

May
2020 4.135 ·10−2 5.813 ·10−2 4.513 ·10−2

2018 9.096 ·10−2 1.074 ·10−1 1.000 ·10−1

2015 1.126 ·10−1 1.276 ·10−1 1.214 ·10−1

GERlower

Sept
2020 4.470 ·10−4 5.755 ·10−4 5.280 ·10−4

May
2020 1.615 ·10−4 2.271 ·10−4 1.763 ·10−4

2018 3.553 ·10−4 4.195 ·10−4 3.907 ·10−4

2015 4.399 ·10−4 4.983 ·10−4 4.470 ·10−4

Furthermore, comparing the obtained GER bound-
aries, it can be observed that the average value of
GERupper in 2018 campaign was less than in 2015 by
nearly 20%. In May 2020 campaign it was more than
2.5 times lower than in 2015, while in September 2020 it
was about 10% higher than in the 2015 campaign.

Conclusively, all those GER values imply that the
L1 location is a continuously low exposed location to the
low-frequency magnetic field.

VII. CONCLUSION

The power distribution facilities cause public con-
cerns related to the EMF exposure and potential health
effects, especially in circumstances of their presence in
residential areas. The high-power substation “Novi Sad
7” is a typical example of a distribution substation that is
surrounded by a moderately populated area.
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Thus, EMF monitoring campaigns were conducted
in 2015, 2018 and 2020, in the close vicinity of this sub-
station. The focus of these campaigns was the determi-
nation of the existing EMF levels, both in the low- and
the high-frequency ranges, as well as general population
exposure. The positions close to substation, where peo-
ple had access, such as frequently used pedestrian paths
outside the substation area, were of special interest.

Regarding the high-frequency electric field, a com-
parative analysis of EMF exposure has showed that GER
boundaries in 2018 were almost two times lower than in
2015. The reason was the fact that the internal radio for
the SCADA application, as one of the dominant sources,
was changed due to the operational regime, transferring
data only in the case of malfunction of the primary link.

Exposure boundaries in 2020 campaign had some-
what higher values than in 2018, possibly due to the
increased mobile communication traffic. The maximal
detected electric field level, in all performed campaigns,
was 0.27 V/m, which is well below the Serbian minimal
prescribed reference level of 11 V/m.

With regard to the low-frequency magnetic field, the
analysis revealed that there was an increase in the current
consumption and also an increase in the maximum value
of upper exposure boundaries, for about 10%, compar-
ing the first 2015 campaign and the last one in September
2020. A significant decrease of the exposure level dur-
ing May 2020 campaign was noticed, which was caused
by the power distribution system failure. However, the
maximum exposure level, detected in September 2020
campaign, was about 6.8 times lower than the maximum
allowed level prescribed by the Serbian legislation.

According to the obtained measurement results and
performed analysis, it can be concluded that monitored
locations at the vicinity of “Novi Sad 7” substation are
low exposed locations, both to the low-frequency mag-
netic and the high-frequency electric fields.

However, the construction of the second HV line,
as an underground cable, interconnecting the “Novi Sad
7” to some other neighboring high-power substations
is under work. Additionally, due to further improve-
ment and construction of Smart Grid, the expansion
of the internal radio communication systems is under
consideration. Finally, the power distribution facilities
have a commercial potential for service providers and
mobile operators. In that sense, in due time, they will
become an even more important radio communication
nodes, besides their already crucial role in electric power
system.

All these circumstances will lead to a potential
increase of EMF radiation, imposing the necessity for
future periodic monitoring campaigns. The goal is and
will be to obtain a detailed insight into the EMF field
changes and exposure levels in the substation’s vicinity.
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A. Wójcik, “Assessment of human exposure
to cellular networks electromagnetic fields,”
2018 Baltic URSI Symposium (URSI), Poz-
nan, Poland, pp. 257-260, May 2018, doi:
10.23919/URSI.2018.8406750.

[4] ICNIRP, “Guidelines for Limiting Exposure to
Time-Varying Electric, Magnetic and Electromag-
netic Fields (up to 300 GHz),” Health Physics, vol.
75, no.4, pp. 494-522, Apr. 1998.

[5] C. D. Abreu Silveira, C. A. Da Costa, R. D.
Costa E Silva, L. R. Soares, and J. C. Pugliese
Guimaraes, “Electromagnetic Environment Mea-
surement under Steady-State Conditions in Util-
ity Substations,” 2006 IEEE/PES Transmission &
Distribution Conference and Exposition: Latin
America, Venezuela, pp. 1-6, Aug. 2006, doi:
10.1109/TDCLA.2006.311511.

[6] A. S. Safigianni and C. G. Tsompanidou, “Mea-
surements of electric and magnetic fields due to
the operation of indoor power distribution sub-
stations,” in IEEE Transactions on Power Deliv-
ery, vol. 20, no. 3, pp. 1800-1805, Jul. 2005, doi:
10.1109/TPWRD.2005.848659.

[7] A. S. Safigianni and C. G. Tsompanidou, “Elec-
tric and magnetic field measurements in an outdoor
electric power substation,” in IEEE Transactions
on Power Delivery, vol. 24, no. 1, pp. 38-42, Jan.
2009, doi: 10.1109/TPWRD.2008.917690.

[8] A. S. Safigianni, C. G. Tsompanidou, and V. L.
Kanas, “Electric and magnetic field measurements
in a high voltage venter,” The Annals of Occupa-
tional Hygiene, vol. 56, no. 1, pp. 18–24, Jan. 2012,
doi: 10.1093/annhyg/mer076.

[9] K. Ellithy, A. Al Shafai, F. Al Assiry, “Mea-
suring human exposure to magnetic fields in
substations and power lines located in Qatar,”



NEDIC, DJURIC, KLJAJIC: THE COMPARISON OF EMF MONITORING CAMPAIGNS IN VICINITY OF POWER DISTRIBUTION FACILITIES 138

Study Committee C3 – System Environmental Per-
formance, CIGRE, Paris, Aug. 2012.

[10] W. Joseph, L. Verloock, and L. Martens, “Gen-
eral public exposure by ELF fields of 150–
36/11 kV substations in urban environment,”
in IEEE Transactions on Power Delivery, vol.
24, no. 2, pp. 642-649, Apr. 2009, doi:
10.1109/TPWRD.2008.2002686.

[11] L. Korpinen, H. Kuisti, R. Paakkonen, and J. Elo-
vaara, “Occupational exposure to electric and mag-
netic fields while working at switching and trans-
forming stations of 110 kV,” Annals of Occupa-
tional Hygiene, vol. 55, no. 5, pp. 526-536, Jun.
2011, doi: 10.1093/annhyg/mer013.

[12] C. Oliveira, D. Sebastiao, G. Carpinteiro, L. Cor-
reia, C. Fernandes, A. Serralha, and N. Mar-
ques, “The moniT project: electromagnetic radi-
ation exposure assessment in mobile communi-
cations,” IEEE Antennas and Propagation Maga-
zine, vol. 49, no. 1, pp. 44-53, Feb. 2007, doi:
10.1109/MAP.2007.370981.

[13] E. Lunca, A. Salceanu, “An overview of RF-
EMF monitoring systems and associated monitor-
ing data,” 2016 International Conference and Expo-
sition on Electrical and Power Engineering (EPE
2016), Lasi, Romania, pp. 418-421, Oct. 2016, doi:
10.1109/ICEPE.2016.7781374.

[14] N. Djuric, D. Kljajic, K. Kasas-Lazetic, and
V. Bajovic, “The measurement procedure in
the SEMONT monitoring system,” Environmental
Monitoring and Assessment, vol. 186, no. 3, pp.
1865-1874, Mar. 2014, doi: 10.1007/s10661-013-
3500-0.

[15] N. Djuric and D. Kljajic, “Assessment of daily
exposure in the broadband continuous monitoring
system – SEMONT,” 11th IEEE AFRICON Con-
ference, Mauritius, pp. 903-907, Sep. 2013, doi:
10.1109/AFRCON.2013.6757844.

[16] N. Djuric, J. Bjelica, D. Kljajic, M. Milutinov, K.
Kasas-Lazetic, and D. Antic, “The SEMONT con-
tinuous monitoring and exposure assessment for
the low-frequency EMF,” 2016 IEEE on Emerg-
ing Technologies and Innovative Business Prac-
tices for the Transformation of Societies (Emer-
giTech), Mauritius, pp. 50-55, Aug. 2016, doi:
10.1109/EmergiTech.2016.7737309.

[17] “Rulebook on non-ionizing radiation exposure lim-
its,” Official gazette of the Republic of Ser-
bia, no. 104/09, http://www.sepa.gov.rs/download/
strano/pravilnik5.pdf, last accessed September
2021.

[18] Distribution System Operator “EPS Distribucija,”
Internet portal, http://www.epsdistribucija.rs, last
accessed September 2021.

[19] G. Nedic, N. Djuric, D. Kljajic, M. Milutinov,
and S. Josic, “The exposure assessment to com-
munication equipment of high-power substation,”
IEEE 24th Telecommunications Forum TELFOR
2016, Section 6 – Applied Electromagnetics, Bel-
grade, Serbia, pp. 609-612, Nov. 2016, doi:
10.1109/TELFOR.2016.7818857.

[20] G. Nedic, N. Djuric, D. Kljajic, K. Kasas-Lazetic,
and M. Pascan, “Comparative analysis of the expo-
sure assessment to communication equipment of
high-power substation,” IEEE 26th Telecommuni-
cations Forum TELFOR 2018, Section 6 – Applied
Electromagnetics, Belgrade, Serbia, pp. 450-453,
Nov. 2018, doi: 10.1109/TELFOR.2018.8612018.

[21] G. Nedic, D. Antic, D. Kljajic, and N. Djuric, “The
SEMONT system utilization for high-frequency
EMF monitoring in vicinity of 110/x kV “Novi
Sad 7” power substation,” Study Committee EC 2
– Power Quality and Electromagnetic Compatibil-
ity, 10. CIRED Conference, Vrnjacka Banja, Ser-
bia, pp. 1-9, Sep. 2016.

[22] D. Kljajic and N. Djuric, “The adaptive
boundary approach for exposure assessment
in a broadband EMF monitoring,” Measure-
ment, vol. 93, pp. 515-523, Nov. 2016, doi:
10.1016/j.measurement.2016.07.055.

[23] SRPS EN 50413:2020, 2020: “Basic standard
on measurement and calculation procedures for
human exposure to electric, magnetic and electro-
magnetic fields (0 Hz–300 GHz)”.

[24] Distribution System Operator “EPS Distribu-
cija,” “Energy data 2020” newsletter, http://
epsdistribucija.rs/pdf/GI 2020.pdf, last accessed
September 2021.

[25] “Decree on determining the allocation plan of radio
frequency bands,” Official gazette of the Repub-
lic of Serbia, no. 89, 2020, http://www.srv.org.
rs/pages/dok/plan namene rf opsega.pdf, last time
accessed September 2021.

Goran Nedic graduated in 1992 at
the Faculty of Technical Sciences,
University of Novi Sad, while he
was awarded M. Sc. in Electri-
cal Engineering from the University
of Belgrade, Republic of Serbia, in
2008. He is an Information and
Communication Technology (ICT)

engineer with significant experience in wireless and fixed
communications and various monitoring and control sys-
tems for large enterprises. His interests include an issue
about the reliability of ICT and SCADA equipment in
specific working environment, such as electric power
distribution system.



139 ACES JOURNAL, Vol. 37, No. 1, January 2022

Nikola Djuric was born in Novi
Sad, Serbia, in 1973. He received
M.Sc. and Ph.D. degrees in
Telecommunication and Signal Pro-
cessing from the Faculty of Tech-
nical Sciences, University of Novi
Sad, in 2003 and 2009, respectively.
From 1997 to 2010 he was a Teach-

ing Assistant; from 2010 to 2015 Assistant Professor;
from 2015 to 2020 Associate Professor; while since 2020
he has been a Full Professor at FTN-UNS. He is the
author or co-author of more than 100 journal and confer-
ence articles. His research interests include the computa-
tional and applied electromagnetics, with environmental
EMF measurement and monitoring for EMF compliance
testing, estimation, and simulation of EMF whole-body
exposure. He is a member of IEEE society.

Dragan Kljajic was born on April
29, 1987 in Novi Sad, Republic
of Serbia. He obtained his Ph.D.
in Electrical and Computer Engi-
neering from the Faculty of Tech-
nical Sciences, Novi Sad, from the
Department of Power, Electronic
and Telecommunication Engineer-

ing. He works as an Assistant Professor. His sci-
entific area is theoretical electrotechnics, while his
research interests are in the field of theoretical elec-
trical engineering, theoretical and applied electromag-
netics and microelectronics. He is the author or co-
author of more than 50 scientific papers, published
in Proceedings of international conferences and high
impact factor journals. He is a member of IEEE
society.






