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#### Abstract

In this paper, a triangular facets based, highly accurate, and adaptive finite-difference time-domain (FDTD) mesh generation technique is presented. There are two innovations in the implementation of this technique. One is adaptive mesh lines placement method. The mesh lines are automatically set to be dense where the object has fine structure and sparse where the object has rough structure based on the incremental placement of the triangular mesh vertices. The other is ray column tracing method. Ray columns in the normal direction of the coordinate plane are employed to intersect the surface facets to make the mesh generation results highly accurate. The generating FDTD results of the numerical examples show that the proposed technique can well-restore objects with complex edge structures. The simulation results are in good agreement with the theoretical results.


Index Terms - Adaptive, FDTD, mesh generation, ray column tracing.

## I. INTRODUCTION

The finite-difference time-domain (FDTD) algorithm is implemented by calculating the electric and magnetic fields on each Yee cell [1-3]. The Yee cells, whose sizes and related material parameters are simultaneously employed in the iterative formulas of the FDTD algorithm, must be established before FDTD simulation. Unlike unstructured meshes [4, 5], which can be easily obtained by computer-aided design (CAD) or some open source programs, there are relatively few ways to obtain the structured cuboid meshes. Therefore, the transformation from unstructured meshes to structured meshes has attracted much attention [6-13].

Since the ray tracing method (RTM) was proposed by Sun in 1993 [6], it has been widely used in mesh generation for FDTD simulation. The RTMs proposed
before mainly casted single ray to intersect the surface facets for each two-dimensional (2D) grid on the projection plane. This kind of processing may lead to missing mapping at the edge of the target. In practice, edge structure of a target may have a great influence on its overall electromagnetic performance [14-16]. For example, slot design at the edge of patch antennas can not only realize miniaturization but also reduce antenna radar cross section (RCS). In addition, the biologically inspired antennas usually have complex edge structures. Therefore, the precision of edge mesh conversion needs to be considered.

For complex objects, if a uniform mesh generation method (UMGM) is employed, there will be a problem of large number of mesh cells, compared with employing a non-uniform mesh generation method (NUMGM). The increase in the number of mesh cells caused by using the UMGM than the NUMGM then can result in problems such as high memory consumption and long simulation time. Therefore, in contrast to the UMGM, the NUMGM is more suitable for complex objects mesh generation. A key step in NUMGM is to place proper mesh lines [[12], 17-20]. In reference [12], a non-uniform mesh lines placement method is presented for multi-object scenarios. An NUMGM for overlapping objects was proposed by Kanai in reference [17]. The NUMGMs proposed before were implemented based on the condition that the bounding box of each object was known. In other words, they solved a complex problem by breaking it down into a group of individual objects. The non-uniform mesh lines were placed by setting reasonable grid sizes in the overlapping part and the adjacent part of the objects. However, in the field of electromagnetism, some electromagnetic devices, such as multi-frequency antenna, broad band frequency selective surface (FSS), are too complex to be easily and quickly separated into several independent objects. Therefore,
an adaptive mesh lines placement method based on the incremental placement of the triangular mesh vertices is proposed in this paper. Obviously, the choice of triangulation in the preparation of the triangulated mesh is critical to the performance of the proposed NUMGM. We choose Altair FEKO v2019.1 [21] to get the triangular meshes. Since FEKO is a mature commercial electromagnetic simulation software and has been globally used in high-frequency electromagnetic simulation for over 20 years, the triangular mesh generation results of it are reliable.

In this paper, an adaptive FDTD mesh generation technique is proposed. This technique presents high accuracy in FDTD mesh generation, especially at the edge part of the target. Two key methods are employed to achieve this capability. One is ray column tracing method (RCTM), and the other is adaptive mesh lines placement method. Numerical examples are given and discretized. The simulation and theoretical results show that the proposed mesh generation technique can properly restore the target with fine structure, especially at the edge part.

## II. RAY COLUMN TRACING METHOD

For RTM, generally, a single ray perpendicular to a grid on the coordinate plane is employed to intersect the plane where the triangular facet is located [6]. The triangular facets mentioned in this section are obtained by .STL files exported from CAD software. The specific operation is to build a model in CAD and save it as. STL format. As shown in Figure 1, the shaded part without slash lines are the Yee cells transformed by RTM, while the shaded part with slash lines are the Yee cells of missing marks.

In this paper, RCTM is proposed. For each grid on the coordinate plane, multiple rays in the normal direc-


Fig. 1. The transformed Yee cells of the 2D triangle by RTM.


Fig. 2. Triangular facet $A B C$ and its projection $D E F$.
tion are selected to intersect the facets in one tracing process. Taking one triangular facet as an example, the RCTM is described in detail as follows.

First, project the triangular facet $A B C$. onto $X O Y$ plane and denote its projection as $D E F$, as shown in Figure 2.

Second, find out the maximum and minimum values of triangle $D E F$ in the $x$-direction and confirm the starting and ending mesh numbers in the $x$-direction accordingly. Denote the starting number as $x_{s}$ and the ending number as $x_{e}$. Taking the grids numbered $i$ in the $x$ direction as examples, calculate the intersection points of their two adjacent grid lines and the three sides of triangle $D E F$. Determine the maximum and minimum $y$ values of these intersection points and mark the grids between them as shown in Figure 3(a). In this way, the triangle $D E F$ is discretized as shown in Figure 3(b).

Third, for the grids inside triangle $D E F$, obtain the intersections of the rays perpendicular to the four nodes of each grid and triangle $A B C$, respectively. For the grids at the edge of triangle $D E F$, figure out the intersection points of their adjacent grid lines and the three sides of triangle $D E F$ first and then obtain the intersections of the rays perpendicular to these points and triangle $A B C$ severally. The three-dimensional (3D) RCTM is shown in Figure 4.

Take a hexagonal star ring as an example to illustrate the validity of the proposed RCTM in edge mesh generation. The hexagonal star ring is shown in Figure 5(a), and its triangulation is shown in Figure 5(b).

Figures 6 and 7 show the resulting Yee cells of the hexagonal star ring obtained by RTM and RCTM, respectively. The mesh size in Figure 6 is 5 mm , and the mesh size in Figure 7 is 2 mm .

It can be seen from Figure 6 that, when the mesh size is 5 mm , there are obvious missing marks in the discretization result obtained by RTM. Although the Yee cells transformed by RCTM are not completely


Fig. 3. 2D ray column tracing method. (a) The discretization result of grids numbered $i$ in the $x$-direction and (b) the discretization result of the triangle $D E F$.


Fig. 4. 3D ray column tracing method: (a) grids inside $D E F$ and (b) grids at the edge of $D E F$.


Fig. 5. The structure and triangulation of the hexagonal star ring: (a) the structure and (b) the triangulation.


Fig. 6. The discretization results of the hexagonal star ring when the grid size is 5 mm : (a) by RCTM and (b) by RTM.


Fig. 7. The discretization results of the hexagonal star ring when the grid size is 2 mm : (a) by RCTM and (b) by RTM.
appropriate to the original structure, the accuracy of RCTM is obviously improved compared with that of RTM. When the mesh size is 2 mm , as shown in Figure 7, both RCTM and RTM perform better. However, the
transformation result of RCTM is closer to the original shape and size of the target than that of RTM.

## III. ADAPTIVE MESH LINES PLACEMENT METHOD

In the process of structured cuboid mesh generation, the first step is to create efficient structured mesh lines, which must satisfy the numerical dispersion requirement of the FDTD method and can be adapted to geometric models. These mesh lines can provide spatial coordinate information for subsequent material mapping. Taking an object with fine structure into account, if it is discretized by uniform mesh, there will be a problem of huge mesh quantity. This problem can be solved by using non-uniform meshes. In this paper, an adaptive mesh lines placement method is proposed, which can set mesh lines automatically according to the mechanical structure and the electromagnetic characteristics of the target.

In the implementation of the adaptive mesh lines placement method, the object is modeled and meshed by FEKO software. The mesh generation results are saved as .STL file. Since FEKO is a powerful 3D full wave electromagnetic simulation software, we can use its triangulation results as the basis of the NUMGM proposed in this paper. The adaptive mesh lines placement method is illustrated as follows.
(1) Determine the minimum wavelength, denoted as $\lambda_{\min }$, in terms of frequency and material property. Constrained by the typical rule of FDTD spatial discretization, the maximum mesh size, $d_{\text {max }}$, of the entire computing space should satisfy $d_{\max }=\leq$ $\lambda_{\text {min }} / 10$.
(2) Calculate the side lengths of each triangular facet and find out the minimum side length $l_{\text {min }}$. Set the minimum interval of the entire computing space to be $d_{\text {min }}=l_{\text {min }} / 2$.
(3) Project each triangular facet onto three principal coordinate planes, respectively. Find out the maximum and minimum coordinates along three axes and calculate the differences between them severally, as shown in Figure 8. Denote these differences as $\Delta x, \Delta y$, and $\Delta z$.
(4) Sort all the $\Delta x, \Delta y$, and $\Delta z$ from the smallest one to largest one and insert the starting and ending coordinates of them on the corresponding axes, respectively. Let us take the $x$-axis treatment as an example. If $\Delta x$ is equal to zero, this means that the triangular facet is perpendicular to the XOZ plane. At this point, the $\Delta x$ needs to be adjusted to a suitable value to represent the thickness of the vertical plane. If $\Delta x$ is greater than zero and less than $d_{\text {min }}$, change the value of $\Delta x$ to $d_{\text {min }}$ to ensure that


Fig. 8. The projections of the facet on three coordinate planes.


Fig. 9. The cylinder and its triangulation.
the minimum mesh size of the entire space is $d_{\text {min }}$. Take a cylinder as an example to explain how we decide where to put the mesh lines when $\Delta x$ is less than $d_{\text {min }}$. The cylinder and its triangulation are shown in Figure 9. When we project the triangular facets onto the $X O Y$ plane, we will find that the intervals determined by the vertices of the triangular facets are smaller than $d_{\text {min }}$. At this point, we should change $\Delta x$ to $d_{\text {min }}$.
(5) Finally, for the intervals greater than $d_{\max }$ on the coordinate axes, divide them equally with the value of $d$. Taking an internal whose length is $L$ as an example, let the integer $N=\operatorname{ceil}\left(L / d_{\text {max }}\right)$, then $d=L / N$.

Figures 10(a) and (b) show the overall and local structures of a parabolic antenna. The parabolic antenna


Fig. 10. The structure of the parabolic antenna: (a) the overall structure and (b) the structure of the horn antenna.


Fig. 11. The triangulation of the parabolic antenna.
is fed by a horn antenna and it works at the center frequency of 2.45 GHz . As shown in Figures 10(a) and (b), the maximum size of the antenna is the diameter of the parabola, which is 600 mm , and the minimum size of the antenna is the diameter of the coaxial probe inner conductor, which is 2 mm . The ratio of the maximum size to the minimum size is 300 .

Figure 11 shows the triangulation of the parabolic antenna obtained from FEKO 2019.1. FEKO software has its own mesh function. When we build a model in FEKO and set it to the working frequency, the software will automatically generate the appropriate triangular meshes.

Table 1: The total mesh numbers of the parabolic antenna generated by UMGM and NUMGM

|  | UMGM | NUMGM |
| :--- | :---: | :---: |
| Mesh number | 529205 | 102776 |



Fig. 12. The discretization results of the parabolic antenna: (a) the overall discretization result, (b) the discretization result of the horn antenna, and (c) the discretization result of the coaxial probe.

Figure 12 shows the discretization results of the parabolic antenna, the horn antenna, and the coaxial probe. The maximum mesh size is 6.1 mm , and the minimum mesh size is 0.5 mm . It can be seen from Figure 12 that the adaptive mesh lines placement method proposed in this paper can set dense meshes in the fine part and sparse meshes in the other part. The discretization results are in good agreement with the antenna model.

Table 1 shows the total mesh numbers of the parabolic antenna obtained by UMGM and NUMGM. The mesh size of the UMGM is 0.5 mm . The maximum and minimum mesh sizes of the NUMGM are 6.1 and 0.5 mm . We can see from Table 1 that the number of mesh cells of the target using NUMGM is about $1 / 5$ of that using UMGM.

## IV. NUMERICAL EXAMPLES AND SIMULATION RESULTS

Numerical examples are given to illustrate the efficiency of the adaptive mesh generation technique proposed in this paper. The first example is a metal sphere, and the second example is a band-stop FSS. The


Fig. 13. The structure and Yee cells of the sphere: (a) the structure and triangulation of the sphere and (b) the Yee cells distribution of the sphere.


Fig. 14. The RCS of the metal sphere.
structures and the generating FDTD grids of the numerical examples are represented, respectively. We also give some simulation results of the numerical examples by performing the novel mesh generation technique.

## A. Metal sphere

Figure 13 shows the structure and the resulting FDTD meshes of a metal sphere. The radius of the sphere is 1 m , and the mesh size is 0.025 m . The RCS of the metal sphere simulated by the FDTD method is shown in Figure 14. As comparison, we also give the Mie series result of the sphere's RCS [22]. It can be seen from Figure 14 that the simulated result is in good agreement with the theoretical result.

## B. Band-stop FSS

A band-stop FSS is shown in Figure 15(a), and its triangulation is shown in Figure 15(b). In order to realize the miniaturization and broad band-stop characteristics, a relatively complex structure was employed in the


Fig. 15. The structure and triangulation of the FSS. (a) The structure. (b) The triangulation.


Fig. 16. The discretization result of the FSS.
design of this FSS, especially in the design of the edge part.

As shown in Figure 15(a), the parameters of the patch is $n=19 \mathrm{~mm}, w=1.5 \mathrm{~mm}$, and $l=1 \mathrm{~mm}$.


Fig. 17. The $E_{x}$ of the point which is 1-mm backward of the FSS.


Fig. 18. The $S_{21}$ of the FSS obtained by FDTD method and CST Studio Suite simulation.

The radii of the four rings are $r_{1}=2.5 \mathrm{~mm}, r_{2}=2$ $\mathrm{mm}, r_{3}=1.5 \mathrm{~mm}$, and $r_{4}=1 \mathrm{~mm}$, respectively. The width of each ring is 0.2 mm . The length of the substrate is $P=20 \mathrm{~mm}$ and the thickness of the substrate is $h=3.2 \mathrm{~mm}$.

The FDTD meshes of the band-stop FSS generated by RCTM are shown in Figure 16. The mesh size is 0.2 mm . It can be seen from Figure 16 that the FSS is wellrestored in the FDTD grid.

The transient $E_{x}$ values at a point which is 1 mm backward of the FSS is shown in Figure 17. We can see that the FDTD result is in good agreement with the result obtained by CST Studio Suite 2020 [23]. CST Studio Suite is a high-performance 3D EM analysis software package for designing, analyzing, and optimizing electromagnetic components and systems.

Figure 18 shows the $S_{21}$ curves of the FSS obtained by FDTD method and CST Studio Suite, respectively.

The calculated $S_{21}$ shows reasonable agreement with the CST Studio Suite one, which represents that the mesh generation technique proposed in this paper has the ability to deal with the target with complex edge structure.

## V. CONCLUSION

Based on the triangular facets obtained by the .STL file of the object, an adaptive mesh generation technique is proposed for 3D FDTD simulation in this paper. First, RCTM is introduced. As opposed to RTM, for each grid on the coordinate plane, the RCTM employs multiple rays in the normal direction to intersect the triangular facets. The implementation of RCTM makes the mesh generation technique have high accuracy in edge structure mesh transformation. Second, according to the vertex coordinates of the triangular facets, adaptive mesh lines placement method is illustrated. For an object with fine structure, the mesh lines placement method can automatically set dense meshes in fine structure and sparse meshes in rough structure. A metal sphere and a band-stop FSS are given as numerical examples. Simulated and theoretical results show that the proposed mesh generation technique is flexible and accurate.
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#### Abstract

In this paper, the Newtonian equation of motion describing the movement of electrons when electromagnetic waves propagate in a magnetized plasma is combined with the traditional auxiliary differential equation finite difference time domain (ADE-FDTD) method. The FDTD iterative formulas of transverse magnetic (TM) wave and transverse electric (TE) wave of the electromagnetic wave obliquely incident on the magnetized time-varying plasma plate are derived. The biggest difference between this method and the ordinary ADE-FDTD algorithm is the addition of the logarithmic derivative of the time-varying plasma electron density to calculate the current density, which is called the Newton-ADE-FDTD method. Through Example 1, the reflection coefficient of electromagnetic wave incident on the magnetization time-varying plasma plate was calculated, and the correctness of the improved algorithm was verified. At the same time, the Newton-ADE-FDTD algorithm is used to calculate the reflection coefficient of electromagnetic waves incident on the magnetized plasma-dielectric photonic crystal. The results show that different incident angles have a greater impact on the reflection coefficients of left-handed circularly polarized wave (LCP) and right-handed circularly polarized wave (RCP).


Keywords - Magnetized plasma, finite difference time domain (FDTD), electromagnetic wave, oblique incidence.

## I. INTRODUCTION

The finite difference time domain (FDTD) [1-3] plays an important role in computational electromagnetics. FDTD can be used for modeling dispersive media, such as soil modeling in ground penetrating radar [4, 5]. At present, many researchers apply FDTD method to deal with the propagation of electromagnetic waves in plasma [6-9]. For example, literature [10] uses FDTD method to deal with the propagation of electromagnetic waves in cold plasma.

When the plasma medium is in a constant magnetic field, it will exhibit electrical anisotropy, which is called magnetized plasma [11-14]. The constant direction of the magnetic field and the phase direction of the electromagnetic wave can be any angle. The theory of magnetic plasma can be used to study the propagation of plane waves of arbitrary polarization in magnetized plasma. In an anisotropic magnetic plasma medium, the polarization state of electromagnetic waves will constantly change. When the phase propagation direction is the direction of the constant magnetic field, two polarized waves will be excited in the magnetic plasma medium, namely the left-handed circularly polarized waves (LCP) and the right-handed circularly polarized waves (RCP).

In recent decades, researchers have proposed a variety of FDTD methods for processing magnetized plasma media. Among them, the current density convolution finite difference time domain (JEC-FDTD) method proposed by Chen in 1998 [15] has been used to deal with complex plasma, dispersion media including magnetized plasma. The auxiliary differential equation finite difference time domain method (ADE-FDTD) [16] directly performs difference iteration by setting the ADE, which improves the calculation efficiency, and its accuracy is the same as that of the JEC-FDTD method. In addition, there are many methods to deal with the electromagnetic problem of plasma dispersion medium, including piecewise linear recursive convolution finite difference time domain (PLRC-FDTD) [17], moving operator finite difference time domain (SO-FDTD) [1820], Runge-Kutta exponential finite difference time domain (PKETD-FDTD), and so on.

In some cases, the electron density of the timevarying magnetization plasma is not fixed but changes with time. When electromagnetic waves pass through the plasma, the time-varying characteristics of the plasma should be considered. The electron density movement of the electromagnetic wave propagating in the magnetization time-varying plasma can be described by the Newtonian equation of motion. Therefore, in this
article, when the electromagnetic wave is incident on the magnetized time-varying plasma plate obliquely, the basic Newtonian equation of motion is combined with the ADE-FDTD algorithm to derive the Newton-ADEFDTD iterative formula for transverse electric (TE) wave and transverse magnetic (TM) wave. The reflection coefficients of TE wave and TM wave were calculated, respectively, and compared with the analytical solution and the traditional ADE-FDTD algorithm, which verified the effectiveness of the algorithm. At the same time, the reflection coefficients of electromagnetic waves at $0^{\circ}$, $30^{\circ}, 45^{\circ}$, and $60^{\circ}$ incident on the magnetized plasma dielectric photonic crystal are calculated.

## II. METHOD

Newton's equation of motion describing electron motion when electromagnetic wave propagates in magnetized plasma can be expressed as

$$
\begin{equation*}
m e \frac{d \mathbf{u}_{e}}{d t}=-e \mathbf{E}-m e v \mathbf{u}_{e}+e \mathbf{u}_{e} \times \mathbf{B} \tag{1}
\end{equation*}
$$

where $\mathbf{u}_{e}$ is electron velocity, $e$ is electron charge, $\mathbf{E}$ is electric field intensity, $m e$ is electron mass, $v$ is plasma collision frequency, and $\mathbf{B}$ is magnetic induction intensity.

The electron density of plasma sometimes exhibits time-varying properties. Current density $\mathbf{J}$ in magnetized time-varying plasma can be expressed as

$$
\begin{equation*}
\mathbf{J}=-e N e(t) \mathbf{u}_{e} \tag{2}
\end{equation*}
$$

where $N e(t)$ is the time-varying plasma electron density. According to Equation (2), $\mathbf{u}_{e}$ can be expressed as

$$
\begin{equation*}
\mathbf{u}_{e}=-\frac{\mathbf{J}}{e N e(t)} \tag{3}
\end{equation*}
$$

The electron cyclotron frequency of magnetized plasma is

$$
\begin{equation*}
\omega_{b}=\frac{e \mathbf{B}}{m e} \tag{4}
\end{equation*}
$$

Magnetic induction intensity can be expressed as

$$
\begin{equation*}
\mathbf{B}=\frac{\omega_{b} m e}{e} \tag{5}
\end{equation*}
$$

Substitute Equation (3) and (5) into Equation (1); then

$$
\begin{equation*}
-m e \frac{d\left(\frac{\mathbf{J}}{e N e(t)}\right)}{d t}=-e \mathbf{E}+\frac{m e v \mathbf{J}}{e N e(t)}-\frac{\mathbf{J}}{N e(t)} \times \frac{\omega_{b} m e}{e} \tag{6}
\end{equation*}
$$

The updating equation of current density is obtained by sorting out Equation (6)

$$
\begin{equation*}
\frac{\partial \mathbf{J}}{\partial t}=\left(\frac{1}{N e(t)} \frac{\partial N e(t)}{\partial t}-v\right) \mathbf{J}+\varepsilon_{0} \omega_{p}^{2}(t) \mathbf{E}+\omega_{b} \times \mathbf{J} \tag{7}
\end{equation*}
$$

Definition $L(t)$ is the derivative of plasma electron density, namely

$$
\begin{gather*}
L(t)=\ln (N e(t))  \tag{8}\\
\frac{1}{N e(t)} \frac{\partial N e(t)}{\partial t}=\frac{\partial \ln (N e(t))}{\partial t}=\frac{L^{n+1}-L^{n}}{\Delta t} . \tag{9}
\end{gather*}
$$

Combined with Equation (9), the updating Equation (7) of current density can be written as

$$
\begin{equation*}
\frac{\partial \mathbf{J}}{\partial t}=\left(\frac{L^{n+1}-L^{n}}{\Delta t}-v\right) \mathbf{J}+\varepsilon_{0} \omega_{p}^{2}(t) \mathbf{E}+\omega_{b} \times \mathbf{J} \tag{10}
\end{equation*}
$$

where $\varepsilon_{0}$ is the vacuum permittivity, and $\omega_{p}(t)$ is the time-varying plasma frequency, which can be expressed as

$$
\begin{equation*}
\omega_{p}(t)=\sqrt{\frac{e^{2} N e(t)}{\varepsilon_{0} m e}} \tag{11}
\end{equation*}
$$

It can be seen from Equation (10) that after combining Newton's motion equation, the derivative of logarithm of electron density of time-varying plasma is added in the calculation of current density. The equation is applied to ADE-FDTD algorithm of electromagnetic wave incident on magnetized time-varying plasma plate below, and the Newton-ADE-FDTD iterative formula can be obtained.

## A. Newton-ADE-FDTD iteration of TE wave

When the incident wave is TE wave, it is known from literature [21] that the one-dimensional Maxwell correction equation in the magnetized time-varying plasma with oblique incident electromagnetic wave is

$$
\begin{gather*}
\frac{\partial \mathbf{E}}{\partial z}=u_{0} \frac{\partial \mathbf{H}}{\partial t}  \tag{12}\\
\frac{\partial \mathbf{E}}{\partial t}=\frac{1}{\varepsilon_{0} \cos ^{2} \theta}\left(\frac{\partial \mathbf{H}}{\partial z}-\mathbf{J}\right) .  \tag{13}\\
\frac{d \mathbf{J}}{d t}+v \mathbf{J}=\varepsilon_{0} \omega_{p}^{2} \mathbf{E}+\omega_{b} \times \mathbf{J} \tag{14}
\end{gather*}
$$

where $\mathbf{u}_{0}$ is the permeability in vacuum and $\theta$ is the oblique incidence angle of electromagnetic waves,

$$
\mathbf{E}=\left[\begin{array}{l}
E_{x} \\
E_{y}
\end{array}\right], \mathbf{H}=\left[\begin{array}{c}
H_{y} \\
H_{x}
\end{array}\right], \mathbf{J}=\left[\begin{array}{c}
J_{x} \\
J_{y}
\end{array}\right] .
$$

Formula (14) is replaced by the iterative formula (10) of current density obtained after simultaneous Newton equations of motion. The governing equation of electromagnetic wave propagation in magnetized timevarying plasma can be expressed as Formulae (10), (12), and (13). ADE-FDTD is used for difference discretization; then

$$
\begin{align*}
{\left[\begin{array}{c}
H_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right) \\
H_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]=} & {\left[\begin{array}{c}
H_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
H_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]-\frac{\Delta t}{u_{0} \Delta z} \bullet } \\
& {\left[\begin{array}{c}
E_{x}^{n}(k+1)-E_{x}^{n}(k) \\
-\left(E_{y}^{n}(k+1)-E_{y}^{n}(k)\right)
\end{array}\right] . } \tag{15}
\end{align*}
$$

$$
\frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)}
$$

$$
\left.\left(\frac{N e^{n+1}\left(k+\frac{1}{2}\right)+N e^{n}\left(k+\frac{1}{2}\right)}{2}\right)\right)
$$

$$
E_{x}^{n}(k)+\frac{\Delta t}{\varepsilon_{0}(\cos \theta)^{2}}\left(-\frac{H_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right)-H_{y}^{n+1 / 2}\left(k-\frac{1}{2}\right)}{\Delta \mathrm{z}}\right)
$$

$$
-\frac{\Delta t}{2 \varepsilon_{0}(\cos \theta)^{2}} \bullet \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)}
$$

$$
\left.1+0.5 \Delta t \bullet\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)+1\right)
$$

$$
\begin{align*}
& J_{x}^{n+1}(k)=\frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)} \bullet \\
& {\left[J_{x}^{n}(k) \bullet\left(1+0.5 \Delta t\left(\frac{-L^{n}(k+1 / 2)}{\Delta t}-v\right)\right)\right.} \\
& +\frac{\Delta t e^{2}}{m e} \bullet\left(\frac{N e^{n+1}(k+1 / 2)+N e^{n}(k+1 / 2)}{2}\right) \bullet \\
& \left(\frac{E_{x}^{n+1}(k+1 / 2)+E_{x}^{n}(k+1 / 2)}{2}\right)-\omega_{b} \Delta t \bullet \\
& \left.\left(\frac{J_{y}^{n+1}(k+1 / 2)+J_{y}^{n}(k+1 / 2)}{2}\right)\right] \text {. }  \tag{16}\\
& J_{y}^{n+1}(k)=\frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)} \bullet \\
& {\left[J_{y}^{n}(k) \bullet\left(1+0.5 \Delta t\left(\frac{-L^{n}(k+1 / 2)}{\Delta t}-v\right)\right)\right.} \\
& +\frac{\Delta t e^{2}}{m e} \bullet\left(\frac{N e^{n+1}(k+1 / 2)+N e^{n}(k+1 / 2)}{2}\right) \bullet \\
& \left(\frac{E_{y}^{n+1}(k+1 / 2)+E_{y}^{n}(k+1 / 2)}{2}\right)+\omega_{b} \Delta t \bullet \\
& \left.\left(\frac{J_{x}^{n+1}(k+1 / 2)+J_{x}^{n}(k+1 / 2)}{2}\right)\right] .  \tag{17}\\
& E_{x}^{n+1}(k)=\frac{1}{1+\frac{(\Delta t)^{2} e^{2}}{4 \varepsilon_{0}(\cos \theta)^{2} m e} \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)}} \bullet \\
& \frac{1}{\left(\frac{N e^{n+1}\left(k+\frac{1}{2}\right)+N e^{n}\left(k+\frac{1}{2}\right)}{2}\right)}\left[\left(1-\frac{(\Delta t)^{2} e^{2}}{4 \varepsilon_{0}(\cos \theta)^{2} m e} \bullet\right.\right.  \tag{19}\\
& J_{x}^{n}(k)+\frac{\omega_{b}(\Delta t)^{2}}{2 \varepsilon_{0}(\cos \theta)^{2}} \bullet \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)} \\
& \left.\left(\frac{J_{y}^{n+1}\left(k+\frac{1}{2}\right)+J_{y}^{n}\left(k+\frac{1}{2}\right)}{2}\right)\right] \\
& E_{y}^{n+1}(k)=\frac{1}{1+\frac{(\Delta t)^{2} e^{2}}{4 \varepsilon_{0}(\cos \theta)^{2} m e} \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)}} \bullet \\
& \frac{1}{\left(\frac{N e^{n+1}\left(k+\frac{1}{2}\right)+N e^{n}\left(k+\frac{1}{2}\right)}{2}\right)}\left[\left(1-\frac{(\Delta t)^{2} e^{2}}{4 \varepsilon_{0}(\cos \theta)^{2} m e} \bullet\right.\right. \\
& \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)} \\
& \left.\left(\frac{N e^{n+1}\left(k+\frac{1}{2}\right)+N e^{n}\left(k+\frac{1}{2}\right)}{2}\right)\right) \text { - } \\
& E_{y}^{n}(k)-\frac{\Delta t}{\varepsilon_{0}(\cos \theta)^{2}}\left(\frac{H_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)-H_{x}^{n+1 / 2}\left(k-\frac{1}{2}\right)}{\Delta \mathrm{z}}\right) \\
& -\frac{\Delta t}{2 \varepsilon_{0}(\cos \theta)^{2}} \text {. } \\
& \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)}(1+0.5 \Delta t \bullet \\
& \left.\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)+1\right) \\
& J_{y}^{n}(k)-\frac{\omega_{b}(\Delta t)^{2}}{2 \varepsilon_{0}(\cos \theta)^{2}} \bullet \\
& \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}\left(k+\frac{1}{2}\right)-L^{n}\left(k+\frac{1}{2}\right)}{\Delta t}-v\right)} \\
& \left.\left(\frac{J_{x}^{n+1}\left(k+\frac{1}{2}\right)+J_{x}^{n}\left(k+\frac{1}{2}\right)}{2}\right)\right] . \\
& \text { Equation (15)-(19) are FDTD iterative expressions }
\end{align*}
$$

Formula (22) is replaced by the iterative formula (10) of current density obtained after the simultaneous Newton equation of motion. Then the one-dimensional Maxwell correction equation in the magnetized timevarying plasma with oblique incident electromagnetic wave can be written as

$$
\begin{gather*}
\frac{\partial \mathbf{H}}{\partial z}=-\varepsilon_{0} \varepsilon_{n r} \frac{\partial \mathbf{E}}{\partial t}  \tag{23}\\
\frac{\partial \mathbf{E}}{\partial z}=-\left(1-\frac{\sin ^{2} \theta}{\varepsilon_{n r}}\right) u_{0} \frac{\partial \mathbf{H}}{\partial t}  \tag{24}\\
\frac{\partial \mathbf{J}}{\partial t}=\left(\frac{1}{N e(t)} \frac{\partial N e(t)}{\partial t}-v\right) \mathbf{J}+\varepsilon_{0} \omega_{p}^{2}(t) \mathbf{E}+\omega_{b} \times \mathbf{J} \tag{25}
\end{gather*}
$$

where $\varepsilon_{n r}$ is the relative permittivity of the $n$ layer, and $\boldsymbol{\sigma}(w)$ is the conductivity

$$
\begin{gather*}
\varepsilon_{n r}=1+\frac{\boldsymbol{\sigma}(w)}{j w \varepsilon_{0}}  \tag{26}\\
\boldsymbol{\sigma}(w)=\varepsilon_{0} \frac{\omega_{p}^{2}}{j w+v} \tag{27}
\end{gather*}
$$

Substitute Equation (26) into Equation (23); then

$$
\begin{equation*}
\frac{\partial \mathbf{H}}{\partial z}=-\varepsilon_{0} \frac{\partial \mathbf{E}}{\partial t}-\mathbf{J} \tag{28}
\end{equation*}
$$

Make $\boldsymbol{\xi}$ for

$$
\begin{equation*}
\boldsymbol{\xi}=\left(\frac{\varepsilon_{n r}-\sin ^{2} \theta}{\varepsilon_{n r}}\right) \mathbf{H} . \tag{29}
\end{equation*}
$$

Substituting Equation (26) into the above equation, then

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}=\cos ^{2} \theta \frac{\partial \mathbf{H}}{\partial t}+\frac{1}{\varepsilon_{0}}[\boldsymbol{\sigma}(t) * \mathbf{H}(t)-\boldsymbol{\sigma}(t) * \boldsymbol{\xi}(t)] \tag{30}
\end{equation*}
$$

At this point, let

$$
\begin{align*}
\boldsymbol{\psi}(t) & =\boldsymbol{\sigma}(t) * \mathbf{H}(t)  \tag{31}\\
\boldsymbol{\chi}(t) & =\boldsymbol{\sigma}(t) * \boldsymbol{\xi}(t) \tag{32}
\end{align*}
$$

Among them, $\mathbf{E}=\left[\begin{array}{c}E_{x} \\ E_{y}\end{array}\right], \mathbf{H}=\left[\begin{array}{l}H_{y} \\ H_{x}\end{array}\right], \mathbf{J}=\left[\begin{array}{l}J_{x} \\ J_{y}\end{array}\right]$, $\boldsymbol{\xi}=\left[\begin{array}{l}\xi_{y} \\ \xi_{x}\end{array}\right]$.

Meanwhile, the method in [21] is used to process the above formula, and the FDTD discrete formula of the magnetic field part is

$$
\begin{align*}
{\left[\begin{array}{l}
\xi_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right) \\
\xi_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right] } & =\left[\begin{array}{l}
\xi_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
\xi_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]- \\
& -\frac{\Delta t}{u_{0} \Delta z}\left[\begin{array}{c}
E_{x}^{n}(k+1)-E_{x}^{n}(k) \\
-\left(E_{y}^{n}(k+1)-E_{y}^{n}(k)\right)
\end{array}\right] \tag{33}
\end{align*}
$$

$$
\begin{gathered}
{\left[\begin{array}{l}
H_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right) \\
H_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]=\left[\begin{array}{l}
H_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
H_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]+\frac{1}{\cos ^{2} \theta}} \\
{\left[\begin{array}{l}
\xi_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right)-\xi_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
\xi_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)-\xi_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]} \\
\quad-\frac{\Delta t \omega_{p}^{2}}{\cos ^{2} \theta}\left[\begin{array}{l}
\chi_{y}^{n}\left(k+\frac{1}{2}\right)-\psi_{y}^{n}\left(k+\frac{1}{2}\right) \\
\chi_{x}^{n}\left(k+\frac{1}{2}\right)-\psi_{x}^{n}\left(k+\frac{1}{2}\right)
\end{array}\right]
\end{gathered}
$$

$$
\begin{gather*}
{\left[\begin{array}{l}
\chi_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right) \\
\chi_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]=e^{-v \Delta t}\left[\begin{array}{cc}
\cos \omega_{b} \Delta t & -\sin \omega_{b} \Delta t \\
\sin \omega_{b} \Delta t & \cos \omega_{b} \Delta t
\end{array}\right]} \\
{\left[\begin{array}{l}
\chi_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
\chi_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]+\Delta t e^{-v \Delta t / 2}}  \tag{35}\\
{\left[\begin{array}{l}
\cos \frac{\omega_{b} \Delta t}{2}-\sin \frac{\omega_{b} \Delta t}{2} \\
\sin \frac{\omega_{b} \Delta t}{2} \\
\cos \frac{\omega_{b} \Delta t}{2}
\end{array}\right]\left[\begin{array}{l}
\xi_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
\xi_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right] .} \\
{\left[\begin{array}{l}
\psi_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right) \\
\psi_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]=e^{-v \Delta t}\left[\begin{array}{l}
\cos \omega_{b} \Delta t-\sin \omega_{b} \Delta t \\
\sin \omega_{b} \Delta t \\
\cos \omega_{b} \Delta t
\end{array}\right]} \\
{\left[\begin{array}{l}
\psi_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
\psi_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right]+\Delta t e^{-v \Delta t / 2}}  \tag{36}\\
{\left[\begin{array}{l}
\cos \frac{\omega_{b} \Delta t}{2}-\sin \frac{\omega_{b} \Delta t}{2} \\
\sin \frac{\omega_{b} \Delta t}{2} \\
\cos \frac{\omega_{b} \Delta t}{2}
\end{array}\right]\left[\begin{array}{l}
H_{y}^{n-1 / 2}\left(k+\frac{1}{2}\right) \\
H_{x}^{n-1 / 2}\left(k+\frac{1}{2}\right)
\end{array}\right] .}
\end{gather*}
$$

ADE-FDTD method was used to discretize the current density, and the following results were obtained:

ADE-FDTD method was used to discretize the current density, and the following results were obtained:

$$
\begin{align*}
& J_{x}^{n+1}(k)= \frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)}\left[J_{x}^{n}(k) \bullet(1+\right. \\
&\left.0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)\right)+\frac{\Delta t e^{2}}{m e} \bullet \\
&\left(\frac{N e^{n+1}(k+1 / 2)+N e^{n}(k+1 / 2)}{2}\right)\left(\frac{E_{x}^{n+1}(k+1 / 2)+E_{x}^{n}(k+1 / 2)}{2}\right) \\
&\left.-\omega_{b} \Delta t\left(\frac{J_{y}^{n+1}(k+1 / 2)+J_{y}^{n}(k+1 / 2)}{2}\right)\right] . \tag{37}
\end{align*}
$$

$$
\begin{gather*}
J_{y}^{n+1}(k)=\frac{1}{1-0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)}\left[J_{y}^{n}(k) \bullet(1+\right. \\
\left.0.5 \Delta t\left(\frac{L^{n+1}(k+1 / 2)-L^{n}(k+1 / 2)}{\Delta t}-v\right)\right)+\frac{\Delta t e^{2}}{m e} \bullet \\
\left(\frac{N e^{n+1}(k+1 / 2)+N e^{n}(k+1 / 2)}{2}\right)\left(\frac{E_{y}^{n+1}(k+1 / 2)+E_{y}^{n}(k+1 / 2)}{2}\right) \\
\left.\quad+\omega_{b} \Delta t\left(\frac{J_{x}^{n+1}(k+1 / 2)+J_{x}^{n}(k+1 / 2)}{2}\right)\right] . \tag{38}
\end{gather*}
$$

$$
\left[\begin{array}{l}
E_{x}^{n+1}(k) \\
E_{y}^{n+1}(k)
\end{array}\right]=\left[\begin{array}{l}
E_{x}^{n}(k) \\
E_{y}^{n}(k)
\end{array}\right]-\frac{\Delta t}{\varepsilon_{0} \Delta z}
$$

$$
\left[\begin{array}{c}
H_{y}^{n+1 / 2}\left(k+\frac{1}{2}\right)-H_{y}^{n+1 / 2}\left(k-\frac{1}{2}\right)  \tag{39}\\
-\left(H_{x}^{n+1 / 2}\left(k+\frac{1}{2}\right)-H_{x}^{n+1 / 2}\left(k-\frac{1}{2}\right)\right)
\end{array}\right]
$$

$$
-\frac{\Delta t}{\varepsilon_{0}}\left[\begin{array}{c}
J_{x}^{n+1 / 2}(k) \\
J_{y}^{n+1 / 2}(k)
\end{array}\right]
$$

Equation (33)-(39) are FDTD iterative expressions of TM wave of electromagnetic wave incident diagonally to magnetized time-varying plasma plate.

## III. NUMERICAL RESULTS

## A. Example 1

In order to verify the correctness of the algorithm in this paper, an improved algorithm is used to calculate the reflection coefficient of TE wave and TM wave incident on the magnetization time-varying plasma layer at a certain angle. The incident angles are $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$, respectively, and the thickness of magnetized timevarying plasma plate is $d=1.5 \mathrm{~cm}$. In this example, the number of spatial grids is 800 , the plasma occupies 200 grids, the spatial step $\mathrm{d} x=75 \times 10^{-6} \mathrm{~m}$, the time step $\mathrm{d} t=1.25 \times 10^{-13} \mathrm{~s}$, and the modified Mur absorption boundary is adopted at both ends.

The incident wave adopts Gaussian pulse, and the expression is

$$
\begin{equation*}
f(t)=\exp \left(-\frac{4 \pi\left(t-\mathrm{t}_{1}\right)^{2}}{\tau^{2}}\right) \tag{40}
\end{equation*}
$$

wherein pulsewidth $\tau$ is 150 time steps, $t_{1}=0.8 \times \tau$.
Collision frequency of magnetized time-varying plasma $v=20 \mathrm{GHz}$, plasma electron cyclotron frequency $w_{b}=100 \mathrm{GHz}$, and its electron density changes exponentially as follows:

$$
N e(t)=\left\{\begin{array}{cc}
N e \max & \left(t<t_{0}\right)  \tag{41}\\
N e \max \times \exp \left(-\frac{t-t_{0}}{k}\right) & \left(t \geq t_{0}\right)
\end{array} .\right.
$$

In the above formula, $N e m a x$ is the maximum electron density, and the value is $5 \times 10^{18} \mathrm{~m}^{-3} ; t_{0}$ is the time when the electron density decreases from the maximum value; $k$ is the variable that controls the rate of change with time. In this example, $t_{0}=200 \times \mathrm{d} t$.

The reflection coefficients of RCP wave and LCP wave of TE wave and TM wave are calculated by using Example 1 and compared with the analytical solution and the traditional ADE-FDTD algorithm, and the correctness of the algorithm is verified.

Figure 1 shows the reflection coefficients of RCP wave when TE waves are incident on the magnetized plasma plate at $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. Compare the results obtained by the Newton-ADE-FDTD algorithm with the traditional ADE-FDTD algorithm and analytical solution. It can be seen that the calculation of the reflection coefficient of the RCP wave when the TE wave is obliquely incident on the magnetized plasma plate is consistent with the analytical solution, and the accuracy is basically consistent with the traditional ADE-FDTD algorithm. Verify the correctness of the algorithm.

Figure 2 shows the reflection coefficient of the LCP wave when the TE wave is incident on the magnetized plasma plate at $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. It can be seen that the algorithm is consistent with the analytical solution when calculating the reflection coefficient of the LCP wave incident on the magnetized plasma plate, and the


Fig. 1. TE wave reflection coefficient (RCP).


Fig. 2. TE wave reflection coefficient (LCP).
accuracy is basically the same as that of the traditional ADE-FDTD algorithm, that is, the correctness of the algorithm is verified. In summary, it can be seen that the Newton-ADE-FDTD algorithm is correct and effective in calculating the reflection coefficient of the varying plasma plate when the magnetization of the obliquely incident TE wave is magnetized.

Figure 3 shows the reflection coefficient of the RCP wave when the TM wave is incident on the magnetized plasma plate at $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. It can be seen that when the TM wave is obliquely incident on the magnetized plasma plate, the calculation of the reflection coefficient of the RCP wave is consistent with the analytical solution, and the accuracy is basically the same as that of the traditional ADE-FDTD algorithm. Verify the correctness of the algorithm.

Figure 4 shows the reflection coefficient of the LCP wave when the TM wave is incident on the magnetized


Fig. 3. TM wave reflection coefficient (RCP).
plasma plate at $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. It can be seen that the algorithm is consistent with the analytical solution when calculating the reflection coefficient of the LCP wave incident on the magnetized plasma plate, and the accuracy is basically the same as that of the traditional ADE-FDTD algorithm, which verifies the correctness of the algorithm. In summary, it can be seen that the Newton-ADE-FDTD algorithm is correct and effective in calculating the reflection coefficient when the TM wave is incident on the magnetization time-varying plasma plate obliquely.

## B. Example 2

The Newton-ADE-FDTD algorithm is used to calculate the electromagnetic wave incident to magnetized plasma-dielectric photonic crystal. The magne-


Fig. 4. TM wave reflection coefficient (LCP).


Fig. 5. Reflection coefficient of TE wave in plasma photonic crystal with oblique incident electromagnetic wave (RCP).
tized plasma plate has six layers, the dielectric constant of the dielectric plate is 6 , and the number of layers is 5. The magnetized plasma and the dielectric plate are connected alternately to form plasma-dielectric photonic crystals. In this example, the spatial step $\mathrm{d} x=75 \times$ $10^{-6} \mathrm{~m}$, the time step $\mathrm{d} t=1.25 \times 10^{-13} \mathrm{~s}$, and the modified Mur absorption boundary is adopted at both ends. The incident wave parameters are consistent with Example 1 , which is a Gaussian pulse, and the expression is shown in Equation (40). Collision frequency of magnetized time-varying plasma $v=20 \mathrm{GHz}$, plasma electron cyclotron frequency $\omega_{b}=100 \mathrm{GHz}$, and its electron density changes sinusoidal, as shown in the following ormula:

$$
\begin{equation*}
N e(t)=N e \operatorname{avg}\left(1+\Delta_{N e}\left(\sin \left(2 \pi f_{0} t\right)\right)\right) \tag{42}
\end{equation*}
$$

$N e a v g$ is the average electron density, with a value of $3 \times 10^{18} ; \Delta_{N e}$ is the change amplitude of electron density, with a value of $0.3 ; f_{0}$ is the change rate of electron density, with a value of 80 MHz .

The incident angles of the electromagnetic wave are $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. Then the reflection coefficients of the dextrally polarized wave and the left-handed polarized wave of TE wave and TM wave are calculated, respectively. The result is shown in the figure below.

Figures 5 and 6, respectively, for TE wave oblique incidence to the plasma dielectric photonic crystal board RCP and LCP reflection coefficient, can be seen from the diagram, whether it is right-hand or left-hand polarization wave, along with the oblique incident electromagnetic wave to the increase of the angle of the photonic crystals, the band gap of the reflection coefficient corresponding to the right, and the band gap bandwidth has been increased.


Fig. 6. Reflection coefficient of TE wave in plasma photonic crystal with oblique incident electromagnetic wave (LCP).


Fig. 7. Reflection coefficient of TM wave in plasma photonic crystal with oblique incident electromagnetic wave (RCP).

Figures 7 and 8, respectively, show the reflection coefficients of RCP and LCP waves of TM wave incident at an oblique angle of plasma dielectric photonic crystal plate. It can be seen from the figure that with the increase of the angle of electromagnetic wave incident at an oblique angle of photonic crystal, the reflection coefficient of band gap moves to the right and the band gap bandwidth increases, which is consistent with the conclusion of TE wave.

## IV. CONCLUSION

In this paper, the basic Newtonian equation of motion is combined with the ADE-FDTD algorithm to


Fig. 8. Reflection coefficient of TM wave in plasma photonic crystal with oblique incident electromagnetic wave (LCP).
derive the Newton-ADE-FDTD iterative formula for the TE wave and TM wave of the magnetized time-varying plasma plate with electromagnetic waves incident at a certain angle and calculate the TE wave. The reflection coefficient of TM wave is compared with the analytical solution and the traditional ADE-FDTD algorithm. Verify the effectiveness of the algorithm. Compared with the traditional ADE-FDTD method, the formula of the improved algorithm is simple to derive, and the current density updating equation of magnetized time-varying plasma is derived completely according to the basic Newtonian equation of motion. For the current density updating equation of the traditional ADEFDTD algorithm, the current density updating equation of Newton-ADE-FDTD algorithm is more detailed. At the same time, the algorithm is used to calculate the reflection coefficient of electromagnetic waves incident on the magnetized plasma dielectric photonic crystal at $0^{\circ}, 30^{\circ}, 45^{\circ}$, and $60^{\circ}$. It is found that when the incident angle increases, the band gap will move to the right, and the band gap bandwidth will increase accordingly.
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#### Abstract

This paper generalizes a recent improvement to a traditional spatial-processing algorithm to optimally use body-mounted arrays of dual-polarization radio-frequency antenna elements rather than singlepolarization antenna elements. The paper's generalized algorithm exploits high-fidelity far-field gain and polarization data, generated most practically by a computational electromagnetic solver (CES), to characterize the antenna array's individual dual-polarization elements. Using this characterization and that of the desired and undesired communication nodes' antennas, the generalized algorithm determines the array's optimal weights. The subsequent application of a CES to a practical scenario, in which an optimally weighted array of dualpolarization antenna elements is mounted on a representative body, demonstrates the generalized algorithm's exceptional spatial-processing performance.


Index Terms - antenna arrays, beamforming, nullsteering, polarization matching, spatial filters, spatial processing.

## I. INTRODUCTION

This paper generalizes a recent improvement [1] to a traditional algorithm for spatial processing (beamforming in the direction of a single desired communication node and nullsteering in the directions of potentially multiple undesired communication nodes). The recent algorithmic improvement optimally used an array of potentially diverse single-polarization radio-frequency (RF) antenna elements arbitrarily arranged on a body of arbitrary shape and material composition. This paper generalizes that improved algorithm to optimally use arrays of dual-polarization antenna elements. A dualpolarization antenna element has two ports, each of which corresponds to one of two nominally orthogonal polarizations in the direction of the element's maximum gain. For example, the two polarizations could be orthogonally linear (say, vertical and horizontal) or orthogonally circular (i.e., right-hand circular (RHC) and left-hand circular (LHC)). This paper assumes the
antenna array functions exclusively in a receive mode. However, under the assumed principle of reciprocity [2], this paper's generalized spatial-processing algorithm applies equally to a transmitting antenna array.

Previous research in spatial processing with arrays of dual-polarization elements [3-10] has recognized this problem's extraordinary complexity in even relatively simple practical scenarios. For example, the electrical effects caused by surface waves on the body, mutual coupling between array elements, and spatial variations in element gain and polarization patterns are practically impossible to characterize without a full-wave computational electromagnetic solver (CES) solution or sophisticated measurements [3]. In response researchers have generally made three simplifying assumptions to facilitate their analyses and simulations. Firstly, most researchers assume the absence of any tangible body [3-6] on which the antenna array is mounted. This assumption precludes the study of surface-wave effects that are crucial to scenarios in which the body is physically between an emitter and the receiving antenna [11] or antenna array [1]. Although some researchers [7-10] assume a planar or cylindrical physical layout of the antenna elements, they still account for no explicit body in their analyses. Secondly, most researchers explicitly assume negligible mutual coupling between the array's elements [3-7, 9, 10]. Thirdly, most researchers assume the array's dual-polarization elements are ideal crosseddipole (or electrically equivalent) elements which have perfectly orthogonally linear transmission and reception characteristics [4-7, 9, 10].

Since these effects are typically small, much meaningful research can be performed while ignoring them. However, the accurate characterization of a spatialprocessing algorithm's performance in practical scenarios requires exceptional fidelity in all three typically simplified areas. For example, to achieve extremely deep nulls in a receive array's gain pattern, a spatialprocessing algorithm must weight the element output signals so that their sum is nearly exactly zero. By maximally exploiting the high-fidelity data produced by
a CES, this paper's generalized algorithm accounts for the typically small yet non-negligible electrical effects of the presence of the body, mutual coupling between array elements, and element gain and polarization deviations from ideal behavior.

All traditional receive-mode spatial-processing algorithms [12-14] require knowledge of the array elements' locations in the receive array's coordinate system, the thermal-noise power-spectral density (PSD) at every array output port, the desired and undesired far-field emitters' apparent angular directions in the array's coordinate system, and all undesired emitters' spatial power densities at the array's location. This paper's generalized algorithm requires additional information. Specifically, the generalized algorithm requires quantitative knowledge (or, at least, estimates) of the desired and undesired emitters' antenna gains and polarization characteristics in the direction of the receive array. The algorithm also requires high-fidelity quantitative knowledge of the transmitted far-field vector electric field in the directions of all scenario emitters produced by each port of each array element, accounting for the structure of the corresponding element, the electromagnetic interactions with the other elements (i.e., mutual-coupling effects), and the electromagnetic interactions with the body. Only a CES or high-fidelity testing can practically provide such detailed data. Proper processing of this additional information produces the parameters needed to populate the recently developed, high-fidelity RF antenna models (both transmit and receive modes) $[15,16]$.

Using the populated antenna models, the generalized algorithm calculates a set of complex weights (effecting amplitude scalings and phase shifts) to apply to the output signals of the array elements' ports. The summation of these weighted signals optimizes some appropriate figure of merit (e.g., the signal-tointerference ratio (SIR) when the array operates in an RF-interference (RFI) environment). These signal modifications effectively produce an antenna pattern having high effective gain in the direction of the desired emitter and low effective gains in the directions of the undesired emitters. Note that effective gain is the total gain less the polarization-mismatch loss, which is ideally very low for the desired emitter and very high for all undesired emitters.

Section II reviews this problem's technical background. Section III generalizes the spatial-processing technique of [1] assuming dual-polarization antenna elements. Section IV presents high-fidelity digitalsimulation results for an array of realistic dual-polarization antenna elements mounted on a representative body. Section V concludes the paper with a summary of key results and several suggestions for future work.

## II. TECHNICAL BACKGROUND

This section reviews the technical background needed for the development of Section III's generalized algorithm. Subsection A provides the general scenario's physical description, including the locations of the receive-antenna elements, the single desired emitter, and the potentially multiple undesired emitters. Subsection B mathematically specifies the desired and undesired emitters' transmitted signals. Subsections C, D, and E respectively characterize the receive-antenna array's elements, the desired emitter's antenna, and the undesired emitters' antennas. Subsection F derives the electric fields incident on the receive-antenna elements. Subsection G develops the array elements' output signals. Subsection H describes the receiver/spatial-processor model fed by the receive-antenna array's elements. Section I presents the problem statement.

## A. Physical description of scenario

The diagram of Figure 1 notionally depicts the scenario of interest. A receive-antenna array mounted on a body of potentially complex shape and material composition attempts to receive an RF signal from a desired far-field emitter. Multiple spatially diverse undesired far-field RF emitters interfere with the desired signal's reception. Note that the body may be physically between one or more of the receive array's elements and one or more of the scenario's emitters.

Figure 2 shows the basic scenario geometry in which an array of $M$ dual-polarization antenna elements arranged on a body receives signals from a single desired far-field emitter and $N$ undesired far-field emitters. The


Fig. 1. Notional depiction of scenario.


Fig. 2. Basic scenario geometry.

Cartesian coordinate system shown in Figure 2 has its origin at $O$, some convenient point near the physical center of the antenna array on the body. Figure 2 also shows a spherical coordinate system using the traditional quantities of the distance $r(r \geq 0)$ and the two orthogonal angles $\theta(0 \leq \theta \leq \pi)$ and $\phi(0 \leq \phi<2 \pi)$ to specify an arbitrary point of interest.

The single desired emitter's antenna's phase center, located at $D$, has spherical coordinates $\left(r^{(d)}, \boldsymbol{\theta}^{(d)}, \phi^{(d)}\right)$ and Cartesian coordinates

$$
\left[\begin{array}{c}
x^{(d)}  \tag{1}\\
y^{(d)} \\
z^{(d)}
\end{array}\right]=\left[\begin{array}{c}
r^{(d)} s_{\theta^{(d)}} c_{\phi^{(d)}} \\
r^{(d)} s_{\theta^{(d)}} s_{\phi^{(d)}} \\
r^{(d)} c_{\theta^{(d)}}
\end{array}\right],
$$

where we use the shorthand notation

$$
\left[\begin{array}{ll}
c_{\rho} & s_{\rho} \tag{2}
\end{array}\right]=[\cos (\rho) \sin (\rho)] \forall \rho \in \mathbb{R}
$$

The $n$th undesired emitter's antenna's phase center, located at $U_{n}$, has spherical coordinates $\left(r_{n}^{(u)}, \theta_{n}^{(u)}, \phi_{n}^{(u)}\right)$ and Cartesian coordinates

$$
\left[\begin{array}{c}
x_{n}^{(u)}  \tag{3}\\
y_{n}^{(u)} \\
z_{n}^{(u)}
\end{array}\right]=\left[\begin{array}{c}
r_{n}^{(u)} S_{\theta_{n}^{(u)}} c_{\phi_{n}^{(u)}} \\
r_{n}^{(u)} s_{\theta_{n}^{(u)} S_{\phi_{n}^{(u)}}} \\
r_{n}^{(u)} c_{\theta_{n}^{(u)}}
\end{array}\right], n \in\{1, \cdots, N\}
$$

The phase center of the $m$ th element's $p$ th port has Cartesian coordinates $\left(x_{m, p}{ }^{(a)}, y_{m, p}^{(a)}, z_{m, p}^{(a)}\right)$.

As shown in Figure 2, we define three orthogonal unit vectors associated with the antenna array and the desired emitter. Firstly, unit vector

$$
\mathbf{a}_{3}=\left[\begin{array}{lll}
s_{\theta^{(d)}} c_{\phi^{(d)}} & s_{\theta^{(d)}} s_{\phi^{(d)}} & c_{\theta^{(d)}} \tag{4}
\end{array}\right]^{T}
$$

with $T$ denoting simple (unconjugated) transposition, points along the ray from $O$ to $D$ (i.e., in the direction of
increasing distance from $O$ at $D$ ). Secondly, unit vector

$$
\mathbf{a}_{1}=\left[\begin{array}{lll}
c_{\phi^{(d)}} c_{\boldsymbol{\theta}^{(d)}} & s_{\phi^{(d)}} c_{\boldsymbol{\theta}^{(d)}}-s_{\theta^{(d)}} \tag{5}
\end{array}\right]^{T}
$$

points in the direction of the antenna array's increasing $\theta$ at $D$. Thirdly, unit vector

$$
\mathbf{a}_{2}=\left[\begin{array}{lll}
-s_{\phi^{(d)}} & c_{\phi^{(d)}} & 0 \tag{6}
\end{array}\right]^{T}
$$

points in the direction of the antenna array's increasing $\phi$ at $D$. Unit vectors $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ are parallel to all planes normal to the line passing through $O$ and $D$. Thus, for any point on this line, the plane defined by these unit vectors contains the polarization ellipse of a plane electromagnetic (EM) wave propagating between $D$ and $O$.

As shown in Figure 2, we define three orthogonal unit vectors associated with the antenna array and the $n$th undesired emitter. Firstly, unit vector

$$
\mathbf{u}_{n, 3}=\left[\begin{array}{lll}
s_{\theta_{n}^{(u)}} c_{\phi_{n}^{(u)}} & s_{\theta_{n}^{(u)}} s_{\phi_{n}^{(u)}} & c_{\theta_{n}^{(u)}} \tag{7}
\end{array}\right]^{T},
$$

points along the ray from $O$ to $U_{n}$ (i.e., in the direction of increasing distance from $O$ at $U_{n}$ ). Secondly, unit vector

$$
\mathbf{u}_{n, 1}=\left[\begin{array}{lll}
c_{\phi_{n}^{(u)}} c c_{\theta_{n}^{(u)}} & s_{\phi_{n}^{(u)}} c \theta_{n}^{(u)}-s_{\theta_{n}^{(u)}} \tag{8}
\end{array}\right]^{T},
$$

points in the direction of the antenna array's increasing $\theta$ at $U_{n}$. Thirdly, unit vector

$$
\mathbf{u}_{n, 2}=\left[\begin{array}{lll}
-s_{\phi_{n}^{(u)}} & c_{\phi_{n}^{(u)}} & 0 \tag{9}
\end{array}\right]^{T},
$$

points in the direction of the antenna array's increasing $\phi$ at $U_{n}$. Unit vectors $\mathbf{u}_{n, 1}$ and $\mathbf{u}_{n, 2}$ are parallel to all planes normal to the line passing through $O$ and $U_{n}$. Thus, for any point on this line, the plane defined by these unit vectors contains the polarization ellipse of a plane EM wave propagating between $U_{n}$ and $O$.

As shown in Figure 3, unit vector

$$
\begin{equation*}
\mathbf{p}_{3}=-\mathbf{a}_{3}, \tag{10}
\end{equation*}
$$

points along the ray from $D$ to $O$. We define the orientation of the desired emitter's local spherical coordinate


Fig. 3. Unit vectors associated with the desired emitter.
system, having origin at $D$, to satisfy two requirements. Firstly, unit vector

$$
\begin{equation*}
\mathbf{p}_{1}=-\mathbf{a}_{1}, \tag{11}
\end{equation*}
$$

points in the direction of the desired emitter's increasing $\theta$ at $O$. Secondly, unit vector

$$
\begin{equation*}
\mathbf{p}_{2}=\mathbf{a}_{2} \tag{12}
\end{equation*}
$$

points in the direction of the desired emitter's increasing $\phi$ at $O$. Unit vectors $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ define planes normal to the line passing through $O$ and $D$. Thus, for any point on this line, the plane defined by these unit vectors contains the polarization ellipse of a plane EM wave propagating between $D$ and $O$.

As shown in Figure 4, unit vector

$$
\begin{equation*}
\mathbf{q}_{n, 3}=-\mathbf{u}_{n, 3}, \tag{13}
\end{equation*}
$$

points along the ray from $U_{n}$ to $O$. We define the orientation of the $n$th undesired emitter's local spherical coordinate system, having origin at $U_{n}$, to satisfy two requirements. Firstly, unit vector

$$
\begin{equation*}
\mathbf{q}_{n, 1}=-\mathbf{u}_{n, 1}, \tag{14}
\end{equation*}
$$

points in the direction of the $n$th undesired emitter's increasing $\theta$ at $O$. Secondly, unit vector

$$
\begin{equation*}
\mathbf{q}_{n, 2}=\mathbf{u}_{n, 2}, \tag{15}
\end{equation*}
$$

points in the direction of the $n$th undesired emitter's increasing $\phi$ at $O$. Unit vectors $\mathbf{q}_{n, 1}$ and $\mathbf{q}_{n, 2}$ define planes normal to the line containing $O$ and $U_{n}$. Thus, for any point on this line, the plane defined by these unit vectors contains the polarization ellipse of a plane EM wave propagating between $U_{n}$ and $O$.


Fig. 4. Unit vectors associated with the $n$th undesired emitter.

## B. Mathematical description of transmitted signals

The desired emitter's transmitter sends to its antenna the deterministic narrowband signal

$$
\begin{equation*}
x^{(d)}(t)=A^{(d)}(t) \cos \left[2 \pi f_{R F} t+\gamma^{(d)}(t)\right], \tag{16}
\end{equation*}
$$

where $A^{(d)}(t)$ and $\gamma^{(d)}(t)$ are the narrowband signal's slowly varying amplitude modulation and phase modulation, respectively, $f_{R F}$ is the center RF in hertz, and $t$ is time in seconds. Assuming the desired emitter's antenna has unit impedance, the desired emitter's time-averaged power is

$$
\begin{equation*}
P^{(d)}=\left[A^{(d)}\right]^{2} / 2 \tag{17}
\end{equation*}
$$

if we also assume $A^{(d)}(t)$ is a constant $A^{(d)}$.
The $n$th undesired emitter's transmitter sends to its antenna the zero-mean, wide-sense stationary (WSS) random narrowband signal

$$
\begin{equation*}
x_{n}^{(u)}(t)=x_{I, n}^{(u)}(t) \cos \left(2 \pi f_{R F} t\right)-x_{Q, n}^{(u)}(t) \sin \left(2 \pi f_{R F} t\right), \tag{18}
\end{equation*}
$$

where $x_{I, n}{ }^{(u)}(t)$ and $x_{Q, n}{ }^{(u)}(t)$ are, respectively, the inphase (I) and quadrature (Q) components of $x_{n}{ }^{(u)}(t)$. We assume the $N$ undesired emitters' signals are mutually uncorrelated.

The $n$th undesired emitter's signal has double-sided PSD

$$
\begin{equation*}
S_{n}^{(u)}(f)=\frac{N_{n}^{(u)}}{2}\left[\Pi\left(\frac{f-f_{R F}}{B_{n}^{(u)}}\right)+\Pi\left(\frac{f+f_{R F}}{B_{n}^{(u)}}\right)\right] \tag{19}
\end{equation*}
$$

where $N_{n}{ }^{(u)} / 2$ is the PSD's level in W/Hz, $B_{n}{ }^{(u)}$ is the bandwidth in Hz , and

$$
\Pi(x)=\left\{\begin{array}{l}
1,|x| \leq 1 / 2  \tag{20}\\
0, \text { otherwise }
\end{array}\right.
$$

is the unit pulse function. The $n$th undesired emitter's I and Q components are independent, zero-mean, WSS random lowpass processes with double-sided PSD

$$
\begin{equation*}
S_{I, n}^{(u)}(f)=S_{Q, n}^{(u)}(f)=N_{n}^{(u)} \Pi\left(f / B_{n}^{(u)}\right) . \tag{21}
\end{equation*}
$$

## C. Electrical description of antenna array

We assume complete quantitative knowledge of the practically planar vector electric field

$$
\begin{align*}
& \mathbf{E}_{m, p}^{(a)}\left(t, r^{(a)}, \theta, \phi, f_{R F}\right)= \\
& \mathbf{v}_{1}(\theta, \phi) E_{m, p, 1}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right) \\
& \times \cos \left[2 \pi f_{R F} t+\gamma_{m, p, 1}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)\right],  \tag{22}\\
& \left.+\mathbf{v}_{2}(\theta, \phi) E_{m, p, 2}^{(a)} r^{(a)}, \theta, \phi, f_{R F}\right) \\
& \times \cos \left[2 \pi f_{R F} t+\gamma_{m, p, 2}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)\right]
\end{align*}
$$

produced at known far-field slant range $r^{(a)}$ from $O$ for every combination of $\theta$ and $\phi$ corresponding to a scenario emitter when monochromatic source signal

$$
\begin{equation*}
s_{s}(t)=A_{s} \cos \left(2 \pi f_{R F} t+\gamma_{s}\right) \tag{23}
\end{equation*}
$$

exclusively stimulates port $p$ of array element $m$ with all elements present on the body. In (22) directiondependent unit vector $\mathbf{v}_{i}, i \in\{1,2\}$, can represent $\mathbf{a}_{i}$ or
$\mathbf{u}_{n, i}$ as appropriate. Equation (22) is the electric field produced at a point with spherical coordinates $\left(r^{(a)}, \theta, \phi\right)$ when element $m$ is transmitting due to the stimulation by (23) of only its $p$ th port while all other elements are physically present but electrically inactive. A CES is the most practical source of such high-fidelity data, but sophisticated testing might be capable of generating these data. Figure 5 shows the high-fidelity antenna model [15] corresponding to the $p$ th port of the antenna array's $m$ th element. The model has two sets of direction-dependent parameters. The first set comprises an apparent internal attenuation $K_{m, p, 1}{ }^{(a)}(\theta, \phi)$ and an apparent internal delay $\tau_{m, p, 1}{ }^{(a)}(\theta, \phi)$ associated with an antenna perfectly linearly polarized along $\mathbf{v}_{1}$. The second set comprises an apparent internal attenuation $K_{m, p, 2^{(a)}}(\theta, \phi)$ and an apparent internal delay $\tau_{m, p, 2}{ }^{(a)}(\theta, \phi)$ associated with a collocated antenna perfectly linearly polarized along $\mathbf{v}_{2}$.

The model's apparent internal attenuations are

$$
\begin{align*}
& K_{m, p, i}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)= \\
& \frac{\sqrt{2} E_{m, p, i}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)}{A_{s}} K^{(a)}, i \in\{1,2\}, \tag{24}
\end{align*}
$$

where [16]

$$
\begin{equation*}
K^{(a)}=\lambda r^{(a)} / Z_{0} . \tag{25}
\end{equation*}
$$

In (25) the EM wave's wavelength is

$$
\begin{equation*}
\lambda=c / f_{R F}, \tag{26}
\end{equation*}
$$

where $c$ is the speed of light (exactly $299,792,458 \mathrm{~m} / \mathrm{s}$ in free space, the assumed propagation medium). Also, in (25) $Z_{0}=4 \pi \times 10^{-7} c \approx 376.7303 \Omega$ is the intrinsic impedance of free space.

The model's apparent internal time delays are

$$
\begin{align*}
& \tau_{m, p, i}^{(a)}\left(\theta, \phi, f_{R F}\right) \approx \frac{\gamma_{s}-\gamma_{m, p, i}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)}{2 \pi f_{R F}} \\
& -r^{(a)} / c+k_{m, p, i}^{(a)} / f_{R F}  \tag{27}\\
& +\left[s_{\theta} c_{\phi} x_{m, p}^{(a)}+s_{\theta} s_{\phi} y_{m, p}^{(a)}+c_{\theta} z_{m, p}^{(a)}\right] / c, i \in\{1,2\},
\end{align*}
$$

where $k_{m, p, i}{ }^{(a)}$ is any integer satisfying

$$
\begin{align*}
& \gamma_{m, p, i}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right)=\gamma_{s}+2 \pi k_{m, p, i}^{(a)} \\
& -2 \pi f_{R F}\left[r^{(a)}+s_{\theta} c_{\phi} x_{m, p}^{(a)}+s_{\theta} s_{\phi} y_{m, p}^{(a)}+c_{\theta} z_{m, p}^{(a)}\right] / c \\
& -2 \pi f_{R F} \tau_{m, p, i}^{(a)}\left(r^{(a)}, \theta, \phi, f_{R F}\right) . \tag{28}
\end{align*}
$$



Fig. 5. Model for the $p$ th port of the antenna array's $m$ th element.

We intuitively choose each $k_{m, p, i}^{(a)}$ to make the corresponding $\tau_{m, p, i}{ }^{(a)}$ positive but minimal. Note that (24) and (27) account for the presence of the body and the other antenna elements. In other words, for each of the array's $2 M$ ports, this technique produces apparent internal attenuations and delays which generally differ-often significantly-from the apparent internal attenuations and delays obtained in the absence of the other antenna elements and the body.

## D. Electrical description of desired emitter's antenna

We assume the desired emitter's transmit antenna has a known total gain of $G^{(d)}$ in the direction of $O$. We further assume the desired emitter's transmit antenna has a known polarization characterized by axial ratio $R^{(d)}$, tilt angle $\alpha^{(d)}$, and rotation sense $s^{(d)}$ in the direction of $O$. The phase difference $\boldsymbol{\delta}^{(d)}$ between the untilted spatially orthogonal electric field components appearing in the far field is [16]

$$
\delta^{(d)}=\left\{\begin{array}{cc}
-\pi / 2, & s^{(d)}=R  \tag{29}\\
\pi / 2, & s^{(d)}=L
\end{array} .\right.
$$

Given these characteristics, we model the desired emitter's transmit antenna as shown in Figure 6, where [16]

$$
\begin{gather*}
K_{1}^{(d)}=\bar{K}_{1}^{(d)} K^{(d)}  \tag{30}\\
K_{2}^{(d)}=\bar{K}_{2}^{(d)} K^{(d)}  \tag{31}\\
\tau_{1}^{(d)}=-\measuredangle\left[c_{\alpha^{(d)}}-s_{\alpha^{(d)}} e^{j \delta^{(d)}} / R^{(d)}\right] /\left(2 \pi f_{R F}\right)  \tag{32}\\
-r^{(d)} / c+k_{1}^{(d)} / f_{R F}
\end{gather*}
$$

and

$$
\begin{align*}
\tau_{2}^{(d)}= & -\measuredangle\left[s_{\alpha^{(d)}}+c_{\alpha^{(d)}} e^{j \delta^{(d)}} / R^{(d)}\right] /\left(2 \pi f_{R F}\right)  \tag{33}\\
& -r^{(d)} / c+k_{2}^{(d)} / f_{R F}
\end{align*}
$$

In (30) and (31), respectively,

$$
\begin{equation*}
\bar{K}_{1}^{(d)}=\frac{\frac{1}{r^{(d)}} \sqrt{\frac{Z_{0} G^{(d)}}{2 \pi}}\left|c_{\alpha^{(d)}}-\frac{s_{\alpha(d)} e^{j \delta^{(d)}}}{R^{(d)}}\right|}{\sqrt{\left|c_{\alpha^{(d)}}-\frac{s_{\alpha^{(d)} e^{j \delta^{(d)}}}^{R^{(d)}}}{}\right|^{2}+\left|s_{\alpha^{(d)}}+\frac{c_{\alpha^{(d)}} e^{j \delta^{(d)}}}{R^{(d)}}\right|^{2}}} \tag{34}
\end{equation*}
$$



Fig. 6. Model for the desired emitter's transmit antenna.
and

$$
\begin{equation*}
\bar{K}_{2}^{(d)}=\frac{\frac{1}{r^{(d)}} \sqrt{\frac{Z_{0} G^{(d)}}{2 \pi}}\left|s_{\alpha^{(d)}}+\frac{{ }^{c_{\alpha^{(d)}} e^{j \delta(d)}}}{R^{(d)}}\right|}{\sqrt{\left|c_{\alpha^{(d)}}-\frac{s_{\alpha^{(d)} e^{j \delta^{(d)}}}^{R^{(d)}}}{}\right|^{2}+\left|s_{\alpha^{(d)}}+\frac{c_{\alpha^{(d)}} e^{j \delta^{(d)}}}{R^{(d)}}\right|^{2}}} \tag{35}
\end{equation*}
$$

In both (30) and (31),

$$
\begin{equation*}
K^{(d)}=\frac{A_{s}^{(d)} \lambda}{2} \sqrt{\frac{G^{(d)}}{z_{0} \pi\left[\left(E_{1}^{(d)}\right)^{2}+\left(E_{2}^{(d)}\right)^{2}\right]}} \tag{36}
\end{equation*}
$$

where $[16] A_{s}{ }^{(d)}$ is the amplitude in volts of the monochromatic source signal which results in the amplitudes $E_{1}{ }^{(d)}$ and $E_{2}{ }^{(d)}$ of the spatially orthogonal electricfield components appearing at $O$. In (32) and (33), positive integers $k_{1}{ }^{(d)}$ and $k_{2}{ }^{(d)}$ respectively satisfy

$$
\begin{align*}
& \measuredangle\left[c_{\alpha^{(d)}}-s_{\alpha^{(d)}} e^{j \delta^{(d)}} / R^{(d)}\right]=  \tag{37}\\
& -2 \pi f_{R F} \tau_{1}^{(d)}-2 \pi f_{R F} r^{(d)} / c+2 \pi k_{1}^{(d)}
\end{align*}
$$

and

$$
\begin{align*}
& \measuredangle\left[s_{\alpha^{(d)}}+c_{\alpha^{(d)}} e^{j \delta^{(d)}} / R^{(d)}\right]=  \tag{38}\\
& -2 \pi f_{R F} \tau_{2}^{(d)}-2 \pi f_{R F} r^{(d)} / c+2 \pi k_{2}^{(d)}
\end{align*}
$$

## E. Electrical description of undesired emitters' antennas

We assume the $n$th undesired emitter's transmit antenna has a known total gain of $G_{n}{ }^{(u)}$ in the direction of $O$. We further assume that, in the direction of $O$, the $n$th undesired emitter's transmit antenna has a polarization characterized by axial ratio $R_{n}{ }^{(u)}$, tilt angle $\alpha_{n}{ }^{(u)}$, and rotation sense $s_{n}{ }^{(u)}$. The phase difference $\delta_{n}{ }^{(u)}$ between the untilted spatially orthogonal electricfield components appearing in the far field is [16]

$$
\delta_{n}^{(u)}=\left\{\begin{array}{cc}
-\pi / 2, & s_{n}^{(u)}=R  \tag{39}\\
\pi / 2, & s_{n}^{(u)}=L
\end{array} .\right.
$$

Given these characteristics, we model the $n$th undesired emitter's transmit antenna as shown in Figure 7, where [16]

$$
\begin{gather*}
K_{n, 1}^{(u)}=\bar{K}_{n, 1}^{(u)} K_{n}^{(u)},  \tag{40}\\
K_{n, 2}^{(u)}=\bar{K}_{n, 2}^{(u)} K_{n}^{(u)},  \tag{41}\\
\tau_{n, 1}^{(u)}=-\measuredangle\left[c_{\alpha_{n}^{(u)}-s} \alpha_{n}^{(u)} e^{j \delta_{n}^{(u)}} / R_{n}^{(u)}\right] /\left(2 \pi f_{R F}\right)  \tag{42}\\
-r_{n}^{(u)} / c+k_{n, 1}^{(u)} / f_{R F},
\end{gather*}
$$

and

$$
\begin{align*}
\tau_{n, 2}^{(u)}= & -\measuredangle\left[s_{\alpha_{n}^{(u)}}+c_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}} / R_{n}^{(u)}\right] /\left(2 \pi f_{R F}\right)  \tag{43}\\
& -r_{n}^{(u)} / c+k_{n, 2}^{(u)} / f_{R F} .
\end{align*}
$$



Fig. 7. Model for the $n$th undesired emitter's transmit antenna.

In (40) and (41), respectively,

$$
\begin{equation*}
\bar{K}_{n, 1}^{(u)}=\frac{\frac{1}{r_{n}^{(u)}} \sqrt{\frac{Z_{0} G_{n}^{(u)}}{2 \pi}}\left|c_{\alpha_{n}^{(u)}}-\frac{s_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}}}{R_{n}^{(u)}}\right|}{\sqrt{\left|c_{\alpha_{n}^{(u)}}-\frac{s_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}}}{R_{n}^{(u)}}\right|^{2}}+\left|s_{\alpha_{n}^{(u)}}+\frac{{ }^{c} \alpha_{n}^{(u)} e^{j \delta_{n}^{(u)}}}{R_{n}^{(u)}}\right|^{2}}, \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{K}_{n, 2}^{(u)}=\frac{\frac{1}{r_{n}^{(u)}} \sqrt{\frac{Z_{0} G_{n}^{(u)}}{2 \pi}} \left\lvert\, s_{\alpha_{n}^{(u)}}+\frac{c_{\alpha_{n}^{(u)} e^{j \delta \delta_{n}^{(u)}}}^{R_{n}^{(u)}} \mid}{\left.\sqrt{\left\lvert\, c_{\alpha_{n}^{(u)}}-\frac{s_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}}}{R_{n}^{(u)}}\right.}\right|^{2}+\left|s_{\alpha_{n}^{(u)}}+\frac{c_{\alpha_{n}^{(u)} e^{j \delta_{n}^{(u)}}}^{R_{n}^{(u)}}}{}\right|^{2}}\right.}{} . \tag{45}
\end{equation*}
$$

In both (40) and (41),

$$
\begin{equation*}
K_{n}^{(u)}=\frac{A_{n, s}^{(u)} \lambda}{2} \sqrt{\frac{G_{n}^{(u)}}{\pi Z_{0}\left[\left(E_{n, 1}^{(u)}\right)^{2}+\left(E_{n, 2}^{(u)}\right)^{2}\right]}}=\frac{\lambda r_{n}^{(u)}}{Z_{0}} \tag{46}
\end{equation*}
$$

where [16] $A_{n, s}{ }^{(u)}$ is the amplitude in volts of the monochromatic source signal which results in the amplitudes $E_{n, 1}{ }^{(u)}$ and $E_{n, 2}{ }^{(u)}$ of the spatially orthogonal electric-field components appearing at $O$. In (42) and (43), positive integers $k_{n, 1}{ }^{(u)}$ and $k_{n, 2}{ }^{(u)}$ respectively satisfy

$$
\begin{align*}
& \measuredangle\left[c_{\alpha_{n}^{(u)}}-s_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}} / R_{n}^{(u)}\right]=  \tag{47}\\
& -2 \pi f_{R F} \tau_{n, 1}^{(u)}-2 \pi f_{R F} r_{n}^{(u)} / c+2 \pi k_{n, 1}^{(u)}{ }^{\prime}
\end{align*}
$$

and

$$
\begin{align*}
& \measuredangle\left[s_{\alpha_{n}^{(u)}}+c_{\alpha_{n}^{(u)}} e^{j \delta_{n}^{(u)}} / R_{n}^{(u)}\right]=  \tag{48}\\
& -2 \pi f_{R F} \tau_{n, 2}^{(u)}-2 \pi f_{R F} r_{n}^{(u)} / c+2 \pi k_{n, 2}^{(u)} .
\end{align*}
$$

## F. Electric fields incident on antenna array's elements

Since the desired emitter's transmitter sends (16) to its antenna, the desired emitter's antenna effectively produces at a point very near $D$ on the line passing through
$D$ and $O$ the vector electric field [16]

$$
\begin{align*}
& \mathbf{E}_{D}^{(d)}(t) \approx \\
& \frac{K_{1}^{(d)} A^{(d)}(t)}{\sqrt{2}} \cos \left[2 \pi f_{R F}\left(t-\tau_{1}^{(d)}\right)+\gamma^{(d)}(t)\right] \mathbf{p}_{1}  \tag{49}\\
& +\frac{K_{2}^{(d)} A^{(d)}(t)}{\sqrt{2}} \cos \left[2 \pi f_{R F}\left(t-\tau_{2}^{(d)}\right)+\gamma^{(d)}(t)\right] \mathbf{p}_{2} .
\end{align*}
$$

After propagating to the receive-antenna array's $m$ th element's $p$ th port's phase center, the desired emitter's transmitted electric field is

$$
\begin{align*}
& \mathbf{E}_{m, p}^{(d)}(t) \approx-\bar{K}_{1}^{(d)} A^{(d)}\left(t-\tau^{(d)}\right) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{1}^{(d)}-\tau_{m, p}^{d \rightarrow a}\right)+\gamma^{(d)}\left(t-\tau^{(d)}\right)\right] \mathbf{a}_{1} \\
& +\bar{K}_{2}^{(d)} A^{(d)}\left(t-\tau^{(d)}\right) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{2}^{(d)}-\tau_{m, p}^{d \rightarrow a}\right)+\gamma^{(d)}\left(t-\tau^{(d)}\right)\right] \mathbf{a}_{2} \tag{50}
\end{align*}
$$

where

$$
\begin{equation*}
\tau^{(d)}=r^{(d)} / c \tag{51}
\end{equation*}
$$

is the propagation delay from $D$ to $O$ and

$$
\begin{align*}
& \tau_{m, p}^{(d \rightarrow a)}=r_{m, p}^{(d \rightarrow a)} / c \approx r^{(d)} / c \\
& -\left[s_{\theta^{(d)}} c_{\phi^{(d)}} x_{m, p}^{(a)}+s_{\theta^{(d)}} s_{\phi^{(d)}} y_{m, p}^{(a)}+c_{\theta^{(d)}} z_{m, p}^{(a)}\right] / c^{\prime} \tag{52}
\end{align*}
$$

is the propagation delay from $D$ to the phase center of the receive-antenna array's $m$ th element's $p$ th port.

Since the $n$th undesired emitter's transmitter sends (18) to its antenna, the $n$th undesired emitter's antenna produces at a point very near $U_{n}$ on the line passing through $U_{n}$ and $O$ the vector electric field [16]

$$
\begin{align*}
& \mathbf{E}_{n \rightarrow U_{n}}^{(u)}(t) \approx K_{n, 1}^{(u)} A_{n}^{(u)}(t) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{n, 1}^{(u)}\right)+\gamma_{n}^{(u)}(t)\right] \mathbf{q}_{n, 1}  \tag{53}\\
& +K_{n, 2}^{(u)} A_{n}^{(u)}(t) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{n, 2}^{(u)}\right)+\gamma_{n}^{(u)}(t)\right] \mathbf{q}_{n, 2} .
\end{align*}
$$

After propagating to the receive-antenna array's $m$ th element's $p$ th port's phase center, the $n$th undesired emitter's transmitted electric field is

$$
\begin{align*}
& \mathbf{E}_{n \rightarrow m, p}^{(u)}(t) \approx-\mathbf{u}_{n, 1} \bar{K}_{n, 1}^{(u)} A_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{n, 1}^{(u)}-\tau_{n \rightarrow m, p}^{(u \rightarrow a)}\right)+\gamma_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right)\right] \\
& +\mathbf{u}_{n, 2} \bar{K}_{2}^{(u, n)} A_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right) / \sqrt{2} \\
& \times \cos \left[2 \pi f_{R F}\left(t-\tau_{n, 2}^{(u)}-\tau_{n \rightarrow m, p}^{(u \rightarrow a)}\right)+\gamma_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right)\right], \tag{54}
\end{align*}
$$

where

$$
\begin{equation*}
\tau_{n}^{(u)}=r_{n}^{(u)} / c \tag{55}
\end{equation*}
$$

is the propagation delay from $U_{n}$ to $O$ and

$$
\begin{align*}
& \tau_{n \rightarrow m, p}^{(u \rightarrow a)}=r_{n \rightarrow m, p}^{(u \rightarrow a)} / c \approx r_{n}^{(u)} / c \\
& -\frac{s_{\theta_{n}^{(u)} c_{\phi_{n}^{(u)}} x_{m, p}^{(a)}+s_{\theta_{n}^{(u)} s_{\phi_{n}^{(u)}}^{(u)} y_{m, p}^{(a)}+c_{\theta_{n}^{(u)}} z_{m, p}^{(a)}}}^{c}}{}= \tag{56}
\end{align*}
$$

is the propagation delay from $U_{n}$ to the phase center of the receive-antenna array's $m$ th element's $p$ th port.

## G. Output signals of receive-antenna array's elements

We assume the ports of the receive-antenna array's elements respond linearly to incident EM waves. That is,
each port's response to the incident EM waves from the desired and undesired emitters is the sum of that port's response to the individual incident EM waves. We further assume mutually independent thermal-noise signals corrupt the array's $2 M$ outputs.

The response of the receive-antenna array's $m$ th element's $p$ th port to (50) is

$$
\begin{align*}
& x_{m, p}^{(d)}(t) \approx-K_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{1}^{(d)} A^{(d)}\left(t-\tau^{(d)}\right) / 2 \\
& \times \cos \left\{2 \pi f_{R F}\left[t-\tau_{1}^{(d)}-\tau_{m, p}^{(d \rightarrow a)}-\tau_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]\right. \\
& \left.+\gamma^{(d)}\left(t-\tau^{(d)}\right)\right\} \\
& +K_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{2}^{(d)} A^{(d)}\left(t-\tau^{(d)}\right) / 2 \\
& \times \cos \left\{2 \pi f_{R F}\left[t-\tau_{2}^{(d)}-\tau_{m, p}^{(d \rightarrow a)}-\tau_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]\right. \\
& \left.+\gamma^{(d)}\left(t-\tau^{(d)}\right)\right\} . \tag{57}
\end{align*}
$$

The response of the receive-antenna array's $m$ th element's $p$ th port to (54) is

$$
\begin{align*}
& x_{m, p}^{(u, n)}(t) \approx \\
& -\left[K_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 1}^{(u)} / 2\right] A_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right) \\
& \times \cos \left\{2 \pi f_{R F}\left[t-\tau_{n, 1}^{(u)}-\tau_{n \rightarrow m, p}^{(u \rightarrow a)}-\tau_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]\right. \\
& \left.+\gamma_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right)\right\} \\
& +\left[K_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 2}^{(u)} / 2\right] A_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right) \\
& \times \cos \left\{2 \pi f_{R F}\left[t-\tau_{n, 2}^{(u)}-\tau_{n \rightarrow m, p}^{(u \rightarrow a)}-\tau_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]\right. \\
& \left.+\gamma_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right)\right\} . \tag{58}
\end{align*}
$$

WSS, Gaussian, zero-mean thermal-noise signal

$$
\begin{align*}
x_{m, p}^{(t n)}(t)= & x_{I, m, p}^{(t n)}(t) \cos \left(2 \pi f_{R F} t\right)  \tag{59}\\
& -x_{Q, m, p}^{(t n)}(t) \sin \left(2 \pi f_{R F} t\right),
\end{align*}
$$

additively corrupts the output of the $p$ th port of the $m$ th antenna-array element. In (59) $x_{I, m, p}{ }^{(t n)}(t)$ and $x_{Q, m, p}{ }^{(t n)}(t)$ are, respectively, the I and Q components of $x_{m, p}{ }^{(t n)}(t)$. The thermal-noise signal has PSD

$$
\begin{equation*}
S_{m, p}^{(t n)}(f)=\frac{N_{m, p}^{(t n)}}{2}\left[\Pi\left(\frac{f-f_{R F}}{B_{m, p}^{(t n)}}\right)+\Pi\left(\frac{f+f_{R F}}{B_{m, p}^{(t n)}}\right)\right] \tag{60}
\end{equation*}
$$

where $N_{m, p}{ }^{(t n)} / 2$ is the PSD's level in W/Hz and $B_{m, p}{ }^{(t n)}$ is the RF bandwidth in Hz of the thermal noise of the $p$ th port of the $m$ th antenna-array element. The I and Q thermal-noise components of the $p$ th port of the $m$ th antenna-array element are independent, zero-mean, Gaussian, WSS random lowpass processes with PSD

$$
\begin{equation*}
S_{I, m, p}^{(t n)}(f)=S_{Q, m, p}^{(t n)}(f)=N_{m, p}^{(t n)} \Pi\left[f / B_{m, p}^{(t n)}\right] \tag{61}
\end{equation*}
$$

## H. Receiver/spatial-processor model

Figure 8 shows the $2 M$ ports' output signals feeding the employed receiver/spatial-processor model. Phasesynchronized quadrature demodulators [17] linearly produce the complex envelopes of their respective inputs.


Fig. 8. Receiver/spatial-processor model.

Samplers then take time-coincident samples of these complex envelopes, and the weight-and-sum network produces a weighted sum of the $2 M$ sampled values. The model of Figure 8 represents several practical systems. For example, this model represents a system which scales in amplitude and shifts in phase $2 M$ RF signals prior to summing them to produce a single RF signal which then feeds, e.g., a global navigation satellite system (GNSS) receiver or a single GNSS-receiver channel (i.e., a channel corresponding to a specific GNSS satellite's unique pseudorandom-noise code).

The complex envelope of (57) is

$$
\begin{equation*}
\tilde{x}_{m, p}^{(d)}(t) \approx \tilde{d}_{m, p} A^{(d)}\left(t-\tau^{(d)}\right) e^{j \gamma^{(d)}\left(t-\tau^{(d)}\right)} \tag{62}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{d}_{m, p}=-K_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{1}^{(d)} / 2 \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{1}^{(d)}+\tau_{m, p}^{(d \rightarrow a)}+\tau_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{2}^{(d)} / 2 \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{2}^{(d)}+\tau_{m, p}^{(d \rightarrow a)}+\tau_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]} \\
& =e^{-j 2 \pi f_{R F} \tau_{m, p}^{d \rightarrow a}} \\
& \times\left\{-K_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{1}^{(d)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{1}^{(d)}+\tau_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{2}^{(d)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{2}^{(d)}+\tau_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \times\left\{-K_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{1}^{(d)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{1}^{(d)}+\tau_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{2}^{(d)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{2}^{(d)}+\tau_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]}\right\} \text {. } \tag{63}
\end{align*}
$$

For future convenience we define

$$
\begin{align*}
& \tilde{g}_{m, p}=e^{-j 2 \pi f_{R F}\left[\frac{\left.{ }^{-s}{ }_{\theta}(d)^{c}{ }_{\phi}(d)^{(d)} x_{m, p}{ }^{(a)} s_{\theta}{ }^{(d)^{s}}{ }_{\phi}(d)^{y_{m, p}(a)}-c_{\theta}(d)^{2}{ }^{(a)}\right)}{c}\right]} \\
& \times\left\{-K_{m, p, 1}^{(a)}\left(\boldsymbol{\theta}^{(d)}, \phi^{(d)}\right) \bar{K}_{1}^{(d)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{1}^{(d)}+\tau_{m, p, 1}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right) \bar{K}_{2}^{(d)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{2}^{(d)}+\tau_{m, p, 2}^{(a)}\left(\theta^{(d)}, \phi^{(d)}\right)\right]}\right\} \\
& \Rightarrow \tilde{d}_{m, p} \approx e^{-j 2 \pi f_{R F} r^{(d)} / c} \tilde{g}_{m, p} . \tag{64}
\end{align*}
$$

The complex envelope of (58) is

$$
\begin{align*}
& \tilde{x}_{m, p}^{(u, n)}(t) \approx \tilde{u}_{n, m, p} A_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right) e^{j \gamma_{n}^{(u)}\left(t-\tau_{n}^{(u)}\right)} \\
& =\tilde{u}_{n, m, p}\left[x_{I, n}^{(u)}\left(t-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t-\tau_{n}^{(u)}\right)\right], \tag{65}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{u}_{n, m, p}=-K_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 1}^{(u)} / 2 \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{n, 1}^{(u)}+\tau_{n \rightarrow m, p}^{(u \rightarrow a)}+\tau_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 2}^{(u)} / 2 \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{n, 2}^{(u)}+\tau_{n \rightarrow m, p}^{(u \rightarrow a)}+\tau_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]} \\
& =e^{-j 2 \pi f_{R F} \tau_{n \rightarrow m, p}^{(u) a)}}\left[-K_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 1}^{(u)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{n, 1}^{(u)}+\tau_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 2}^{(u)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{n, 2}^{(u)}+\tau_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]}\right] \tag{66}
\end{align*}
$$

$$
\begin{aligned}
& \times\left[-K_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 1}^{(u)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{n, 1}^{(u)}+\tau_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]} \\
& +K_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 2}^{(u)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{n, 2}^{(u)}+\tau_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]}\right] \text {. }
\end{aligned}
$$

For future convenience we define

$$
\begin{aligned}
& \tilde{h}_{n, m, p}=
\end{aligned}
$$

$$
\begin{align*}
& \times\left[-K_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 1}^{(u)} / 2\right. \\
& \times e^{-j 2 \pi f_{R F}\left[\tau_{n, 1}^{(u)}+\tau_{m, p, 1}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]}  \tag{67}\\
& +K_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right) \bar{K}_{n, 2}^{(u)} / 2 \\
& \left.\times e^{-j 2 \pi f_{R F}\left[\tau_{n, 2}^{(u)}+\tau_{m, p, 2}^{(a)}\left(\theta_{n}^{(u)}, \phi_{n}^{(u)}\right)\right]}\right] \\
& \Rightarrow \tilde{u}_{n, m, p} \approx e^{-j 2 \pi f_{R F} r_{n}^{(u)} / c} \tilde{h}_{n, m, p} .
\end{align*}
$$

The complex envelope of (59) is

$$
\begin{equation*}
\tilde{x}_{m, p}^{(t n)}(t)=x_{I, m, p}^{(t n)}(t)+j x_{Q, m, p}^{(t n)}(t) . \tag{68}
\end{equation*}
$$

The component of the sampled complex envelope of the $m$ th element's $p$ th port's output due to the desired emitter's signal is

$$
\begin{align*}
& \tilde{x}_{m, p}^{(d)}\left(t_{s}\right)=\tilde{X}_{m, p}^{(d)} \\
& \approx \tilde{d}_{m, p} A^{(d)}\left(t_{s}-\tau^{(d)}\right) e^{j \gamma^{(d)}\left(t_{s}-\tau^{(d)}\right)} \tag{69}
\end{align*}
$$

The component of the sampled complex envelope of the $m$ th element's $p$ th port's output due to the $n$th undesired emitter's signal is

$$
\begin{align*}
& \tilde{x}_{m, p}^{(u, n)}\left(t_{s}\right)=\tilde{X}_{m, p}^{(u, n)} \\
& \approx \tilde{u}_{n, m, p}\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right] . \tag{70}
\end{align*}
$$

The component of the sampled complex envelope of the $m$ th element's $p$ th port's output due to thermal noise is

$$
\begin{align*}
& \tilde{x}_{m, p}^{(t n)}\left(t_{s}\right)=\tilde{X}_{m, p}^{(t n)} \\
& =x_{I, m, p}^{(t n)}\left(t_{s}\right)+j x_{Q, m, p}^{(t n)}\left(t_{s}\right)=X_{I, m, p}^{(t n)}+j X_{Q, m, p}^{(t n)} . \tag{71}
\end{align*}
$$

The receiver/spatial processor's final output is

$$
\begin{equation*}
\tilde{Z}=\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*}\left[\tilde{X}_{m, p}^{(d)}+\sum_{n=1}^{N} \tilde{X}_{n, m, p}^{(u)}+\tilde{X}_{m, p}^{(t n)}\right] . \tag{72}
\end{equation*}
$$

The component of the receiver/spatial processor's final output due to the desired emitter's signal is

$$
\begin{align*}
& \tilde{S}=\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{X}_{m, p}^{(d)} \\
& \approx A^{(d)}\left(t_{s}-\tau^{(d)}\right) e^{j \gamma^{(d)}\left(t_{s}-\tau^{(d)}\right)} \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{d}_{m, p} \tag{73}
\end{align*}
$$

The component of the receiver/spatial processor's final output due to the $N$ undesired emitters' signals is

$$
\begin{align*}
& \tilde{U}=\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \sum_{n=1}^{N} \tilde{X}_{n, m, p}^{(u)}=\sum_{n=1}^{N} \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{X}_{n, m, p}^{(u)} \\
& \approx \sum_{n=1}^{N}\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right] \\
& \times \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p} . \tag{74}
\end{align*}
$$

The component of the receiver/spatial processor's final output due to the $2 M$ thermal-noise signals is

$$
\begin{align*}
\tilde{N} & =\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{X}_{m, p}^{(t n)} \\
& =\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*}\left[X_{I, m, p}^{(t n)}+j X_{Q, m, p}^{(t n)}\right] \tag{75}
\end{align*}
$$

## I. Problem statement

We define the SIR as [12]

$$
\begin{equation*}
S I R \triangleq \frac{|\tilde{S}|^{2}}{E\left[|\tilde{U}+\tilde{N}|^{2}\right]} \tag{76}
\end{equation*}
$$

where $E(\cdot)$ denotes expectation. We desire to maximize (76) by choosing

$$
\mathbf{w}=\left[\begin{array}{lllll}
\tilde{w}_{1,1} & \tilde{w}_{1,2} & \cdots & \tilde{w}_{M, 1} & \tilde{w}_{M, 2} \tag{77}
\end{array}\right]^{T}
$$

subject to the traditional and practical constraint [12]

$$
\begin{equation*}
\mathbf{w}^{\prime} \mathbf{w}=1 \tag{78}
\end{equation*}
$$

where the ${ }^{\prime}$ represents conjugated matrix transposition.

## III. ALGORITHM GENERALIZATION

This section generalizes the spatial-processing algorithm of [1] to support arrays of dual-polarization antenna elements. The squared magnitude of (73) is

$$
\begin{align*}
& |\tilde{S}|^{2} \approx\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{d}_{m, p}\right|^{2} \\
& \approx\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} e^{-j 2 \pi f_{R F} r^{(d)} / c} \tilde{g}_{m, p}\right|^{2} \\
& =\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{g}_{m, p}\right|^{2} \tag{79}
\end{align*}
$$

By defining a second complex vector

$$
\mathbf{s}=\left[\begin{array}{lllll}
\tilde{g}_{1,1} & \tilde{g}_{1,2} & \cdots & \tilde{g}_{M, 1} & \tilde{g}_{M, 2} \tag{80}
\end{array}\right]^{T},
$$

we can write (79) as

$$
\begin{equation*}
|\tilde{S}|^{2} \approx\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\mathbf{w}^{\prime} \mathbf{s}\right|^{2} \tag{81}
\end{equation*}
$$

Since the $2 M$ thermal-noise signals and the $N$ undesired emitters' signals are zero mean and mutually uncorrelated,

$$
\begin{aligned}
E\left[|\tilde{U}+\tilde{N}|^{2}\right] & =E\left[(\tilde{U}+\tilde{N})(\tilde{U}+\tilde{N})^{*}\right] \\
& =E\left[|\tilde{U}|^{2}+\tilde{U} \tilde{N} *+\tilde{N} \tilde{U}^{*}+|\tilde{N}|^{2}\right] \\
& =E\left[|\tilde{U}|^{2}\right]+E\left[|\tilde{N}|^{2}\right]
\end{aligned}
$$

so

$$
\begin{equation*}
S I R=|\tilde{S}|^{2} /\left\{E\left[|\tilde{U}|^{2}\right]+E\left[|\tilde{N}|^{2}\right]\right\} \tag{83}
\end{equation*}
$$

Now,

$$
\begin{align*}
& E\left[|\tilde{N}|^{2}\right]=E\left[\left|\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*}\left[X_{I, m, p}^{(t n)}+j X_{Q, m, p}^{(t n)}\right]\right|^{2}\right] \\
& =E\left\{\left[\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*}\left[X_{I, m, p}^{(t n)}+j X_{Q, m, p}^{(t n)}\right]\right]\right. \\
& \left.\times\left[\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}\left[X_{I, m, p}^{(t n)}-j X_{Q, m, p}^{(t n)}\right]\right]\right\} \\
& =E\left\{\sum_{p=1}^{2} \sum_{q=1}^{2} \sum_{m=1}^{M} \sum_{l=1}^{M} \tilde{w}_{m, p}^{*}\left[X_{I, m, p}^{(t n)}+j X_{Q, m, p}^{(t n)}\right]\right. \\
& \left.\times \tilde{w}_{l, q}\left[X_{I, l, q}^{(t n)}-j X_{Q, l, q}^{(t n)}\right]\right\} \\
& =\sum_{p=1}^{2} \sum_{q=1}^{2} \sum_{m=1,}^{M} \sum_{l=1}^{M} \tilde{w}_{m, p}^{*} \tilde{w}_{l, q}\left\{E\left[X_{I, m, p}^{(t n)} X_{I, l, q}^{(t n)}\right]\right. \\
& \left.+E\left[X_{Q, m, p}^{(t n)} X_{Q, l, q}^{(t n)}\right]\right\} \\
& =\sum_{p=1}^{2} \sum_{q=1}^{2} \sum_{m=1}^{M} \sum_{l=1}^{M} \tilde{w}_{m, p}^{*} \tilde{w}_{l, q}\left\{2 N_{m, p}^{(t n)} B_{m, p}^{(t n)} \delta_{m, l} \delta_{p, q}\right\} \\
& =2 \sum_{p=1}^{2} \sum_{q=1}^{2} \sum_{m=1}^{M} N_{m, p}^{(t n)} B_{m, p}^{(t n)} \tilde{w}_{m, p}^{*} \tilde{w}_{m, q} \delta_{p, q} \\
& =2 \sum_{p=1}^{2} \sum_{m=1}^{M} N_{m, p}^{(t n)} B_{m, p}^{(t n)}\left|\tilde{w}_{m, p}\right|^{2} \tag{84}
\end{align*}
$$

where $\delta_{m, l}$ represents the Kronecker delta function, having a value of unity if $m=l$ and zero otherwise. We next
write

$$
\begin{align*}
& E\left[|\tilde{U}|^{2}\right]=E\left(\tilde{U} \tilde{U}^{*}\right) \\
& \approx E\left\{\left\{\sum_{n=1}^{N}\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right]\right.\right. \\
& \left.\times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p}\right)\right\} \\
& \times\left\{\sum_{n=1}^{N}\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)-j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right]\right. \\
& \left.\left.\times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p} \tilde{u}_{n, m, p}^{*}\right)\right\}\right\} \\
& =E\left\{\sum_{n=1}^{N} \sum_{l=1}^{N}\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right]\right.  \tag{85}\\
& \times\left[x_{I, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)-j x_{Q, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)\right] \\
& \left.\times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p}\right)\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p} \tilde{u}_{l, m, p}^{*}\right)\right\} \\
& =\sum_{n=1}^{N} \sum_{l=1}^{N} E\left\{\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right]\right. \\
& \left.\times\left[x_{I, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)-j x_{Q, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)\right]\right\} \\
& \times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p}\right)\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p} \tilde{u}_{l, m, p}^{*}\right)
\end{align*}
$$

Manipulation of the expectation in (85) produces

$$
\begin{align*}
& E\left\{\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)+j x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right)\right]\right. \\
& \left.\times\left[x_{I, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)-j x_{Q, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)\right]\right\}  \tag{86}\\
& =E\left[x_{I, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right) x_{I, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)\right] \\
& +E\left[x_{Q, n}^{(u)}\left(t_{s}-\tau_{n}^{(u)}\right) x_{Q, l}^{(u)}\left(t_{s}-\tau_{l}^{(u)}\right)\right] \\
& =2 N_{n}^{(u)} B_{n}^{(u)} \delta_{n, l} .
\end{align*}
$$

Substituting (86) into (85) gives

$$
\begin{align*}
& E\left[|\tilde{U}|^{2}\right] \approx \sum_{n=1}^{N} \sum_{l=1}^{N}\left[2 N_{n}^{(u)} B_{n}^{(u)} \delta_{n, l}\right. \\
& \left.\times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p}\right)\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p} \tilde{u}_{l, m, p}^{*}\right)\right] \\
& =\sum_{n=1}^{N} 2 N_{n}^{(u)} B_{n}^{(u)}\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p}\right) \\
& \times\left(\sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p} \tilde{u}_{n, m, p}^{*}\right) \\
& =\sum_{n=1}^{N} 2 N_{n}^{(u)} B_{n}^{(u)} \sum_{q=1}^{2} \sum_{k=1}^{M} \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{u}_{n, m, p} \tilde{w}_{k, q} \tilde{u}_{n, k, q}^{*} \\
& =\sum_{q=1}^{2} \sum_{k=1}^{M} \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{w}_{k, q} \\
& \times \sum_{n=1}^{N} 2 N_{n}^{(u)} B_{n}^{(u)} \tilde{u}_{n, m, p} \tilde{u}_{n, k, q}^{*} \\
& =\sum_{q=1}^{2} \sum_{k=1}^{M} \sum_{p=1}^{2} \sum_{m=1}^{M} \tilde{w}_{m, p}^{*} \tilde{w}_{k, q} \\
& \times \sum_{n=1}^{N} 2 N_{n}^{(u)} B_{n}^{(u)} \tilde{h}_{n, m, p} \tilde{h}_{n, k, q}^{*} . \tag{87}
\end{align*}
$$

For each $n(1 \leq n \leq N)$, we define a $2 M \times 2 M$ matrix

$$
\mathbf{Q}_{n}=2 N_{n}^{(u)} B_{n}^{(u)}\left[\begin{array}{c}
\tilde{h}_{n, 1,1}  \tag{88}\\
\tilde{h}_{n, 1,2} \\
\vdots \\
\tilde{h}_{n, M, 1} \\
\tilde{h}_{n, M, 2}
\end{array}\right]\left[\begin{array}{c}
\tilde{h}_{n, 1,1}^{*} \\
\tilde{h}_{n, 2,2}^{*} \\
\vdots \\
\tilde{h}_{n, M, 1}^{*} \\
\tilde{h}_{n, M, 2}^{*}
\end{array}\right]^{T} .
$$

We can then write

$$
\begin{equation*}
E\left[|\tilde{U}|^{2}\right]=\mathbf{w}^{\prime}\left(\sum_{n=1}^{N} \mathbf{Q}_{n}\right) \mathbf{w} \tag{89}
\end{equation*}
$$

Thus, substituting (81), (84), and (89) into (83) gives

$$
\begin{align*}
S I R & \approx \frac{\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\mathbf{w}^{\prime} \mathbf{s}\right|^{2}}{\sum_{n=1}^{N} \mathbf{w}^{\prime} \mathbf{Q}_{n} \mathbf{w}+2 \sum_{p=1}^{2} \sum_{m=1}^{M} N_{m, p}^{(t n)} B_{m, p}^{(t n)}\left|\tilde{w}_{m, p}\right|^{2}}  \tag{90}\\
& =\left[A^{(d)}\left(t_{s}-\tau^{(d)}\right)\right]^{2}\left|\mathbf{w}^{\prime} \mathbf{s}\right|^{2} /\left(\mathbf{w}^{\prime} \mathbf{R} \mathbf{w}\right),
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{R}= & \sum_{n=1}^{N} \mathbf{Q}_{n}+\operatorname{diag}\left[2 N_{1,1}^{(t n)} B_{1,1}^{(t n)}, 2 N_{1,2}^{(t n)} B_{1,2}^{(t n)},\right. \\
& \left.\cdots, 2 N_{M, 1}^{(t n)} B_{M, 1}^{(t n)}, 2 N_{M, 2}^{(t n)} B_{M, 2}^{(t n)}\right] . \tag{91}
\end{align*}
$$

We maximize (90) by choosing

$$
\begin{equation*}
\mathbf{w}=k_{C} \mathbf{R}^{-1} \mathbf{s} \tag{92}
\end{equation*}
$$

where $k_{C}$ is an arbitrary nonzero complex constant. Finally, we satisfy (78) with

$$
\begin{align*}
& \mathbf{w}^{\prime} \mathbf{w}=1=k_{C}^{*} \mathbf{S}^{\prime}\left(\mathbf{R}^{-1}\right)^{\prime} k_{C} \mathbf{R}^{-1} \mathbf{s} \\
& =\left|k_{C}\right|^{2} \mathbf{s}^{\prime}\left(\mathbf{R}^{-1}\right)^{\prime} \mathbf{R}^{-1} \mathbf{s} \Rightarrow\left|k_{C}\right|=1 / \sqrt{\mathbf{s}^{\prime}\left(\mathbf{R}^{-1}\right)^{\prime} \mathbf{R}^{-1} \mathbf{s}} \tag{93}
\end{align*}
$$

Since any phase angle for $k_{C}$ is acceptable, we choose for convenience

$$
\begin{equation*}
k_{C}=1 / \sqrt{\mathbf{s}^{\prime}\left(\mathbf{R}^{-1}\right)^{\prime} \mathbf{R}^{-1} \mathbf{s}} \tag{94}
\end{equation*}
$$

## IV. SIMULATION RESULTS

To demonstrate the generalized algorithm's performance, we reconsider the example scenario of [1]. Figure 9 shows a perfectly electrically conducting (PEC)


Fig. 9. Antenna array on cylindrical PEC body.

Table 1: Emitter parameters

| Emitter | $\boldsymbol{r}(\mathbf{k m})$ | $\boldsymbol{\theta}\left({ }^{\circ}\right)$ | $\phi\left({ }^{\circ}\right)$ | Transmit <br> Pow. (W) | $\boldsymbol{G}(\mathbf{d B})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Des. | 100 | 35 | 50 | don't care |  |
| Undes. 1 | 100 | 35 | 140 | 0.1 | 20 |
| Undes. 2 | 100 | 105 | 155 | 1 | 20 |
| Undes. 3 | 100 | 165 | 105 | 2 | 20 |

cylindrical body with outer radius 0.5 m and length 1 m . We longitudinally center a $4 \times 4$ array of identical, dualpolarization patch (microstrip) antennas on the body's curved outer surface. We number these 16 array elements as shown in Figure 9. Using the procedure of [2], we design the array's probe-fed elements for operation at GPS L1 $\left(f_{R F}=1575.42 \mathrm{MHz}\right)$. We longitudinally and circumferentially separate the elements by a half wavelength $(9.52 \mathrm{~cm})$. We assume the thermal-noise signal at the output of each port has a noise temperature of 576 K (representing a receive channel with a $4.75-\mathrm{dB}$ standard noise figure [18]) and an RF bandwidth of 1 MHz . Table 1 lists the parameters of the scenario's desired and undesired emitters. All scenario emitters operate at GPS L1 and with perfect RHC polarization. All undesired emitters have $1-\mathrm{MHz}$ RF noise bandwidths.

Figure 10's additional detail of element 11 includes the numbering (common to all 16 elements) of its two feed points (the physical points on the patch to which the ports are directly electrically connected by a probe feed). Each feed point corresponds to a nominally orthogonal linear polarization in the direction normal to the element's copper patch. In [1] we configured each element for single-port operation (thus needing only one complex weight) by applying the same signal to both feed points but with an additional $90^{\circ}$ phase lag for feed point 2 with respect to feed point 1 . This configuration achieved nominally RHC polarization in the direction normal to the element's patch.

For this paper's generalized algorithm, we assume the receiver/spatial-processor structure of Figure 8 and


Fig. 10. Detail of antenna element 11.

Table 2: MoM solution and corresponding antennamodel parameters for $m=p=1$ at $\theta=35^{\circ}$ and $\phi=50^{\circ}$

| $\operatorname{Re}\left[\tilde{E}_{1}^{(a, 1,1)}(\theta, \phi)\right]$ | $-1.5550709 \times 10^{-5} \mathrm{~V} \mathrm{~m}^{-1}$ |
| :---: | :---: |
| $\operatorname{Im}\left[\tilde{E}_{1}^{(a, 1,1)}(\theta, \phi)\right]$ | $3.50444601 \times 10^{-6} \mathrm{~V} \mathrm{~m}^{-1}$ |
| $E_{1}^{(a, 1,1)}(\theta, \phi)$ | $1.59406930 \times 10^{-5} \mathrm{~V} \mathrm{~m}^{-1}$ |
| $\gamma_{1}^{(a, 1,1)}(\theta, \phi)$ | 2.919939365 rad |
| $K_{1}{ }^{(a, 1,1)}(\theta, \phi)$ | 0.00113871745 |
| $\tau_{1}{ }^{(a, 1,1)}(\theta, \phi)$ | $1.89938530409 \times 10^{-10} \mathrm{~s}$ |
| $k_{1}^{(a, 1,1)}$ | 525,505 |
| $\operatorname{Re}\left[\tilde{E}_{2}^{(a, 1,1)}(\theta, \phi)\right]$ | $2.03270802 \times 10^{-5} \mathrm{~V} \mathrm{~m}^{-1}$ |
| $\operatorname{Im}\left[\tilde{E}_{2}^{(a, 1,1)}(\theta, \phi)\right]$ | $-6.2683354 \times 10^{-6} \mathrm{~V} \mathrm{~m}^{-1}$ |
| $E_{2}^{(a, 1,1)}(\theta, \phi)$ | $2.12716294 \times 10^{-5} \mathrm{~V} \mathrm{~m}^{-1}$ |
| $\gamma_{2}{ }^{(a, 1,1)}(\theta, \phi)$ | $-0.2991212046 \mathrm{rad}^{(a, 151)}$ |
| $K_{2}^{(a, 1,1)}(\theta, \phi)$ | 0.0015195309 |
| $\tau_{2}{ }^{(a, 1,1)}(\theta, \phi)$ | $5.151403190 \times 10^{-10} \mathrm{~s}$ |
| $k_{2}^{(a, 1,1)}$ | 525,505 |

Table 3: Complex weights

| $\boldsymbol{m}$ | $\boldsymbol{p}$ | Value |
| :---: | :---: | :---: |
| 1 | 1 | $0.077819763793407-j 0.029465368993892$ |
|  | 2 | $0.12459247349541+j 0.056703522041672$ |
| 2 | 1 | $0.04516455849397+j 0.088872686331463$ |
|  | 2 | $-0.065219319424497+j 0.12102226092079$ |
| 3 | 1 | $-0.084334092382453+j 0.05080185997583$ |
|  | 2 | $-0.080437225078455-j 0.03253844379338$ |
| 4 | 1 | $-0.064700015503375-j 0.09520474257253$ |
|  | 2 | $-0.006716174970139-j 0.09855765370402$ |
| 5 | 1 | $0.07240921216198+j 0.128209559888171$ |
|  | 2 | $-0.15646309053785+j 0.092759629157202$ |
| 6 | 1 | $-0.1181600997625+j 0.0987977754199944$ |
|  | 2 | $-0.12530905300321-j 0.1585941275899902$ |
| 7 | 1 | $0.121564402276342-j 0.100967272857737$ |
|  | 2 | $0.129714464685709-j 0.137050242386695$ |
| 8 | 1 | $0.086584951359559-j 0.138732803481413$ |
|  | 2 | $0.17288811461883+j 0.089184429403536$ |
| 9 | 1 | $-0.14794676203213+j 0.222500477675839$ |
|  | 2 | $-0.18429998546202-j 0.104658615087023$ |
| 10 | 1 | $-0.24105956227135-j 0.087952073329248$ |
|  | 2 | $0.09175938725054-j 0.211979313185187$ |
| 11 | 1 | $0.036227149294823-j 0.253494967774504$ |
|  | 2 | $0.20696199056989+j 0.044332359948352$ |
| 12 | 1 | $0.23987987902997-j 0.0066528888725053$ |
|  | 2 | $0.003340598877023+j 0.21313132797126$ |
| 13 | 1 | $-0.15316226330551-j 0.026851522912361$ |
|  | 2 | $-0.036866990090258-j 0.13751921996212$ |
| 14 | 1 | $0.0022933490913445-j 0.16987881222102$ |
|  | 2 | $0.15162145119333-j 0.0696164846633674$ |
| 15 | 1 | $0.160637367698868-j 0.026138400102631$ |
|  | 2 | $0.056684020299592+j 0.15759987438645$ |
| 16 | 1 | $0.040167786422328+j 0.17579356008101$ |
|  | 2 | $-0.13038580760452+j 0.081501570656114$ |

seek the 32 complex weights to maximize (90). To this end we first populate the parameters of the desired and undesired emitters' antenna models of Figure 6 and Figure 7 , respectively, using the technique of [16]. We then use a CES (FEKO's method-of-moments (MoM) solver) to calculate the far-field vector electric-field data for each port of each antenna element with that port enabled and the other 31 ports disabled. We collect the far-field vector electric-field data at a constant slant range of 100 km for $0^{\circ} \leq \theta \leq 180^{\circ}$ and $0^{\circ} \leq \phi<360^{\circ}$ in $5^{\circ}$ increments each. To populate the parameters of the model of Figure 5 for all 32 ports, we process the electric-field data according to (24)-(28), assuming the phase center is at the center of the corresponding element's copper patch.
Table 2 shows FEKO's electric-field solution and the corresponding antenna-model parameters for the first element's first port for $\theta=35^{\circ}$ and $\phi=50^{\circ}$.

Table 3 lists the complex weights calculated with (92) and (94). To find the optimally weighted array's total and effective receive-gain patterns, we firstly exploit the principle of reciprocity by applying the calculated complex weights to the respective ports as sourcesignal amplitudes and phases. We then use FEKO's MoM solver to numerically calculate the total and effective (RHC-polarization, in this case) transmit-gain patterns.

The annotated plots of Figure 11 and Figure 12 respectively show the achieved total-gain and effectivegain patterns. Clearly, the resulting gain patterns favor the desired emitter's angular location with high total gain and nearly equal effective (i.e., RHC-polarization) gain, indicating very low polarization-mismatch loss due to an excellent match to the desired emitter's polarization. In sharp contrast, however, the resulting gain patterns disfavor the undesired emitters' angular locations with significantly lower total gains and strikingly lower RHC-polarization gains, indicating very high polarization-mismatch losses due to nearly perfect mis-


Fig. 11. Total-gain pattern of optimally weighted array.


Fig. 12. Effective-gain pattern of optimally weighted array.
matches to the undesired emitters' polarization. That is, in the directions of the undesired emitters, the optimally weighted array's polarization states are nearly perfectly antipodal to the undesired emitters' RHC polarization states [19]. Also, as we intuitively expect, the spatialprocessing algorithm's calculated weights result in the deepest effective null to counter the most powerful undesired emitter.

Table 4 lists the achieved antenna gain and polarization characteristics corresponding to the desired and undesired emitters' directions for three spatialprocessing algorithms. Firstly, the traditional spatialprocessing algorithm of [12] uses each individual element's (total) receive directivity (as calculated with FEKO's MoM solver) in the directions of all emitters due to the element itself, the cylindrical body, and the other elements. However, when calculating its sixteen complex weights, this first approach does not account for the apparent signal phase shifts (time delays) introduced within each individual element. Note that this first approach assumes each element is nominally RHC polarized (i.e., each element has a single port which drives both patch feed points with equal amplitude but with a $90^{\circ}$ phase lag applied between the element's single port and its second feed point). Secondly, we repeat the results of the modern, improved algorithm of [1]. Like the traditional algorithm, the improved algorithm assumes single-port, nominally RHC-polarized elements. However, when calculating the sixteen complex weights, the improved algorithm does account for each individual element's apparent internal attenuations and phase shifts using the high-fidelity antenna model of [15]. Thirdly, we report the results of this paper's generalized algorithm in which we apply the thirty-two complex weights to their corresponding array ports (each connected directly to a patch feed point).

The results listed in Table 4 indicate the improved algorithm of [1] drastically outperforms the traditional

Table 4: Achieved antenna gain and polarization characteristics in emitter directions

|  | Traditional Algorithm | Improved Algorithm | Generalized <br> Algorithm |
| :---: | :---: | :---: | :---: |
| Desired Emitter |  |  |  |
| G | 12.65 dB | 12.78 dB | 13.04 dB |
| $G_{e f f}$ | 12.63 dB | 12.76 dB | 13.02 dB |
| $L_{\text {pmm }}$ | 0.02 dB | 0.02 dB | 0.02 dB |
| $R$ | 1.137 | 1.149 | 1.159 |
| $\alpha$ | $63.53{ }^{\circ}$ | $63.87{ }^{\circ}$ | $19.53{ }^{\circ}$ |
| $s$ | $R$ | $R$ | $R$ |
| Undesired Emitter 1 |  |  |  |
| G | -2.64 dB | $-29.08 \mathrm{~dB}$ | -17.82 dB |
| $G_{e f f}$ | -2.72 dB | $-43.24 \mathrm{~dB}$ | -43.37 dB |
| $L_{\text {pmm }}$ | 0.09 dB | 14.16 dB | 25.56 dB |
| $R$ | 1.329 | 1.500 | 1.112 |
| $\alpha$ | $175.84^{\circ}$ | $21.21^{\circ}$ | $74.61^{\circ}$ |
| $s$ | $R$ | $L$ | $L$ |
| Undesired Emitter 2 |  |  |  |
| G | $-15.54 \mathrm{~dB}$ | $-25.83 \mathrm{~dB}$ | $-14.02 \mathrm{~dB}$ |
| $G_{e f f}$ | $-18.85 \mathrm{~dB}$ | -49.54 dB | $-50.95 \mathrm{~dB}$ |
| $L_{\text {pmm }}$ | 3.30 dB | 23.71 dB | 39.94 dB |
| $R$ | 30.488 | 1.140 | 1.029 |
| $\alpha$ | $143.22^{\circ}$ | $85.97{ }^{\circ}$ | $88.28^{\circ}$ |
| $s$ | $L$ | $L$ | $L$ |
| Undesired Emitter 3 |  |  |  |
| $G$ | -24.81 dB | $-32.59 \mathrm{~dB}$ | -25.67 dB |
| $G_{e f f}$ | $-30.32 \mathrm{~dB}$ | $-65.61 \mathrm{~dB}$ | $-76.45 \mathrm{~dB}$ |
| $L_{\text {pmm }}$ | 5.52 dB | 33.02 dB | 50.79 dB |
| $R$ | 4.333 | 1.046 | 1.006 |
| $\alpha$ | $30.03^{\circ}$ | $31.03{ }^{\circ}$ | $118.56{ }^{\circ}$ |
| $s$ | $L$ | $L$ | $L$ |

algorithm in nullsteering. Specifically, the improved algorithm yielded much lower effective gain (the most important figure of merit highlighted in yellow in Table 4) in each undesired emitter's direction. The improved algorithm also yielded modestly better beamforming as evidenced by its higher effective gain in the desired emitter's direction. The improved algorithm's performance advantage stems from complex weights calculated using high-fidelity quantitative data describing each element's apparent internal attenuations and delays which account for that element's inherent structure and the presence of the body and the other elements.

The results listed in Table 4 also indicate this paper's generalized algorithm yields even better nullsteering and beamforming than the improved algorithm. The generalized algorithm's performance advantage stems from the algorithm's high-fidelity calculation of complex weights for both ports of each dual-polarization element. Note that the generalized algorithm produced typically mod-
est performance advantages over the improved algorithm as compared to the conspicuous performance advantages the improved algorithm demonstrated over the traditional algorithm. The only exception to this was the significantly lower effective gain in the direction of undesired emitter 3-the interference source producing the highest spatial power density at the receive array's location.

Interestingly, for this example scenario, the generalized spatial-processing algorithm achieved its lower effective gains via combinations of higher total gain and much higher polarization-mismatch loss as compared to the improved spatial-processing algorithm's results. Note that the generalized algorithm's performance improvements require more advanced antenna elements to transmit and/or receive two nominally orthogonal polarizations, additional CES computations to characterize the extra port models, more computations to obtain the optimal complex weights, and a more complex receiver/spatial processor to modify and combine the additional signals.

## V. CONCLUSION

This paper generalized a recently improved spatialprocessing algorithm for arrays of potentially diverse antenna elements arbitrarily arranged on a body of arbitrary shape and material composition. Whereas the improved algorithm applied exclusively to arrays of single-port elements, the generalized algorithm supports arrays of dual-polarization antenna elements. Unlike traditional spatial-processing algorithms, the generalized algorithm requires high-fidelity far-field gain and polarization data in the directions of the desired and undesired communication nodes for both ports of each array element. Only a CES or sophisticated testing can provide such data since each element's data must account for the presence of the body and the other antenna elements. The generalized algorithm also requires the total gain and polarization characteristics of each desired and undesired communication node's antenna in the direction of the antenna array. After appropriate processing this information populates the parameters of recently developed high-fidelity antenna models (both transmit and receive modes). The generalized algorithm uses the populated antenna models to obtain a highly detailed expression for SIR which is mathematically compatible with the traditional technique for calculating the optimal complex weights. In an illustrative practical example simulated with high fidelity via a CES, the generalized spatial-processing algorithm outperformed both the improved algorithm and the traditional algorithm.

This paper's investigation and development suggest several potential avenues for additional, related work. Firstly, space-time adaptive processing [12-14] may exhibit improved performance after a
straightforward integration of this paper's high-fidelity spatial-processing technique. Secondly, in Section IV the generalized algorithm achieved its exceptional performance using double-precision computations to calculate complex weights having about fifteen significant digits in both their real and imaginary parts. However, some practical (e.g., legacy) systems can only effect much coarser control of signal amplitude and phase. Thus, an investigation of the generalized algorithm's performance under such limitations could help assess the breadth of the algorithm's practical applicability. Thirdly, adapting this paper's algorithm to arrays comprising arbitrary combinations of singlepolarization and dual-polarization elements represents a further yet straightforward generalization. Fourthly, one may adapt this paper's generalized algorithm to use antenna-element models with orthogonally circularly polarized components as described in [20, 21] rather than orthogonally linearly polarized components. Fifthly, the gain and polarization data describing the undesired emitters may not be available. In such cases we may still use the high-fidelity representation of (64) and (80), assuming the desired emitter's location and antenna properties are available. However, we must approximate (91) with sample-mean techniques [12]. A performance comparison of this suboptimal but practical technique with this paper's optimal but potentially impractical technique might characterize the degradation in results. Finally, Section IV's results suggest the generalized algorithm may rely on high polarization-mismatch losses (as opposed to low total gains) to achieve its exceptional effective null depths. Even a modest change in an undesired emitter's antenna polarization may yield significantly greater RFI penetration of the receiver/spatial processor. Some suitable algorithm modifications might produce lower total gains in the directions of the undesired emitters, perhaps at the expense of lower polarization-mismatch losses. Such a modified spatial-processing algorithm may increase the receive array's overall robustness to any variations in the undesired emitters' polarization states by making the algorithm less reliant on closely matching the array to polarization states antipodal to those of the undesired emitters.
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#### Abstract

In this work, design optimization process of a multi-band antenna via the use of artificial neural network (ANN) based surrogate model and meta-heuristic optimizers are studied. For this mean, first, by using Latin-Hyper cube sampling method, a data set based on 3D full wave electromagnetic (EM) simulator is generated to train an ANN-based model. By using the ANNbased surrogate model and a meta-heuristic optimizer invasive weed optimization (IWO), design optimization of a multi-band antenna for (1) $2.4-3.6 \mathrm{GHz}$ for ISM, LTE, and 5G sub-frequencies, and (2) $9-10 \mathrm{GHz}$ for X-band applications is aimed. The obtained results are compared with the measured and simulated results of 3D EM simulation tool. Results show that the proposed methodology provides a computationally efficient design optimization process for design optimization of multiband antennas.


Index Terms - Artificial Neural Network (ANN), multiband antenna, optimization, surrogate modeling.

## I. INTRODUCTION

With the rapid improvement in wireless communication systems, many systems with different standards, global system for mobile communications (GSM), universal mobile telecommunications system (UMTS), wireless local area network (WLAN) [1], have been developed in the last decades. Since each of the mentioned systems may require to operate in different frequencies, instead of having multiple antenna designs, it is more convenient to have an antenna with broadband or multi-band characteristics [2-5].

Many works had been proposed for achieving designs with multi-band characteristics using 3D printed multi-layer antenna [6], stacked designs with novel metamaterial [7], designs comprising two planar inverted F antenna (PIFA) elements integrated with two PIN diodes [8], alongside of unique designs such as starshaped patch and their performance evaluations [9].

However, optimization of such designs is a challenging problem where increases in the complexity of design for achieving multi-band characteristics would also increase the simulation duration of these designs. Ultimately, this leads designers to choose between using a coarse model for the design optimization process at the expense of accuracy or using a fine model at the expense of having a computationally inefficient design optimization process [10].

One of the commonly used methods proposed for achieving mentioned design optimization problem is to employ data-driven surrogate models for design optimization. Surrogate-based models have many applications such as parameter tuning [11, 12], statistical analysis [13-15], and multi-objective design [16-18]. Although there are a series of techniques that can be used for surrogate-based modeling such as polynomial regression [19], Kriging interpolation [20], radial basis functions [21], support vector regression [22], and polynomial chaos expansion [23], one of the commonly used technique is artificial neural networks (ANNs) [10, 24].

Herein, to achieve a computationally efficient design optimization process for designing a multi-band antenna, ANN-based surrogate modeling of an antenna design is studied. First, a 3D electromagnetic (EM)


Fig. 1. Flow chart of the proposed design optimization process.
simulation-based data set of the antenna design has been generated using the 3D full-wave EM-simulator tool. Here, a novel regression ANN algorithm, modified multi-layer perceptron (M2LP) $[25,26]$ is used for creating the mapping between input and output of the data set. After that, by using M2LP, a surrogate model of the design has been generated. Finally, the surrogate model is used alongside of a meta-heuristic optimization algorithm to achieve the desired antenna design. The general procedures of the study are presented in Figure 1.

## II. SURROGATE-BASED MODELING OF ANTENNA

## A. Proposed multi-band antenna and its data set

In this work, a microstrip antenna (Figure 2) with an E-shaped defected ground structure is taken for study to achieve the requested multi-band characteristics [27]. The antenna consists of a rectangular radiator, a $50-\Omega$ microstrip feed line, and a ground plane. An E-shaped defected ground structure had been placed in the ground layer to tune the resonance frequency of the design without increasing the overall size of the antenna.

In Table 1, the variable space of data set belonging to the proposed antenna design has been presented alongside of their upper and lower limitations. In order to reduce the total number of design variables, some of the design parameters are taken as constants. $S 1=$ $2 \times W 1, S 5=S 2+2 \times S 6, W 2=11.6(\mathrm{~mm})$, and $L 2=$ $3(\mathrm{~mm})$ for having a transmission line with $50-\Omega$ for FR4 substrate, and $S 3=0.5(\mathrm{~mm})$. Furthermore, in order to have a computationally efficient modeling, the number

Table 1: Design variables and their variation limits

| Variable | Min | Max |
| :---: | :---: | :---: |
| $\boldsymbol{W} \mathbf{1}$ | 15 | 25 |
| $\boldsymbol{L} \mathbf{1}$ | 10 | 20 |
| $\boldsymbol{S} \mathbf{S 4}$ | 5 | 15 |
| $\boldsymbol{S}$ | 10 | 20 |
| $\boldsymbol{S} 7$ | 2 | 8 |

of training samples should be low as much as possible. For this mean, instead of using traditional linear sampling which might end up making the required training samples size up to thousands, Latin-Hyper cube sampling (LHS) method is used for generating design samples from the ranges given in Table 1. By using LHS, a training data set with 500 samples and a test data set with 100 samples had been generated to be used for training the proposed surrogate model. The frequency range is $1-10 \mathrm{GHz}$ with a step size of 0.1 .

## B. ANN-based surrogate model

In this sub-section, the generated data set is used for creating a surrogate model to create a mapping between the given input parameters in Table 1 and scattering parameters of the proposed antenna design. Herein, in order to compare the performance of the M2LP model, traditional counterpart and commonly used state-of-theart regression algorithms in literature such as (1) multilayer perceptron, (2) support vector regression machine [22], (3) gradient boosted tree [28], (4) Keras deep residual neural network regressor [29], and (5) Gaussian process regression [30] are taken into consideration. The performance of the mentioned methods is presented in Table 2. The given performance belongs to the $k$-fold validation results where $k=5$. Furthermore, for checking the overfitting performance of the models, the holdout performance of the models evaluated using 100 sample test data sets are presented. The given values are calculated using relative mean error (RME) metric:

$$
\begin{equation*}
\mathrm{RME}=\frac{1}{N} \sum_{i=1}^{N} \frac{\left|T_{i}-P_{i}\right|}{\left|T_{i}\right|} \tag{1}
\end{equation*}
$$



Fig. 2. Schematic of the proposed multi-band antenna.

Table 2: Performance results of surrogate models

| Model | HP | $\boldsymbol{K}$-fold/holdout |
| :--- | :--- | :---: |
| MLP | Two layers with 20 and <br> 30 neurons | $5.8 \% / 6.8 \%$ |
| SVRM <br> [22] | Epsilon SVR, Epsilon $=$ <br> 0.1, with radial basis <br> kernel | $7.1 \% / 8.5 \%$ |
| Gradient <br> boosted <br> tree [28] | Learning rate of 0.02 <br> 6250 number of <br> estimators and depth of 5 | $6.6 \% / 7.5 \%$ |
| Keras <br> deep <br> residual <br> neural <br> network <br> regressor | Two layers: 512, 512 <br> units <br> [29] | $4.8 \% / 5.3 \%$ |
| Gaussian <br> process <br> regres- <br> sion [30] | Kernel function <br> "matern5/2," prediction <br> method of block <br> coordinate descent with <br> block size of 1500 | $4.4 \% / 5.2 \%$ |
| M2LP | Depth size of 2, initial <br> neuron number of 32 | $3.9 \% / 4.8 \%$ |

Here, $T_{i}$ is the $i$ th sample targeted value, $P_{i}$ is the $i$ th sample predicted value, and $N$ is the total number of tested samples over the given operation frequency.

As it can be seen from the table, the M2LP method achieves better $k$-fold and holdout performance compared to other counterpart algorithms where both of the metrics are less than $5 \%$. Thus, the M2LP does not fall into overfitting while having a good validation error. Thus, from now on, M2LP will be used as the surrogate model of the antenna for the design optimization process.

## III. STUDY CASE: DESIGN OPTIMIZATION USING ANN-BASED SURROGATE MODEL

Herein, for the determination of optimal design variables of the proposed multi-band antenna, a populationbased meta-heuristic optimization algorithm, invasive weed optimization (IWO) [31], has been used (Figure 3). IWO is inspired from the behavior of weed colonies, in which the population members are in search of an optimal environment to live [31]. Some of the applications of IWO in design optimization of microwave antennas can be named as aperiodic planar thinned array antennas [32], the shape of non-planar electronically scanned arrays [33], directivity maximization of uniform linear array of half-wavelength dipoles [34], low-pass elliptic filter [35], reflector antenna [36], design of a compact step impedance transmission line low-pass filter [37], and design optimization of di-electric loaded horn


Fig. 3. Flow chart of the IWO search.

Table 3: Optimally selected design values in [mm]

| $\boldsymbol{W} \mathbf{1}$ | 19 | $\boldsymbol{S 4}$ | 13.8 |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{L} \mathbf{1}$ | 15 | $\mathbf{S 6}$ | 3.6 |
| $\boldsymbol{S 2}$ | 8.5 | $\boldsymbol{S 7}$ | 5.5 |



Fig. 4. Simulated results of multi-band antenna.
antennas [38]. The search protocol of the IWO algorithm is driven by cost function defined in the following equation:

$$
\begin{equation*}
\mathrm{Cost}=\sum_{f_{\min _{1}}}^{f_{\max _{1}}} \frac{C_{1}}{\left|S_{11_{i}}(f)\right|}+\sum_{f_{\min _{2}}}^{f_{\max _{2}}} \frac{C_{2}}{\left|S_{11_{i}}(f)\right|} \tag{2}
\end{equation*}
$$

Here, $C$ values are weighing coefficients of cost function sub-criteria. Since, in this work, the importance of each of the bands is equal, these coefficients are taken equally as $C_{1}=C_{2}=1$. Here, the goal is to maximize both of the $S_{11}$ values in the given frequency ranges. The aimed operation bands of the multi-band antenna are taken as: (1) 2.4-3.6 GHz for ISM, LTE, and 5 G sub-frequencies; (2) 9-10 GHz for X-band applications.

In Table 3, the optimally selected design variables obtained from IWO algorithm are presented.

The results obtained using the proposed M2LPbased optimization technique had been compared with the simulated results of 3D full-wave EM simulator CST (Figure 4).


Fig. 5. The prototyped multi-band antenna.

## IV. FABRICATION AND MEASUREMENT

For justification of the proposed designed methodology, the designed antenna in the previous section had been prototyped (Figure 5). The measurement devices (a network analyzer with a measurement bandwidth of 9 KHz to 13.5 GHz , and LB-8180-NF broadband horn antenna of $0.8-18 \mathrm{GHz}$ as reference antenna) available in Microwave Laboratories of Yildiz Technical University had been used.


Fig. 6. Measured (a) maximum gain and (b) scattering parameters, over the operation band.

In Figure 6, the measured results of maximum gain over frequency and scattering parameter of prototyped antenna are presented. As it can be seen from the figure, the measured performances of the antenna are in agreement with the simulated results obtained in previous sections.

## V. CONCLUSION

Herein, by using surrogate-based modeling technique, a computationally efficient design optimization of a multi-band microstrip antenna has been achieved. Toward this end, a M2LP regression model is used alongside of a meta-heuristic optimization algorithm IWO to determine the optimal design variables for selected operation bands of ISM, LTE, 5G sub-frequencies, and X-band applications. The obtained optimal design performance had been compared with both the simulated results from the 3D full-wave EM simulator tool and measured results of the prototyped antenna. Thus, in this work, computationally efficient design optimization process for having a multi-band microstrip antenna is achieved via the use of a novel regression model M2LP and a meta-heuristic optimization algorithm IWO.
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#### Abstract

In this paper, a new method based on characteristic mode analysis for designing wide-beam antennas is proposed. According to theory of characteristic modes, the total radiation pattern is the linear combination of modal currents. The phase of the excitation coefficient is demonstrated to be the characteristic angle. To get a wide-beam pattern, a fundamental mode and an even mode are selected to be excited and combined. The method is verified by the proposed antenna. First, two modes are selected based on characteristic mode analysis. Then the modes are excited separately using different feeding networks. Lastly, a 1 -to-3 power divider is proposed to combine the feeding networks. The proposed antenna has a $3-\mathrm{dB}$ beamwidth of over $200^{\circ}$ in both $45^{\circ}$ and $135^{\circ}$ planes. The results have shown that the proposed antenna is suitable for a wide range of detection applications.


Keywords - Beamwidth, characteristic modes, widebeam antennas.

## I. INTRODUCTION

Microstrip antennas have been widely used in many communication systems such as mobile phones, satellite navigation systems, vehicular communication systems, and radar systems. In some cases, a wide beamwidth (half-power beamwidth, HPBW) is required to implement particular applications. For instance, in satellite navigation systems, each satellite is required to cover $120^{\circ}$ in order to receive the satellite signal quickly [1]. Also, antennas on vehicles should be aware of its nearby situations; thus, the beamwidth needs to be larger than $150^{\circ}$ in the horizontal plane [2]. Detection systems are used for vital signs testing after disasters like earthquakes and fires as well as human body induction for
smart lights. Those applications need a wide detection range; so the antennas of the system need to be widebeam.

There are many ways to enhance the $3-\mathrm{dB}$ HPBW. In [3], the beamwidth of the microstrip patch is broadened by induced vertical currents on the vertical metal walls between the substrate and the ground. The vertical currents can generate a horizontal omnidirectional beam; thus, the outer side of the beam is enhanced. In recent years, some structures based on loading vias on microstrip patches have been proposed in the literature. As reported in [4], the HPBW is improved by decreasing the width of the equivalent slot between the microstrip patches. Based on a similar approach, beamwidth on both E- and H-planes can be extended by adding parasitic patches on both sides of the patch [5]. In [6], a microstrip patch with a blind-via fence has improved the beamwidth a little. In [7], the beamwidth and bandwidth are improved by placing three metallic posts inside the dielectric resonator. For a magnetoelectric tapered-slot antenna proposed in [8], ME modes of multiple slots in the TSA are used to improve the HPBW. Above all, there are plenty of ways to achieve a wide beamwidth, but the design techniques are based on instincts and inspirations of antenna developers, and none of the antennas are designed by clear and structural steps.

Characteristic mode analysis (CMA) is a method of modal decompositions originally proposed by Garbacz [9] and established as a complete theory based on the method of moments (MoM) by Harrington and Mautz [10, 11]. Due to limited computing speed, the theory had not been regarded as an antenna designing tool until 21st century. In 2007, Cabedo-Fabres [12] summarized her works on CMA and showed that CMA can be used as an insight of physical understanding to design antennas.

Later, researchers have found that CMA can be used to design various types of antennas such as wideband antennas [13, 14], circularly polarized antennas [15], high-gain antennas [16], multi-band antennas [17-19], and high polarization purity antennas [20]. Among the possible structures of antennas, metasurfaces are highly suitable for CMA [14, 17, 19, 20]. However, no work related to wide-beam antenna design using CMA has been reported. As there are many advantages in its nature, CMA is a good candidate for designing wide-beam antennas rigorously.

In this paper, a wide-beam metasurface antenna is designed using CMA. A novel method called modal pattern combination is proposed to design wide-beam antennas with physical insights of the antenna operating mechanisms. Section II introduces theory of characteristic modes (TCM) and the proposed theory of modal pattern combination is derived by analyzing the basic parameters of characteristic modes. A simple example of rectangular patch antenna is provided to show a practical prospect of the proposed theory. Section III describes the proposed wide-beam antenna from CMA to feeding network design. Finally, Section IV concludes the paper.

## II. THEORY OF MODAL PATTERN COMBINATION

## $A$. Theory of characteristic modes

The core of the TCM is to solve the generalized eigenvalue problem [10]:

$$
\begin{equation*}
X\left(J_{n}\right)=\lambda_{n} R\left(J_{n}\right) \tag{1}
\end{equation*}
$$

The solution of the generalized eigenvalue problem is the doublet $\left(\lambda_{n}, J_{n}\right)$. The resulting current of the antenna structure with a specific excitation can be expressed as a linear combination of the characteristic currents $J_{n}$. According to the TCM [10]:

$$
\begin{equation*}
J=\sum_{n} \frac{V_{n}^{i} J_{n}}{1+j \lambda_{n}}=\sum_{n} \alpha_{n} J_{n} \tag{2}
\end{equation*}
$$

where coefficient $\alpha_{n}$ is called the modal weighting coefficient (MWC) of mode $n$. The denominator is only relevant to the eigenvalues $\lambda_{n}$ of the modes; so it does not depend on the excitations and can be considered as the intrinsic characteristic of the modes. Thus, the modal significance (MS) is defined as

$$
\begin{equation*}
\mathrm{MS}_{n}=\left|\frac{1}{1+j \lambda_{n}}\right| \tag{3}
\end{equation*}
$$

The numerator $V_{n}^{i}$ of $\alpha_{n}$ is called the modal excitation coefficient (MEC) of mode $n$, which is defined as

$$
\begin{equation*}
V_{n}^{i}=\oint_{s} J_{n} \cdot E^{i} d s \tag{4}
\end{equation*}
$$

where $E^{i}$ is the incident $E$ field that excites the antenna structure. Thus, the MEC is relevant to the excitation. If the excitation $E^{i}$ is orthogonal to a mode, then the mode is suppressed; otherwise, the mode is excited.

MWC is obviously a complex quantity; it has both magnitude and phase. The previously discussed definitions are all about the magnitude of the excitation properties, but the phase properties are also important in CMA.

## B. The phase of the modal weighting coefficients

To solve the integral equation in reality, the generalized eigenvalue problem (1) is transferred into a matrix generalized eigenvalue problem. As the antenna structure is meshed, the characteristic currents can be expressed as the linear combination of the basis functions $W_{j}$ (usually RWG functions [21])

$$
\begin{equation*}
J_{n}=\sum_{j} I_{j} W_{j} \tag{5}
\end{equation*}
$$

After the decomposition, the task of solving eqn (1) can be turned into solving [11]

$$
\begin{equation*}
[X][I]_{n}=\lambda_{n}[R][I]_{n} \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& \left.[R]=\left[<W_{i}, R W_{j}\right\rangle\right]  \tag{7}\\
& {[X]=\left[\left\langle W_{i}, X W_{j}\right\rangle\right]} \tag{8}
\end{align*}
$$

Eqn (6) is a symmetric weighted matrix eigenvalue equation [11]. The solution of the equation is real; therefore, the calculated modal currents are real. In real implementations, the incident field $E^{i}$ is always a real value on the mesh elements of the antenna structure. As a result, the MECs given by eqn (4) are real.

Then it is concluded that the phase of the MWCs depends only on its nominator. We can express it as a phasor:

$$
\begin{equation*}
1+j \lambda_{n}=\frac{1}{\mathrm{MS}} \cdot e^{j \cdot \arctan \lambda_{n}} \tag{9}
\end{equation*}
$$

The characteristic angle (CA) of a mode is defined as

$$
\begin{equation*}
\mathrm{CA}=\pi-\arctan \lambda_{n} . \tag{10}
\end{equation*}
$$

Thus, we can rewrite the MWC as

$$
\begin{equation*}
\mathrm{MWC}_{n}=\alpha_{n}=-V_{n}^{i} \cdot \mathrm{MS} \cdot e^{j \cdot \mathrm{CA}} \tag{11}
\end{equation*}
$$

So, the phase of the MWCs is the same as CAs of the same mode. This result is very important in the combination of modal patterns.

## C. Modal pattern combination

The modal $E$ field $E_{n}$ of mode $n$ is given by [10]

$$
\begin{equation*}
E_{n}=\frac{-j \omega \mu}{4 \pi r} e^{j k r} F_{n}(\theta, \varphi) \tag{12}
\end{equation*}
$$

where $F_{n}(\theta, \varphi)$ are the modal radiation patterns. The coefficient of eqn (12) does not change with a given structure and a given excitation. When we compute the combination of the modal $E$ fields

$$
\begin{equation*}
E=\sum_{n} \alpha_{n} E_{n}=\frac{-j \omega \mu}{4 \pi r} e^{j k r} \sum_{n} \alpha_{n} F_{n}(\theta, \varphi) \tag{13}
\end{equation*}
$$

the modal radiation patterns $F_{n}(\theta, \varphi)$ are correspondingly combined with the same weighting coefficients. According to [10], the weighting coefficients of modal $E$
fields are the same as the weighting coefficients of characteristic currents, i.e., the MWCs $\alpha_{n}$.

Thus, we can get the desired radiation pattern by controlling the MWCs.

## D. Modal pattern combination of a rectangular patch antenna

It is useful to begin with a simple structure, as a square patch has many typical characteristic modes. The simulated model is shown in Figure 1. For simplicity, infinite substrate length is used in the simulation to avoid dielectric modes. CMA is performed on the patch using the commercial software Altair FEKO [22] and results are shown in Figures 2-4. CA is directly related to the eigenvalue. It has the advantage of preserving the phase information of the modes compared to the MS. The resonant point of a mode is on the $180^{\circ}$ horizontal line of the graph and the resonant bandwidth $(\mathrm{MS}=0.707)$ of a mode is defined within the region $135^{\circ}=\mathrm{CA}=225^{\circ}$. Figure 2 shows the CAs of the square patch. The two


Fig. 1. Simulation configuration of the square patch. The size of the patch $L_{p}=6.6 \mathrm{~mm}$.


Fig. 2. Characteristic angle of the square patch.


Fig. 3. Modal patterns of the square patch.


Fig. 4. Modal currents of the square patch.
fundamental modes, mode 1 and mode 2 , are a pair of degenerated modes that resonate at 9.52 GHz . Other modes are higher-order modes each with a null point at the center of its modal pattern, as shown in Figure 3.

As a wide beamwidth is required, exciting one of the existing modes is not enough. The HPBW of mode $1 / 2$ is only $134.1^{\circ}$ in the E-plane and $83.9^{\circ}$ in the H-plane. Thus, a modal combination is needed to achieve a wider beamwidth. Several possible combinations of modal patterns are shown in Figure 5. These combined patterns are calculated by a FEKO Lua script that performs the scalar


Fig. 5. Some combined modal patterns of the square patch.


Fig. 6. Normalized E-plane and H-plane patterns of $P_{1}+P_{5}$.
linear combination of modal patterns. In Figure 5(a), we can see that the combined pattern of the two degenerated fundamental modes $P_{1}$ and $P_{2}$ is simply a rotation of the modal pattern. This result can be seen as the pattern generated by a combined vector current distribution of the modal currents $J_{1}$ and $J_{2}$.

On the other hand, the combination of a fundamental mode with a perfect unidirectional pattern and a higherorder mode with an omnidirectional pattern leads to a pattern with wide beamwidth, as shown in Figures 5(b) and (c). Obviously the HPBWs of $P_{1}+P_{5}$ in both E-plane and H-plane are wider than $P_{1}+P_{3}$, as the maximal direction of the omnidirectional pattern of $P_{5}$ is closer to the horizontal plane. The simulated E- and H-plane patterns are shown in Figure 6. The HPBW of E- and H-plane patterns are $170.2^{\circ}$ and $156.2^{\circ}$, with increases of $36.1^{\circ}$ and $72.3^{\circ}$ in both E- and H-planes, respectively. Due to the simulation configuration of infinite ground, the radiation patterns are restricted above the ground plane; thus, the HPBW cannot exceed $180^{\circ}$.

To summarize, with the combination of an omnidirectional pattern, a pattern with a wider beamwidth can be achieved. The only problem is to excite both the fundamental and the higher-order omnidirectional modes at the same time. It is difficult to excite both mode 1 and mode 5 properly, as mode 5 resonates at a far high frequency. Thus, the antenna structure should be changed to let both modes resonate at the desired frequency. In Section III, we propose a wide-beam metasurface antenna using the illustrated method.

## III. WIDE-BEAM METASURFACE ANTENNA DESIGN

## A. Characteristic mode analysis

To design a wide-beam antenna, a metasurface composed of $3 \times 3$ square patches is used as the radiating structure, as shown in Figure 7. The CMA is performed on the metasurface over an infinite grounded substrate. All the modal characteristics are calculated under the commercial software Altair FEKO [22]. Some important modal patterns of the metasurface are shown in Figure 8.

Modes 1 and 2 are degenerated fundamental modes of the $3 \times 3$ metasurface. They are horizontally polarized


Fig. 7. Characteristic angle plot of the $3 \times 3$ metasurface. $L_{p}=6.4 \mathrm{~mm}, W_{s l}=1.2 \mathrm{~mm}$.


Fig. 8. Some modal patterns of the $3 \times 3$ metasurface.
$\left(\mathrm{TM}_{310}\right)$ and vertically polarized, respectively $\left(\mathrm{TM}_{130}\right)$. mode 3 is a mode with converging or diverging currents, whose pattern is omnidirectional but not as uniformly as the corresponding mode of a square patch. Mode 4 is also an omnidirectional mode, but its modal current is more irregular and harder to exploit. Other modes are less important in generating a radiation pattern with high quality. For example, the two third-order modes shown in Figures 8(e) and (f) have relatively larger sidelobes which can only cause distortions in the resulting pattern. As discussed earlier in Section II, a wide-beam pattern is achieved by combining a unidirectional mode and an omnidirectional one. In this case, mode 1 (or mode 2) and mode 3 are chosen to be excited. The combination effect can be shown in Figure 9. The resulting HPBWs in E- and H-planes are $141.3^{\circ}$ and $140.7^{\circ}$. Thus, the metasurface is suitable for a wide-beam antenna.

The corresponding characteristic currents of the metasurface are shown in Figure 10. To excite two


Fig. 9. Modal pattern combination of the $3 \times 3$ metasurface.


Fig. 10. Some modal currents of the $3 \times 3$ metasurface.
modes at the same time, we use the superposition principle. First, the feeding networks that excite single mode 1 and mode 3 are designed separately, and then a divider is designed to combine two feeding networks. These works are expressed in detail in the following sections.

## B. Design of unidirectional mode antenna

The modal currents of mode 1 in Figure 10(a) are to be excited. The currents on nine subpatches are all parallel to the $x$-axis, along one edge of each patch. Therefore, the coupling slot is placed under the center of the metasurface perpendicular to the currents, in order to excite the fundamental mode. From Figure 11, the comparison between the modal and the excited currents and patterns show that mode 1 is successfully excited. The simulated gain of the antenna is 9.77 dBi at $\theta=0^{\circ}$, but when $|\theta|>60^{\circ}$, the gain is under 0 dBi , which can hardly be used in wide-beam applications.

## C. Design of omnidirectional mode antenna

However, the higher-order omnidirectional mode is harder to exploit. The surface currents of mode 3 are not uniform, and they all point to the center. Compared to the surface currents of other modes, the current directions on the four corner patches are unique. Aiming at the corner patches of the metasurface, the feeding slot is designed to be a ring cut into four pieces. Due to the


Fig. 11. The comparison between excited currents and modal currents of unidirectional mode 1. (a) Excited currents. (b) Modal currents $J_{1}$. (c) Excited pattern. (d) Modal pattern $P_{1}$.
relative symmetric positions of the corner patches, the modal currents on the corner patches are nearly identical in magnitude. So, the exciting magnitude and phase of the feeding network should be the same. For simplicity, a simulation model with two ports and two 1-to-2 dividers are used, as shown in Figure 12(c).

The simulation results of the excited omnidirectional mode are shown in Figure 13. The results have shown that the omnidirectional mode is excited successfully by the feeding network. Note that the pattern of the excited mode can have beams greater than $90^{\circ}$ and less than $-90^{\circ}$ because of finite ground.

## D. Design of wide-beam antenna with combined modes

As analyzed in Section II, a wide-beam pattern can be achieved by combining mode 1 and mode 3 . Thus, the desired wide-beam pattern can be obtained by combining the feeding networks in Sections III.B and III.C. To combine the two feeding networks, an unequal three-way power divider is needed. The proposed feeding network is shown in Figure 14(b). The omnidirectional pattern is excited by four symmetric slots with the same magnitude and phase; therefore, the two corresponding ports should have the same magnitude and phase output. The power divider is evolved from a normal two-way divider with a coupled microstrip between the branches, as shown in Figure 14(a). Power flows into Port 2 by coupling between Port 2 and Port 3/4. To further enhance the power


Fig. 12. Simulation configuration and gain of the metasurface antenna with mode 1 and mode 3 excited individually. (a) Simulation configuration of the excited mode 1. (b) Gain of the excited mode 1. (c) Simulation configuration of the excited mode 3. (d) Gain of the excited mode 3.
flowing into Port 2, a connection is added to Port 2, as shown in Figure 14(b). The simulated $S$ parameters of the divider are shown in Figure 15. The magnitude ratio between $S_{21}$ and $S_{31}$ is $1.1: 1$ and the phase difference is relatively stable within $9-11 \mathrm{GHz}$.

The configuration of the proposed antenna is shown in Figure 16. The feeding network is a combination of the three-way unequal power divider and the feeding networks of the individually excited modes. According to the superposition principle, the result of the combined feeding network can be seen as a linear combination of the two antennas in Sections III.B and III.C. The amplitude of the combination is determined by the unequal power divider and the phase difference between ports can be tuned by the lengths of the feeding branches. The return losses of the combined antenna compared with single mode antennas are shown in Figure 17.

The simulated radiation pattern is shown in Figure 18. The $3-\mathrm{dB}$ beamwidth of the $45^{\circ}$ and $135^{\circ}$ planes are $200.9^{\circ}$ and $200.6^{\circ}$, respectively. The beamwidth of E - and H-planes suffered some loss because of the coupling and unideal characteristics of the combination. On the other hand, the beamwidths in $45^{\circ}$ and $135^{\circ}$ planes are increased but with an asymmetric pattern. The $\left|S_{11}\right|$ bandwidth is $9.81-10.27$ $\mathrm{GHz}(4.6 \%)$. The maximum gain of the wide-beam antenna is 4.25 dBi , which is slightly larger than the


Fig. 13. The comparison between excited currents and modal currents of unidirectional mode 3. (a) Excited currents. (b) Modal currents $J_{3}$. (c) Excited pattern. (d) Modal pattern $P_{3}$.


Fig. 14. Power divider configuration of the proposed antenna. (a) Divider 1. (b) Proposed divider.


Fig. 15. $S$ parameters of the unequal power divider. (a) Magnitudes of $S_{11}, S_{21}, S_{31}$, and $S_{41}$. (b) Phase difference between $S_{21}$ and $S_{31}$ with varied length $l_{p 2}$ of the microstrip line connected to port 2.
omnidirectional antenna. Overall, a wide-beam pattern is successfully obtained.

Table 1 Comparisons among the proposed metasurface antenna and related antennas

| Ref | Type | Size $\left(\boldsymbol{\lambda}^{3}\right)$ | HPBW (E-/H-plane) | Ground size $\left(\mathbf{m m}^{2}\right)$ | HPBW/ground <br> size E-/H-plane) $\left({ }^{\circ} / \mathbf{m m}^{2}\right)$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $[1]$ | MS ring | $0.54 \times 0.54 \times 0.11$ | $140^{\circ} /-$ | $\pi \times 68 \times 68$ | $0.0096 /-$ |
| $[3]$ | MS | $0.63 \times 0.63 \times 0.21$ | $236^{\circ} / 124^{\circ}$ | $27 \times 27$ | $0.324 / 0.170$ |
| $[4]$ | MS | $1.17 \times 1.87 \times 0.03$ | $140^{\circ} /-$ | $125 \times 200$ | $0.0056 /-$ |
| $[5]$ | MS | $0.52 \times 0.52 \times 0.03$ | $135^{\circ} / 132^{\circ}$ | $32.1 \times 32.1$ | $0.131 / 0.128$ |
| $[6]$ | MS | $0.19 \times 0.19 \times 0.07$ | $107^{\circ} / 105^{\circ}$ | $170 \times 170$ | $0.0037 / 0.0036$ |
| $[7]$ | DRA | $2.0 \times 2.0 \times 0.16$ | $168^{\circ} / 177^{\circ}$ | $40 \times 40$ | $0.105 / 0.111$ |
| $[8]$ | ME TSA | $0.73 \times 0.67 \times 0.03$ | $135^{\circ} /-$ | - | - |
| This work | MTS | $\mathbf{1 . 4} \times \mathbf{1 . 4} \times \mathbf{0 . 0 7}$ | $200^{\circ} / 200^{\circ}\left(45^{\circ} / 135^{\circ}\right)$ | $\mathbf{4 2} \times \mathbf{4 2}$ | $0.113 / 0.113\left(45^{\circ} / 135^{\circ}\right)$ |



Fig. 16. Simulation configuration of the proposed antenna. (a) 3D view. (b) Top view. (c) Bottom view.


Fig. 17. Return loss $\left(S_{11}\right)$ of the metasurface antenna.

Comparisons among the proposed antenna and related wide-beam antennas are given in Table 1. As shown in the table, low-profile structures using microstrip structures with grounding vias in [4-6] and magneto-electric tapered slot antenna in [8] can hardly generate a wide-beam pattern above $140^{\circ}$. Structures with wider beamwidths in [3, 7] have higher profiles $h>0.1 \lambda$. The resulting HPBW is larger than most of the structures. Compared with the dielectric resonator


Fig. 18. Gain of the proposed antenna.
antenna (DRA) in [7], metasurface structures based on microstrips are easy to fabricate and have smaller size.

## IV. CONCLUSION

A low-profile wide-beam metasurface antenna for detection purpose has been proposed. The 3-dB beamwidth of the $45^{\circ}$ and $135^{\circ}$ planes are $200.9^{\circ}$ and $200.6^{\circ}$, respectively. The maximum gain of the widebeam antenna is 4.25 dBi . The results have shown that the proposed antenna is capable of detection applications near 10 GHz .
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#### Abstract

Additively manufactured graded index lenses, such as the Luneburg lens, often result in some degree of uniaxial anisotropy in the effective permittivity distribution. A uniaxially anisotropic Luneburg lens modifies the polarization state of an incident electromagnetic field, thus giving rise to a polarization mismatch at the receiving antenna. Using 3D finite element simulation, the lens focal point polarization is analyzed and a model that fits the simulation data is created. The model allows prediction of polarization mismatch loss given any incident field and any receiving antenna polarization without resorting to further time-consuming simulations.


Index Terms - Anisotropic lens, finite element analysis, Luneburg lens, 3D printing.

## I. INTRODUCTION

Numerous researchers have reported on the use of sub-wavelength unit cells as fundamental building blocks to additively manufacture graded index components such as the Luneburg lens [1-9]. In these accounts, a 3D printer dispenses precise amounts of material within each unit cell volume, thus controlling the effective permittivity of the cell. Depending upon the complexity of the design, certain fabrication techniques and cell geometries are best suited in terms of manufacturability. Figure 1 provides sketches of two successful unit cell geometries that have been implemented. In (a), the researchers employ a lattice of ultraviolet-curable polymer cubes with interconnecting rods [3], and, indeed, this design is isotropic. The implementation uses a polymer-jetting technique that requires an interposed water-soluble polymer that supports the lattice as it is being printed. This material must then be thoroughly flushed out of the part before use. For complex or large designs with small unit cells, this flushing process of removing support material

(a)

(b)

Fig. 1. Unit cell geometries that have been created for 3D printing of graded index components. (a) UV-curable polymer cubes with interconnecting rods and (b) planer unit cell. A indicates the size of the unit cell, which is much smaller than the free-space wavelength at the intended operating frequency
may be problematic. Furthermore, the UV curable polymers used in polymer-jetting have significantly higher loss tangents than thermoplastics [10]. For large designs, this results in an appreciable reduction in radiation efficiency. In (b), the authors in [1, 2] overcome these difficulties by using a planar unit cell, which is printed from a filament of melted thermoplastic, in a process known as fused deposition modeling. This technique produces a cost-effective, low loss, and sturdy design, without the need for a support material. However, the planar unit cell is uniaxially anisotropic. This anisotropy has been recognized by the authors in [1, 2], but its impact on lens performance has yet to be investigated.

Thus, this work uses 3D finite element simulations and post-processing to examine the performance impact of this unit cell anisotropy. A model is created to fit the field at the focal point, which then enables prediction of polarization state without further finite element simulation. The outline for the subsequent portion of the paper
is as follows. Section II discusses the simulation environment, including an analysis of error. Section III provides the details of the anisotropy model that is incorporated into the simulations. Section IV develops the simplifying focal point model and Section V applies this model to predict polarization loss. Section VI then discusses the primary results.

## II. SIMULATION ENVIRONMENT

The MATLAB partial differential equation (PDE) toolbox [11] is used to perform 3D finite element analysis of an anisotropic Luneburg lens illuminated by a monochromatic uniform plane wave. The toolbox is used to mesh the computational domain composed of the lens and free space and solve for the scattered field. Upon completion, the scattered field is summed with the incident field to obtain the total field solution [12].

The computational domain is meshed using tetrahedral elements that have a maximum edge length of $l_{\max } \leq$ $0.1 \lambda$, where $\lambda$ is the free-space wavelength of the incident field. The computational domain is bounded by a sphere of radius $r_{b}=r_{l}+0.5 \lambda$ that is concentric around the lens of radius $r_{l}$. A first-order absorbing boundary condition [12] is used over the bounding spheres surface. Due to the rotational symmetry of the lens about the $z$-axis, the direction vector $\vec{k}$ of the incident field is confined to the $x, z$ plane. The sketch in Figure 2 identifies the geometry of the simulation scenario excluding the outer spherical boundary, and a summary of simulation parameters is provided in Table 1.

Referring to the solver category in Table 1, lsqr() and equilibrate() are both core MATLAB functions designed


Fig. 2. Incident plane wave, lens, and focal point.

Table 1: Simulation parameters

| Category | Parameter | Value |
| :--- | :--- | :--- |
| Model | Frequency | 15 GHz |
|  | Plane wave polarization | Left hand circular |
|  | Domain radius | $r_{l}+0.5 \lambda$ |
|  | Boundary conditions | First-order <br> absorbing |
| Mesh | Max. edge length | $0.1 \lambda$ |
|  | Nodes per element | 4 |
|  | Growth rate | 1.5 |
| Solver | Type | Tolerance |
|  | Matrix conditioning | $0.1 \times 10^{-3}$ |

Table 2: Evaluation of simulation error with isotropic reference lens

| $r_{l}$ | $\angle E_{\phi}-\angle E_{\theta}-90^{\circ}$ | $\left\|E_{\phi}\right\| /\left\|E_{\theta}\right\|-1$ |
| :--- | :--- | :--- |
| $2.5 \lambda$ | $+3.37^{\circ}$ | +0.011 |
| $3.5 \lambda$ | $-2.25^{\circ}$ | -0.017 |
| $5.0 \lambda$ | $-1.21^{\circ}$ | +0.001 |
| RMS error | $2.44^{\circ}$ | 0.012 |

to operate on sparse matrices. 1 sqr() implements the least squares method to solve the linear matrix equation $A x=b$ for $x$. equilibrate(A) is used to the transform the linear system into an equivalent system that is very stable, prior to solution with 1sqr(). Although the PDE toolbox provides solvepde() for this purpose, the underlying solveStationary() routine is not suitable for large problems, and in such cases, it is necessary to substitute an iterative solver such as gmres() or 1 sqr() . For the problems in this study, it was found that lsqr() performed the best. Another PDE toolbox function that is very useful is createPDEResults(). This utility function packs the solution $x$ into a structure that is identical to that returned by solvepde(). Drop-in compatibility is achieved by invoking this function before returning from a custom solver routine which may itself call either gmres() or lsqr().

Parameters $l_{\text {max }}$ and $r_{b}$ have been chosen after experimentation, with the intent of striking a balance between solution fidelity and simulation efficiency. This experimentation includes evaluating isotropic reference lens simulations, which are shown in Table 2.

In this evaluation, three isotropic lenses of varying radii are illuminated with a left hand circularly polarized (LCP) plane wave. Given the incident field is LCP, the phase difference $\angle E_{\phi}-\angle E_{\theta}$ at the focal point should precisely be equal to $90^{\circ}$, and the polarization ratio $\left|E_{\phi}\right| /\left|E_{\theta}\right|$ should precisely be equal to 1.0 . However, since $r_{b}<\infty$ and $l_{\text {max }}>0$, the observed root mean square (RMS) error is $2.44^{\circ}$ in phase and 0.012 in polarization ratio.

Table 3: Evaluation of simulation error with polar illumination of anisotropic lens

| $r_{l}$ | $\angle E_{\phi}-\angle E_{\theta}-90^{\circ}$ | $\left\|E_{\phi}\right\| /\left\|E_{\theta}\right\|-1$ |
| :--- | :--- | :--- |
| $2.5 \lambda$ | $-0.43^{\circ}$ | +0.013 |
| $3.5 \lambda$ | $+0.94^{\circ}$ | -0.018 |
| $5.0 \lambda$ | $+1.60^{\circ}$ | -0.026 |
| RMS error | $1.10^{\circ}$ | 0.020 |

A similar evaluation involves illuminating three uniaxially anisotropic lenses of varying radii, with an LCP plane wave at a polar angle of $\theta=0^{\circ}$. The results of this test are shown in Table 3. Since the illumination is parallel to the optic axis of the lens, both $E_{\phi}$ and $E_{\theta}$ experience equivalent material properties. Ideally then, the polarization state at the focal point should equal that of the incident wave, i.e., a +90 phase difference with a polarization ratio of 1.0 (just as in the isotropic case). The observed RMS error in this case is $1.10^{\circ}$ in phase and 0.02 in polarization ratio. The observed errors in both the isotropic and anisotropic tests are deemed acceptable.

## III. MODELING OF LENS ANISOTROPY

The model used herein follows the findings of researchers in [1,2] who showed that because of the additive manufacturing process and choice of cell geometry, the lens exhibits a negative uniaxial anisotropy in which

$$
\begin{equation*}
\varepsilon_{x}=\varepsilon_{y}=\varepsilon_{x y} \geq \varepsilon_{z} \tag{1}
\end{equation*}
$$

Moreover, the permittivities along the $x$ - and $y$-axes of the lens follow the Luneburg profile exactly. That is, for any point within the lens at a radial distance $r$ from the lens center

$$
\begin{equation*}
\varepsilon_{x y}=2-\left(\frac{r}{r_{l}}\right)^{2} \tag{2}
\end{equation*}
$$

The permittivity of the lens along the $z$-axis is modeled by the fractional mixing formula

$$
\begin{equation*}
\varepsilon_{z}=\varepsilon_{x y}(1-\alpha)+\alpha \varepsilon_{\mathrm{MG}} \tag{3}
\end{equation*}
$$

where $\alpha$ is a parameter (the purpose of which is explained shortly) and $\varepsilon_{\mathrm{MG}}$ represents the effective relative permittivity determined by the Maxwell Garnett (MG) mixing rule for spherical inclusions embedded in a host medium [13]. For a host medium of free space, it is given by

$$
\begin{equation*}
\varepsilon_{\mathrm{MG}}=1+3 f \frac{\left(\varepsilon_{i}-1\right)}{\varepsilon_{i}+2-f\left(\varepsilon_{i}-1\right)} \tag{4}
\end{equation*}
$$

Here, $\varepsilon_{i}$ represents the relative permittivity of the inclusions, and $f$ represents the volume fill fraction of a unit cell, i.e., the volumetric ratio of material to free space within the cell. In the context of this work, $\varepsilon_{i}$ is the relative permittivity of the dielectric material used to print the lens, which is taken as pure thermoplastic

Table 4: Comparison of mixing rules to RCWA

| Mixing rule | RMS difference |
| :--- | :--- |
| Maxwell Garnett | 0.064 |
| Bruggeman | 0.098 |
| Coherent-potential | 0.109 |

with a $\varepsilon_{i}$ of 2.60 . The authors in $[1,2]$ determined $\varepsilon_{z}$ for the exact unit cell geometry of Figure 1(b) using rigorous coupled wave analysis (RCWA). It is a testament to the scope of Equation (4) in that it generates results that closely match their analysis. It is also fortunate since the alternative is to model the structural geometry of the lens down to the unit cell. To do so accurately would require a mesh fine enough to accurately capture its smallest feature, that being the cell thickness of 0.12 mm [1]. Ultimately, this requires a mesh $l_{\text {max }} 160$ times smaller and a memory requirement on the order of $160^{3}$ times greater than that used for the present study. This is not feasible since for a lens with $r_{l}=2.5 \lambda$, this amounts to a memory requirement of $2.2 \times 160^{3}$ gigabytes or equivalently 8.6 petabytes.

Table 4 compares the MG mixing rule to the Bruggeman and coherent-potential mixing rules [13] in terms of fitting the RCWA predictions of $\varepsilon_{z}$ as reported in [1, 2]. The table provides the RMS difference between the respective mixing rule and those results. The MG mixing rule has the least RMS difference, thus providing the best fit.

A linear relationship between $f$ and $\varepsilon_{x y}$ is assumed, such that

$$
\begin{equation*}
f=\frac{\left(\varepsilon_{x y}-1\right)}{\left(\varepsilon_{i}-1\right)} \tag{5}
\end{equation*}
$$

Finally, in Equation (3), the parameter $\alpha$ can range from 0 to 1 and is used to simulate designs that exhibit lesser degrees of anisotropy. For example, setting $\alpha$ equal 0 generates a fully isotropic lens design since $\varepsilon_{z}=\varepsilon_{x y}$, whereas setting $\alpha$ equal 1 generates the highest degree of anisotropy producing $\varepsilon_{z}=\varepsilon_{M G}$. The MG equation with $\varepsilon_{i}=2.60$ is plotted in Figure 3 for four values of $\alpha$. The plot highlights the fact that for a chosen $\varepsilon_{i}$, the maximum fill fraction is 0.625 which occurs at the lens center where $\varepsilon_{z}=2.0$.

## IV. MODELING OF POLARIZATION

## A. Illumination normal to optic axis

In this subsection, the lens is examined when it is illuminated with a plane wave normal to the $z$-axis of the lens. Referring to Figure 2, $\theta$ is therefore $90^{\circ}$ and the incident field is simply directed along the $x$-axis of the lens. The incident field is represented as

$$
\vec{E}^{\text {inc }}=\left[\begin{array}{l}
E_{\theta}^{\text {inc }}  \tag{6}\\
E_{\phi}^{\text {inc }}
\end{array}\right]=\left[\begin{array}{l}
a_{\theta}^{\text {inc }} e^{j \psi_{\theta}^{\text {inc }}} \\
a_{\phi}^{\text {inc }} e^{j \psi_{\phi}^{\text {inc }}}
\end{array}\right] e^{-j k_{0} x},
$$



Fig. 3. $\varepsilon_{z}$ vs. $f$ for different $\alpha$. Maximum $\varepsilon_{z}$ occurs at lens center where $f=0.625$.
where $a_{\theta}^{\mathrm{inc}}$ and $a_{\phi}^{\mathrm{inc}}$ are real positive constants, $\psi_{\theta}^{\text {inc }}$ and $\psi_{\phi}^{\text {inc }}$ are real phase constants, and $k_{0}=2 \pi / \lambda$. The illumination is LCP, where $a_{\theta}^{\text {inc }}=a_{\phi}^{\text {inc }}$, and the phase difference $\psi_{\phi}^{\text {inc }}-\psi_{\theta}^{\text {inc }}=90^{\circ}$. For a lens of radius $r_{l}$, the focal point is located on the surface of the lens, at the cartesian coordinate $\left(r_{l}, 0,0\right)$. To assess the polarization at the focal point, the radial component of the resultant field at the focal point is ignored, leaving

$$
\vec{E}=\left[\begin{array}{l}
a_{\theta} e^{j \varphi_{\theta}}  \tag{7}\\
a_{\phi} e^{j \varphi_{\phi}}
\end{array}\right]
$$

where $a_{\theta}$ and $a_{\phi}$ are real positive values, and $\varphi_{\theta}$ and $\varphi_{\phi}$ are real phase terms and are different from the incident field constants in Equation (6). To describe the polarization state of the focal point, only the ratio $\sigma=a_{\phi} / a_{\theta}$ and the phase difference $\delta=\varphi_{\phi}-\varphi_{\theta}$ are required [15]. To create a simplifying polarization model of the lens that is independent of the incident field polarization state, the phase imbalance attributed to the lens itself is distinguished from $\delta$. We refer to this as the retardance of the lens $\delta$, which is defined here as

$$
\begin{equation*}
\delta=\delta-\left(\psi_{\phi}^{\mathrm{inc}}-\psi_{\theta}^{\mathrm{inc}}\right) \tag{8}
\end{equation*}
$$

A similar distinction is required for the polarization ratio $\sigma$. Thus, we define the lens polarization ratio $\sigma$ as being the polarization ratio measured at the focal point to $\sigma^{\text {inc }}$, the polarization ratio of the incident field:

$$
\begin{equation*}
\dot{\sigma}=\frac{\sigma}{\sigma^{\mathrm{inc}}}=\frac{a_{\phi} / a_{\theta}}{a_{\phi}^{\mathrm{inc}} / a_{\theta}^{\mathrm{inc}}} . \tag{9}
\end{equation*}
$$

Both ó and $|\dot{\delta}|$ take on maximum values when the illumination is normal to the optic axis. Under this condition, $\boldsymbol{\sigma}^{\prime}$ is referred to as $\boldsymbol{\sigma}_{m}$, and $\delta$ is referred to as $\boldsymbol{\delta}_{m}$. Note that when the illumination is parallel, the optic axis $\dot{\sigma}=1$ and $\delta=0$.

Table 5: Polynomial coefficients for $\boldsymbol{\delta}_{m}$

| $\alpha$ | $p_{1}$ | $p_{2}$ |
| :--- | :--- | :--- |
| 1.0 | -0.5209 | 0.0828 |
| 0.5 | -0.2433 | 0.0264 |
| 0.25 | -0.1195 | 0.01118 |

In the following two figures, the simulation results for $\delta_{m}^{\prime}$ and $\dot{\sigma}_{m}$ are plotted using an $r_{l}$ from $0.5 \lambda$ to $6 \lambda$, in $0.5 \lambda$ increments. These results are shown for three values of the MG fractional anisotropy constant $\alpha$. This data is plotted with solid lines and markers. Additionally, polynomial least square fits to $\delta_{m}$ and $\boldsymbol{\sigma}_{m}$ are plotted using dashed curves without markers; this data is comparatively smooth and sampled at a much finer resolution.

The least square fit for $\delta_{m}$ is given by the first-order polynomial below and plotted with simulation data in Figure 4:

$$
\begin{equation*}
\delta_{m}=p_{1}[\alpha] \bar{r}_{l}+p_{2}[\alpha], \tag{10}
\end{equation*}
$$

where $\delta_{m}$ is specified in radians, $\bar{r}_{l}=r_{l} / \lambda$ and is unitless, and $p_{1}$ and $p_{2}$ are real coefficients given in Table 5. Note that in Equation (10), the square brackets indicate that $\alpha$ is being treated as a lookup table index - not a continuous variable.
$\dot{\sigma}_{m}$ is treated as a function of $\delta_{m}$, and, as can be inferred from Figure 4, $\delta_{m}<0^{\circ}$. Moreover, a piecewise model of $\dot{\sigma}_{m}$ is necessary, expressed herein as

$$
\dot{\sigma}_{m}=\left\{\begin{array}{l}
\dot{\sigma}_{m}^{a}, \text { if }-180^{\circ} \leq \dot{\delta}_{m}  \tag{11}\\
\hat{\sigma}_{m}^{b}, \text { otherwise. }
\end{array}\right.
$$

As $\delta_{m}$ is varied from $0^{\circ}$ to $-180^{\circ}$, it is observed that $a_{\phi}$ increases linearly, whereas $a_{\theta}$ increases non-linearly and settles into a plateau as $\delta_{m}$ approaches $-180^{\circ}$. For $-180^{\circ} \leq \delta_{m}$, the least square fit for $\sigma_{m}$ is given by the


Fig. 4. $\delta_{m}$ vs. $r_{l}$ for different $\alpha$. Dashed lines are model given by least square fit in Equation (10).

Table 6: Polynomial coefficients for $\hat{\boldsymbol{\sigma}}_{m}^{a}$

| $q_{1}$ | $q_{2}$ | $q_{3}$ |
| :--- | :--- | :--- |
| 0.07122 | -0.1148 | 0.9999 |

second-order polynomial below, and plotted with simulation data in Figure 5:

$$
\begin{equation*}
\dot{\sigma}_{m}^{a}=q_{1} \dot{\delta}_{m}^{2}+q_{2} \dot{\delta}_{m}+q_{3} \tag{12}
\end{equation*}
$$

where $q_{1}, q_{2}$, and $q_{3}$ are the real coefficients given in Table 6.

As $\delta_{m}$ decreases beyond $-180^{\circ}, a_{\phi}$ continues to increase linearly, whereas $a_{\theta}$ is fixed at the plateau value. Therefore, $\boldsymbol{\sigma}_{m}$ is linear in this region and is given by

$$
\begin{equation*}
\hat{\sigma}_{m}^{b}=q_{4} \dot{\delta}_{m}+q_{5}, \tag{13}
\end{equation*}
$$

where the coefficients $q_{4}$ and $q_{5}$ are determined as follows. To ensure a differentiable, and thus continuous, piecewise model, the slope of the line defined by Equation (13) must equal the derivative of Equation (12) at $\delta_{m}=-\pi$. Therefore

$$
\begin{equation*}
q_{4}=\left.\frac{d \hat{\sigma}_{m}^{a}}{d \hat{\delta}_{m}}\right|_{\hat{\delta}_{m}=-\pi}=-2 q_{1} \pi+q_{2} \tag{14}
\end{equation*}
$$

Now, upon substituting Equation (14) into Equation (13), setting $\dot{\sigma}_{m}^{b}=\dot{\sigma}_{m}^{a}$ and solving for $q_{5}$ at $\dot{\delta}_{m}=-\pi$ yields

$$
\begin{equation*}
q_{5}=\left.\left(\dot{\sigma}_{m}^{a}-q_{4} \dot{\delta}_{m}\right)\right|_{\hat{\delta}_{m}=-\pi}=q_{3}-q_{1} \pi^{2} \tag{15}
\end{equation*}
$$

The piecewise model for $\boldsymbol{\sigma}_{m}$ therefore transitions smoothly between a second-order and a first-order polynomial at $\delta_{m}=180^{\circ}$.

Equation (10) and (11), therefore, predict the extent to which the incident polarization state is altered when


Fig. 5. $\sigma_{m}$ vs. $\delta_{m}$ for different $\alpha$. Dashed curve is the model given by least square fit in Equation (12). For $\delta_{m}<-180^{\circ}$, the model transitions smoothly into the linear relationship given by Equation (13).
the incident wave is normal to the optic axis of the lens.

## B. Illumination at arbitrary polar angle

In this subsection, the impact of the lens anisotropy is examined as the polar angle $\theta$ of the incident field is swept from $0^{\circ}$ to $90^{\circ}$ in $11.25^{\circ}$ increments. The incident field is therefore defined as

$$
\vec{E}^{\mathrm{inc}}=\left[\begin{array}{c}
a_{\theta}^{\mathrm{inc}} e^{j \psi_{\theta}^{\mathrm{inc}}}  \tag{16}\\
a_{\phi}^{\mathrm{inc}} e^{j \psi_{\phi}^{\mathrm{inc}}}
\end{array}\right] e^{-j k_{0}(x \sin (\theta)+z \cos (\theta))}
$$

In this experiment, three different lens radii are studied: $2.5 \lambda, 3.5 \lambda$, and $5 \lambda$. It is observed that $\delta=0$ when the incident field is parallel to the optic axis, i.e., $\theta=0^{\circ}$, and $\delta=\delta_{m}$ when the incident field is normal to it, i.e., $\theta=90^{\circ}$. Moreover, the retardance is approximated by

$$
\begin{equation*}
\dot{\delta}=\delta_{m} \sin ^{2}(\theta) \tag{17}
\end{equation*}
$$

The retardance computed directly from the 3D finite element simulations and the approximation given in Equation (17) are plotted in Figure 6.

Correspondingly, $\sigma=1$ when the incident field is parallel to the optic axis and $\dot{\sigma}=\boldsymbol{\sigma}_{m}$ when the incident field is normal to it. After experimenting with several approximating functions, the following provides the best fit of $\sigma$ to the simulation data:

$$
\begin{equation*}
\dot{\sigma}=1+\frac{\left(\dot{\sigma}_{m}-1\right)\left(1-e^{-(\theta / \tau)^{2}}\right)}{1-e^{-(\pi / 2 \tau)^{2}}} \tag{18}
\end{equation*}
$$

In the above equation, $\theta$ is specified in radians and $\tau$ is a parameter that has been set to 0.6 radians through experimentation. In Figure 7, both the results computed from the 3D finite element simulations and the approximation of Equation (18) are plotted.

Equation (17) and (18), therefore, predict the extent to which the incident polarization state is altered when


Fig. 6. $\delta$ vs. $\theta$ for different $r_{l}$. Dashed curves are model given by Equation (17).


Fig. 7. ó vs. $\theta$ for different $r_{l}$. Dashed curves are model given by Equation (18).


Fig. 8. Paths on Poincarè sphere for different $r_{l}$, as $\theta$ is swept from $0^{\circ}$ to $90^{\circ}$. Surface of sphere indicates the PLF. Red dot is LHP marker. Illumination is LCP.
the incident wave arrives at an arbitrary angle relative to the optic axis of the lens.

## V. POLARIZATION LOSS

Other than for the degenerate cases in which either $a_{\theta}^{\text {inc }}=0$ or $a_{\phi}^{\text {inc }}=0$, the anisotropy of the lens creates a mismatch between the incident and focal point polarizations. Normally, the receiving antenna has a polarization matched to that of the incident field. When the lens alters the incident polarization, the ability of the antenna to transfer focal power to the load is reduced. A nondissipative loss is associated with this inefficiency and is termed the polarization loss factor (PLF). It is defined as follows [14]:

$$
\begin{equation*}
\text { PLF }=10 \log _{10}(\Gamma), \tag{19}
\end{equation*}
$$

Finally, in Figure 9, the model provides PLF for a relatively wide range of lens radii with LCP illumination.


Fig. 9. PLFs as $r_{l}$ and $\theta$ are varied. Compare with results on Poincarè sphere. Illumination is LCP.

The loss over most of the image is $\approx 3 \mathrm{~dB}$, indicating a focal point that is nearly horizontally polarized. where

$$
\begin{equation*}
\Gamma=\left|\widehat{\rho} \cdot \widehat{\rho}_{r}^{*}\right|^{2}=\left|\cos \left(\psi_{r}\right)\right|^{2} \tag{20}
\end{equation*}
$$

In Equation (20), $\widehat{\rho}$ is the unit polarization vector of the field at the focal point, $\widehat{\rho}_{r}^{*}$ is the complex conjugate of the unit polarization vector for the receiving antenna, and $\psi_{r}$ is the angle between the two. Since Equation (7) can be expressed as

$$
\vec{E}=a_{\theta} e^{j \varphi_{\theta}}\left[\begin{array}{c}
1  \tag{21}\\
\sigma e^{j \delta}
\end{array}\right]
$$

then the direction of $\vec{E}$, and therefore $\hat{\rho}$, must depend only on $\sigma$ and $\delta$. Thus

$$
\widehat{\rho}=\frac{1}{\sqrt{1+\sigma^{2}}}\left[\begin{array}{c}
1  \tag{22}\\
\sigma e^{j \delta}
\end{array}\right]
$$

To compute the PLF using the focal point polarization model developed in the previous section, we first use Equation (17) to compute $\delta$ and Equation (18) to compute $\sigma$. Both values are independent of the incident field's polarization; therefore, we use Equation (8) to solve for $\delta$ and Equation (9) to solve for $\sigma$. In other words

$$
\begin{equation*}
\delta=\dot{\delta}+\left(\psi_{\phi}^{\mathrm{inc}}-\psi_{\theta}^{\mathrm{inc}}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=\sigma ́ \sigma^{\mathrm{inc}} \tag{24}
\end{equation*}
$$

An insight into the dependence of the PLF on $r_{l}$ and $\theta$ is obtained by tracing the focal point polarization state on a Poincarè sphere that is PLF colorized according to the incident field. This is accomplished efficiently using the model developed in the previous section along with Equation (19), (23), and (24). Figure 8 provides such results for lens radii of $3 \lambda, 6 \lambda$, and $50 \lambda$, all illuminated with LCP. For each lens, as $\theta$ is swept from $0^{\circ}$ to $90^{\circ}$, the state moves away from the zero loss LCP
state. A maximum loss of $\approx 10 \mathrm{~dB}$ is observed when $r_{l}=6 \lambda$. For $r_{l}=50 \lambda$, the maximum loss drops to $\approx 6$ dB , and the state follows a spiraling path toward the linear horizontally polarized (LHP) state, denoted as a red dot. Larger lenses produce even tighter spirals around the LHP state and incur a maximum loss that asymptotically approaches 3 dB .

## VI. CONCLUSION

A uniaxially anisotropic Luneburg lens modifies the polarization state of an incident wave, thus introducing a polarization mismatch loss at the focal point. This mismatch is dependent upon the wave polarization, the degree of anisotropy, the radius of the lens, and the wave angle of arrival. For $r_{l} \gg \lambda$, the anisotropy strongly polarizes the focal point along the horizontal plane. This mismatch is undesirable in most circumstances, and minimizing it requires prediction of the unit cell permittivities along the $x$-, $y$ - and $z$-axes.

We show that curve fitting of 3D finite element simulations provides an efficient method to model the retardance and polarization ratio of the lens. This model and knowledge of the incident wave and receiving antenna polarizations are sufficient to predict the amount of polarization mismatch loss, enabling the selection of isotropic unit cell geometries that are suitable for fused deposition modeling.

## REFERENCES

[1] Z. Larimore, S. Jensen, A. Good, J. Suarez and M. S. Mirotznik, "Additive manufacturing of Luneburg lens antennas using space filling curves and fused filament fabrication," IEEE Transactions on Antennas and Propagation, vol. 66, no. 6, pp. 2818-2827, June 2018.
[2] S. Biswas, A. Lu, Z. Larimore, P. Parsons, A. Good, N. Hudak, B. Garrett, J. Suarez and M. S. Mirotznik, "Realization of modified Luneburg lens antenna using quasi-conformal transformation optics and additive manufacturing," Microwave and Optical Technology Letters, vol. 61, no. 4, pp. 1022-1029, 2019.
[3] M. Liang, W. R. Ng, K. Chang, K. Gbele, M. E. Gehm, and H. Xin, "A 3-D Luneburg lens antenna fabricated by polymer jetting rapid prototyping," IEEE Transactions on Antennas and Propagation, vol. 62, no. 4, pp. 1799-1807, April 2014.
[4] Y. Li, L. Ge, M. Chen, Z. Zhang, Z. Li, and J. Wang, "Multibeam 3-D-Printed Luneburg lens fed by magnetoelectric dipole antennas for millimeterwave MIMO applications," IEEE Transactions on Antennas and Propagation, vol. 67, no. 4, pp. 29232933, May 2019.
[5] S. Lei, K. Han, X. Li, and G. Wei, "A design of broadband 3-D-Printed circularly polarized
spherical Luneburg lens antenna for X-Band," IEEE Antennas and Wireless Propagation Letters, vol. 20, no. 4, April 2021.
[6] C. Wang, J. Wu, and Y. Guo, "A 3-D-Printed wideband circularly polarized parallel-plate Luneburg lens antenna," IEEE Transactions on Antennas and Propagation, vol. 68, no. 6, June 2020.
[7] J. Chen, H. Chu, Y. Zhang, Y. Lai, M. Chen, and D. Fang, "Modified Luneburg lens for achromatic sub-diffraction focusing and directional emission," IEEE Transactions on Antennas and Propagation, vol. 69, no. 11, November 2021.
[8] M. Yin, X. Y. Tian, L. L. Wu, and D. C. Li, "Alldielectric three-dimensional broadband Eaton lens with large refractive index range," Applied Physics Letters 104, 094101 (2014).
[9] C. Babayiğit, A. S. Evren, E. Bor, H. Kurt, and M. Turduev, "Analytical, numerical, and experimental investigation of a Luneburg lens system for directional cloaking," Physical Review, vol. 99, iss. 4, April 2019.
[10] P. I. Deffenbaugh, R. C. Rumpf, K. H. Church, "Broadband microwave frequency characterization of 3-D printed materials," IEEE Transactions on Components, Packaging and Manufacturing Technology, vol. 3, no. 12, pp. 2147-2155, December 2013.
[11] MATLAB, ver. 2021a, The Mathworks Inc., Natick, Massachusetts, 2021.
[12] J. M. Jin, D. Riley. Finite Element Analysis Of Antennas And Arrays. John Wiley \& Sons Inc., New Jersey, 2009.
[13] A. Sihvola, Electromagnetic Mixing Formulas And Applications, The Institution of Engineering and Technology, London, 2008.
[14] C. A. Balanis, Antenna Theory - Analysis And Design, John Wiley \& Sons Inc., New Jersey, 2005
[15] F. T. Ulaby, U. Ravaioli, Fundamentals Of Applied Electromagnetics, Pearson, 2015.


Brian F. LaRocca received the B.S.E.E. and M.S.E.E. degrees from the New Jersey Institute of Technology, Newark, NJ, USA in 1985 and 2000 respectively. He is currently working toward the Ph.D. degree in electrical engineering with the University of Delaware, Newark, DE, USA.

From 1985 to 1996, he worked in industry, from 1996 to 2004 as a government contractor, and from 2004 to present as a civilian engineer with the Department of the Army, Ft. Monmouth, NJ, USA and Aberdeen Proving Ground, MD, USA.


Mark S. Mirotznik (Senior Member, IEEE) received the B.S.E.E. degree from Bradley University, Peoria, IL, USA, in 1988, and the M.S.E.E. and the Ph.D. degrees from the University of Pennsylvania, Philadelphia, PA, USA, in 1991 and 1992, respectively.
From 1992 to 2009, he was a Faculty Member with the Department of Electrical Engineering,The Catholic

University of America, Washington, DC, USA. Since 2009, he has been a Professor and an Associate Chair for Undergraduate Programs with the Department of Electrical and Computer Engineering, University of Delaware, Newark, DE, USA. He holds the position of Senior Research Engineer with the Naval Surface Warfare Center, Carderock Division. His current research interests include applied electromagnetics and photonics, computational electromagnetics, multifunctional engineered materials, and additive manufacturing.

# Electronically Steerable Parasitic Patches for Dual-Polarization Reconfigurable Antenna Using Varactors 

Yajie Mu, Jiaqi Han, Dexiao Xia, Xiangjin Ma, Haixia Liu, and Long Li<br>Key Laboratory of High-Speed Circuit Design and EMC of Ministry of Education, School of Electronic Engineering, Xidian University, Xi'an 710071, China<br>hxliu@xidian.edu.cn, lilong@mail.xidian.edu.cn


#### Abstract

This paper presents a dual-polarized reconfigurable antenna loading electronically steerable parasitic patches. The proposed dual-polarized antenna is surrounded by four parasitic patches each of which is mounted by two varactor diodes on the ground. By tuning the varactors, continuous two-dimensional beamsteering can be achieved for each of the polarization. A prototype of the proposed antenna is fabricated and measured. Excellent agreement between the simulated and measured results is observed. It is observed that the maximum beam-scanning angles in $E$-plane and $H$-plane are greater than $\pm 25^{\circ}$, which is suitable for 5 G base station applications.


Keywords - Dual-polarized antenna, reconfigurable pattern antenna, parasitic patch, varactor.

## I. INTRODUCTION

With the rapid development of wireless communication, there are increasing needs for high-speed, lowlatency, and large-capacity wireless communications. The widely used dual-polarized antenna can effectively improve the communication capacity through polarization diversity [1-8]. Additionally, the pattern reconfigurable antennas are capable of steering the beam pointing, reducing noise interference and increasing signal coverage [9, 10]. Therefore, a dual-polarized pattern reconfigurable antenna can improve channel capacity and mitigate multi-path propagation fading.

Essentially, the pattern reconfigurable antennas can be achieved by adding active components (e.g., PIN diode, varactor, MEMS, etc.) on parasitic patches indirectly [9-12] or radiator directly [13-15]. The directly loaded manner affects the surface current flow path, while the indirectly loaded manner tunes parasitic patches to realize pattern reconfigurability. The active tuned parasitic patches are more flexible and transplantable compared to directly loaded manner. The main reason is that the parasitic patches do not change the structure of the driven antenna. The parasitic patches
in the pattern reconfigurable antenna have various structures, such as rectangle, circle, and octagon, etc. Among them, the rectangular parasitic structure is the most commonly used. In the papers [16] and [20], the rectangular parasitic patches are adopted to achieve pattern reconfigurable antenna. In the paper [9], the parasitic patches are octagon structures that can obtain four pattern modes by adjusting the connection state of the parasitic patches and the ground. Moreover, there are very few dual-polarized pattern reconfigurable antennas. In the paper [9], a dual-polarized pattern reconfigurable Yagi patch antenna was proposed, which can achieve four-mode patterns in both polarizations. However, it uses eight PIN diodes to implement two deflection modes and only one can achieve one-dimensional beam-steering. In the papers [13] and [21], the directly loaded manner is used to tune the current of antenna radiators which can achieve pattern reconfigurable antenna.

In addition, there are many ways to realize a reconfigurable antenna pattern [18-24]. An artificial ground structure was reconfigured with PIN diodes inserted on the bottom ground to adjust the pattern of the antenna [18]. A broadside radiation pattern and a conical pattern were obtained when it alternatively operates in the TM10 mode and TM02 mode of the rectangular patch [19]. The optically transparent and compact dual-band, polarization-angle-independent metasurfaces have reconfigurable patterns for ambient energy harvesting and wireless power transfer $[25,26]$.

In this paper, electronically tuned parasitic patches using varactors are assigned in the surrounding area of a driven dual-polarized antenna to implement pattern reconfigurability. This work aims to design a two-dimensional dual-polarized pattern reconfigurable antenna. We propose a single antenna model that can explain the pattern reconfigurable principle of the capacitance-loaded parasitic patches. An antenna prototype is fabricated and measured. Continuously twodimensional dual-polarized beam pointing adjustment is achieved.

This paper is organized as follows. Section II introduces the design principle of pattern reconfigurable antenna and the steps to achieve the dual-polarization pattern reconfigurable antenna. The dual-polarization reconfigurable antenna is introduced in great detail in Section III. Section IV describes the pattern reconfigurable results. The measured results of the dual-polarization pattern reconfigurable antenna are given in Section V. The conclusion is given in Section VI.

## II. DESIGN PRINCIPLE

Fundamentally, the pattern reconfigurable principle of the proposed antenna is to change the surface current phase of the parasitic patches by loading unequal capacitance. The induced current with unequal phases would reradiate to form the desired patterns. Although numerous studies have discussed the parasitic patches tuned antennas [27], the mechanism by loading lumped components on parasitic patches has not been established.

In this paper, we qualitatively analyze the antenna which is tuned by capacitance-loaded parasitic patches. The proposed antenna for each polarization can be regarded as the three-point source. The central source is the driven source and the sibling two are parasitic sources, as shown in Figure 1. The driven source is referred to as the phase center point. Thereby, as the theory of point sources array [28], the far-field pattern can be expressed as

$$
\begin{equation*}
\vec{E}=\vec{E}_{d}+\vec{E}_{p} e^{-j k_{0} D \cos \theta}+\vec{E}_{p} e^{j\left(k_{0} D \cos \theta+\Delta \varphi\right)}, \tag{1}
\end{equation*}
$$

where $\vec{E}_{d}$ and $\vec{E}_{p}$ are the driven and parasitic source amplitude at far-field, $k_{0} D \cos \theta$ is the phase difference of parasitic source referring to the driven source, and $\Delta \varphi$ is the tunable phase. Based on these assumptions, patterns of the three-point sources are calculated and shown in Figure 2. Distance between the driven source and the parasitic source is $D=0.32 \lambda$ and $\left|\vec{E}_{p}\right|=0.6\left|\vec{E}_{d}\right|$. It can be seen that the main beam pattern deflects when the tunable phase changes. This indicates that a pattern re-


Fig. 1. Qualitative analysis for one driven source and two varactor-loaded parasitic sources.


Fig. 2. Normalized patterns for different $\Delta \varphi$ on the parasitic source.
configurable antenna can be achieved when we introduce unbalanced capacitance which results in an unbalanced phase on either side of parasitic arms.

In this paper, electronically tuned parasitic patches using varactors are assigned in the surrounding area of a driven dual-polarization antenna to implement pattern reconfigurability. The unbalanced phase for achieving pattern reconfigurability on the parasitic patches is achieved by the unbalanced capacitance. The unbalanced capacitance is represented by $\Delta C$ which is the capacitance difference of each pair of varactors.

The dual-polarization pattern reconfigurable antenna can be decomposed into two single-polarization patterns reconfigurable antenna. Due to the two polarizations being symmetrical, we only need to analyze how one of the single polarization antennas realizes the reconfigurable pattern. The single polarization antenna can achieve the reconfigurable pattern when parasitic patches are assigned in $H$-plane and $E$-plane, respectively, as shown in Figure 3(a) and (b), where the electronically tuned arms must be parallel to the antenna polarization direction to control the antenna pattern. In Figure 3(a), the antenna can achieve the reconfigurable pattern with different $\Delta C$ in $H$-plane, as shown in Figure 4(a) and (b). When $\Delta C=1 \mathrm{pF}$ and $\Delta C=-1 \mathrm{pF}$, the beam deflection angles are $36^{\circ}$ and $-37^{\circ}$ in $H$-plane, respectively. Similarly, when $\Delta C=0.5 \mathrm{pF}$ and $\Delta \mathrm{C}=-0.5 \mathrm{pF}$, the beam deflection angles are $21^{\circ}$ and $-21^{\circ}$ in $H$-plane, respectively. Therefore, the single polarization antenna can achieve the reconfigurable pattern in $H$-plane when the capacitance differences are introduced on parasitic patches in $H$-plane. In addition, the antenna can achieve the reconfigurable pattern with different $\Delta C$ in $E$-plane, as shown in Figure 3(b). In Figure 4(c), when $\Delta C=1 \mathrm{pF}$ and $\Delta C=-1 \mathrm{pF}$, the beam deflection angles are $20^{\circ}$ and $-18^{\circ}$ in $E$-plane, respectively. Similarly, in Figure 4(d),


Fig. 3. (a) The reconfigurable pattern of the singlepolarization antenna in $H$-plane. (a) The reconfigurable pattern of the single-polarization antenna in $E$-plane.


Fig. 4. (a) and (b) The reconfigurable patterns of the single-polarization antenna with different capacitance values in the $H$-plane. (c) and (d) The reconfigurable pattern of the single-polarization antenna with different capacitance values in E-plane.
when $\Delta C=0.5 \mathrm{pF}$ and $\Delta C=-0.5 \mathrm{pF}$, the beam deflection angles are $13^{\circ}$ and $-11^{\circ}$ in $E$-plane, respectively. Therefore, the single polarization antenna can achieve the reconfigurable pattern in $E$-plane when the capacitance differences are introduced on parasitic patches in $E$-plane. According to the above analysis, the single po-


The dual-polarization patternreconfigurable antenna layout

Fig. 5. The single polarization pattern reconfigurable antenna layout and the dual-polarization pattern reconfigurable antenna layout with two-dimensional beamsteering.
larization antenna can realize the reconfigurable pattern in two-dimensional directions by loading two electrically tuned parasitic patches in the $E$-plane and $H$-plane, respectively.

For $E$-plane or $H$-plane reconfigurable pattern, two parasitic patches are needed at least, which are placed on scanning plane. Hence, four parasitic patches are arranged to achieve the two-dimensional reconfigurable pattern in a single polarization antenna. Therefore, the two-dimensional dual-polarization pattern reconfigurable antenna is made of two orthogonal singlepolarized antennas that have two-dimensional pattern reconfigurability, as shown in Figure 5. For a $\pm 45^{\circ}$ dualpolarization antenna, the $E$-plane of $+45^{\circ}$-polarization is the $H$-plane of $-45^{\circ}$-polarization. Therefore, the $E$ plane parasitic patches of $+45^{\circ}$ polarization and the $H$ plane parasitic patches of the $-45^{\circ}$ polarization are in the same area where the $+45^{\circ}$ and $-45^{\circ}$ polarization can share a parasitic patch. These shared parasitic patches have the electronically tuning parts along each polarization direction. Therefore, the dual-polarization antenna has pattern reconfigurability in two-dimensional directions by shared parasitic patches, as shown in Figure 5.

## III. ANTENNA DESIGN

As mentioned before, the indirectly loaded pattern reconfigurable antennas are composed of a driven antenna and parasitic patches. And the two-dimensional


Fig. 6. Topology of the proposed antenna. (a) Perspective view, (b) dual-polarized antenna, and (c) varactortuned parasitic patches with DC bias lines (the four patches are labeled as I, II, III, and IV anticlockwise).
beam-steering scheme of dual-polarized antennas is also analyzed in the previous section. In this section, the specific design scheme of the dual-polarization antenna with a two-dimensional reconfigurable pattern is presented.

The geometrical topology of the proposed antenna is shown in Figure 6(a). It can be seen that it has a $\pm 45^{\circ}$ dual-polarized dipole antenna and four parasitic patches, which are tuned by eight varactors. The orthogonal $u$ and $v$-directions are defined to represent the $\varphi=+45^{\circ}$ and $\varphi=-45^{\circ}$ polarization directions, respectively.

Detailed geometrical structure of the dual-polarized antenna located at the center is shown in Figure 6(b). The printed dipole antennas have compact configurations for dual-polarized operations. The structure of the two dipole antennas is almost the same except for substrate shape and feed lines. The substrate for the printed dipole

Table 1 Parameter values ( $\lambda_{0}$ at 3.4 GHz )

| Parameters | Values | Parameters | Values |
| :---: | :---: | :---: | :---: |
| $t_{1}$ | 1 mm | $w_{3}$ | 3.5 mm |
| $t_{2}$ | 2 mm | $w_{4}$ | 44 mm |
| $t_{3}$ | 1 mm | $s_{1}$ | 18 mm |
| $l_{1}$ | 5 mm | $s_{2}$ | 5 mm |
| $l_{2}$ | 4 mm | $L$ | 75 mm |
| $l_{3}$ | 23 mm | $D$ | 28.3 mm |
| $l_{4}$ | 10 mm | $p_{1}$ | 23.5 mm |
| $w_{1}$ | 1 mm | $p_{2}$ | 10.6 mm |
| $w_{2}$ | 3 mm | $p_{3}$ | 4.3 mm |

antennas is FR4 $\left(\varepsilon_{r}=4.4, \tan \delta=0.02\right)$. For each polarization, the dipole is integrated with a balun which connects to a $50-\Omega$ SMA connector [26].

The parasitic patches, reflective ground plane, and direct circuit (DC) bias lines are shown in Figure 4(c). The four capacitance-loaded parasitic patches are etched on an FR4 substrate, which is assigned along with two polarizations. It can be seen that patches I and III lie in the $u$-plane, while patches II and IV lie in the $v$-plane. To realize a two-dimensional dual-polarized pattern reconfigurable, two arms along $u$ - and $v$-directions, which are mounted by varactors, are designed on each parasitic patch.

The model of the varactor used in this design is Skyworks SMV1430 whose junction capacitance ranges from 0.31 to 1.24 pF as reverse voltage changes from 30 to 0 V . Package series inductance is 0.45 nH . The varactors are soldered in the $0.5-\mathrm{mm}$ gap of parasitic patches arms. A F4B substrate $\left(\varepsilon_{r}=2.5 ; \tan \delta=0.005\right)$ separates the ground layer and feed networks. The radio frequency (RF) connectors and DC feed lines are integrated into the bottom layer as shown in Figure 6(c). Four radial stubs are designed to choke RF signals.

For simplicity, we label the varactor by direction combined with the patch index. For example, the pattern of the dipole in the $u$-plane ( $+45^{\circ}$ polarization) can be steered to scan in $u$-plane by using $u_{I}$ and $u_{I I I}$ varactors, while as $u_{I I}$ and $u_{I V}$ varactors are used, the pattern can scan in $v$-plane. In other words, there are four tuned arms to steer the radiation pattern of each polarization. A pair of varactors steer the pattern scanning in $E$-plane and the other pair of varactors steer the pattern scanning in H plane. All the structural parameters are listed in Table 1. Central operating frequency of the proposed antenna is 3.4 GHz .

## IV. PATTERN RECONFIGURABLE RESULT

Ansys HFSS 15.0 is applied to simulate the proposed antenna. The varactor is simulated by a capacitor in series with an inductor using lumped $R L C$ boundary conditions. The varactor is characterized by the varying


Fig. 7. Simulated gain patterns deflection in $E$-plane and $H$-plane at different frequencies when $\Delta C$ varies. (a), (c), and (e) Patterns in E-plane. (b), (d), and (f) Patterns in $H$-plane.
capacitance value of the capacitor. Here, the capacitance difference of each pair of varactors is defined as $\Delta C$ for simplicity. As shown in Figure 7, the simulated gain patterns, which take into the mismatch loss account, with different deflection angles are presented for different $\Delta C$. Both $E$-plane and $H$-plane simulated results are plotted. It can be seen that the tilt patterns show similarly reconfigurable results within the working frequency band. In this case, only Port 1 is excited and Port 2 has similar results. Varactor pair of $u_{I}$ and $u_{I I I}$ controls the pattern tilt in $E$-plane, while $u_{I I}$ and $u_{I V}$ control the pattern tilt in $H$-plane, which can be controlled independently. Pattern tilt angles at 3.5 GHz are $0^{\circ}, 16^{\circ}$, and $27^{\circ}$ in $E$-plane, while in $H$-plane, they are $0^{\circ}, 13^{\circ}$, and $22^{\circ}$ for different


Fig. 8. Tilt angle and peak gain in (a) E-plane and (b) $H$-plane versus $\Delta C$ at different frequencies.
$\Delta C$, as shown in Figure 7. The peak gains are 7.69, 7.58, and 7.21 dBi in $E$-plane, while in $H$-plane $7.69,7.37$, and 6.63 dBi , respectively. It should be noted that for the same $\Delta C$, the pattern deflection angles are not identical in $E$-plane and $H$-plane.

For the detailed variation of the pattern tilt angle versus $\Delta C$, we simulated the proposed antenna under different $\Delta C$ when Port 1 is excited, as shown in Figure 8. From the results, it suggests that pattern deflection angle increases with $\Delta C$. Meanwhile, peak gain decreases due to scanning loss and mismatch loss. At 3.5 GHz , the proposed antenna possesses a maximum deflection angle of $35^{\circ}$ and its peak gain drops to 6.5 dBi accordingly in $E$-plane, as shown in Figure 8(a). Similar results can be obtained for $H$-plane deflection that the proposed antenna possesses a maximum deflection angle of $28^{\circ}$ and its peak gain drops to 6.21 dBi accordingly at 3.5 GHz , as shown in Figure 8(b). Similar results can be obtained for Port 2 which is a $+45^{\circ}$ polarization antenna. The different deflection angles of the $E$-plane and $H$-plane patterns are caused by the different coupling of the antenna to the $E$-plane and $H$-plane. Through the above simulation


Fig. 9. Fabricated two-dimensional dual-polarized pattern reconfigurable antenna. (a) Fabricated antenna prototype. (b) Measurement scene.
results, it can be analyzed to get that we proposed antenna possess two-dimensional dual-polarization pattern reconfigurability.

## V. MEASUREMENT RESULTS

The fabricated prototype of the proposed antenna is shown in Figure 9(a). Simulated and measured reflection coefficients for different $\Delta C$ are shown in Figure 10. Note that Port $1 \Delta C$ represents the capacitance difference of $u_{I}$ and $u_{I I I}$, while Port $2 \Delta C$ represents the capacitance difference of $v_{I I}$ and $v_{I V}$. It can be observed that the measured results agree with the simulated ones as $\Delta C$ changed. However, the measured reflection coefficients of the two ports are not overlapped exactly. A possible explanation for this might be the variation of actual capacitance of the varactor and designed data obtained from the manufacturer's datasheet.

The antenna is measured in a multi-probe anechoic chamber, as shown in Figure 9(b). Four voltage controllers that can continuously generate $0-30 \mathrm{~V}$ voltage are applied to bias the varactors for two-dimensional beam-steering. The measured and simulated $E$-plane patterns within the working frequency band as Port 1 excited are shown in Figure 11. For simplicity, only the deflection pattern under a certain capacitance difference on the $E$-plane is given. We tuned the voltage controller


Fig. 10. Simulated and measured reflection coefficients for different $\Delta C$. (a) $\Delta C=0 \mathrm{pF}$. (a) $\Delta C=0.25 \mathrm{pF}$. (a) $\Delta C$ $=0.70 \mathrm{pF}$. (a) $\Delta C=0.93 \mathrm{pF}$.


Fig. 11. Simulated and measured $E$-plane gain patterns for $\Delta C=-0.47 \mathrm{pF}$ and $\Delta C=0.47 \mathrm{pF}$ at different frequencies with Port 1 excited. (a), (c), and (e) Patterns at 3.3, 3.4, and 3.5 GHz for $\Delta C=-0.47 \mathrm{pF}$. (b), (d), and (f) Patterns at $3.3,3.4$, and 3.5 GHz for $\Delta C=0.47 \mathrm{pF}$.
to set $\Delta C$ of $u_{I}$ and $u_{I I I}$ as -0.47 and 0.47 pF . From the comparisons, we can clearly see that measured patterns are deflected to the intended directions for each frequency. At 3.3 GHz , peak gains, which are 5.80 and 5.92 dBi , occur at $\theta=-16^{\circ}$ and $\theta=18^{\circ}$ when $\Delta C$ is equal to -0.47 and 0.47 pF , respectively. At 3.4 GHz , peak gains, which are 5.89 and 5.81 dBi , occur at $\theta=-14^{\circ}$ and $\theta=$ $16^{\circ}$ when $\Delta C$ is equal to -0.47 and 0.47 pF , respectively. At 3.5 GHz , peak gains, which are 5.74 and 5.96 dBi , occur at $\theta=-24^{\circ}$ and $\theta=28^{\circ}$ when $\Delta C$ is equal to -0.47 and 0.47 pF , respectively. There exists a discrepancy of beam pointing and gain-loss between simulated and measured results. They are caused by fabrication errors and measurement tolerance. The back lobes of the measured patterns are larger than simulated ones. This may be due to the support platform. The measured efficiency of the antenna is above $50 \%$, a little lower than that of the simulated one. Nevertheless, the measured results validate

Table 2 Comparison of this work with some existing works

| Ref. | DP | PR | PR dim. | BW (\%) |
| :---: | :---: | :---: | :---: | :---: |
| $[3]$ | Yes | No | NA | $44.5 \%$ |
| $[9]$ | Yes | Yes | 1 | $5.6 \%$ |
| $[14]$ | No | Yes | 1 | $58 \%$ |
| $[15]$ | No | Yes | 1 | $0.6 \%$ |
| $[24]$ | No | Yes | 1 | $20.8 \%$ |
| This work | Yes | Yes | 2 | $5.9 \%$ |

Note: DP: Dual polarization; PR: polarization reconfigurability; PR dim.: PR dimension; BW: bandwidth.
the good performance of the proposed antenna. In addition, the measured cross-polarization discriminations are higher than 12.5 dB , which satisfies the requirement of communication.

In Table 2, the proposed antenna is compared with some existing works. It can be seen that only [9] and the work of this paper are about the reconfigurable pattern of dual-polarization antennas, and the bandwidth of this paper is wider. In addition, only the proposed antenna has a two-dimensional dual-polarization pattern reconfigurable ability. And the antenna can achieve continuous steering.

## VI. CONCLUSION

A dual-polarized pattern reconfigurable antenna has been proposed and fabricated in this paper. This antenna is capable of continuously steering patterns in $E$ - and $H$ planes by using varactors tuned parasitic patches. The proposed parasitic patches topology can be transplanted to other frequency bands. Two-dimensional pattern deflection exceeds $50^{\circ}$. Measured reflection coefficients are less than -10 dB from 3.3 to 3.5 GHz for two ports when continuously steering the beam pointing. Validation of the prototyped antenna indicates that the proposed varactor-tuned parasitic patches can effectively direct the pattern of the driven antenna, which is coincident with the qualitative analysis.
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#### Abstract

A compact coplanar waveguide (CPW) fed cauliflower-shaped antenna is presented and discussed in this paper. To extend the impedance bandwidth and to improve the impedance matching, fractal geometry having a cauliflower shape is introduced along the edges of the radiator. To validate the simulated results by experimental ones, a prototype of the designed antenna was fabricated on the RO-4350B substrate having a compact size of $0.3623 \lambda_{0} \times 0.41 \lambda_{0} \times 0.01524 \lambda_{0}$ at 3 GHz . An Agilent 8722ES vector network was used for the reflection coefficient measurement revealing that the 10 dB bandwidth of the fabricated antenna offers an impedance bandwidth of $113 \%$ extending from 3.05 to 10.96 GHz . Besides, the antenna's radiation patterns are measured in an anechoic chamber showing consistent radiation patterns characteristic over the entire working band. Furthermore, the proposed antenna has a peak gain of around 6 dBi and an average radiation efficiency almost over $90 \%$ across the entire operating band. Thus, the proposed antenna could be useful in many modern ultra-wideband (UWB) communication systems.


Index Terms - Cauliflower-shaped antenna, coplanar waveguide (CPW) fed, hexagonal patch antenna, fractal geometry, ultra-wideband (UWB) antenna.

## I. INTRODUCTION

In recent years, telecommunication systems have undergone significant technological change mainly due to the multiplication and growth of newer consumer markets. However, the emergence of the communication markets and the growth of the number of consumers have been accompanied by strict specifications to meet the requirements of the new users. Indeed, the new transmission/reception systems must today provide a maximum of services over different frequency bands and bit rates. The rise of planar technologies (microstrip, coplanar, etc.) for low-power applications is a part of the response to these new requirements. In these contexts, an ultrawideband (UWB) technology has been purported as a promising solution for the new communication systems. UWB technology has many advantages, including highspeed transmission and low energy profile [1]. Since the definition of the frequency band from 3.1 to 10.6 GHz for UWB communication systems by the FCC in 2002 [2], several antenna structures have been reported by many researchers to enhance the bandwidth of the antennas [4-9].

However, the design of a UWB antenna presents various challenges to meet the different requirements: low profile, low cost, low radiated power, low power
consumption, broadband operability, high data rate transmission, and stable radiation patterns. Various solutions have been proposed to ensure these requirements; the most promising is the introduction of fractal geometries.

The use of these geometries increases the bandwidth and the gain and can introduce the multiband properties without changing the dimensions of the antenna which remains very compact. This allows us to produce miniature broadband antennas with performances similar to those of large antennas. Recently, many fractal structures have been proposed like those proposed in [1018]. In [10], an antenna with Koch fractal geometry has been proposed to enhance the bandwidth. However, only $3.3 \mathrm{GHz}(3-6.3 \mathrm{GHz})$ bandwidth has been achieved. A fractal antenna based on an octagonal patch and a semi-elliptical ground plane has been proposed in [11]. Unfortunately, this antenna has low gain which does not exceed 3 dBi and its efficiency is below $90 \%$ along the working bandwidth. More recently, in [12], a circular cross-slot AMC has been assembled with a fractal antenna to improve the bandwidth and the gain. The overall impedance bandwidth attained is $129.49 \%$ extending from 2.4 to 11.2 GHz . The main disadvantageous of the designed structure are the complexity and the large thickness which is about 9.4 mm . A novel wideband fractal antenna based on a hexagonalcircular geometry with large size of $80.6 \times 80.6 \times 1.6$ ${ }^{3}$ has been proposed in [13]. The iterations of circular slots inside a hexagonal metallic patch have allowed to achieve a bandwidth of around 2 GHz extending from 1.34 to 3.44 GHz . A compact flexible fractal UWB antenna printed on a $12.5-\mu \mathrm{m}$ flexible polyimide substrate has been presented in [14]. An impedance bandwidth of $15.48 \mathrm{GHz}(3.6-19.08 \mathrm{GHz})$ has been achieved, but it suffers from a low gain which does not exceed 3.5 dBi along the interested frequency band. In [15], a hybrid of Sierpinski and Minkowski geometries has been exploited into a wide antenna for multiband applications. In [16], an antenna with Jerusalem crosses as fractal slots has been introduced to achieve wide bandwidth; no more than 0.6 GHz bandwidth with only 3.5 dBi peak gain and an efficiency value of $70 \%$ have been achieved at the resonating frequency. In [17], Minkowski fractal structures are introduced into a flexible antenna for improving the return loss and the impedance bandwidth. This flexible antenna that has been printed into large substrate $\left(97.48 \times 80 \times 0.5 \mathrm{~mm}^{3}\right)$ is operating in two narrow bands with bandwidths $<0.6 \mathrm{GHz}$. Carpet geometry has been exploited in [18] for improving the bandwidth of a monopole antenna with defected ground structure. However, only 3.13 GHz bandwidth has been obtained.

In the present work, a cauliflower-shaped structure is exploited to achieve size-compactness and the UWB
response. The fractal geometry was introduced along the edges of the patch and on the outer corners of the truncated ground plane. A prototype was fabricated and measured showing a good concordance between the measured and the simulated results. The fabricated prototype has an impedance bandwidth of 7.91 GHz extending from 3.05 to 10.96 GHz and stable omni-directional radiation patterns. In addition, the simulated antenna has a reasonable gain (1.39-5.68 dBi) and high radiation efficiency ( $>90 \%$ ) values over the entire operating frequency band. The designed antenna was calculated and optimized by using the commercial software CST Microwave Studio ${ }^{\text {TM }}$ [19]. The following section will present fractal length generations, describe the proposed antenna geometry, and depict the obtained results.

## II. ANTENNA DESCRIPTION AND RESULTS

## A. Process of antenna design

The proposed antenna is generated by combining the fractal concept and the hexagonal geometry. The geometrical configuration of this new fractal curve begins with a straight line, called the initiator, which is shown in Figure 1 (iteration 0). The first iteration divides the initial length into four equal parts, and the two centric segments are replaced by three other segments of the same length by forming a regular trapezoid with an angle $\theta=60^{\circ}$ as shown in Figure 1 (iteration 1). This iterative process is repeated for the higher-order iteration which is shown in Figure 1 (iteration 2).

Each segment of iteration 1 (generator) is one-fourth the length of the initiator. There are five such segments. Thus, for iteration $n$, the total length of the curve is $(5 / 4)^{n}$.

## Itération 0



## Itération 3



Fig. 1. Iteration-wise evolution of cauliflower-shaped structure.

## B. Generating fractal geometry using iterative function system (IFS)

An IFS can be used to define the generator. The transformations used to obtain the generator segments are given by the following equations:

$$
\begin{gather*}
W_{1}\binom{x}{y}=\left[\begin{array}{cc}
\frac{1}{4} & 0 \\
0 & \frac{1}{4}
\end{array}\right]\binom{x}{y}, \\
W_{2}\binom{x}{y}=\left[\begin{array}{ll}
\frac{1}{4} \cos 60^{\circ} & -\frac{1}{4} \sin 60^{\circ} \\
\frac{1}{4} \sin 60^{\circ} & \frac{1}{4} \cos 60^{\circ}
\end{array}\right]\binom{x}{y}+\binom{\frac{1}{4}}{0}, \\
W_{3}\binom{x}{y}=\left[\begin{array}{ll}
\frac{1}{4} & 0 \\
0 & \frac{1}{4}
\end{array}\right]\binom{x}{y}+\binom{\frac{3}{8}}{\frac{1}{4} \sin 60^{\circ}},  \tag{3}\\
W_{4}\binom{x}{y}=\left[\begin{array}{cc}
\frac{1}{4} \cos 60^{\circ} & \frac{1}{4} \sin 60^{\circ} \\
-\frac{1}{4} \sin 60^{\circ} & \frac{1}{4} \cos 60^{\circ}
\end{array}\right]\binom{x}{y}+\binom{\frac{5}{8}}{\frac{1}{4} \sin 60^{\circ}}, \tag{4}
\end{gather*}
$$

$$
W_{5}\binom{x}{y}=\left[\begin{array}{cc}
\frac{1}{4} & 0  \tag{5}\\
0 & \frac{1}{4}
\end{array}\right]\binom{x}{y}+\binom{\frac{3}{4}}{0}
$$

The generator is then obtained with the union of these five transformations:
$W(A)=W_{1}(A) \bigcup W_{2}(A) \bigcup W_{3}(A) \bigcup W_{4}(A) \bigcup W_{5}(A)$

## C. Geometry of the proposed cauliflower-shaped antenna

The geometrical structure and the dimensions of the designed antenna are presented in Figure 2. The antenna radiator is constructed by a set of successive assemblies of hexagons that create a cauliflower shape. The antenna structure progress during the design stages is shown in Figure 3. The substrate used for the designed antenna is RO-4350B substrate (relative dielectric constant of 3.48 with the loss tangent of 0.0037 and thickness of $1.524 \mathrm{~mm})$. The overall size of the designed antenna is $0.3623 \lambda_{0} \times 0.41 \lambda_{0} \times 0.01524 \lambda_{0}$ at 3 GHz as a result of the introduction of a fractal geometry along the edge of the radiating patch and along with the outer corners of the truncated ground plane, an enhanced impedance matching and an extended impedance bandwidth are attained. According to other published works like[1], the resonant frequency $f_{r}$ of a comparable antenna with a hexagonal patch can be predicted using eqn (7). In addition, the length of each edge constructing the hexagonal patch can be calculated by eqn (8)

$$
\begin{equation*}
f_{r} \approx \frac{U_{m n} c}{2 \pi r_{e} \sqrt{\varepsilon_{r}}} \tag{7}
\end{equation*}
$$

The equivalent radius $r_{e}$ is given by the following formula:

$$
\begin{equation*}
r_{e}=\sqrt{r^{2}+\frac{2 h r}{\pi \varepsilon_{r}}\left(\ln \frac{\pi r}{2 h}+1.7726\right)} \tag{8}
\end{equation*}
$$

The side length of the hexagonal patch can be calculated

Table 1: Parameters of roots for different modes

| Mode $(\boldsymbol{n}, \boldsymbol{m})$ | $\boldsymbol{U}_{m n}$ |
| :--- | :--- |
| 0,1 | 0 |
| 1,1 | 1.84118 |
| 2,1 | 3.05424 |
| 0,2 | 3.83171 |
| 3,1 | 4.20119 |

using the following formula:

$$
\begin{equation*}
q \approx 1.1 r_{e}, \tag{9}
\end{equation*}
$$

where $\varepsilon_{r}$ is the dielectric constant of the substrate, $c$ is the speed of light in free space, $h$ is the thickness of the substrate, $q$ is the side length of the hexagonal radiating patch, $r$ is the radius of a comparable circular patch, and $U_{m n}$ is the $m$ th zero of the derivative of the Bessel function of order $n$. The values of $U_{m n}$ are given as in Table 1.

The dimensions of the designed cauliflower-shaped antenna were optimized to attain the desirable performances.

The physical dimensions of the proposed cauliflower-shaped antenna were set as follows: $A$ $=11.5 \mathrm{~mm}, d=0.85 \mathrm{~mm}, g=0.25 \mathrm{~mm}, W_{f}=4 \mathrm{~mm}$, $W_{g}=18.25 \mathrm{~mm}$, and $h_{g}=9.5 \mathrm{~mm}$.

Figure 4 indicates that the working bandwidth is improved by $17.5 \%$ and the impedance matching is highly improved at higher frequencies by inserting the cauliflower-shaped structure along the edge of the hexagonal radiating element and on the outer corners of the truncated ground plane. The working bandwidth of the proposed antenna and the initial designs are given in Table 2.


Fig. 2. Detailed configuration of the designed CPW cauliflower-shaped antenna.


Fig. 3. Antenna geometry development during the design steps. (a) Antenna 1. (b) Antenna 2. (c) Antenna 3.


Fig. 4. Influence of the fractal structure on the reflection coefficient of the antenna.

Figure 5 indicates that the real part of the impedance is nearer, fluctuating around $50 \Omega$ value which is the input impedance of the excitation port. Whereas, the imaginary part is narrowly fluctuating near zero bar during the working bandwidth. Thus, the designed antenna is well adapted throughout the entire working frequency range. At the input of the antenna, the accepted power is compared with the no-transmitted powers and the obtained results are presented in Figure 6. Compared to the level of the accepted power, negligible powers are recorded which prove the well adaptation of the designed antenna. In order to show the utility of the used fractal geometry, the current distribution on the antenna's surface is presented in Figure 7. At higher frequencies, there is more concentration of the current at the

Table 2: Antennas working bandwidth comparisons

| Antennas | Working <br> band (GHz) | Bandwidth <br> $(\mathbf{G H z})$ | Bandwidth <br> $(\%)$ |
| :--- | :--- | :--- | :--- |
| Antenna 1 | $3.12-10.30$ | 7.18 | 107 |
| Antenna 2 | $3.02-12.64$ | 9.62 | 122.86 |
| Antenna 3 | $3.02-12.98$ | 9.96 | 124.4 |



Fig. 5. Real and imaginary parts of the impedance.


Fig. 6. Powers at the input of the antenna.
edge of the radiating patch and along the upper edge of the ground plane. The reflections at the edges of the antenna permit creation of other resonant frequencies, which is confirmed by Figure 4. Thus, the fractal geometry has a high contribution to the antenna's performance improvement by engendering additional resonances and allowing to extend the operational bandwidth.

Figure 8 represents a photograph of the fabricated prototype which was printed on the RO-4350B substrate with a total size of $0.3623 \lambda_{0} \times 0.41 \lambda_{0} \times 0.01524 \lambda_{0}$ at 3 GHz . To confirm the UWB feature of the designed antenna, the reflection coefficient of the fabricated prototype was measured using an Agilent 8722ES vector network analyzer (VNA) with the specifications given in Table 3. High concordance between the simulation and experimental results is detected and the UWB characteristic of the proposed antenna is validated. Figure 9


Fig. 7. Current distribution at three frequencies. (a) 3.65 GHz. (b) 8.37 GHz . (c) 9.89 GHz .


Fig. 8. Fabricated prototype of the proposed UWB CPW cauliflower-shaped antenna.


Fig. 9. Measured and simulated reflection coefficient of the proposed UWB CPW cauliflower-shaped antenna.
indicates that the measured reflection coefficient of the fabricated prototype covers a large bandwidth extending from 3.05 to 10.96 GHz ( $113 \%$ ), which is wider than the reserved UWB frequency band of $110 \%$ (3.1-10.6 GHz ).

The experimental co-polar and cross-polar radiation patterns of the fabricated prototype were measured in an anechoic chamber by using two-antenna measurement setup. A double ridged horn antenna (model AH-118 working in the range $1-18 \mathrm{GHz}$ ) is used for transmitting electromagnetic waves, whereas the fabricated coplanar waveguide (CPW) cauliflower-shaped antenna is used for receiving them.

The radiation patterns were measured in both the $H$ ( $x z$-plane) and the $E$ ( $y z$-plane) planes at three

Table 3: Specifications of the used VNA

| Parameters | Values |
| :--- | :--- |
| Frequency range | $0.05-40 \mathrm{GHz}$ |
| IF bandwidth | 10 Hz |
| Maximum input level | 10 dBm |
| Maximum output power | -5 dBm |
| Power resolution | 0.01 dB |
| Output power range | $70 \mathrm{~dB}(0.05-20 \mathrm{GHz})$ <br> $65 \mathrm{~dB}(20-40 \mathrm{GHz})$ <br> Output impedance $\mathrm{50} \mathrm{\Omega}$ |


(a)

(b)

Fig. 10. Measured normalized co-polar radiation patterns at three frequencies from the working bandwidth. (a) $x z$-plane. (b) $y z$-plane.
frequencies from the operating bands 3.22, 5.2, and 10.04 GHz . Figure 10 and 11 indicate that the fabricated prototype has nearly consistent omni-directional radiation characteristics in the $H$-plane and bidirectional radiation patterns, like-dumbbell-shaped ones as a con-


Fig. 11. Measured normalized cross-polar radiation patterns at three frequencies from the working bandwidth. (a) $x z$-plane. (b) $y z$-plane.
ventional monopole, in the $E$-plane. At higher frequencies, the radiation patterns undergo small distortions due to the reflections along the introduced like-cauliflowerstructure and along the upper edge of the ground plane and also due to the excitation of higher-order mode [22].

The cross-polar radiation patterns in the H-plane retain their star shape over the entire working band with low levels compared to those of co-polar radiation patterns, despite the augmentation of their levels with increasing the frequency, which is due to the excitation of hybrid currents [23].

Figure 12 indicates that the gain and the radiation efficiency simulated by the designed antenna throughout the operating frequency are acceptable and rea-

Table 4: Comparison of the fabricated antenna with other recently published antennas

| Antennas | Substrates | Sizes ( $\mathrm{mm}^{3}$ ) | Bandwidths | Ease of fabrication |
| :---: | :---: | :---: | :---: | :---: |
| Ref. [26] | FR4 | $\begin{aligned} & 100 \times 100 \times 15 \mathrm{~mm}^{3} \\ & \left(\lambda_{0} \times \lambda_{0} \times 0.15 \lambda_{0}\right) \end{aligned}$ | $2.7-11.8 \mathrm{GHz}$ (125.52\%) | Hard |
| Ref. [27] | FR4 | $\begin{aligned} & 49 \times 48.5 \times 0.8 \mathrm{~mm}^{3} \\ & \left(0.49 \lambda_{0} \times 0.485 \lambda_{0} \times 0.008 \lambda_{0}\right) \end{aligned}$ | $2.9-10.4$ GHz (112.78\%) | Easy |
| Ref. [28] | FR4 | $\begin{array}{\|l\|} \hline 169 \times 169 \times 38.46 \mathrm{~mm}^{3} \\ \left(1.69 \lambda_{0} \times 1.69 \lambda_{0} \times 0.3846 \lambda_{0}\right) \end{array}$ | 3.8-8.8 GHz (79.36\%) | Hard |
| Ref. [29] | FR4 | $\begin{aligned} & 50 \times 50 \times 1.6 \mathrm{~mm}^{3} \\ & \left(0.5 \lambda_{0} \times 0.5 \lambda_{0} \times 0.016 \lambda_{0}\right) \end{aligned}$ | 1.5-11 GHz (152\%) | Easy |
| Ref. [30] | RO-4003 | $\begin{aligned} & 100 \times 104 \times 1.5 \mathrm{~mm}^{3} \\ & \left(\lambda_{0} \times 1.04 \lambda_{0} \times 0.015 \lambda_{0}\right) \end{aligned}$ | 2-9 GHz (127.27\%) | Hard |
| Ref. [31] | FR4 | $\begin{aligned} & 100 \times 100 \times 16 \mathrm{~mm}^{3} \\ & \left(\lambda_{0} \times \lambda_{0} \times 0.16 \lambda_{0}\right) \end{aligned}$ | 4.7-12.4 GHz (90\%) | Hard |
| Ref. [32] | FR4 | $\begin{aligned} & 45 \times 40 \times 1.6 \mathrm{~mm}^{3} \\ & \left(0.45 \lambda_{0} \times 0.4 \lambda_{0} \times 0.016 \lambda_{0}\right) \end{aligned}$ | $1.31-6.81 \mathrm{GHz}$ (135\%) | Hard |
| Ref. [33] | FR4 | $\begin{aligned} & 50 \times 50 \times 11.6 \mathrm{~mm}^{3} \\ & \left(0.5 \lambda_{0} \times 0.5 \lambda_{0} \times 0.116 \lambda_{0}\right) \end{aligned}$ | $4.3-9.10 \mathrm{GHz}$ (71.64\%) | Easy |
| Ref. [34] | FR4 | $\begin{aligned} & 40 \times 40 \times 3.2 \mathrm{~mm}^{3} \\ & \left(0.4 \lambda_{0} \times 0.4 \lambda_{0} \times 0.032 \lambda_{0}\right) \end{aligned}$ | $5.64-8.63 \mathrm{GHz}$ (41.90\%) | Easy |
| Ref. [35] | Taconic RF-35 | $\begin{aligned} & 120 \times 120 \times 1.6 \mathrm{~mm}^{3} \\ & \left(1.2 \lambda_{0} \times 1.2 \lambda_{0} \times 0.016 \lambda_{0}\right) \end{aligned}$ | $1.45-4.86 \mathrm{GHz}$ (108.08\%) | Easy |
| This work | RO-4350B | $\begin{array}{\|cccccc} 36.23 & \times & 41 & \times & 1.524 & \mathrm{~mm}^{3} \\ \left(0.3623 \lambda_{0}\right. & \left.\times 0.41 \lambda_{0} \times 0.01524 \lambda_{0}\right) \end{array}$ | $3.05-10.96 \mathrm{GHz}(113 \%)$ | Easy |



Fig. 12. Gain and radiation efficiency achieved by the designed antenna.
sonable because their values are better than the values obtained by some recently published works. The gain is varying between 1.39 and 5.68 dBi which is better than the one attained in [24]. Whereas, the radiation efficiency is almost over $90 \%$ during the working bandwidth which is better than the one achieved in [25].

In Table 4, the main parameters of the proposed antenna are compared with the ones of some recently
published printed antennas. It can be deduced that the parameters of the proposed antenna are better or comparable to those of other antennas. With the above mentioned parameters, it could be deduced that the proposed antenna can be very convenient for many UWB systems.

## III. CONCLUSION

In this paper, the utility of the fractal concept is investigated for designing a printed CPW-fed cauliflower-shaped antenna for UWB communication applications and systems. The simulation and measurement results have demonstrated that the working bandwidth and the impedance matching have been improved by inserting fractal geometry along the edge of the radiating patch and on the outer corners of the truncated ground plane. A prototype was fabricated and printed in a compact size of $0.3623 \lambda_{0} \times 0.41 \lambda_{0} \times 0.01524 \lambda_{0}$ at 3 GHz . The measured results indicated that the cauliflower-shaped fractal antenna is well matched along a large bandwidth extending from 3.05 to 10.96 GHz , which is about $113 \%$ enclosing the UWB frequency range. Furthermore, the experimental radiation patterns of the fabricated prototype measured in an anechoic chamber showed stable omni-directional radiation patterns along the operating bandwidth. Besides, reasonable gain ( $1.39-5.68 \mathrm{dBi}$ ) and high radiation efficiency values ( $>90 \%$ ) were simulated over the entire operating frequency band. Consequently, the proposed antenna
could be useful for many modern UWB communication systems.
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#### Abstract

This paper presents simulation-based design and analysis of a broadband dual-polarized magnetoelectric dipole antenna element that can be used to construct VHF astronomical antenna arrays. The antenna consists of two pairs of radiating structures, each fed by a $\Gamma$-shaped feeding section. The feeding section and radiating parts are physically disconnected from each other. The antenna is evaluated by simulation, and its -10 dB impedance matching bandwidth ranges from 115 to 340 MHz . The maximum gain of the antenna is about 8 dB over the operating range. Isolation of about 20 dB is observed between the two input ports.


Keywords - Array, astronomy, broadband, dualpolarization, magneto-electric dipole, VHF.

## I. INTRODUCTION

Radio astronomy has always been one of the most explored research topics. It deals with the measurement of electromagnetic radiation emitted from cosmic sources, where the emissions are irregularly varying as a function of time. The emissions are spread over a wide range of frequencies from a few MHz to the farinfrared. Since the signals of interest are very weak, antenna arrays are designed and distributed over large effective apertures covering hundreds of meters/kilometers [1]. The first step in the array modeling of an astronomical array is the design of the element. The element design is pretty challenging as it should have a good impedance match and stable gain over a wide range of frequencies.

Various antenna elements have been reported in the literature for astronomical purposes, which include

Bowtie antenna, log-periodic dipole array, Vivaldi antenna, parabolic reflector antenna, and magneto-electric dipole (MD) antenna.

Log-periodic antennas [2,3] are used when simultaneous multi-frequency observations of radio emissions from celestial radio sources must be monitored. But they offer narrow bandwidth and are also susceptible to winds due to their height, especially when designed for low frequencies. Although parabolic reflector antennas play a major role in microwave satellite and space communications, from [4-6], it is noted that these are primarily designed for transmitting and receiving pencil beams. Also, designing a parabolic reflector antenna in the VHF band is a complex process. Other wideband antenna elements like Vivaldi [7, 8] and Bowtie [9], when designed for astronomical purposes, require a complex feeding mechanism that includes the design of baluns for impedance matching. Furthermore, they are usually printed on dielectrics, which reduces the likeliness of being deployed in an outside environment.

A wideband magneto-electric dipole (ME) antenna reported in [10] exhibits wide bandwidth and seems to be appropriate for astronomical arrays considering its metallic construction. It also offers better radiation characteristics such as low cross-polarization and back radiation, symmetric $E$ - and $H$-plane radiation patterns, and stable gain across the operating band. These are achieved by exciting both electric and magnetic dipoles with suitable amplitudes and phases [11, 12]. A variant of dual-polarized ME antenna reported in [13] combats multipath fading effects and enhances the polarization diversity. Also, the $\Gamma$-shaped probe feed of the ME antenna employed in [14] improves the impedance
characteristics of the antenna. A dual-band sharedaperture base station antenna array reported in [15] is based on ME elements.

Considering the advantages and performance characteristics of a dual-polarized ME antenna, in this work, a simulation-based modified [16] dual-polarized ME antenna operating over the frequency range of $115-340 \mathrm{MHz}$ is designed. The novelty aspects of the proposed design are: (1) the design of horizontal plates with a curvature at the corners which enhances the impedance match, (2) design of the feeding sections passing below the horizontal plates that improves matching, and (3) design of dielectric stubs that provide mechanical strength to the feeding sections without altering the matching. The proposed element design has the practical benefit of being employed as the basic building block of an electronically steerable square kilometer array $[17,18]$. The array so designed could be used to study the fast and slow transient radio radiation originating from astronomical sources as well as to conduct high angular resolution imaging of discrete galactic and extragalactic sources at low radio frequencies. The transient sky at low frequencies (in MHz ) remains relatively unexplored [19]; therefore, the antenna is designed to operate from 115 to 340 MHz .

This work is presented in various sections. Section II presents the element design, and Section III discusses the operating principle. The computational aspects of the designed antenna and the simulation results are discussed in Sections IV and V, respectively, while Section VI concludes the paper.

## II. ELEMENT DESIGN

The antenna is designed at a center frequency of 160 MHz , as shown in Figure 1. The antenna is composed of three components, namely, (1) radiating structures, (2) feeding section, and (3) support structures. The radiating structures and the feeding section are made of aluminum, while the support structures are made of Teflon ( $\varepsilon_{\mathrm{r}}=2.1$ ). A detailed description of each of the antenna components is elaborated below.

## A. Radiating structures

The size of the ground plane considered for this design is $2.5 \times 2.5 \mathrm{~m}^{2}$. The radiating structure constitutes the horizontal plates and the vertical plates, as presented in Figure 2. The four radiating structures are placed over the ground plane in the four quadrants, as depicted in Figure 1. As per Figure 1, a pair of vertically oriented rectangular plates shorted to the ground form a shorted patch antenna which constitutes the magnetic dipole. In contrast, the pair of horizontal square plates form the electric dipole. The dimension of resonant dipole or patch antenna is approximately $\lambda / 2$. Hence, we started the design with a size of $\lambda / 2$ at the center


Fig. 1. Perspective view of the antenna.


Fig. 2. (a) Perspective view of the radiating structures. (b) Top view of the radiating structures.
frequency. Later, the dimensions were optimized for a -10 dB impedance bandwidth over the operational band.

The dimensions of the horizontal and vertical plates determine the lower and upper cutoff frequencies. When the height of the vertical plate $(\mathrm{A})$ is increased, a better impedance match is observed at the lower frequency and the bandwidth is pushed toward the lower frequency. Similarly, increasing the length of the horizontal plates results in the impedance bandwidth being shifted toward
the lower frequency. After the parametric investigations, the vertical plates' heights and lengths are optimally chosen as 515.58 and 273.90 mm . The overall size of the radiating structure is $1040 \times 1040 \mathrm{~mm}^{2}$. The two diagonal radiating structures constitute one polarization. Each radiating part consists of two vertically oriented plates connected such as to form a $90^{\circ}$ corner. The bottom edges of the plates are connected to the ground plane, and the top edges are connected to the horizontal plate, as shown in Figure 2(a). The width of the two vertically oriented plates, when decreased, increases the impedance bandwidth. The optimized width of the two vertically oriented plates is 244.9 mm . The four radiating structures are positioned in each quadrant with a gap of 90 mm between them, as depicted in Figure 2(b). One corner (inner) of each horizontal plate has a slot to insert the feed, maintaining the physical disconnectivity between the feed and the radiating structures. When the widths $w 1$ and $w 2$ of the slot are increased, the impedance match moves toward the lower cutoff frequency. The other corners of the horizontal plates are curved to improve impedance matching. The dimensions of the radiating structures are tabulated in Table 1.

## B. Feeding section

Each pair of diagonally opposite radiating structures is fed with a $\Gamma$-shaped feeding section which forms two feeding ports for the entire antenna. The feeding section is physically disconnected from the radiating structures. Each $\Gamma$-shaped feeding section has three parts, as shown in Figures 3(a) and (b). The long vertical strip is the transmission line. Its bottom end is 3 mm from the ground plane, connected to the coaxial connector through a small horizontal stub, as shown in the figure. The top end of the transmission line is bent to form the horizontal coupling strip, which is further bent down on the other side, forming a short vertical impedance match-


Fig. 3. Geometrical description of the feeding section. (a) Perspective view. (b) Top view.
ing strip. Parametric studies were performed to understand the role of the feed section on the impedance characteristics. A decrease in the transmission line length results in a shift in the lower cutoff frequency, while a decrease in the coupling strip length provides a shift in the upper cutoff frequency. The final optimized dimensions of the feeding sections are tabulated in Table 2.

The transmission line part of the feeding section is placed within one of the radiating structures close to the corner of the vertical plates connected to the edge. The horizontal coupling strip protrudes out of the top horizontal plate through a slot cut at the top corner. The coupling strip enters the other diagonal radiating structure through a triangular slot cut on the top, without physically touching the vertical or the horizontal plates, as shown in Figure 1.

## C. Support structures

Mechanical stability is essential to the feeding section and is provided using dielectric support structures made of Teflon ( $\varepsilon_{\mathrm{r}}=2.1$ ), as shown in Figure 4(a). A dielectric slab, starting from the ground plane, is placed along the width of the transmission line of the feeding section, which is tapered in the top portion. The tapered section is fastened to the feed strip using metallic screws, and the bottom of the slab is attached to the ground with Teflon screws with an additional sidestep, as shown in Figure 4(b). The support structure dimensions are optimally chosen such that the antenna's performance is not affected, and the same are tabulated in Table 3.

## III. OPERATING PRINCIPLE

The pair of vertically oriented rectangular plates shorted to the ground form the magnetic dipole, and the pair of horizontal square plates form the electric dipole. A combined effect of the electric dipole and the magnetic dipole provides a uniform unidirectional radiation pattern [20]. The radiating structures are excited by the fields coupled with the feeding section.

The significance of the three parts of the feeding section is explained as follows:

1. The transmission line section and the shorted vertical plates act as an air microstrip line of $50-\Omega$ characteristic impedance, which transmits the electrical signal from the coaxial launcher to the second portion of the feed.
2. The electrical energy from the transmission line is coupled to the horizontal and vertical plates via the horizontal coupling strip. The length of the coupling strip contributes to the inductive reactance, thereby altering the antenna's input impedance.
3. The impedance matching section is an opencircuited transmission line, which can be modeled as a capacitor and contributes to the capacitive


Fig. 4. (a) Feed sections with the support structures. (b) Perspective view of support structure.
reactance. Appropriate choice of its length compensates for the inductive reactance caused by the coupling strip and thereby enhances the impedance bandwidth.

In summary, the operation starts with the excitation of the feeding strips, which couple fields to the corresponding radiating structures and induce currents. The currentinduced horizontal radiating plates act as a planar electric dipole, while the shorted vertical radiating structures act as a magnetic dipole, resulting in the overall radiation.

## IV. COMPUTATIONAL ASPECTS OF THE DESIGNED ANTENNA

This paper reports a broadband antenna design, and, hence, the solver chosen in the CST simulation tool is the time domain. The accuracy level maintained is -30 dB , and the number of pulses to 50 . The mesh type used for the simulation is hexahedral. The mesh cell setting in the tool is an essential parameter - the more the mesh cells, the better the accuracy, with the disadvantage of longer computational time. Taking account of these considerations, the cells per wavelength for the maximum cell calculation are optimally set to 15 for the proposed antenna simulation.

The port mode solver supports inhomogeneous port accuracy as we received a warning from the solver indicating that dispersive materials are detected at the ports. Also, the number of pulses is set to 50 as the steady-state criteria are not met with fewer pulses.

## V. RESULTS AND DISCUSSION

The antenna design and simulation are performed using the CST Microwave Studio 2018. The simulated results of the designed antenna are discussed in the following sub-sections.

## A. Impedance matching performance

The simulated antenna's reflection and coupling coefficients with respect to ports 1 and 2 are shown


Fig. 5. S-parameters of the ME antenna.


Fig. 6. Antenna gain versus frequency plot.
in Figure 5. It is observed that the -10 dB reflection
coefficient with respect to the two ports is over the frequency range of $115-340 \mathrm{MHz}$.

## B. Gain and radiation pattern

The antenna gain as a function of frequency is depicted in Figure 6 for both the ports. The maximum gain of the antenna is around 8 dB over the operating band. The 3-dB gain bandwidth is observed over the frequency range of $115-340 \mathrm{MHz}$. The simulated radiation patterns of the proposed antenna are plotted at 150 and 250 MHz in Figure 7. The simulations are performed by exciting each port separately to obtain radiation patterns in each polarization. An extensive simulation-based study is carried out to validate the sensitivity of the proposed antenna to determine the fabrication tolerance of the design parameters. The parameters in the feeding section have a tolerance of $\pm 2 \mathrm{~mm}$, and all the remaining dimensions have a tolerance of $\pm 5 \mathrm{~mm}$.

| Frequency (MHz) | Port 1 | Port 2 |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |

Fig. 7. Simulated radiation patterns when ports 1 and 2 excited individually.

Table 1 Dimensions of the radiating structures in mm

| Parameters | $P$ | $R$ | $q$ | K1 | K2 | D1 | D2 | A | B |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 273.90 | 141.42 | 92.20 | 56.15 | 66.92 | 198.58 | 146.58 | 515.58 | 244.90 |

Table 2 Dimensions of feeding section in mm

| Parameters | c1 | c2 | h1 | h2 | L1 | L2 | F1 | F2 | w1 | w2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 76.37 | 89.37 | 376 | 319 | 201.85 | 201.85 | 21.51 | 19.88 | 45.36 | 45.36 |

Table 3 Dimensions of the support structure in mm

| Parameters | Sw1 | Sw2 | Sw3 | Sh1 | Sh2 | S1 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 45.36 | 65.36 | 25 | 100 | 20 | 55.90 |

## VI. CONCLUSION

Simulation-based design of broadband dualpolarized ME antenna element is presented in this paper for very low-frequency astronomical array applications. The antenna designed offers a -10 dB impedance bandwidth over the frequency range of $115-340 \mathrm{MHz}$. The broadside gain of the antenna is about 8 dB , and the isolation between the input ports is about 20 dB over the operating frequency range. It may be noted that the antenna element could not be fabricated, given its size and also the current pandemic situation.
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#### Abstract

The influence of electromagnetic waves on living things has been of great concern in recent years. Traditionally, electromagnetic radiation device for cell experiments has a narrow frequency range and small radiation space. In this paper, a DC to $5.2-\mathrm{GHz}$ rectangular transverse electromagnetic (TEM) device for cell experiments is proposed. The novelty of this research lies in the wide frequency range and sufficient radiation space under the condition of ensuring the transmission performance. The rectangular device is composed of a closed rectangular coaxial transmission line, tapered transition regions, inner plate structure, and dielectric supports. After simulation, optimization, and measurement, both the results of the simulated and measured studies indicate that reflection coefficient $S_{11}$ is below -10 dB and transmission coefficient $S_{21}$ is nearly 0 dB . It is demonstrated that the device has a good transmission performance from DC to 5.2 GHz , which meets the requirement for wideband cell radiation experiments. The proposed rectangular device is a good candidate for cell radiation experiment device.


Index Terms - Rectangular TEM, radiation space, wideband, cell experiments.

## I. INTRODUCTION

With the development of digital devices and integrated circuits, electrical equipment and systems are widely used in our daily life. And the electromagnetic signals with high density and wide spectrum constitute the extremely complicated electromagnetic environment [1]. People pay more and more attention to the problem of electromagnetic pollution, the relationship between electromagnetic waves, and the biological effects of biological systems, such as human, animal, and cell samples, etc. Therefore, the research on the effect and mechanism of electromagnetic field on human health has been carried out. Bioelectromagnetic research requires a complete and specific device for radiation experiment. In the middle of the 1960s, people used the transverse electromagnetic (TEM) wave chamber (Parallel Plates

TEM cell) as an experimental device. But because of its open structure, electromagnetic energy radiated to the surrounding area is susceptible to environmental and external interference; thus, the accuracy and reliability of the test are not enough. Later, based on the principle of rectangular coaxial line, a symmetrical TEM cell for simulating electromagnetic wave propagation in closed space was proposed [2-4]. It consists of a square outer conductor, a main segment of the inner conductor of the mounting plate, and a tapered transition section at both ends, which can be respectively connected with the excitation source and the matching load. The radiation device based on TEM cell provides radiation conditions similar to that in free space and has the advantages of convenient use, uniform electromagnetic field, and low cost.

For the vitro studies of RF interaction with biological cells, the TEM chamber is generally used as radiation device. In [5], a vivo exposure system based on TEM cell is designed at 2.45 GHz and its size is $1700 \mathrm{~mm} \times 120$ $\mathrm{mm} \times 120 \mathrm{~mm}$. The system can be used for small animals' exposure experiments in 2.45 GHz . In [6], a new technique for establishing standard, uniform, and electromagnetic fields in a shielded environment employs TEM cells that operate as $50-\Omega$ impedance-matched systems. An open TEM cell suitable for exposure frequencies from DC to 1 GHz is shown in [7], and its size is 200 $\mathrm{mm} \times 100 \mathrm{~mm} \times 30 \mathrm{~mm}$. In [8], a 1800-MHz TEM cell is introduced for experiments investigating effects on biological samples, whose size is $198.8 \mathrm{~mm} \times 78 \mathrm{~mm} \times$ 82 mm . In [9], a TEM cell used for experimental biological samples exposure to radiofrequency field in the 100 MHz to 1 GHz range is designed. In [10], an open TEM cell is used as a pulse delivery system. Its size is $202 \mathrm{~mm} \times 85 \mathrm{~mm} \times 20 \mathrm{~mm}$ and its return loss is below -10 dB up to 3 GHz . The main disadvantages of the above TEM cells are their limited radiation space and lower upper frequency range. When the size of the TEM cell increases, the frequency will decrease accordingly. Nowadays, due to the quick development of communication systems operating at frequency ranges up to 5 GHz ,
a new experimental radiation device should be planned.
In this paper, a rectangular TEM device with wideband and sufficient space is proposed for cell experiments. The proposed rectangular device is capable of producing a uniform planar electromagnetic wave with wideband property in a limited enclosed space. In order to not only obtain more accurate measured results but also expand application range of the device in practical needs [11], the proposed rectangular TEM device is aiming to overcome the restrictions on available testing space. The rectangular TEM device proposed can operate at the frequency range from DC up to 5.2 GHz . And it forms a uniform TEM electromagnetic field in the radiation space, which can be used to detect cell electromagnetic properties in electromagnetic radiation experiments.

## II. THEORY ANALYSIS OF THE PROPOSED DEVICE

The proposed structure is a coaxial cavity structure. The outer conductor is composed of a rectangular cavity in the middle and a square cone cavity on both sides, and the inner conductor is composed of a rectangular conductor plate in the middle and two trapezoidal conductor plates on both sides, as shown in Figure 1(a). The coaxial structure is a dual conductor guiding system, which consists of internal and external systems. It mainly transmits TEM wave. When there is discontinuity or high-frequency operation, it will excite TE mode or TM mode. The device has two coaxial ports at the ends of the cell. The external dimension of the proposed rectangular square cone coaxial cavity is $1176 \mathrm{~mm} \times 220$ $\mathrm{mm} \times 220 \mathrm{~mm}$, with coaxial connectors at both ends. The middle section of the inner conductor is a rectangular conductor plate with thickness of 8 mm and width of 131 mm , and the inner conductors on both sides are trapezoidal conductor plates with thickness of 8 mm and width from 131 mm gradually changing to 8 mm , as shown in Figures 1(b) and (c). When a certain frequency and power signal is added to the excitation port, the electromagnetic wave inside the device is excited in the form of TEM. In order to achieve uniform field distribution, the device adopts a symmetrical structure. The inner and outer conductors of the device are made of aluminum, the wall thickness of the outer conductor is 10 mm , and the dielectric supports are composed of two $10-\mathrm{mm}$-thick PTFE materials. The cell dish is placed in the middle of the radiation space.

One port of rectangular square cone coaxial cavity is connected with RF signal generator, and the other port is connected with $50-\Omega$ load to ensure good impedance matching. The calculation model of middle section of radiation device is illustrated in Figure 2. The crosssectional size for the middle part of the inner conductor
of the rectangular square cone coaxial cavity is obtained by the following formula [12]:

$$
\begin{align*}
Z_{0} & =\frac{188.31}{2 \frac{C}{\varepsilon_{0}}+\frac{w}{h}+\frac{t}{g}}  \tag{1}\\
\frac{w}{h}+\frac{b}{g} & =3.7662-2 \frac{C}{\varepsilon_{0}} \tag{2}
\end{align*}
$$

where $C$ is the unit capacitance between inner and outer conductors, $\varepsilon_{0}$ is the dielectric constant of media between inner and outer conductors, $w$ is the crosssectional width of inner conductor plate, $t$ is the thickness of inner conductor, $g$ is the distance from the inner conductor to the outer conductors on sides, and $h$ is the distance from the inner conductor to the top or bottom outer conductors. At first, the values are calculated based on formulae (1) and (2). It is then further optimized in CST software.

The transition section design is mainly to make a good match between the input end of the cell and the power supply. The traditional transition section of TEM cell adopts stepped transition structure, which is generally circular coaxial and circular coaxial transition. Because of the step discontinuity of the structure, the transition structure will have a great reflection, which will affect the transmission and other performance of the TEM cell. In order to solve this problem, a new type of gradual transition structure is proposed, which is circular coaxial rectangular coaxial tapered structure. This structure has low reflection loss and can be used in cell electromagnetic radiation structure to improve transmission performance.

The input port of the transition section of the device is connected with the $N$-type coaxial RF connector, and the output port is connected with the rectangular coaxial cavity of the device. In order to make the working frequency of the device reach 5.2 GHz , the design of the transition section should ensure to meet the 50$\Omega$ characteristic impedance matching. It is also necessary to make sure that the cut-off frequency of the transition section should be greater than the working frequency and suppress the high-order noise when working in the high-frequency section [17-20]. A slow gradual structure is adopted to minimize the discontinuity caused by the gradual transition [13-16].

## III. SIMULATION AND ANALYSIS

## A. Simulation and optimization

The electromagnetic simulation for the rectangular square cone coaxial cavity is carried out with CST Microwave Studio Suite TM 2013. The impedance matching of the structure is mainly affected by the width $w$ of the middle section of the inner conductor plate and the length $H 1$ of the transition section; thus, the optimization and parameter scanning analysis of $w$ and $H 1$ is carried out. Figure 3 shows the structure diagram of iden-

(a)

(b)

(c)

Fig. 1. (a) 3D structure diagram of the device. (b) Side view dimensions of the device (mm). (c) Top view dimensions of the device (mm).
tification $H$ 1. Figure 4 shows the $S_{11}$ for different $H 1$ and $w$. When other structural parameters of rectangular square cone coaxial cavity are fixed and $H 1$ is changed, the curve of $S_{11}$ is shown in Figure 4(a). It can be seen
that the best $H 1$ value is 36.5 cm , which makes $S_{11}$ below -10 dB in the range of DC to 5.2 GHz . In the frequency range of $5.2-6 \mathrm{GHz}, S_{11}$ is slightly higher than -10 dB , which is caused by higher order modes. When $w$ changes


Fig. 2. Calculation model of middle section of radiation device.
and other structural parameters are fixed, the curve of $S_{11}$ is shown in Figure 4(b). It can be seen that the optimal $w$ value is 13.1 cm , which makes $S_{11}$ lower than -10 dB


Fig. 3. Structure diagram of identification $H 1$.
in the DC to 5.2 GHz range. In the frequency range of $5.2-6 \mathrm{GHz}, S_{11}$ is also slightly higher than -10 dB . Due to the large size and wide frequency range of the structure, high-order modes will appear in the high-frequency band, and the influences of dielectric supports, which will have a certain impact on the transmission of electromagnetic waves, and the results of $S_{11}$ will also fluctuate accordingly.

## B. Experimental results and discussions

According to the optimization results, the rectangular square cone coaxial cavity is fabricated, and the experimental prototype is shown in Figure 5. It is tested with vector network analyzer AV3629B.


Fig. 4. Simulated $S_{11}$ versus frequency with (a) the length of the tapered transition $H 1$ and (b) the width of the inner plate structure.


Fig. 5. Photograph of the rectangular device.

The simulated and measured results of the device are depicted in Figure 6. The reflection coefficient $S_{11}$ is depicted in Figure 6(a) and the transmission coefficient $S_{21}$ is depicted in Figure 6(b). It depicts that the $S_{11}$ is better than -10 dB in the frequency range of DC to 5.2 $\mathrm{GHz}, S_{21}$ is nearly 0 dB in the frequency range of DC to 2 GHz , and $S_{21}$ is between 0 and 1 in the frequency
range of $2-5.2 \mathrm{GHz}$. As can be seen from Figure 6(a), the matching bandwidth of a radiation system is typically defined by the frequency bandwidth where the reflection coefficient is lower than -10 dB . Note that some of the $S_{11}$ values for the radiation device within its bandwidth are slightly greater than -10 dB . This is probably because there is little reflection at the junction of the transmission section and the joint of the rectangular device. And higher order modes occur at some high frequency, which will influence the transmission performance in reality. As can be seen from Figure 6(b), good consistency has been obtained between the simulations and measurements. Due to the machining error, measured results are slightly biased at individual frequencies. Both the simulated and measured results show that the device has a good transmission performance and impedance matching from DC to 5.2 GHz .

The distribution of $E$-fields at $Z=0$ in the device is depicted in Figure 6(c). It can be seen that distribution of the electromagnetic field is mostly green, and the electric


Fig. 6. (a) The simulated and measured results of reflection coefficient $S_{11}$ from DC to 6 GHz . (b) The simulated and measured results of transmission coefficient $S_{21}$ from DC to 6 GHz . (c) $E$-field distribution at $Z=0$.

Table 1: Comparison between the proposed rectangular device and previously reported designs

| Ref. | Structure | $\begin{gathered} \text { Frequency } \\ \text { range } \\ (\mathbf{G H z}) \\ \hline \end{gathered}$ | $\begin{gathered} \text { Size }\left(\lambda_{0} \times\right. \\ \left.\lambda_{0} \times \lambda_{0}\right) \\ \left(\mathbf{m m}^{3}\right) \\ \hline \end{gathered}$ | $S_{11}(\mathrm{~dB})$ |
| :---: | :---: | :---: | :---: | :---: |
| [2] | $\begin{aligned} & \text { Open TEM } \\ & \text { cell } \end{aligned}$ | 0.5 to 3 | $\begin{gathered} 200 \times 85 \times \\ 20 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -7.5 \end{aligned}$ |
| [5] | TEM cell | 2.5 | $\begin{gathered} 1700 \times 120 \\ \times 120 \end{gathered}$ |  |
| [7] | Open TEM cell | DC to 1 | $\begin{gathered} 200 \times 100 \\ \times 30 \end{gathered}$ |  |
| [8] | TEM cell | 1.8 | $\begin{gathered} 198.8 \times 78 \\ \times 82 \end{gathered}$ |  |
| [9] | TEM cell | DC to 1 | $\begin{gathered} 410 \times 260 \\ \times 150 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -9 \end{aligned}$ |
| [10] | Open TEM cell | DC to 3 | $\begin{gathered} 202 \times 85 \times \\ 20 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -10 \end{aligned}$ |
| [11] | Twin TEM cells | 1 | $\begin{gathered} 300 \times 300 \\ \times 200 \end{gathered}$ |  |
| [13] | Cylindrical TEM cell | DC to 1 | $\begin{gathered} 1021.2 \times \\ 150 \times 150 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -13 \end{aligned}$ |
| [14] | Two-port rectangular TEM cell | 0.5-3 | $\begin{gathered} 444 \times 364 \\ \times 360 \end{gathered}$ |  |
| [16] | TEM cell | DC to 3 | $\begin{gathered} 280 \times 150 \\ \times 90 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -15 \end{aligned}$ |
| This work | Closed rectangular device | DC to 5.2 | $\begin{gathered} 1176 \times 220 \\ \times 220 \end{gathered}$ | $\begin{aligned} & \text { Below } \\ & -10 \end{aligned}$ |

field distributions are formed uniformly along the transverse plate. And we can conclude that there is a relatively uniform electromagnetic field inside the cavity. A uniform electromagnetic field is generated inside the outer conductor, and the outer conductor shell does not produce electromagnetic field. The uniform electric field distribution is essential for the radiation space and cell experiments.

Compared with the traditional TEM cells, simulated and measured results of this device show a good performance in the frequency range. And the device has advantages in sufficient radiation space and wide frequency band.

## IV. COMPARISON OF THE TRADITIONAL TEM DEVICES

Table 1 summarizes the performance comparison between the proposed rectangular device and previously reported designs for radiation experiments.

The proposed rectangular device shows the widest frequency range compared with other designs [5, 8, 11] for the radiation frequency range. In the item of structure, the proposed rectangular device is a closed

Pdevice, which can eliminate electromagnetic leakage and play a shielding role compared with [2]. Compared with [9, 13, 15], the proposed rectangular device not only broadens the frequency range but also increases the radiation space. In general, the proposed rectangular device has obvious advantages in the sufficient radiation space and broadband aspect.

## V. CONCLUSION

In this paper, a rectangular TEM device for cell experiments is proposed, which uses a rectangular coaxial structure as the radiation section. Its configuration is given, and the related key parameters are discussed. The measurements show that $S_{11}$ is better than -10 dB in the frequency range of DC to 5.2 GHz , and $S_{21}$ is nearly 0 dB which shows the proposed device can be used for the broadband cell radiation experiments. Compared with other designs, the overall performance of the proposed device is better. The proposed device successfully upgrades the frequency to a wideband range and expands the space for cell experiments. The proposed prototype is expected to have a very broad prospect in cell radiation experiments of the wide frequency range.
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#### Abstract

The wireless communication system is one of the most important facilities of fuel cell hybrid power tram (FCHPT), which provides a strong guarantee for efficient and safe operation. As an indispensable part of the RF front-end of the transmitter and receiver, the miniaturization and high-performance trends of filtering power dividers are becoming evident. Based on the principle of filter power divider, a capacitor loaded power divider filter is designed and fabricated in this paper. The center frequency of the designed power divider filter is 30 GHz , the return loss $\mathrm{S}_{11}$ is less than -10 dB in the range from 29.2 to 31.6 GHz , and the insertion losses $\mathrm{S}_{21}$ and $\mathrm{S}_{31}$ are less than 5.3 dB . The frequency shift of 1.8 GHz can be achieved by changing the dielectric constant of the liquid crystal with an applied bias voltage, which can be used in millimeter wave communication system.


Keywords - Electronically controlled tuning, filter power divider, liquid crystal material.

## I. INTRODUCTION

Fuel cells as a promising technology that provide electrical power with high efficiency, less noise, and near-zero emissions have been successfully used in vehicle, rail traffic, ship, and distributed generation. Fuel cell hybrid power tram (FCHPT) is a new type of urban rail transit locomotive, which has been widely studied and successfully applied in the world. The wireless communication system is one of the most important facilities of FCHPT, which is the core guarantee to ensure the safe, reliable, and efficient operation of the tram.

In the wireless communication system of FCHPT, the filtering power divider is an indispensable part of the RF front-end of the transmitter and receiver. The filter can let the desired signal through and suppress the spurious signal, while the power divider can realize the distri-
bution and synthesis of power [1, 2]. In modern wireless communication systems, these two devices are generally designed independently and then cascaded by additional matching networks or transmission lines. The traditional design method makes the circuit have a larger physical size, and the cascade between devices will introduce additional mismatch and loss. The characteristics of filter power divider are mainly determined by the design of filter. The filter with multi-frequency band can save space and meet the needs of most work [3], but the working frequency band is often fixed after the structure is determined. As an extension of multi-band filter, the adjustable filtering power divider has the characteristics of high integration, dynamic frequency selection, low loss, and so on [4]. The technology is to realize reconfigurable performance mainly including PIN [5], varactor tuning technology [6], ideal switches [7, 8], MEMS system tuning technology [9, 10], graphite [11], iron or ferrite tuning technology [12, 13], and so on. In addition, as a new type of electromagnetic material, liquid crystal material holds the characteristics of anisotropy of dielectric constant, stable electromagnetic performance, and low loss. Liquid crystal tuned microwave passive devices are based primarily on liquid crystal electromagnetic effect. When the low frequency bias voltage is applied to it, under the action of the electric field, the director of the liquid crystal molecule is driven to be consistent with the bias voltage of the external electric field, which changes the distribution state of the liquid crystal pointing vector in space. At the same time, for the electromagnetic wave with a certain polarization direction with liquid crystal as the medium, the change of the spatial director of the liquid crystal means that the refractive index of the incident wave is changed, so as to modulate the transmission state of the electromagnetic wave transmitted in the liquid crystal. At present, researchers at home and abroad
have carried out a lot of research work on passive devices based on liquid crystal materials, such as tunable phase shift [14], adaptive filter [15], tunable planar reflection array antenna [16, 17], phased array antenna [18-20], and frequency selective surface [21-23]. Liquid crystal tunable technology has great application potential and development prospects.

The traditional filter resonant structures include end coupling [24], parallel coupling line [25], comb line [26], hairpin type [27], cross toe type [28], etc. All of the above structures are realized by coupling lines, and the input and output of traditional coupling line structures are not on the same straight line. The end coupling size is usually larger, comb line, hairpin type, or cross toe type, and other structures require high machining accuracy, especially in the millimeter wave band. For the purpose of integration and miniaturization of wireless communication system, an electronically controlled adjustable filtering power divider is proposed in this paper. A capacitive electromagnetic cross-coupling resonator structure is designed, and the capacitive coupling resonator is integrated into the two output terminals of the first-order Wilkinson power divider. Then, by using the liquid crystal material and electrifying the electrodes on the upper and lower surface of the liquid crystal. The liquid crystal molecular orientation will change with the voltage value, which changes the dielectric constant of the liquid crystal material, so as to tune the central frequency of the filtering power divider. Its structure is relatively simple, which meets the requirements of broadband miniaturization of current electronic communication technology, and adapts to a wider range of application scenarios.

## II. THEORY AND DESIGN

## A. Capacitor loaded power divider bandpass filter

Ideally, the structure of the capacitive loaded lossless transmission line resonator is shown in Figure 1. Denoting the transmission coefficient by $\beta=\omega_{0} \sqrt{L C}=$ $2 \pi / \lambda \mathrm{g}$, where $\omega_{0}$ is the angular frequency, $L$ and $C$ are expressed as distributed series inductors and parallel capacitors, respectively. If the capacitance $C$ becomes larger in the circuit, transmission coefficient will decrease, and the slow-wave effect will appear, thus reducing the size of the circuit. If the capacitance $C$ increases periodically, it can reduce the circuit size and have band-stop characteristics. It has a good effect on the suppression of some frequencies. Coupling equivalent circuits of two resonators are shown in Figure 2.

By using the two-port network theory to analyze the coupling between two resonators, the capacitive coupling between stages can be further equivalent to an admittance converter, and the equivalent circuit of interstage coupling is shown in Figure 3.


Fig. 1. Ideally loaded capacitive transmission line resonator.


Fig. 2. Coupling equivalent circuit of two resonators.


Fig. 3. Coupling equivalent circuit of two resonators.

If T-T' is equivalent to an electric wall, the resonant frequency is

$$
\begin{equation*}
f_{e}=\frac{1}{2 \pi \sqrt{L\left(C_{L}+C_{m}\right)}} . \tag{1}
\end{equation*}
$$

If T-T' is equivalent to a magnetic wall, the resonant frequency is

$$
\begin{equation*}
f_{m}=\frac{1}{2 \pi \sqrt{L\left(C_{L}-C_{m}\right)}} \tag{2}
\end{equation*}
$$

Therefore, the coupling coefficient between the two resonators is

$$
\begin{equation*}
K=\frac{f_{m}^{2}-f_{e}^{2}}{f_{m}^{2}+f_{e}^{2}}=\frac{C_{m}}{C_{L}} . \tag{3}
\end{equation*}
$$

A capacitor loaded filter coupled with a resonant unit, as shown in Figure 4, is adopted. In the design of this structure, the multipath effect caused by the coupling between multiple resonators makes the signal synthesize with the same amplitude and phase at the output port.


Fig. 4. The structure of capacitor loaded power divider bandpass filter.

Table 1 Design parameters and their values

| Parameters | Value (mm) |
| :---: | :---: |
| d 1 | 2.7 |
| d 2 | 3.7 |
| d 3 | 0.15 |
| w 1 | 0.15 |
| w 2 | 0.07 |
| w 3 | 0.27 |
| w 4 | 1.07 |

Through two identical coupling paths, not only compact structure can be realized but also lower loss can be realized. Based on this structure, modeling and simulation are carried out in HFSS. The specific design parameters are shown in Table 1.

The filter uses a Rogers 5880 substrate with a thickness of $h=0.254 \mathrm{~mm}$, with a relative dielectric constant of 2.2 and a dielectric loss tangent of 0.0009 . After the above theoretical analysis, through the loading capacitance introduced by the microstrip gap, the $S$ parameter of the filter is obtained according to the parameters of Table 1. The results of equivalent circuit model and HFSS simulation model are compared as shown in Figure 5. Considering the limit of actual fabricated accuracy, the simulation results in HFSS are poor compared with the ideal circuit simulation results. But they still meet the requirements and are basically consistent with the expectation, which verifies the effectiveness of the circuit. In the HFSS simulation, the central frequency is at 30.9 GHz , the insertion loss in the passband is less than 1.4 dB , and the return loss is greater than 13 dB .

## B. Filter-based Wilkinson power divider

The Wilkinson power divider's function is to distribute the input signal equally or unequally to each output port and maintain the same output phase. Although the ring has similar functions, the Wilkinson power divider has a broader bandwidth in the application.

The circuit structure of the microstrip Wilkinson power divider is shown in Figure 6. Among them, the characteristic impedance of the input port is $Z_{0}$. Accord-


Fig. 5. Comparison of S parameter simulation results.


Fig. 6. Circuit structure of microstrip Wilkinson power divider.
ing to the quarter wavelength impedance transformation theory, the electrical length of the two branch microstrip lines is $\lambda / 4$, the characteristic impedance is $\sqrt{2} Z_{0}$, and the characteristic impedance of the output port is $Z_{0}$.

The characteristic impedance of the microstrip lines is $50 \Omega$. The value of isolation resistance can be obtained from the following formula:

$$
\begin{equation*}
R=Z_{0} k+1 / k \tag{4}
\end{equation*}
$$

where $k=\sqrt{P 3 / P 2}$, and when the power is evenly distributed, $k$ is 1 , then $R=2 Z_{0}$.

The linewidth of $50 \Omega$ mounted microstrip lines can be calculated by the empirical formula

$$
\begin{equation*}
Z_{0}=\frac{87}{\sqrt{\varepsilon+1.41}} \ln \left[\frac{5.98 h}{0.8 w+t)}\right] \tag{5}
\end{equation*}
$$

where $h$ is the height of the substrate, $t$ is the line height, and $w$ is the width of the microstrip lines.

When the input signal enters from P1, P2 and P3 have equal amplitude and in-phase output. The power divider is designed based on microstrip line; so transmission mode is quasi-TEM mode. The simulation results of the frequency response of the first-order Wilkinson power divider are shown in Figure 7, including isolation and transmission characteristics. As can be seen in Figure 7, the energy is evenly divided within the effective


Fig. 7. Simulation results of the first-order Wilkinson power divider.
frequency band, the transmission attenuation of port is 4 dB , the curves of $S_{21}$ and $S_{31}$ are basically consistent, and the isolation of ports 2 and 3 is greater than 15 dB .

## C. Adjustable filter power divider

The frequency selection performance of the filtering power divider mainly depends on the filter. The loading capacitor filter introduced above is cascaded at the two outputs of the first-order Wilkinson power divider to form the filtering power divider. The overall structure model is shown in Figure 8. The size of the whole structure of the filtering power divider is 35 mm $\times 20 \mathrm{~mm}$. Two layers of Rogers 5880 dielectric substrate with a thickness of 0.254 mm and a dielectric constant of 2.2 are used, and the second layer substrate is slotted in the middle to fill the liquid crystal material. The liquid crystal block area is $22 \mathrm{~mm} \times 6 \mathrm{~mm}$, and the thickness is set to 0.254 mm . The frequency response results are shown in Figure 8. The center frequency of the filter is 30 GHz , the return loss $S_{11}$ is less than -10 dB in the range of $29.02-31.64 \mathrm{GHz}$, and the insertion losses $S_{21}$ and $S_{31}$ are less than 5 dB . It can be seen from Figure 9 that the designed filtering power divider achieves equal power division performance in the operating frequency band and has the same amplitude and phase.

Liquid crystal is an electromagnetic tuning material. As shown in Figure 10(a), with the different applied bias voltage, the molecular orientation in it will change, resulting in the change of dielectric constant. And then, the corresponding resonant frequency of microstrip lines with the same size will change, that is, frequency reconfiguration is realized. When the liquid crystal molecule is perpendicular to the direction of the electric field, the


Fig. 8. Structure of adjustable filtering power divider.


Fig. 9. Simulation results of $S$ parameter.
corresponding dielectric constant is $\varepsilon_{\perp}$, the liquid crystal molecule is parallel to the direction of the electric field, and the corresponding dielectric constant is $\varepsilon_{\|}$. In the simulation, the liquid crystal is set as a new material and its dielectric constant is set as a variable for simulation. In the actual measurement, the metal of the filter layer is grounded and the metal base is loaded with bias voltage, as shown in Figure 10(b). The dielectric constant of liquid crystal is adjusted by adjusting the bias voltage, so as to realize the frequency reconfigurable characteristics of filter power divider.

Then the dielectric constant of the liquid crystal varies uniformly in the range of $2.2-2.8$. As shown in Figure 11, the center frequency of the passband of the filter power divider moves from 30 to 28.1 GHz to achieve the $1.9-\mathrm{GHz}$ frequency shift.

## III. RESULTS AND DISCUSSION

To verify the feasibility of the filtering power divider, it is processed and tested according to the structure size of the filtering power divider. The prototype of the filtering power divider is shown in Figure 12. The circuit structure shown in Figure 12 is attached to the lower surface of the upper dielectric substrate in the form of

(a)

(b)

Fig. 10. Schematic diagram of liquid crystal bias voltage control. (a) Tuning process. (b) Bias voltage loading structure.


Fig. 11. Simulation results of $S_{11}$ tuning.
inverted microstrip, and the dielectric constant of the liquid crystal is controlled by the bias voltage between the inverted microstrip patch and the metal base, to realize the change of the resonance point. The orientation of liquid crystal molecules is matched by coating a layer of polyimide film on the metal copper foil of the filter power splitter. After completing the phase matching, the direction of all liquid crystal molecules is perpendicular to the electric field.

The test platform is shown in Figure 13, which includes the PNA-X vector network analyzer and function


Fig. 12. Prototype of adjustable filtering power divider. (a) Layered structure: (i) liquid crystal slot; (ii) inverted microstrip filter; (iii) transition structure. (b) Integral structure: (iv) liquid crystal injection hole.


Fig. 13. Measurement of power divider filter.
waveform generator. The function waveform signal generator provides $1-\mathrm{KHz}$ low-frequency square wave signal modulation voltage $(0-20 \mathrm{~V})$ for the experiment. The dielectric constant of liquid crystal varies with the applied voltage, but excessive voltage will destroy the internal structure of liquid crystal molecules. Generally, the applied voltage range is $0-20 \mathrm{~V}$, and its electrical tuning ability can be expressed as follows:

$$
\begin{equation*}
\tau=\frac{\varepsilon-\varepsilon_{\perp}}{\varepsilon} \tag{6}
\end{equation*}
$$

As can be seen from Figure 14, the bandwidth of the filtering power divider is 2.46 GHz , the return loss $S_{11}$ is less than -10 dB in the range from 29.2 to 31.6 GHz , and the insertion losses $\mathrm{S}_{21}$ and $\mathrm{S}_{31}$ are less than 5.3 dB . It can be seen that the designed filtering power divider achieves equal power division performance in the working frequency band. Then, by changing the voltage range of $0-20 \mathrm{~V}$ at both ends of the liquid crystal, as shown in Figure 15, the center frequency of the passband of the filtering power divider is shifted from 29.9 to 28.1 GHz to achieve $1.8-\mathrm{GHz}$ frequency shift. Compared with the simulation results, the measurement results are slightly worse, which may be due to the generation of some bubbles during liquid crys-


Fig. 14. Measurement results of $S$ parameter.

Table 2 Comparison of proposed work with others

| Ref. | Frequency <br> $(\mathbf{G H z})$ | Bandwidth <br> $(\mathbf{G H z})$ | Tuning <br> bandwidth <br> $(\mathbf{G H z})$ |
| :---: | :---: | :---: | :---: |
| $[29]$ | 1.2 | 0.04 | No |
| $[30]$ | 1.4 | $<0.2$ | No |
| $[31]$ | 1.4 | $<0.25$ | 0.2 |
| $[32]$ | 1 | $<0.2$ | 0.4 |
| This work | 30 | 2.46 | 1.8 |

tal filling, which affects the performance, but it is still within the acceptable range. The measurement results show that the proposed liquid crystal filter power divider can realize frequency tuning. The performance comparison with similar power division filters is shown in Table 2.

## IV. CONCLUSION

In this paper, an electronically controlled filter power divider of FCHPT based on liquid crystal is designed by cascading the Wilkinson power divider with the output port of the filter unit. Compared with most of the low frequency filters, the designed power divider filter integrates power distribution and filtering and can work at 30 GHz . In addition, by changing the voltage value, the liquid crystal pointing vector can be changed, so as to change the effective dielectric constant of the liquid crystal material, and then tune the center frequency of the filter power divider. The tuning bandwidth of the filtering power divider is $1.8 \mathrm{GHz}(29.9-28.1 \mathrm{GHz})$, and the port isolation is less than 18 dB . In the continuously adjustable range, the maximum insertion loss is 5.3 dB . It realizes dynamic frequency selection and power distribution, effectively simplifies the structure and size of the system, and realizes the miniaturization and lightweight


Fig. 15. Measurement tuning results of $S$ parameter. (a) $S_{11}$ (b) $S_{21}$. (c) $S_{31}$.
characteristics of the electronic system, thus reducing the cost and suitable for millimeter-wave electronic communication systems.
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#### Abstract

The respiratory and heartbeat signals can accurately reflect the health status of the tester, which is of great clinical significance. Compared with the traditional contact detection method, the non-contact radar detection method does not require the tester to wear any sensor equipment and will not cause any discomfort to the tester. The frequency modulated continuous wave (FMCW) radar has the characteristics of simple structure, high resolution, strong stability, and low transmission power and is used for the detection of respiratory and heartbeat signals. This paper designs a low-power, low-cost respiratory, and heartbeat signal detection system based on FMCW radar. In addition, the variational modal decomposition (VMD) method is used to separate respiration and heartbeat signals to obtain accurate respiration and heartbeat rates. The results show that the radar system for detecting respiratory and heartbeat signals has high detection accuracy.


Keywords - Frequency modulated continuous wave (FMCW), heartbeat signals, respiratory signals, variational modal decomposition (VMD).

## I. INTRODUCTION

According to the latest report, 330 million people have cardiovascular disease in China, and the death rate of this disease ranks first [1]. Real-time monitoring of patients' respiratory and heartbeat signals can effectively reduce accidents caused by this disease. Therefore, a detection device is needed to monitor the human body's respiratory and heartbeat rate in real time. Traditional medical contact detection equipment requires the tester to wear electrodes or sensors during the detection process, and the tester's physical activity is restricted by the device [2]. The non-contact detection device does not need to wear any sensors and mainly realizes the detection of the tester's physical information through wireless signals. The respiratory and heartbeat signal detection radar system is based on electromagnetic signals for measurement, which can penetrate obstacles such as
clothes and quilts. It can be used in medical diagnosis, home health monitoring, and other occasions [3].

At present, non-contact radar detection technology has developed rapidly in the field of physiological detection. Biological radar was designed to detect abnormalities in cardiopulmonary information in 2004 [4]. A $5.8-\mathrm{GHz}$ continuous wave radar detects the baby's vital signs in [5, 6]. Zito's research team has carried out research on the non-contact detection device based on ultra-wideband radar and successfully developed a set of cardiopulmonary signal detection device [7]. In [8], a $9.6-\mathrm{GHz}$ frequency modulated continuous wave (FMCW) radar is used to detect respiration and heart rate, and the influence of harmonic of respiratory signal on estimation of heart rate is not eliminated. Zhang et al. used FMCW radar of 24.15 GHz to extract the heart rate signal, and the method used to extract the heartbeat signal is not accurate [9]. In [10], the author evaluated the results of vital signs detection by typical antennas.

During normal cardiopulmonary activities such as respiratory and heartbeat, the surface of the human thoracic cavity will produce periodic weak movements. The electromagnetic signal emitted by the radar passes through the slightly moved thoracic cavity and undergoes a Doppler effect, which causes the phase of the echo signal to change. The phase change corresponds to the micro-movement of the chest cavity, hiding the respiratory and heartbeat signals. Due to the close frequency band range of respiratory and heartbeat signals, the use of band-pass filter to separate respiratory and heartbeat signals cannot effectively solve the problem of respiratory harmonic interference on heartbeat signals [11]. Wavelet transform can extract respiratory and heartbeat signals from life signals by selecting appropriate wavelet basis functions, and it is difficult to select appropriate wavelet basis functions [12]. Empirical mode decomposition (EMD) is an adaptive signal processing method proposed by Huang et al. in 1998 [13], which can deal with nonlinear and non-stationary signals very well. The disadvantage of EMD is that the decomposed intrinsic modal functions (IMFs) have modal aliasing.

Ensemble empirical mode decomposition (EEMD) proposed by Wu et al. $[14,15]$ reduces the problem of modal aliasing by adding white noise. However, due to the limited number of noise additions, noise residue is prone to appear. Complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) proposed by Torres et al. [16] can solve the noise residual problem with less averaging by adding adaptive white noise at each stage of the decomposition. There may be false components in the result of its decomposition. Variational modal decomposition (VMD) [17] can effectively avoid modal aliasing and false components. Therefore, this paper proposes an algorithm based on VMD to process radar life signals to realize the separation and extraction of respiratory and heartbeat signals.

## II. DETECTION SCHEME

## A. Respiration and heartbeat signal detection

The detection of respiratory and heartbeat signals uses FMCW radar, which can measure the distance and speed of the target. In addition, the electromagnetic wave signal emitted by the radar has a very narrow wavelength and a wide bandwidth, which can improve the system's high sensitivity and range resolution. Shown in Figure 1 is the detection schematic diagram of FMCW radar.

FMCW is generated by the voltage-controlled oscillator (VCO) as the local oscillator signal of the radar system. The power divider is divided into two parts. One part of the signal is used as the transmitting signal to radiate outward through the transmitting antenna, and the other part is used as the local oscillator input of the receiver to mix with the echo signal received by the receiving antenna to obtain an intermediate frequency signal. The frequency and phase information of the intermediate frequency signal contains the information of the chest cavity micro-movement. Figure 2 shows the FMCW using sawtooth modulation.

The transmitted signal can be expressed as

$$
\begin{equation*}
s(t)=e^{j\left(2 \pi f_{c} t+\pi B t^{2} / T\right)} \tag{1}
\end{equation*}
$$

where $f_{c}$ is the working frequency of sensor, $B$ is the bandwidth of radar, and $T$ is the period of saw tooth wave


Fig. 1. Schematic diagram of FMCW radar detection.


Fig. 2. The FMCW using sawtooth modulation.
transmitting signal. When the signal is reflected after it encounters an object, the reflected signal can be regarded as the delay form of the transmitting signal:

$$
\begin{equation*}
r(t)=e^{j\left(2 \pi f_{c}\left(t-t_{d}\right)+\pi B\left(t-t_{d}\right)^{2} / T\right)} \tag{2}
\end{equation*}
$$

$t_{d}=2 R / c$ is the time taken for the electromagnetic wave from transmitting to receiving, $R$ is the distance between the sensor and the object under test, and $c$ is the speed of light. The intermediate frequency signal $b(t)$ of the object to be measured is obtained by mixing and filtering the received signal

$$
\begin{equation*}
b(t)=s^{\prime}(t) r(t) \approx e^{j(4 \pi B R t / c T+4 \pi R / \lambda)}=e^{j\left(2 \pi f_{b} t+\phi_{b}\right)} . \tag{3}
\end{equation*}
$$

For a single object, the intermediate frequency signal after mixing is a sine curve with frequency $f_{b}=$ $4 \pi B R t / c T$ and phase $\phi_{b}=4 \pi R / \lambda$. When the chest wall displacement of human body is detected, the phase of intermediate frequency signal in the distance unit of the measured object can be measured with time. The phase change is

$$
\begin{equation*}
\Delta \phi_{b}=4 \pi \Delta R / \lambda . \tag{4}
\end{equation*}
$$

Since the amplitude of chest wall vibration is very small, it can be assumed that the vibration signal $x(t)$ is in the same distance element during vibration. Assuming that the object is in the $m$ th distance element, the vibration signal can be obtained by calculating the phase information corresponding to the $m$ th distance element at time $n T_{s}$

$$
\begin{equation*}
x\left(m, n T_{s}\right)=\lambda / 4 \pi \phi_{b}\left(m, n T_{s}\right), \tag{5}
\end{equation*}
$$

where $n$ is the index of LFM pulse and $T_{s}$ is the time interval of continuous measurement.

## B. Respiration and heartbeat signal decomposition

Since the human heart and lungs have a certain physiological coupling relationship, the higher harmonics of the respiratory signal may overlap with the heartbeat signal; so the separation of the respiratory signal and the heartbeat signal based on VMD are proposed. The VMD method is used to solve the variational problem. Its purpose is to decompose the original signal $f$ into $k$ IMFs with a finite bandwidth and a center frequency.


Fig. 3. The algorithm flow of decomposition of respiratory and heartbeat signals.

The algorithm flow of decomposition of respiratory and heartbeat signals is shown in Figure 3. After passing through the rectangular window, the vital signs need to be preprocessed by filtering and de-noising to be used as the input signal of VMD. The appropriate decomposition level $k$ is set to reduce the aliasing phenomenon of decomposed natural mode components. The value of $k$ is selected according to the actual measured signals. The decomposed natural mode components are transformed by 1024 points fast Fourier transform (FFT) to obtain the spectrum information. Since the frequency of the normal person's breathing component ranges from 0.2 to 0.8 Hz , and the frequency range of the heartbeat component ranges from 0.8 to 2 Hz , the frequency selector can be used to obtain the breathing signal and the heartbeat signal.

## III. RADAR SYSTEM DESIGN <br> A. Hardware circuit design

The key indicators of FMCW radar include the start frequency of the radio frequency signal, the signal bandwidth, the slope of the ramp signal, and the repetition period. Table 1 shows the relevant parameters of the radar system hardware platform.

The detection range of the radar is designed to be 5 m , and the signal bandwidth is selected to be 500

Table 1 The relevant parameters of the radar system hardware platform

| Index | Numerical value |
| :--- | :--- |
| Start frequency | 24 GHz |
| Bandwidth | 500 MHz |
| Ramp signal slope | $0.5 \mathrm{MHz} / \mu \mathrm{s}$ |
| Repeat frequency | 100 Hz |

MHz under a certain range resolution, and the corresponding range resolution is 0.3 m . The slope of the ramp signal is set to $0.5 \mathrm{MHz} / \mu \mathrm{s}$, and the corresponding intermediate frequency signal frequency is about 16 kHz , thereby reducing the requirements of the backend circuit. The start frequency affects the detection accuracy of weak motion information. When there is a $1-\mathrm{mm}$ micro-movement, the phase of the $24-\mathrm{GHz}$ radio frequency signal changes $0.32 \pi$. The re-frequency period determines the update frequency of the demodulation information, and it is set to 100 Hz to meet the frequency estimation requirement. The framework of the radar system is shown in Figure 4. The entire radar system includes transceivers, antennas, intermediate frequency conditioning circuits, and microcontrollers. The system is based on the following integrated chips: radio frequency transceiver chip BGT24MTR11, phaselocked loop chip LMX2491, operational amplifier chip LMX321, and microcontroller chip STM32F303.

The overall working principle of the circuit is as follows: First, the RF transmitter generates a $24-\mathrm{GHz}$ FMCW signal and radiates it through the transmitting antenna. The FMCW start frequency, signal bandwidth, and repetition period are adjusted through the phase-locked loop to adjust the VCO input voltage control; then the receiving antenna receives the radio frequency signal carrying the test target information, through the quadrature mixer and the transmitted signal down-mixing to obtain two orthogonal intermediate


Fig. 4. The framework of the radar system.
frequency signals; the intermediate frequency signal is amplified and filtered by the intermediate frequency conditioning circuit. The analog-to-digital converter samples the digital signal; the final digital signal is analyzed and processed in the microprocessor.

## B. System flow control

The system control process includes the system initialization process, the judgment waiting process, and the signal processing process. Figure 5 shows the system control process. In the initialization process, the microcontroller clock system and internal storage unit are first configured, the preset radio frequency signal parameters are read, and the internal registers of the phase-locked loop chip and the radio frequency transceiver chip are configured through the analog serial peripheral interface (SPI). The judgment waiting process is used to judge the following two events, that is, whether there is a user command to be responded to and whether there is radar data to be processed. When there is a user command to be responded to, parse the command and jump to the initialization process to reinitialize the system parameters with new parameters. When there is a radar signal to be processed, jump to the signal processing process. If neither event occurs, continue to wait until the event happened. The signal processing flow is used to process the radar data analysis, including the extraction of the micromotion signal parameters and upload the detection results through the universal asynchronous receiver/transmitter (UART) or SPI.


Fig. 5. The system control process.


Fig. 6. The respiratory and heartbeat signal detection radar system.


Fig. 7. Testing scenarios.

## IV. EXPERIMENT AND ANALYSIS

## A. Device and experiment

The designed respiratory and heartbeat signal detection radar system is shown in Figure 6. The physical size of the PCB board is $40 \mathrm{~mm} \times 40 \mathrm{~mm}$.

In order to test the system's power consumption and RF signal quality, we built a test scenario as shown in Figure 7. Test instruments include laptop computers, J-LINK simulators, power supplies, oscilloscopes, signal generators, and spectrum analyzers. The maximum power of the system is 1.25 W , and the standard universal serial bus (USB) interface can meet the power supply requirements of the system. Two $2 \times 5$ microstrip patch antennas are used for Tx and Rx.

The parameters of the radio frequency signal emitted by the radar system are shown in Table 1. Figure 8 shows the frequency spectrum of the FMCW signal under power peak hold. It can be seen from the figure that the parameters of the actual transmitted signal are basically consistent with the preset values.

## B. Results and analysis

During the test, the tester remains at rest and is 1.5 m away from the antenna. The ADC with a sampling rate of 20 Hz is used to sample the chest micro-movement information detected by the radar system. The signal after windowing and preprocessing is shown in Figure 9. Since the human body's normal respiratory and heart-


Fig. 8. FMCW output power test.


Fig. 9. Chest micromotion signal detected by radar system.
beat frequencies are below 3 Hz , when using the VMD algorithm to decompose the processed signal, the number of IMFs does not need to be too much. The value of $k$ adopts an adaptive method. In this signal, the value of $k$ is 4. As shown in Figure 10, VMD can successfully decompose the respiratory and heartbeat signals in the signal. The $\mathrm{IMF}_{1}$ is the same frequency as the peak of the chest wall displacement signal spectrum. The $\mathrm{IMF}_{2}$ is twice the frequency of the peak of the $\mathrm{IMF}_{1}$ spectrum; so $\mathrm{IMF}_{2}$ is the second harmonic of $\mathrm{IMF}_{1}$. The frequency of the peak of the $\mathrm{IMF}_{3}$ spectrum is 1.426 Hz . The corresponding heart rate is 42 beats, which is consistent with half of the pulse rate. The $\mathrm{IMF}_{4}$ is five times the frequency of the peak of the $\mathrm{IMF}_{3}$ spectrum; so $\mathrm{IMF}_{4}$ is the fifth harmonic of $\mathrm{IMF}_{3}$.

Eight different testers at the same distance are detected. Compared with the ECG monitor, the correct


Fig. 10. IMFs of VMD and spectrums.

Table 2 Frequency and correct rates of the separated respiratory and heartbeat signals

| Testers | Respiratory <br> frequency <br> /Hz | Heartbeat <br> frequency <br> /Hz | Respiratory/ <br> heartbeat <br> accuracy /\% |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0.1953 | 1.221 | 97.7 | 96.9 |
| 2 | 0.2539 | 1.426 | 98.4 | 97.0 |
| 3 | 0.3418 | 1.514 | 97.8 | 96.8 |
| 4 | 0.2441 | 1.536 | 97.6 | 97.7 |
| 5 | 0.2667 | 1.367 | 99.9 | 97.0 |
| 6 | 0.2510 | 1.27 | 97.7 | 97.1 |
| 7 | 0.2344 | 1.346 | 99.8 | 98.5 |
| 8 | 0.3167 | 1.420 | 99.0 | 98.2 |

rates of respiratory frequency and heart frequency of VMD decomposition are obtained in Table 2. It can be seen that the accuracy of respiratory rate and heart rate of eight testers are all above $97 \%$ and $96 \%$, respectively. The results show that the FMCW radar system designed to detect human respiratory and heartbeat signals has achieved the expected purpose. The separation algorithm based on the VMD method we designed is very effective for separating the respiratory and heartbeat signals from the thoracic micromotion signals.

## V. CONCLUSION

In this paper, a respiration and heartbeat signal detection radar system is designed. The radar transmits FMCW signals to the chest cavity of the human body and uses the Doppler frequency offset effect to obtain the information of the chest cavity micro-movements caused by respiration and heartbeat movement, thereby
achieving the purpose of non-contact detection of the target's respiration and heartbeat rate. In order to separate the respiration and heartbeat signals from the thoracic micromotion signals, we propose a method for separating respiration and heartbeat signals based on VMD. The detection results are very accurate, the correct rate of respiratory rate is more than $97 \%$, and the correct rate of heart rate is more than $96 \%$. The system can provide help for the monitoring of cardiovascular patients.
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#### Abstract

In this article, an efficient domain decomposition method finite element method (DDM-FEM) algorithm is presented for the lossy twisted pair cable. In harsh environment and anti-interface ability, cables need high toughness, noise immunity, and extraordinary strength. We, in this paper, simulate a physical model of twisted pair cable and apply a hybrid solver of DDM-FEM to analyze these problems by compression and approximation of matrix-vector product. The DDMFEM solver along with matrix compression is used to compute the RLCG, propagation constant in the twisted pair cable, and to reduce the computational time and memory size. Therefore, in the proposed algorithm, the complexities of the system become linear. The study compares the calculated results with the existing standard to verify the effectiveness of the proposed algorithm.


Index Terms - Domain decomposition method (DDM), finite element method (FEM), hybrid solver, propagation constant, $R L C G$ parameter, twisted pair cable.

## I. INTRODUCTION

With the advancement of technology, means of data and information transfer is improving day by day. To ensure maximum and reliable data, communication signals need a secure way to transfer data with minimum interface. This can be achieved through twisted pair cable, coaxial cable, and optical fiber cable, which are developed to bear higher frequency signal with minimum interface.

Twisted pair cable has been used for a long time due to its high toughness, good noise immunity, and high strength. Twisted pair cables are usually used in harsh environment due to robustness and anti-interface ability to conduct noise. Over the years, twisted pair cables have been used with different frequencies ranging from 16 MHz to $1.8 \mathrm{GHz}[1-3]$. Our focus in this paper is to further increase the frequency to 5 GHz in shielded
category of twisted pair cables, which will reduce propagation loss. To evaluate the performance, we analyze the primary (electrical) and secondary parameters in this paper. Resistance $(R)$, inductance $(L)$, capacitance $(C)$, and conductance $(G)$ matrices give the electrical parameters. Similarly, secondary parameters are propagation constant $(\delta)$, attenuation constant $(\alpha)$, phase constant $(\beta)$, characteristic impedance $\left(z_{0}\right)$, scattering parameter $(s)$ and permeability constant of free space Epsilon ( $\varepsilon_{0}$ ) [4-7].

To compute the electrical and secondary parameter of twisted pair cable, different numerical techniques are used such as method moment [8], frequency domain and time domain (FDTD) techniques [9, 10], advanced modeling (AM) techniques [11], domain decomposition method (DDM) [12], and traditional finite element method (FEM) approach [13].

Among the above-mentioned techniques, the DDM decomposes the domain into subdomains and then create a mesh to solve each of these subdomains separately. On the other hand, FEM uses triangular mesh method to solve inhomogeneous structure effectively and efficiently. We thus combine the two methods (FEM and DDM) to first divide given structure subdomains and then apply FEM method to solve for each subdomain. This way, we exploit the advantages of both the methods to reduce the propagation loss.

Parallel computing system requires a much smaller amount of computation memory than the conventional FEM for structure, which is bent or twisted. DDM represents a large potential for parallelization of the FEMs. It also serves as a basis for distributed, parallel computations with high performance (over $90 \%$ ) which is achieved even in a large-scale finite element calculation with irregular domain decomposition [14, 15].

This article is structured as follows. In Section II, the mathematical equations of twisted pair cable performance parameters are described. In Sections III and IV, DDM and FEM implementation are described, respectively. In Section V, numerical simulation using
proposed algorithm and validation result are presented. Finally, Section VI concludes the work.

## II. SHIELDED TWISTED PAIR CABLE

Shielded twisted pair (STP) cable is a type of guided transmission medium, which consists of individual pair of wires, each having two conductor wires twisted together in a regular spiral pattern. Individual pair or collection of pair are shielded with foil or braided wire to reduce the electromagnetic (EM) interference. The shield further connects to ground reference, which protects the induced current to wire and attenuates the EM wave for external shielding. The propagation matrix $(\gamma)$ for the STP cable is given as

$$
\begin{equation*}
\gamma=\alpha+j \beta \tag{1}
\end{equation*}
$$

where $\alpha$ is the attenuation constant and $\beta$ is the phase constant and both are in matrix form. We can also write it as

$$
\begin{equation*}
\gamma=K_{1} f \sqrt{\left(\frac{R G}{K_{1}^{2} f^{2}}\right)-L C+\frac{J}{K_{1} f}(R C+L G)}, \tag{2}
\end{equation*}
$$

where $K_{1}=2 \pi$ and $R, L, C$, and $G$ are the electrical parameter of twisted pair (STP) cable and are given as

$$
\begin{align*}
R & =K_{2} \frac{R_{1} D}{d \sqrt{D^{2}-d^{2}}}  \tag{3}\\
L & =K_{3} U_{r} \cos h^{-1}\left(\frac{D}{d}\right),  \tag{4}\\
G & =\pi \sigma_{d} \operatorname{sech}^{-1}\left(\frac{D}{d}\right),  \tag{5}\\
C & =K_{4} \varepsilon_{r} \sec ^{-1}\left(\frac{D}{d}\right), \tag{6}
\end{align*}
$$

where $D$ is the distance between the center of two conductor cables for multi-twist, $d$ is the diameter of each conductor, and $R_{1}$ is the surface resistance of conductor and is given as ( $R_{1}=R_{k} f^{\frac{1}{2}}$ ), where $R_{k}$ is constant and its value is $2.16 \times 10^{-7}$. Here, $\sigma$ is the conductivity of the conductor material, and $\delta$ is skin depth. The conductivity of the dielectric can be given as ( $\sigma_{d}=\omega \varepsilon=2 \pi f \varepsilon$ ). The other constants are: $K_{2}=2 / \pi, K_{3}=2 \times 10^{-7}$, and $K_{4}$ $=\pi \times 8.85 \times 10^{-12}$.

Comparing eqn (1) and (2) of propagation constant, we can find the attenuation and phase constant, where the real part is attenuation and the imaginary part is phase constant described as

$$
\begin{equation*}
\alpha=K_{1} f \sqrt{\left[\frac{R G}{K_{1}^{2} f^{2}}-L C\right]} . \tag{7}
\end{equation*}
$$

If $t$ is the thickness of the dielectric, then the ratio of $\frac{D}{d}=\frac{2 t}{d}+1$ and the attenuation constant in dB is given as

$$
\begin{array}{r}
\alpha=2 \pi f^{\frac{7}{4}}\left\{\sqrt{\left.\frac{26.13 \times \varepsilon \operatorname{sech}^{-1}\left(\frac{2 t}{d}+1\right)}{d \sqrt{D^{2}-d^{2}}}\right\}-},\right.  \tag{8}\\
2 \pi f\left\{\sqrt{5.56 \times 10^{-18} \mu_{r} \varepsilon_{r}}\right\}
\end{array}
$$

where

$$
\begin{equation*}
\alpha_{1}=8.686 \sqrt{\frac{4.16 \times 10^{-7} \varepsilon \sec ^{-1}\left(\frac{2 t}{d}+1\right)}{d \sqrt{D^{2}-d^{2}}}} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{2}=8.686 \sqrt{5.56 \times 10^{-18} u_{r} \varepsilon_{r}} \tag{10}
\end{equation*}
$$

Eqn (8) will become

$$
\begin{equation*}
A=2 \pi f^{\frac{7}{4}} \alpha_{1}-2 \pi f \alpha_{2} \tag{11}
\end{equation*}
$$

From the imaginary part of eqn (2), phase constant of the cable can be found as

$$
\begin{equation*}
\beta=K_{1} f \sqrt{\frac{\mathrm{~J}}{K 1 f}(R C+L G)} . \tag{12}
\end{equation*}
$$

Let us assume

$$
\begin{equation*}
\beta_{1}=f^{-\frac{1}{2}} \sqrt{\frac{15 D \varepsilon_{r} \sec h^{-1}\left(\frac{2 t}{d}+1\right)}{d \sqrt{D^{2}-d^{2}}}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{2}=\sqrt{6.28 \times 10^{-7} u_{r} \varepsilon} \tag{14}
\end{equation*}
$$

Hence, eqn (12) will become

$$
\begin{equation*}
\beta=f^{-\frac{1}{2}} \beta_{1}+f^{-1} \beta_{2} \tag{15}
\end{equation*}
$$

## A. Propagation constant of STP cable

STP cable propagation constant can be found by putting the value of eqn (11) and (15) in eqn (1), resulting in the propagation constant as

$$
\begin{equation*}
\gamma=2 \pi f^{\frac{7}{4}} \alpha_{1}+j f^{-\frac{1}{2}} \beta_{1}-2 \pi f \alpha_{2}+j f^{-1} \beta_{2} . \tag{16}
\end{equation*}
$$

## III. DOMAIN DECOMPOSITION METHOD

DDM is applied to solve, which solves the boundary value problem (BVP) by decomposing the domain to subdomain. The domain contains the information about the proposed model. Each domain has different configuration of material as well as geometry. The subdomains are further divided which make the partitions even smaller. These subdomains are easily solvable by the DDM. The domain contains the information locally; so it is convenient to solve the performance parameters. As they accelerate the solution to convergence point. Due to the locally connected domain, the performance parameters are calculated speedily. It also decreases the memory size and CPU time.

If we consider decomposition on the domain of $S$ belong to $\mathbb{R}^{3}\left(S \complement \mathbb{R}^{3}\right), S$ is decomposed into two subdomains ( $S_{1}$ and $S_{2}$ ). The subdomains ( $S_{1}$ and $S_{2}$ ) have different material properties than domain $S$. Excitation of the problem may be discreet or fast or both of them.

In this manuscript, the grid-based approach for matching algorithms of DDM. The grid-based approach is used for defining the subdomain. A domain is divided into subdomains and artificial boundaries known as "interface". It means that each subdomain is independently solved. To get proper solution, the appropriate boundary condition must be given on the interface of


Fig. 1. Domain $S$ with boundary value problem.
subdomains. The DDM based on natural boundary conditions reduces the approximation under the matching condition. We use the grid-based approach for matching purpose. To obtain the accuracy of the solution, it is necessary to use high refinements of the finite element grids near the concave vertices. So the solution is improved by using the grid approach near the concave vertex. Therefore, the solution offers good approximation by using the grid matching approach.

As shown in Figure 1, the domain $S$ is divided into subdomains ( $S_{1}$ and $S_{2}$ ). The shape of subdomain $S_{1}$ has the same geometrical shape as that of domain $S$, but the shape of subdomain $S_{2}$ has a different geometrical shape from domain $S$, having no geometrical information.

The same material as $\frac{S}{S_{2}}$ is meshed in subdomains $S_{1}$ and $S_{2}$ separately. The surface subdomain, initially decomposed BVPs are without connection between them. Moreover, for subdomain $S_{1}$ is given as follows:

$$
\begin{align*}
& \pi^{+} \times\left(\mu_{x 1} \nabla \times E_{1}\right)-j k \frac{1}{\eta_{x 1}} \pi_{t}\left(E_{1}\right)= \\
& \quad \pi^{+} \times\left(\frac{1}{\mu_{x 1}} \nabla \times E_{1}^{\mathrm{inc}}\right)-j k \frac{1}{\eta_{x 1}} \pi_{t}\left(E_{1}^{\mathrm{inc}}\right), \text { on } \partial S_{1} \tag{17}
\end{align*}
$$

For $S_{2}$

$$
\begin{align*}
& \nabla \times \frac{1}{\mu_{x 2}} \nabla \times E_{2}-k^{2} \varepsilon_{x 2} E_{2}=-j k \eta j_{2}^{\text {imp }}, \text { in } S_{2} \\
& \pi\left(E_{2}\right)=0, \text { on } \Gamma_{\mathrm{PEC}}  \tag{18}\\
& {\left[\left[\frac{1}{\mu_{x 2}} \times E_{2}\right]\right]_{x}=-j k \eta j^{\mathrm{port}}, \text { on } \Gamma_{\mathrm{port}}}
\end{align*}
$$

Intrinsic impedance $\eta$ for free space, $\varepsilon_{x i}$ and $\mu_{x i}$ are the relative permittivity and permeability of material in $S_{\mathrm{i}}, \eta_{x i}=\sqrt{\mu_{x i} / \varepsilon_{x i}}$ express the relative wave impedance,
$i \varepsilon\{1,2\}$. Moreover, the tangential element trace operator $\pi_{t}($.$) and twist tangential trace operator \pi_{\times}($.$) are$ adopted in our analysis, defined as

$$
\begin{gather*}
\pi_{t}(\mu):=\hat{p} \times \mu \times \hat{p},  \tag{19}\\
\pi_{\times}^{ \pm}(\mu):=\hat{p}^{ \pm} \times \mu, \tag{20}
\end{gather*}
$$

where $\hat{p}^{+}$and $\hat{p}^{-}$are the unit outward and inward normal to domain $S_{i}$ and subdomain $\left(S_{1}\right.$ and $\left.S_{2}\right)$, respectively. $[[\mu]]_{\times}$refers to the field jump across a surface

$$
\begin{equation*}
[\mu \mu]_{\times}:=\pi_{\times}^{+}\left(\mu^{+}\right)+\pi_{\times}^{-}\left(\mu^{-}\right) . \tag{21}
\end{equation*}
$$

In eqn (18), $\Gamma_{\text {PEC }}$ expresses the collection of PEC surface where the tangential component of electric field finishes. $\Gamma_{\text {Port }}$ expresses the surface of internal port on which a specific current density $\iota^{\text {port }}$ exists. If (curl; $S_{i}$ ) is the proper space $E_{i}$, the normal curl conforming function space is

$$
\begin{equation*}
H\left(\operatorname{curl} ; S_{i}\right)=\left\{\frac{u \varepsilon\left(L^{2}\left(S_{i}\right)\right)^{3}}{\nabla} \times u \varepsilon\left(L^{2}\left(S_{i}\right)\right)^{3}\right\} \tag{22}
\end{equation*}
$$

Contribute to the progress of the volume and surface time product as $(u, v)_{S}=\int_{S} u \cdot v d V$ and $(u, v)_{\partial S}=\int_{\partial S} u . v d A$, respectively.

The information sent and received are between the subdomains $S_{1}$ and $S_{2}$. It includes transfer of information or data in two directions, i.e., from $S_{1}$ to $S_{2}$ and from $S_{2}$ to $S_{1}$.

## A. Coupling from $S_{1}$ to $S_{2}$

As $\partial S_{2}$ is the field continuity between subdomains $S_{1}$ and $S_{2}$, it will be observed and applied through the Robin transmission condition on $\partial S_{2}$ as

$$
\begin{align*}
& k j_{2}^{(n)}-\frac{j k}{\bar{\eta}_{x}} \pi_{t}\left(E_{2}^{(n)}\right)=\pi_{\times}^{+}\left(\frac{1}{\mu_{x 1}} \nabla \times E_{1}^{(n)}\right)- \\
& \frac{j k}{\bar{\eta}_{x}} \pi_{t}\left(E_{1}^{(n)}\right) . \tag{23}
\end{align*}
$$

Here, the $\bar{\eta}_{x}=\sqrt{\left(\mu_{x 1}+\mu_{x 2}\right) /\left(\varepsilon_{x 1}+\varepsilon_{x 2}\right)}$.
As the $j_{2}$ expresses the auxiliary variable, the surface electric current on $\partial \mathrm{s}_{2}$, so

$$
j_{2}=\frac{1}{k} \pi_{\times}^{+}\left(\frac{1}{\mu_{x 2}} \nabla \times E_{2}\right) .
$$

As $v_{2} \varepsilon H^{-\frac{1}{2}}\left(\operatorname{curl}_{\mathrm{t}} ; \partial s_{2}\right)$ and obtained below as

$$
\left\langle\pi_{2}\left(v_{2}\right), k j_{2}^{(n)}-j k \frac{1}{\bar{\eta}_{x}} \pi_{x}\left(E_{2}^{(n)}\right)\right\rangle_{\partial s_{2}}=
$$

$$
\begin{equation*}
\left\langle\pi_{t}\left(v_{2}\right), \pi_{\times}^{+}\left(\frac{1}{\mu_{x 1}} \nabla \times E_{1}^{(n)}\right)-j k \frac{1}{\bar{\eta}_{x}} \pi_{x}\left(E_{1}^{(n)}\right\rangle_{\partial s_{2}}\right. \tag{24}
\end{equation*}
$$

## B. Coupling from $S_{2}$ to $S_{1}$

Transmission of information from $S_{2}$ to $S_{1}$ requires polarization of subdomain $S_{1}$, which will also depict the material difference, and the use of surface domain current to justify surface subdomain. This embedded subdomain contains the data of material properties.

## C. Material difference

As for the solution of BVP surface subdomain $S_{2}$, $E_{2}$ and $H_{2}$ are the electric and magnetic fields. We apply $j \omega\left(\varepsilon_{2}-\varepsilon_{1}\right)$ and $j \omega\left(\mu_{2}-\mu_{1}\right) H_{2}$ into the Maxwell equation of surface subdomain $S_{1}$ as

$$
\begin{gather*}
\nabla \times E_{1}=-j \omega \mu_{1} H_{1}-j \omega\left(\mu_{2}-\mu_{1}\right) H_{2}  \tag{25}\\
\nabla \times H_{1}=-j \omega \varepsilon_{1} E_{1}+j \omega\left(\varepsilon_{2}-\varepsilon_{1}\right) E_{2}+j \text { imp } \tag{26}
\end{gather*}
$$

The above two equations (25) and (26) are the electric and magnetic polarizations due to change of material properties from $\varepsilon_{x 1}, \mu_{x 1}$ to $\varepsilon_{\mathrm{x} 2}, \mu_{x 2}$. Moreover, subdomain surface $S_{1}$ and vector wave equation are improved by combining eqn (25) and (26) as

$$
\begin{align*}
& \nabla \times \frac{1}{\mu_{x 1}} \nabla \times E_{1}^{(n)}-k^{2} \varepsilon_{x 1} E_{1}^{(n)}=-j k \eta \dot{j}_{1}^{i m p}+  \tag{27}\\
& L_{v}^{(n-1)}+M_{v}^{(n-1)}
\end{align*}
$$

$L_{v}$ and $M_{v}$ are two volume sources as

$$
\begin{gather*}
L_{v}^{(n-1)}=-k^{2}\left(\varepsilon_{2}-\varepsilon_{1}\right) E_{2}^{(n-1)},  \tag{28}\\
M_{v}^{(n-1)}=\nabla \times\left(\frac{1}{\mu_{x 1}}-\frac{1}{\mu_{x 2}}\right) \nabla \times E_{2}^{(n-1)} . \tag{29}
\end{gather*}
$$

Eqn (27) with $v_{1} \varepsilon H\left(c u r l ; S_{1}\right)$;so

$$
\begin{align*}
& \left(\nabla \times v_{1}, \frac{1}{\mu_{x 1}} \nabla \times E_{1}^{(n-1)}\right)_{S_{1}}-k\left(v_{1}, \varepsilon_{x 1}, E_{1}^{(n)}\right)_{S_{1}}+ \\
& k\left\langle\pi_{t}\left(v_{1}\right), j_{1}^{(n)}\right\rangle_{\partial s_{1}}=-j k \eta\left(v_{1}, j_{1}^{(\mathrm{imp})}\right)_{S_{1}}+ \\
& \left(v_{1}, L_{v}^{(n-1)}\right)_{S_{2}}+\left(v_{1}, G_{v}^{(n-1)}\right)_{S_{2}} \tag{30}
\end{align*}
$$

Therefore, at the $(n-1)$ th iteration, we make $L_{v}^{(n-1)}$ and $G_{v}^{(n-1)}$ based on the simulation result of surface subdomain $S_{2}$. This will be applied on subdivided surface subdomain $S_{1}$ for the local FEM simulation at the $n$th iteration.

## IV. FINITE ELEMENT METHOD IMPLEMENTATION

As discussed in Section III.B.I, full discrete embedded system DDM will make matrix equation by applying Galerkin testings as

$$
\left(\begin{array}{cc}
B_{1} & -D_{12}  \tag{31}\\
-D_{21} & B_{2}
\end{array}\right)\binom{x_{1}^{(n)}}{x_{2}^{n}}=\binom{b_{1}^{(n)}}{b_{2}^{(n)}} .
$$

Here, $x_{i}$ is the solution vector coefficient of the basic functions in $S_{\mathrm{i}}$, and $b_{i}$ is the excitation vector. $B_{1}$ and $B_{2}$ are the block matrices that stand for the FEM matrices of subdivided surfaces' area $S_{1}$ and $S_{2} . D_{12}$ and $D_{21}$ are off-diagonal matrices used as coupling between subdivided surface areas $S_{1}$ and $S_{2}$.

Here, we will use to mesh triangular/tetrahedral the subdivided surface area $S_{2}$.

However, the Gaussian quadrature integration is used to solve discrete system in eqn (31). Gaussian Seidel matrix symmetric block is used for preconditioner
system as

$$
\begin{gather*}
P^{-1} B x^{(n)}=P^{-1} b^{(n)},  \tag{32}\\
P=\left(\begin{array}{cc}
B_{1} & 0 \\
-D_{21} & B_{2}
\end{array}\right)\left(\begin{array}{cc}
B_{1}^{-1} & 0 \\
0 & B_{2}^{-1}
\end{array}\right)\left(\begin{array}{cc}
B_{1} & -D_{12} \\
0 & B_{2}
\end{array}\right) . \tag{33}
\end{gather*}
$$

Preconditioner needs inversion of subdivided matrices $B_{1}$ and $B_{2}$. By using the multifrontal solution process [16, 17], we can factorize the subdomain matrices.

Moreover, embedded DDM has many advantages; it can discretize one domain into subdomains. Therefore, we can make embedded mesh of complicated geometries by dividing them into too many small subdomains, from which we get good quality of mesh. The small subdomain meshes and matrix assembly are independent. Therefore, if we want to move subdivided area $S_{2}$ with respect to $S_{1}$, only the matrices $D_{12}$ and $D_{21}$ in eqn (31) need to be re-calculated. As DDM subdomain needs to be recomputed by modifying or adding other subdomains. This will help us in EM modeling, designing, and in solving practical problems.

## V. NUMERICAL SIMULATION USING PROPOSED ALGORITHM

In this section, we discuss numerical simulations of shield twisted pair cable to evaluate the electrical parameter $(R L C G)$ and secondary parameter (propagation constant). Therefore, the shield multi-twisted pair cable(s) are chosen for research work. The shield twisted pair conductors are composed of seven pairs cable model as shown in Figure 2.

In overlapping DDMs, the subdomains overlap by more than one interface. Overlapping DDMs include the Schwarz alternating method and the additive Schwarz method.

The simulation frequency is 5 GHz , and the step size is 451 . The convergence criteria of maximum delta are 0.02 , and the number of passes for the convergence of solution is 10 .

## A. RLCG constant based on DDM-FEM algorithm

In this section, comparison among different methods regarding efficiency and strength of proposed algorithm


Fig. 2. Study model of twisted pair cables.


Fig. 3. Resistance of twisted pair.


Fig. 4. Conductance of twisted pair.
is checked. Here, all simulation results are taken from ANSYS EM environment and MATLAB. The suggested method is used to determine the twisted cable effect in the test example. All the conductors are discretized into triangular and tetrahedral structure with refined mesh. The matrix is reduced up to $1: 29 \%$, by the DDM-FEM. The minimum residuals for the tolerance are $1 \mathrm{e}^{06}$.

Using the proposed algorithm, the twisted pair level effect and multi-layer effect are estimated. The DDMFEM algorithm is suitable for calculating the $R L C G$ parameter using different iterations. Based on the result, mutual capacitance and mutual inductance are calculated by the DDM-FEM approach. The mutual capacitance and inductance (impedance) are shown in Figures 5 and 6.

Initially, the resistance is zero at $1-2.5 \mathrm{GHz}$, but as the frequency increases from 2.5 GHz , the resistance also increases. It shoots up to $1000 \Omega / \mathrm{m}$ and becomes $0 \Omega / \mathrm{m}$ again at 2.7 GHz . Moreover, as it is shown in Figure 3 that further increase in the frequency up to 5 GHz is not showing any deviation in the resistance. In addition, this is same for conductance as well as shown in Figure 4.

As shown in Figures 5 and 6, the shape of the graph is almost same for inductance and capacitance. Initially, at zero frequency, we have some residual inductance and capacitance, but as the frequency increases up to 2.3 GHz , its values gradually increase and reach its peak


Fig. 5. Capacitance of twisted pair.


Fig. 6. Inductance of twisted pair cable.
of inductance and capacitance value and then abruptly decrease the inductance to $-3 \mathrm{H} / \mathrm{m}$ and capacitance -2.9 $\mathrm{F} / \mathrm{m}$ at frequency of 2.6 GHz . As the frequency increases more, the inductance and capacitance also increase and reach up to inductance and capacitance of $-1.5 \mathrm{H} / \mathrm{m}$ and $-1.5 \mathrm{~F} / \mathrm{m}$.

At 3 GHz up to 5 GHz , the inductance and capacitance are at steady state.

## B. Propagation constant based on hybrid algorithm

In this subsection, the propagation matrix and attenuation matrix of the twisted pair cable are estimated. The characteristic parameters of twisted pair model are shown in Table 1.

Table 1 describes the model of twisted pair cable. The number of adaptive passes and significant value of delta can be adjusted for the convergence of solution.

Table 1: Characteristics of twisted pair

| Radius | $\mathbf{0 . 2 8}$ |
| :--- | :--- |
| No of twisted (under test) | 1 |
| Total number of twisted pair | 7 |
| Material | Copper |
| Dielectric | Polyester |
| No of adaptive passes | 10 |
| Frequency | 5 GHz |

Table 2: Computational memory of twisted pair cable

| No of <br> unknown | Memory <br> (MBs) | No of adaptive <br> passes |
| :--- | :--- | :--- |
| 349,722 | 30.103 | 1 |
| 428,992 | 32.337 | 2 |
| 428,992 | 31.200 | 3 |
| 545,330 | 42.343 | 4 |

Table 3: Computational time of twisted pair cable

| No of <br> unknown | CPU time (matrix <br> assembly) | No. of <br> adaptive <br> passes |
| :--- | :--- | :--- |
| 349,722 | $00: 00: 06$ | 1 |
| 428,992 | $00: 00: 08$ | 2 |
| 428,992 | $00: 00: 08$ | 3 |
| 545,330 | $00: 00: 10$ | 4 |

Table 2 and 3 describe the memory and time computation of twisted pair cable. This information gives the real and imaginary values to analyze the propagation constant and attenuation constant using FEM-DDM. To verify the algorithm result, comparison takes place with the numerical analysis techniques using FEM [18]. ANSYS environment models and compared the result. Figure 7 shows the comparison of propagation loss. The $X$-axis represents the propagation loss and $Y$-axis represents


Fig. 7. Attenuation constant of twisted pair cable.


Fig. 8. Phase constant of twisted pair cable.
the frequency in GHz and normalized values. Figure 8 shows the simulation of phase constant. Here, FEMDDM results are adequate with respect to FEM results as shown in Figures 7 and 8.

## VI. CONCLUSION

In this article, the DDM-FEM algorithm calculates the $R L C G$ parameters and propagation loss of STP cable. The versatile nature of FEM with integral equation solver gives good approximation of $R L C G$ matrix and propagation matrix. The computing efficiency parameter of the STP cable is estimated through the DDM-FEM algorithm and offers less computational time and memory than the traditional method. The approximation is 1:85\% than matrix transmission line theory.
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#### Abstract

To ensure the safety of transportation and prevent accidents, nondestructive testing by Eddy current (EC) is proposed to check the conditions of industrial parts. EC sensors are used for the inspection of defects in conductive parts using coil fed by alternative current. These sensors are sensitive to defects, easy to implement, and robust for industrial applications. In order to satisfy the requirement for both reliability and speed during inspection operations, innovative EC sensors that can provide higher sensitivity, better spatial resolution, and more information about the defect characteristics, such as microsensors, are developed. The miniaturization of these sensors' coils conforms the sensor for micro-defects in critical parts and in complex materials. In this paper, a microsensor dedicated to EC application is studied and characterized to identify the coil parameters and to optimize the geometry of the probe. An approach for the modeling of microsensor dedicated to EC nondestructive applications is proposed. The moving band finite element method is implemented for this purpose to take into account the movement of the sensor and to simplify the modeling of EC testing configurations that use this kind of sensor. Experimental validations were conducted on a nickel-based alloy specimen. The real and imaginary parts of the impedance at every position of the sensor computed by experiments and simulations were consistent with each other. Simulation results proved that the sensor was capable of detecting microdefects with a size starting from 0.1 mm under the optimal excitation frequency of 0.8 MHz . It is not only sensitive to micro-cracks, but also it distinguishes the different crack sizes (length, width, and depth).


Keywords - Defect inspection, Eddy current (EC), finite element method (FEM), microsensor, moving band method, NDT.

## I. INTRODUCTION

Most of the failures observed in industrial installations are associated with failure by the propagation of cracks initiated in areas of mechanical field concentration as in the case of bogie systems in the railways or areas under cyclic and thermal loads as in the case of the engine blades in the aircraft which affect directly the transport operation and cause dramatical accidents.

Failures and defects can not only be always observed; while the crack is small enough, the structure can keep working despite its "illness." Nondestructive evaluation (NDE) systems have been proposed and developed against this background to ensure safety and prevent accidents [1-5]. NDE is, above all, a tool for quality and reliability control. Their aim is to check the condition of industrial parts without the corresponding examinations being able to affect their future use.

Condition-based maintenance (CBM) is a maintenance strategy based on information and evaluation status given by the NDE devices [6-9]. The detection of micro-cracks or initiators of rupture can prevent not only material disasters but also loss of human life and eliminate failure within the embryonic stage.

Eddy current (EC) sensors are widely used for the nondestructive inspection of electrically conducting materials [10-14]. The investigation is done by scanning the conductive plate with a coil fed by a time-harmonic source current and then measuring the impedance variation of the same coil or another one. These sensors
are sensitive to defects such as fatigue cracks, inclusions, or corrosion, and they are also easy to implement and robust for industrial applications. However, the increasing need for both reliability and speed during inspection operations requires developing innovative EC sensors that can provide higher sensitivity, better spatial resolution, and more information about the defect characteristics, such as the microsensors [15-17]. The miniaturization of these sensors' coils allows integrating multi-coil systems on a single substrate [18-22]. Furthermore, it enhances the magnetic coupling by reducing the lift-off (the distance between the coil and the conductive specimen) [23-25].

In the context of Eddy current nondestructive testing (ECNDT), it is interesting to use modeling, looking for a model that reacts similarly to the component we are studying [26-31]. This model will make it possible to deduce the desired results. Modeling involves creating a mathematical representation of a real problem using certain assumptions. This representation allows users to predict the behavior of the studied systems. The modeling tools allow the design of sensors and the prediction of their behavior without actual realization. These tools have consequences on the development of production tools, making it possible to reduce the cost of the experimental phase.

The finite element method (FEM) is well appreciated for its versatility [32-37]. However, the micro-coil turn dimensions are characterized by their low thickness compared to the other dimensions of the modeled system; also the minimization of the lift-off thickness is necessary to obtain the best control performance in the ECNDT. The mesh of fine media can lead with the FEM to convergence problems and possibly a poor solution.

The originality of this paper lies in the implementation of an FEM approach that yields an efficiency to model the 3D microsensor, taking into account the presence of thin geometrical domains (the micro-coil and the lift-off) without degrading the mesh quality. Moreover, the coil displacement in the 3D plane can be taken into account without remeshing all the domains in each displacement. For this purpose, the moving band method is used. This method leads to optimal storage and ensures fast convergence of the system.

The paper is organized as follows. In Section I, the design of the sensor's elements as well as the simplified geometry are introduced. In Section II, the sensor is characterized and optimized. Section III reviews the geometry of the problem and the motion band method. Section IV describes the dual formulation implemented for the EC microsensor. The results for impedance variations calculated by the FEM model are presented in Section V, where three applications are studied and
discussed. The first test case is an ECT configuration where the probe consists of a micro-coil. The results for impedance variations calculated by the FEM model are compared to the reference model (experimental results) to show the applicability of the modeled sensor. The second test case shows the influence of lift-off on the coil impedance variations. The third test case study the crack size effect on the EC signal which enables us to identify the sensitivity of the ECNDT device.

## II. CONCEPTION

The proposed sensor consists, in fact, of a square flat coil, distributed over a total thickness of 1.25 mm . The length of the side is $c=2.6 \mathrm{~mm}$, the width of tracks $\ell_{p}$ $=100 \mu \mathrm{~m}$, and the thickness $e_{p}=25 \mu \mathrm{~m}$. The coil features five turns distributed over its entire surface with a spacing of $e=100 \mu \mathrm{~m}$. Figure 1 shows a schematic view of the coil used in our application. This geometry gives the coil the highest inductance value and it is favorable in several points (Section III).

## III. SENSOR CHARACTERIZATION

## A. Geometrical characterization

It is interesting for the characterization to calculate the two geometrical quantities, which are the developed length of the wire and the effective total surface. The developed length or the total wire length $l_{\text {tot }}$ can be calculated by the following formula:

$$
\begin{equation*}
l_{\mathrm{tot}}=\sum_{i=0}^{n-1} 4\left(c-\left(e+l_{p}\right) i\right) \tag{1}
\end{equation*}
$$

The total effective surface $S_{\text {tot }}$, which is the equivalent surface of all the turns, is given by


Fig. 1. Schematic view of the sensor.


Fig. 2. Electrical model of the coil.

$$
\begin{equation*}
S_{\mathrm{tot}}=\sum_{i=0}^{n-1}\left(c-2\left(e+l_{p}\right) i\right)^{2} \tag{2}
\end{equation*}
$$

where $c$ is the external rib of the coil, $e$ is the inter-line distance, $l_{p}$ is the line width, and $n$ is the number of turns (see Figure 1).

## B. Electrical characterization

The theoretical model of a coil (Figure 2) is an RLC dipole whose impedance is written as

$$
\begin{equation*}
Z=\frac{R+j L \omega}{1+j R C \omega-L C \omega^{2}}, \tag{3}
\end{equation*}
$$

with $\omega$ being the current/voltage pulsation, $L, R$, and $C$ are, respectively, the inductance, the resistance, and the capacity of the induction coil. In standardized form, the impedance can be explained as

$$
\begin{equation*}
Z=R \frac{1+j \frac{Q \omega}{\omega_{0}}}{1+j \frac{\omega}{Q \omega_{0}}-\left(\frac{\omega}{\omega_{0}}\right)^{2}}, \tag{4}
\end{equation*}
$$

with $Q=\frac{1}{R} \sqrt{\frac{L}{C}}$ being the quality factor and $\omega_{0}=\frac{1}{\sqrt{L C}}$ the resonant pulsation of the sensor.

The probe impedance with an excited current $I$ at a frequency $f$ which is our parameter of interest can be computed by using the FE modeling developed in Section IV.

The inductance of the probe is obtained by the following expression:

$$
\begin{equation*}
L=\frac{2 W_{m}}{I^{2}} \tag{5}
\end{equation*}
$$

where $I$ is the coil excitation current and $W_{m}$ is the average magnetic energy stored throughout the space defined by the following relation:

$$
\begin{equation*}
W_{m}=R_{e}\left(\frac{1}{2} \int_{\Omega} \boldsymbol{b} \cdot \boldsymbol{h}^{*} d \Omega\right) \tag{6}
\end{equation*}
$$

where $\boldsymbol{b}$ is the magnetic flux density and $\boldsymbol{h}$ is the magnetic field.

The resistance of the coil can be calculated from the power losses in the conductive medium

$$
\begin{equation*}
R=\frac{P_{j}}{I^{2}}, \tag{7}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{j}=\int_{\Omega_{c}} \frac{1}{\sigma}\|\boldsymbol{j}\|^{2} d \Omega \tag{8}
\end{equation*}
$$

where $\boldsymbol{j}$ is the EC density and $\sigma$ is the material conductivity.

The total capacitance is expressed as a function of the electrical energy $W_{e}$ stored in the simulated space and the total voltage $V_{\text {tot }}$

$$
\begin{equation*}
C=\frac{2 W_{e}}{V_{t o t}^{2}}, \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
W_{e}=\frac{\varepsilon}{2} \int_{\Omega}\|\boldsymbol{e}\|^{2} d \Omega \tag{10}
\end{equation*}
$$

where $\varepsilon$ is the electric permittivity, $\boldsymbol{e}$ is the electric field, and $\Omega$ is the whole computation area (sensor and air box).

## C. Sensitive element characterization

The sensitivity of a sensor is the ratio of the respective variations of the output quantity of the sensor and the measurand. In the case of a coil used as an EC sensor, a magnetic field $b$ is transformed into a voltage $V$. The sensitivity at a frequency $f$ is written as

$$
\begin{equation*}
S=\left|\frac{d V}{d b}\right|=2 \pi f S_{\mathrm{tot}} \tag{11}
\end{equation*}
$$

The effective noise voltage of a coil when it is not traversed by a current is written as

$$
\begin{equation*}
v_{b}=\sqrt{4 k T R \Delta f} \tag{12}
\end{equation*}
$$

where $T$ is the temperature, $\Delta f$ is the measuring frequency range, and $k$ is Boltzmann's constant.

The effective value of the equivalent magnetic noise is the ratio of the effective noise voltage $v_{b}$ and the sensitivity

$$
\begin{equation*}
B_{b}=\frac{v_{b}}{S} \tag{13}
\end{equation*}
$$

The emissive ability is the ratio of the emitted field $b$ and the current $I$ required for its emission. Its expression is obtained using that of the magnetic flux produced by an inductance element $L$ crossed by a current $I$, which is written with $b$ assumed to be uniform over the entire effective area of the coil

$$
\Phi=L I=b S_{\mathrm{tot}}
$$

The emissive ability $P_{e}$ is given by

$$
\begin{equation*}
P_{e}=\frac{b}{I}=\frac{L}{S_{\mathrm{tot}}} . \tag{14}
\end{equation*}
$$

## D. Optimization of the coil

The values of the geometrical, electrical, and physical characteristics are summarized in Table 1. The miniaturization of the coils in the printed circuit board is favorable on several points: the sensitivity is very high and the noise is very low. In all cases, the level noise is lower than the noise generally provided by the instrumentation and is, therefore, not very disturbing. Also,

Table 1 Numerical values of the coil characteristics calculated at 800 kHz

|  | Parameter | Value |
| :--- | :--- | :--- |
| Geometrical <br> characterization | Number of turns | 5 |
|  | External length | $2.6 \mu \mathrm{~m}$ |
|  | Line width | $100 \mu \mathrm{~m}$ |
|  | $100 \mu \mathrm{~m}$ |  |
|  | Developed length | 36 mm |
|  | Total surface | $17.8 \mathrm{~mm}^{2}$ |
| Electrical |  |  |
| characterization | Capacity $C$ | 79.65 F |
|  | Resistance $R$ | $0.028 \Omega$ |
|  | Inductance $L$ | $0.023 \mu \mathrm{~m}$ |
|  | Resonant frequency | 1.98 MHz |
|  | $f_{0}$ |  |
| Sensitive element | Sensitivity $S$ | $89.42 \mathrm{~V} / \mathrm{T}$ |
|  | Noise voltage $v_{b}$ | $0.214 \mu \mathrm{~V}$ |
|  | Equivalent noise field | $2.39 ~ \eta \mathrm{~T}$ |
|  | $B_{b}$ | $1.29 \mathrm{mT} / \mathrm{A}$ |
|  | Emissive ability $P_{e}$ |  |

the thermal noise calculation is carried out over a wide range of frequencies, and, therefore, it is very strongly overestimated. In addition, the resolution is significantly improved by the printed coils: indeed, it is roughly proportional to the footprint, which is very small for this technology. The emitting power is inversely proportional to the total effective area, which means that a solenoid coil will emit a weaker field at an equal current.

## IV. MODELING

The test case is related to Eddy current nondestructive testing (ECT). It consists of a printed coil placed above a conductive plate. The inspected specimen is a nickel-based alloy affected by a rectangular defect (flaw). The parameters of the configuration are given in Table 2. The following figure shows the geometry of the considered problem. It is composed of two domains where the first one, $D_{1}$, contains a coil, $\Omega_{t_{0}}$, where a uniform current density $\boldsymbol{j}_{0}$ is imposed, and the second one, $D_{2}$, contains a nickel alloy plate noted by $\Omega_{c}$ which includes the flaw $\Omega_{d}$. These domains are separated by a meshed region $D_{0}$ called the lift-off.

The FEM program was written using the developed ANSYS program with conjunction with Matlab. The calculation is carried out in the context of harmonic quasistationary regime.

The displacement of the sensor along the conductive plate is formed using the motion band method defined from the extension of the 2D FEM. Figures 4 and 5 show the scheme illustrating this technique. It consists of two steps.

Create a geometrical band, during which the moving zone is subdivided into elementary regions of the identical length $\Delta x$. Then the geometry is all meshed.


Fig. 3. (a) Description of the studied problem. (b) 3D mesh of the geometry.


Fig. 4. Moving band technique for sensor displacement: before probe displacement.


Fig. 5. Moving band technique for sensor displacement: after probe displacement.

Locate in the geometrical band (moving zone) the regions corresponding to the sensor and the air, and then the physical properties of the sensor and the air are assigned at each step displacement.

## V. DUAL FORMULATIONS FOR EDDY CURRENT PROBLEMS

Most three-dimensional finite element formulations of EC problems can be classified into two dual formulations. One works with the variables of the Ampere's law system, and the other uses the variables of the Faraday's law system. We will be interested in the two electric and magnetic formulations in combined potentials.

## A. Magnetic formulation

The magnetic field $\boldsymbol{h}$ is then expressed by the sum of electric potential vectors $\boldsymbol{t}$ and $\boldsymbol{t}_{0}$, and the gradient of the magnetic scalar potential $\varphi$

$$
\begin{align*}
& \boldsymbol{h}=\boldsymbol{t}+\boldsymbol{t}_{0}-\boldsymbol{\operatorname { g r a d }} \varphi \\
& \text { with } \boldsymbol{n} \times\left.\boldsymbol{t}\right|_{\Gamma_{h}}=0 \text { and }\left.\varphi\right|_{\Gamma_{h}}=0, \tag{15}
\end{align*}
$$

such as $\operatorname{curl}(\boldsymbol{t})=\boldsymbol{j}$ and $\operatorname{curl}\left(\boldsymbol{t}_{0}\right)=\boldsymbol{j}_{0}$, with $\boldsymbol{j}$ and $\boldsymbol{j}_{0}$ being the density of ECs and the density of current source. By introducing these equalities into the Faraday law and the flow conservation law, the system to solve is written as

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\mu\left(\boldsymbol{t}+\boldsymbol{t}_{0}-\boldsymbol{g r a d} \varphi\right)\right)=0 \text { in } \Omega \\
\operatorname{curl}\left(\frac{1}{\sigma} \operatorname{curlt}\right)+j \omega \mu(\boldsymbol{t}-\boldsymbol{\operatorname { g r a d }} \varphi)=0 \text { in } \Omega_{c} \tag{16}
\end{array},\right.
$$

with $\omega$ being the current/voltage pulsation, $\mu=\mu_{0} \cdot \mu_{r}\left(\mu_{0}=4 \pi 10^{-7} \mathrm{H} / \mathrm{m}\right)$ and $\mu_{r}$ the relative permeability of the material used as inductor. The electric vector potential $\boldsymbol{t}$ and the magnetic scalar potential in an element are then expressed by

$$
\begin{align*}
\varphi & =\sum_{n=1}^{N_{n}} w_{n} \overline{\varphi_{n}}  \tag{17}\\
\boldsymbol{t} & =\sum_{a=1}^{N_{a}} \boldsymbol{w}_{a} \overline{\bar{t}_{a}} \tag{18}
\end{align*}
$$

where $w_{n}$ is the vector of nodal shape functions, $\overline{\varphi_{n}}$ is the value of $\varphi$ at the $\mathrm{n}^{\text {th }}$ node, $\boldsymbol{w}_{\boldsymbol{a}}$ is the vector of edge shape functions, and $\overline{t_{a}}$ is the circulation of $t$ along the $a^{\text {th }}$ edge. The matrix form of the system of equation is written as follows:

$$
\begin{align*}
& \left(\begin{array}{cc}
R_{N} & C_{A N} \\
C_{A N}^{t} & M_{A}+R_{A}
\end{array}\right)\binom{\Phi}{T}=\binom{S}{0}, \\
& \text { with } \Phi=\left(\begin{array}{l}
\bar{\varphi}_{1} \\
\cdot \\
\bar{\varphi}_{N_{n}}
\end{array}\right) \quad T=\left(\begin{array}{l}
\bar{t}_{1} \\
\cdot \\
\bar{t}_{N_{a}}
\end{array}\right) \tag{19}
\end{align*}
$$

The system thus obtained is symmetrical and the matrix terms are

$$
\left\{\begin{array}{l}
R_{N_{n m}}=j \omega \int_{\Omega} \mu \operatorname{grad} w_{n} \cdot \operatorname{grad} w_{m} d \Omega  \tag{20}\\
C_{A N_{a n}}=-j \omega \int_{\Omega_{c}} \mu \operatorname{grad} w_{n} \cdot \boldsymbol{w}_{a} d \Omega \\
M_{A_{a b}}=j \omega \int_{\Omega_{c}} \mu \boldsymbol{w}_{a} \cdot \boldsymbol{w}_{b} d \Omega \\
R_{A_{a b}}=\int_{\Omega_{c}} \frac{1}{\sigma} \operatorname{curl}\left(\boldsymbol{w}_{a}\right) \cdot \operatorname{curl}\left(\boldsymbol{w}_{b}\right) d \Omega \\
S_{m}=j \omega \int_{\Omega_{t}} \mu \operatorname{grad}\left(w_{m}\right) \cdot \boldsymbol{t}_{0} d \Omega
\end{array}\right.
$$

where $R_{N}$ is the stiffness matrix of the nodes, $R_{A}$ is the stiffness matrix of the edges, $M_{A}$ is the mass matrix of the edges, $C_{A N}$ is the node-edge coupling matrix, and $S$ is the source term.

The vectors $\Phi$ and $T$ contain the unknowns of the system which are, respectively, the values of the magnetic scalar potential at the nodes and the circulations of the electric vector potential along the edges of the mesh.

## B. Electric formulation

The electric field $\boldsymbol{e}$ can be expressed by the combination of the magnetic vector potential $\boldsymbol{a}$ and electric scalar potential $\psi$

$$
\left\{\begin{array}{l}
e=-j \omega(a+\operatorname{grad} \psi) \text { with }  \tag{21}\\
\boldsymbol{b}=\operatorname{curl} \boldsymbol{a}
\end{array}\right.
$$

The conduction current density $\boldsymbol{j}$ is thus calculated as

$$
\begin{align*}
\boldsymbol{j} & =\boldsymbol{j}_{i}+\boldsymbol{j}_{0} \\
& =-\sigma j \omega(\boldsymbol{a}+\boldsymbol{g r a d} \psi)+\text { curlt }_{0} \tag{22}
\end{align*}
$$

Following the same procedure as for $t-\varphi$ formulation: The magnetic vector potential $\boldsymbol{a}$ and the electric scalar potential $\psi$ are then expressed by

$$
\begin{align*}
\psi & =\sum_{n=1}^{N_{n}} w_{n} \overline{\psi_{n}}  \tag{23}\\
\boldsymbol{a} & =\sum_{a=1}^{N_{a}} \boldsymbol{w}_{a} \overline{a_{a}} \tag{24}
\end{align*}
$$

In the same way as the $t-\varphi$ formulation, the magnetic vector potential $\boldsymbol{a}$ is discretized by edge elements, while the electric scalar potential $\psi$ is discretized by nodal elements. The system of equations is written within the matrix form

$$
\begin{align*}
& \left(\begin{array}{cc}
R_{N} & C_{A N} \\
C_{A N}^{t} & M_{A}+R_{A}
\end{array}\right)\binom{\Psi}{A}=\binom{0}{S} \\
& \text { and } \Psi=\left(\begin{array}{l}
\bar{\psi}_{1} \\
\cdot \\
\bar{\psi}_{N_{n}}
\end{array}\right) \quad A=\left(\begin{array}{l}
\bar{a}_{1} \\
\cdot \\
\bar{a}_{N_{a}}
\end{array}\right) . \tag{25}
\end{align*}
$$

The system thus obtained is symmetrical and the matrix terms are

$$
\left\{\begin{array}{l}
R_{N_{n m}}=j \omega \int_{\Omega_{c}} \sigma \operatorname{grad} w_{n} \cdot \operatorname{grad} w_{m} d \Omega  \tag{26}\\
C_{A N_{a n}}=j \omega \int_{\Omega_{c}} \sigma \boldsymbol{w}_{a} \cdot \operatorname{grad} w_{m} d \Omega \\
M_{A_{a b}}=j \omega \int_{\Omega} \sigma \boldsymbol{w}_{a} \cdot \boldsymbol{w}_{b} d \Omega \\
R_{A_{a b}}=\int_{\Omega} \frac{1}{\mu} \operatorname{curl}\left(\boldsymbol{w}_{a}\right) \cdot \operatorname{curl}\left(\boldsymbol{w}_{b}\right) d \Omega \\
S_{b}=\int_{\Omega_{t}} \operatorname{curl}\left(w_{b}\right) \cdot \boldsymbol{t}_{0} d \Omega
\end{array} .\right.
$$

The vectors $\Psi$ and $A$ are the unknowns of the system, respectively, the values of the electric scalar potential at the nodes and the circulations of the magnetic vector potential at the edges of the mesh.

## VI. APPLICATIONS

Our study relies on analyzing the data of scans, allotted by little displacements of the detector, parallel to the crack on the conductive plate. The change of the real and imaginary parts of the coil impedance reflects the change in the physical parameters of a test specimen in the presence of defects. The real part of the coil impedance is

Table 2 Dimensions of the problem

| Turn width | $100 \mu \mathrm{~m}$ |
| :--- | :--- |
| Turn thickness | $25 \mu \mathrm{~m}$ |
| Gap between turns | $100 \mu \mathrm{~m}$ |
| Plate thickness | 3 mm |
| Plate conductivity | $0,76 \mathrm{MS} / \mathrm{m}$ |
| Relative permeability of the plate | 1 |
| Lift-off thickness | $50 \mu \mathrm{~m}$ |
| Excitation frequency | 800 kHz |
| Length of the flaw | $800 \mu \mathrm{~m}$ |
| Width of the flaw | $100 \mu \mathrm{~m}$ |
| Depth of the flaw | $400 \mu \mathrm{~m}$ |

determined by calculating the Joule losses in the conductive media. The imaginary part of this impedance is determined from the magnetic energy stored in the entire meshed space.

For both dual formulations, the variations of the real part and the variation of the imaginary part of the impedance due to the flaw are calculated by subtracting for each of them the values with and without flaw. $\Delta X_{n}=\left(X-X_{0}\right) / X_{0}$ and $\Delta R_{n}=\left(R-R_{0}\right) / X_{0}$ with $X, R$ being the reactance and resistance of the coil in presence of the conducting domain. $X_{0}, R_{0}$ are the reactance and resistance of the empty coil (absence of the plate).

## A. Application I

The parameters of the configuration are given in Table 2.

Figure 6 illustrates the distribution of ECs produced by the coil. As can be seen in Figure 6(a), a circularshaped EC loop is produced beneath the surface of the material. The current density is null in the defect zone


Fig. 6. Eddy current distribution. (a) Top view. (b) Front view.
because the conductivity is zero $(\boldsymbol{j}=\boldsymbol{\sigma} \boldsymbol{e})$, and it is also very significant in the surface and it decreases gradually as we head to the bottom because of the skin effect as shown in Figure 6(b).

Figure 7(a) and (b) presents the variation of resistance and reactance as a function of the position of the symmetry axis of the coil relatively to the center of the flaw. The impedance real part (resistance) presents a trough curve and the imaginary part (reactance) presents a crest curve. As seen from the defect response curve of the impedance imaginary part [Figure 7(b)], the defect response begins to rise when the crack is near to the bottom edge of the coil, and it reaches a climax when the sensor coincides with the first edge of the defect and starts to decrease as the sensor leaves the other edge of the defect. It can be observed from the next figures that there is a good agreement between the FEM results

(b)


Fig. 7. The variation of normalized impedance of the system as a function of displacement of the sensor. (a) Impedance real part. (b) Impedance imaginary part.
issued from the magnetic and the electric formulation and the experimental results. These signals represent the signatures of the crack.

## B. Application II

As the lift-off is a predominant factor in the EC detection performance, the modeling must take into account the physical phenomena associated with its values. The geometrical and physical parameters of the problem are summarized in Table 2. The lift-off varies within a range of $0.1-11 \mathrm{~mm}$. the resistance and reactance of the coil were calculated with both the electrical and magnetic formulations and shown in Figure 8(a) and (b). The results presented in these figures show that the influence on the coil impedance of a lift-off less than 1 mm is negligible. Indeed, for a lift-off of less than 1 mm , the reactance and the resistance of the coil are almost constant. On the other hand, beyond this value, the lift-off has a strong influence on the impedance, and it is essential to take this into account in the modeling. The results also show that the two


Fig. 8. (a) Normalized resistance. (b) Normalized reactance variation as a function of the lift-off.
curves obtained by the two electric and magnetic formulations are in good agreement. This value ( 1 mm ) depends on the coil used. In a general way, an increase in the size of the coil will lead to an increase in these values.

## C. Application III

The study of the crack size effect on the EC signal will enable us to identify the ECNDT device sensitivity.

## Effect analysis of crack width:

In the previous works, the authors were more interested in studying the effect of the length and depth of the crack on the EC signal, while only a few of them were interested in studying the width effect.

The model used is the same one used for application I by changing the geometric parameters of the defect. The frequency of the sensor is fixed at 0.8 MHz and the



Fig. 9. (a) Normalized impedance real part. (b) Normalized impedance imaginary part variation as a function of the crack width.
lift-off at 0.0625 mm (application II), and the length of the plate is much greater than that of the crack, the crack length and depth are fixed at 0.8 and 0.4 mm , respectively, while the width is varying between 0.1 and 3 mm for a step of 0.1 mm . In this case, we fix the crack beneath the center of the sensor where its output is in the maximum. The graphs of the impedance real part and imaginary part versus crack width are shown in Figure 9(a) and (b), respectively.

## Effect analysis of crack length:

Next the influence of crack length on the sensor response is studied. The lift-off is set to be 0.0625 mm , and cracks of identical width $(0.1 \mathrm{~mm})$ and depth $(0.4 \mathrm{~mm})$ having different lengths are altered. Data of scans are carried out by small displacements of the sensor with a step of 0.1 mm , parallel to the crack on the surface of the material. Figure 10(a) and (b)

(b)


Fig. 10. (a) Normalized impedance real part. (b) Normalized impedance imaginary part variation of cracks having different lengths.
presents EC signatures of the resistance and reactance variations with respect to the sensor displacement produced by cracks having different lengths. Based on the curves of impedance real part and imaginary part, the shapes of the curves for all the defects are similar; however, the defect length influences the width and the peak value of the response curve. As the crack length grows, the width of the curve grows and the peak value increases.

## Effect analysis of crack depth:

Defects with depths of $0.1,0.2$, and 0.4 mm are studied. All the defects are 0.8 mm in length and 0.1 mm in width. Figure 11(a) and (b) shows EC signatures of the impedance real part and imaginary part variations with respect to the sensor displacement produced by defects having different depths. As can be seen, the waveforms are similar; however, the crack depth influences the peak


Fig. 11. (a) Normalized impedance real part. (b) Normalized impedance imaginary part variation of cracks having different depths.
value of the response curves. The deeper the crack is, the greater the peak will be.

## EC signal and the depth limit:

Next, the depth limit is studied; the crack length and width are fixed at 0.8 and 0.1 mm , respectively, while the depth is varying between 0.1 and 3 mm for a step of 0.1 mm . In this case, we fix the crack beneath the center of the sensor where its output is in the maximum. The graph of the impedance real part and imaginary part versus crack depth are shown in Figure 12(a) and (b), respectively.

As can be seen, at the beginning, the resistance values decrease rapidly, then slow down gradually with increasing crack depth, and then stabilize when the crack depth reaches 2.5 mm . On the other hand, the reactance values increase rapidly at the beginning and slow down gradually, while the crack depth increases and then stabilizes when the crack depth reaches 2 mm . The rea-


Fig. 12. (a) Normalized impedance real part. (b) Normalized impedance imaginary part variation as a function of the crack depth.
son is that when we use a high frequency excitation, the EC will be spread out much more on the surface of the material so that the sensor will not be very sensitive to deep defects as it is with the shallow defects. Both Figures 12(a) and (b) show that the depth limit is not the same for the impedance real part and imaginary part. The real part is more sensitive to the crack depth than the imaginary part.

## VII. CONCLUSION

A microsensor dedicated to the ECNDT application is proposed in this paper. An FEM approach that yields an efficiency to model the 3D microsensor, taking into account the presence of thin geometrical domains and the sensor displacement in the 3D plane without remeshing all the domains in each displacement, has been proposed. The real and imaginary parts of the impedance at every position of the sensor computed by experiments and simulations were consistent with each other for the first application. The optimal lift-off, which is less than 1 mm , is determined by FEM simulation in the second application and taken into account in all the applications (I and III). The principle of the sensor and the response of cracks with different sizes are demonstrated by simulation, and the results are very close because both the proposed differential formulations (in terms of the magnetic formulation and the electric formulation) can deal with currents flowing in conductors and are well fitted for computing fields within the current regions with accuracy. The difference between the impedance values obtained using the magnetic formulation and the electric formulation did not exceed, in any case, $0.1 \%$. The novel sensor has the following advantages:

1. The design of the sensor conforms it to the small geometry.
2. It provides high spatial resolution and high detection efficiency.
3. The sensor was capable of detecting micro-defects with a size starting from 0.1 mm under the optimal excitation frequency of 0.8 MHz .
4. The sensor can distinguish the different crack sizes (length, width, and depth).

Future research will be required to extend the proposed sensor for solving problems with complex geometry and arbitrary defect.
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#### Abstract

Monitoring of electromagnetic field (EMF) near power distribution facilities, both in the low- and the high-frequency ranges, has become highly demanded in recent years. The reason lies in the accumulated concerns on public health, which is mostly caused by the evolution of electric power and communication infrastructure, in and around the power substations, as well as their closeness to residential areas. In this paper, the initial comparative analysis of the EMF monitoring results of three one-day campaigns, in 2015, 2018 and 2020, performed in the vicinity of the Serbian highpower distribution substation "Novi Sad 7", is presented. The overall EMF levels in all campaigns comply with the reference levels prescribed by the Serbian legislation, including some new EMF sources which were detected in 2018 and 2020. Likewise, the used continuous monitoring has demonstrated suitability to systematically address EMF fluctuation on daily basis, as well as corresponding concerns on EMF exposure.
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## I. INTRODUCTION

Constantly growing number of industrial and residential consumers resulted in a greater demand for electric energy, particularly in recent decade. The first action and an accepted response to such demand is to boost existing power substations, followed by the installation of new ones. Also, the interconnection is accomplished between substations, strengthening the power distribution network, while enabling its remote management.

The power distribution facilities are well known as sources of the low-frequency magnetic fields [1]. However, their remote-control by using radio links, as well as different wireless equipment, promote them as sources of the high-frequency electric field.

Consequently, their usual presence in residential and industrial areas has increased the public concerns on adverse health effects, demanding the electromagnetic field (EMF) level monitoring in their vicinity [1].

The worldwide efforts are invested in measurements and simulations of both the low-frequency magnetic and the high-frequency electric fields. In a number of recent studies, measurements were oriented towards the shortterm methods and estimation of the exposure. Results are used in a computational prediction of the low-frequency magnetic field strength within the power substation [2] or for the high-frequency electric field investigation produced by the cellular network base stations over sensitive locations [3]. The obtained results were mandatory compared with the proposed reference levels [4].

Additionally, the short-term measurements of magnetic and electric fields were conducted inside the power substation in order to determine EMF distribution [5], as well as indoor and outdoor substation evaluation [6-8], elaborating safety levels of the human exposure to those fields. Also, the measurements of magnetic field inside the substations of various voltage levels were presented, as well as measurements related to near feeder lines, such as the overhead power lines and underground cables [9].

Similarly, wide range of the magnetic field measurements were performed in surrounding areas of the power substations in [10]. Consequently, occupational EMF exposure were also in focus [11], particularly during working tasks within the power substations, such as switching and transforming 110 kV and 20 kV , analyzing whether the occupational reference levels were exceeded [4].

A common attribute in the mentioned studies is that measurements were short-term oriented, no longer than a few minutes. Unfortunately, in utmost cases, such approach cannot provide a full insight in EMFs fluctuation and their long-term behavior. In order to provide a comprehensive insight, the modern long-term EMF
monitoring systems have been developed and utilized [12, 13]. They are intended to perform continuous EMF monitoring in numerous sensitive zones, such as schools, kindergartens, hospitals and other public institutions [13].

In this study, the approach of broadband continuous EMF monitoring was used. It is implemented in the Serbian Electromagnetic Field Monitoring Network - SEMONT [14], counting the contribution of all active EMF sources in the frequency range of interest. Furthermore, such long-term monitoring is followed by continuous exposure assessment, using SEMONT boundary exposure assessment approach $[15,16]$.

This paper presents a comparative analysis of measurement results of three different one-day EMF monitoring campaigns, performed in 2015, 2018 and 2020, in the vicinity of the high-power distribution substation "Novi Sad 7". Those campaigns are first systematic monitoring campaigns in the Serbian power distribution system.

This paper is established on Serbian national legislation, where appropriate field reference levels have been prescribed [17]. The reference levels ensure the protection of people against all established health hazards when they are exposed to EMFs. In that sense, this paper is intended to only check compliance with the prescribed reference limits and has no intention of further investigation on basic effects of EMF interaction with human tissues.

## II. SUBSTATION EQUIPMENT

The distribution substation "Novi Sad 7", with nominal rates of $110 / 35 / 20 \mathrm{kV}$, is a high-power outdoor airinsulated electric power substation. With outer dimensions of 85 m by 85 m , it is situated in a residential area of the Serbian city of Novi Sad, at the corner of Heroja Pinkija and Ohridska streets, as shown in Figure 1.

The substation is equipped for remote control and supervision of power distribution and its other processes.


Fig. 1. Position of the substation "Novi Sad 7".

Table 1: Technical characteristics of radios

| - | Radio \#1 <br> (Narrowband) | Radio \#2 <br> (Broadband) |
| :--- | :---: | :---: |
| Frequency range | $438-470 \mathrm{MHz}$ | $5.725-5.850 \mathrm{GHz}$ |
| Radiated power | 25.35 W | 31.52 W |
| Directional <br> Antenna, <br> Elevation/ <br> Azimuth | No | Yes, $8^{\circ} / 8^{\circ}$ |
| Position/Height | AN1/11 m | AN2 $/ 12 \mathrm{~m}$ |

The control is done via dedicated radio links, from dispatch center of "EPS Distribucija", which is the national electricity Distribution System Operator (DSO) [18].

## A. Installed high-frequency equipment

Regarding the sources of the high-frequency electric field, the communication between the substation technicians and dispatchers is realized via a narrowband radio link - radio \#1, described in Table 1.

Furthermore, the broadband radio link, named radio \#2, is intended for the control and supervision of the following substation processes: SCADA (Supervisory Control and Data Acquisition) application, then the continuous video surveillance and facility access control, as well as the internal IP telephony system.

The antenna systems for the narrowband radio are installed at the AN1 place, while for the broadband radio at the AN2, as depicted in Figure 1, avoiding the existing obstacles in the line of sight between the antenna and dispatch center. The main beam of directed antenna from radio link \#2 (dashed white lines) is oriented towards the DSO dispatch center.

It should be stated that additional narrow-band radio link on AN1 site, with directional antenna (dashed white lines), was used for SCADA in 2015 [19], while during 2018 it was used as the redundant one [20]. In the 2020 campaign, this radio link was out of order. Considering antenna radiation patterns, the half-power beam width of directional antennas is shown in Figure 1 (dotted red and blue lines), while the radiation pattern of the omnidirectional antenna (radio \#1), positioned on AN1, is omitted.

## B. Installed low-frequency equipment

The substation high-voltage (HV) and mediumvoltage (MV) electric power equipment is a dominant source of the low-frequency magnetic field. These includes the three-phase HV (110 kV) overhead line, which enter the substation from the south side, shown by red lines in Figure 1, while in the central part of the substation, there are 110 kV circuit breakers, lighting protection and bus bar systems. Two high-power transformers have nominal voltage rates of $110 / 20 \mathrm{kV}$ (nominal power of 31.5 MVA ), whereas the third one has a nominal rate of $110 / 35 \mathrm{kV}$ (with the nominal power of 20 MVA ).

Also, the MV compartments with MV bus bars and circuit breakers are located inside the substation building. There are twenty-one MV 20 kV lines, from which eighteen were present in the 2015 monitoring campaign, and three MV 35 kV lines connected to the substation on the north side, as depicted by dashed orange lines in Figure 1. All of them are installed as underground cables.

The MV 35 kV lines are used for the interconnection with neighboring $35 / 10 \mathrm{kV}$ power substations, while MV 20 kV lines supply consumers with electricity via 20/0.4 kV distribution substations.

## III. MONITORING CAMPAIGNS

The initial one-day EMF monitoring campaign was performed in 2015, followed by additional one-day campaigns in 2018 and 2020, shown in Table 2.

The opening step of each campaign was the visual inspection of the substation surroundings in order to discover the present EMF sources - antenna systems of radio communication links and mobile telephony base station sites for the high-frequency electric field, as well as overhead power lines and power transformers for the low-frequency magnetic field.

During visual inspection in 2015, the two substation locations, labeled as L1 and L2 in Figure 1, were identified as locations with potentially increased field levels.

Location L1 presents an area on the south of the substation, in Ohridska street, whose driveway is also a pedestrian pathway, passing below the HV power line, as shown in Figure 2a.

This location was selected considering the fact that a few residential houses, parking lots and business buildings are present in the vicinity of HV power lines. Therefore, there is a significant probability that residents could be exposed to the EMF radiation, passing beneath those lines. Besides, in line of sight on L1 location, the antennas of AN1 site are visible, where the distance between L 1 and AN 1 is about 80 m .

Location L2 is situated in the public access area, on the north side of the substation facility, on the frequently used sidewalk of Heroj Pinki street, as shown in Figure 2b. The L2 is close to the residential houses, as well as to the antenna AN2, which is a dominant source of the high-frequency electric field, positioned at a distance of about 15 m from L2. Moreover, L2 location is above the intersected underground MV power line corridors.

Both locations are of high importance, since they are frequently passed by local residents, as well as by employees of local companies.

In 2018 and 2020 campaigns, the visual inspections were repeated, observing the presence of some new the low- and the high-frequency sources in and around the substation, as well in L1-L2 vicinity.

Table 2: Details of one-day EMF monitoring campaigns

| Year | Date | Time | Label |
| :---: | :---: | :---: | :---: |
| 2015 | $06 / 15 / 2015$ | $9: 00-13: 00$ | 2015 |
| 2018 | $07 / 24 / 2018$ | $9: 00-13: 00$ | 2018 |
| 2020 | $05 / 22 / 2020$ | $9: 00-13: 00$ | May_r 2020 |
| 2020 | $05 / 29 / 2020$ | $9: 00-13: 00$ | May 2020 |
| 2020 | $09 / 17 / 2020$ | $9: 00-13: 00$ | Sep 2020 |

## A. The high-frequency campaign

During the first visual inspection in 2015, two sites with antennas were detected, labeled as AN1 and AN2. Substation internal radio systems appeared to be dominant source of the high-frequency field [19, 20].

Since no changes were detected in 2020 campaign, it was decided to perform the high-frequency monitoring only at location L2. Insignificant difference between the high-frequency electric field strengths over locations L1 and L2, in 2015 and 2018 campaigns, was additional reason for such decision [19-21].

During the 2015 campaign, only at location L2, the appropriate spectral components of the internal DSO radio communication links were detected [19]. However, the spectral component of the broadband radio \#2 on L1 location was not noticed, since that location was influenced only by low-power side-lobes of the directed antenna [19], while it has a considerable distance of 115 m from AN2.

## B. The low-frequency campaign

Regarding the low-frequency part, besides one HV line and three HV power transformers, there was no presence of newly installed low-frequency sources in 2020. Hence, it was decided to conduct the new measurements only at location L1, which is in vicinity of the HV power line [16]. There was almost certain presence of people, since L1 site has only one traffic lane and all vehicles/pedestrians have to pass through that lane.

Another reason was that magnetic field attenuation from underground MV cables, present on location L2, was higher than field attenuation from HV power lines. It turned out that L1 has higher field levels, thus it is better suited for population EMF exposure assessment.

## IV. PROCEDURE AND EQUIPMENT

The same measuring procedure was used in all three monitoring campaigns. The low-frequency magnetic and high-frequency electric field monitoring were conducted over L1 and L2, applying the broadband monitoring approach and accompanying frequency selective measurement. The broadband monitoring was done according to the SEMONT measuring procedure [14, 15], followed by the frequency spectrum analysis [22].

Regarding monitoring campaigns, all measurements were conducted in the hot-spot position of the measuring

a) L1 location

b) L2 location

Fig. 2. Monitoring locations near the substation "Novi Sad 7".
network $[14,15]$, at L1 for the low-frequency and at L2 for the high-frequency field.

Monitoring started at 9:00 A.M. and lasted for four hours, as presented in Table 2. Such monitoring period was selected regarding assumption that maximum daily activities of the general population and substation's employees occur during that period of the day, causing an increase of usual telecommunication traffic and electric power consumption.

## A. Measuring equipment

The high-frequency broadband monitoring was performed using Narda NBM-550 measurement equipment, covering the frequency range of 100 kHz to 6 GHz [19] and using sampling rate of 6 minutes, as recommended in [23]. The frequency selective analysis was performed using Narda SRM 3006 measurement equipment, covering the frequency range from 420 MHz to 6 GHz [19].

Observing the low-frequency magnetic field, Narda EFA 300 instrument, with the magnetic field probe, was used, covering the frequency range from 5 Hz to 32 kHz [16] and employing the sampling rate of 6 minutes [23]. This equipment was used for field measurements, as well as for its spectral analysis.

## V. MEASUREMENT RESULTS

Results of the broadband continuous EMF monitoring and the frequency selective analysis, in the substation vicinity, are presented in this chapter.

## A. The broadband EMF monitoring approach

The broadband monitoring approach is able to provide information on cumulative EMF level, which originates from all active sources on location, in the observed frequency range. Unfortunately, the broadband approach cannot provide field level per each frequency, nor the individual contribution of specific EMF sources.

## A.1. The high-frequency electric field monitoring

Regarding the high-frequency electric field strength monitoring, at location L2, the comparative overview
of obtained average values in 2015, 2018 and 2020 is depicted in Figure 3.

Once more, it should be pointed out that those campaigns are one-day campaigns, as described in Table 2.

Even though there was slight fluctuation, the presented high-frequency electric field strengths were significantly below the minimal reference level of $11 \mathrm{~V} / \mathrm{m}$, prescribed by legislation of the Republic of Serbia [17], for the NBM-550 field probe's frequency range.

Average field strength values in 2018 and 2020 were lower than $0.2 \mathrm{~V} / \mathrm{m}$, while in 2015 they ranged up to $0.27 \mathrm{~V} / \mathrm{m}$. This could be explained by the fact that one of the dominant sources, the narrowband radio intended for the SCADA system [19], was in a full operational mode in 2015, while in 2018 it was put by DSO to hot stand-by mode. That was done because the SCADA traffic needed to be diverted to the radio \#2 link in order to accommodate more efficient management of the processes in the substation, by providing faster links with


Fig. 3. Comparative view of L2 location monitoring.


Fig. 4. Comparative view on the low-frequency magnetic field continuous monitoring.
higher throughputs. In a stand-by mode, the inspection of radio-communication was performed at least few times a day, increasing the high-frequency EMF level in substation vicinity. In the year 2020, this radio was put out of order.

## A.2. The low-frequency magnetic field monitoring

A comparative overview of the average values of the L1 low-frequency magnetic field strength, acquired during 2015, 2018 and 2020 campaigns, is shown in Figure 4a.

An increase could be noticed in field strength levels approaching 13:00 P.M. It is the period of the day when electric energy consumption regularly grows. However, observing the campaigns, the maximum average value was around $0.32 \mu \mathrm{~T}$, which was about eight times lower than the maximum one, allowed by reference level of $2.5 \mu \mathrm{~T}$, prescribed by the Republic of Serbia national legislation [17].

The obtained results demonstrated that the average magnetic field strength values were around $0.25 \mu \mathrm{~T}$ in 2018, slightly lower than those from 2015. However, the average field strength values from 2020, close to $0.1 \mu \mathrm{~T}$, were noticeably lower than in previous campaigns.

Unfortunately, while the original May 2020 measurement campaign was in progress, the DSO informed the public on the malfunction of the city distribution system. They needed to make certain reconfiguration and reconstruction in core distribution network, changing the power loads between the HV power substations. As a result, some of the city consumers were supplied from the neighboring substations instead of "Novi Sad 7". Therefore, its current intensity was decreased, compared with regular day - May_r 2020, as presented in Table 3a.

The current intensity of the HV power line, as a very important parameter for the management of the substation, for the entire monitoring period of all campaigns, was registered by the internal SCADA system [18] and at the end of each campaign was provided to the research team by DSO. The simple statistical analysis of those data is offered in Table 3.

The reduction of the current intensity for sure would affect the magnetic field strength, as it is directly proportional to the current intensity [4]. Since the state of the distribution system was not regular, it was decided to finish the ongoing May 2020 campaign and to perform an additional monitoring of the magnetic field after the establishment of the system's steady state condition.

Comparison of the averaged magnetic field strength values, including the repeated monitoring campaign in September 2020, is provided in Figure 4b. The maximum average value for magnetic field was $0.37 \mu \mathrm{~T}$, which was also the highest measured value in all campaigns. Additionally, the average magnetic field strengths from September 2020 were higher than in previous campaigns, as it is noticeable in Figure 4b. However, it was expected, having in mind increased number of industrial and residential consumers with a greater demand for electric energy.

The significant differences in current intensity were found for the incident May 2020 monitoring, where current consumption was lowered more than twice, comparing it with 2015 and 2108 campaigns. However, regarding regular day in May - May_r 2020, the substation current was on the expected level, as shown in Table 3.

Finally, the consumption was the highest in all campaigns during September 2020, as presented in Table 3b.

Table 3: The HV power line current intensity

| Campaign | $\mathbf{I}_{\min }(\mathbf{A})$ | $\mathbf{I}_{\max }(\mathbf{A})$ | $\mathbf{I}_{\text {average }}(\mathbf{A )}$ | $\mathbf{C a m p a i g n}$ | $\mathbf{I}_{\min }(\mathbf{A )}$ | $\mathbf{I}_{\max }(\mathbf{A})$ | $\mathbf{I}_{\text {average }}$ (A) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Sept 2020 | 157.20 | 190.70 | 175.25 |
| May 2020 | 55.00 | 80.10 | 61.96 | May 2020 | 55.00 | 80.10 | 61.96 |
| May_r 2020 <br> (regular day) | 148.20 | 171.00 | 162.20 | May_r 2020 <br> (regular day) | 148.20 | 171.00 | 162.20 |
| 2018 | 123.81 | 148.28 | 139.78 | 2018 | 123.81 | 148.28 | 139.78 |
| 2015 | 137.14 | 165.57 | 155.61 | 2015 | 137.14 | 165.57 | 155.61 |

a) Current intensity in May 2020
b) Current intensity in September 2020

That can be explained with the increased number of connections to the power supply network for newly built residential objects, malls and enterprise buildings of Novi Sad, in the nearby area of the power substations.

Such conclusion is supported by energy consumption diagrams of the high-power substation "Novi Sad 7" [18], presented in Figure 5. We can clearly notice the difference in the shape of the curve for May 2020 in period of the power system failure, which occurs between 07:00 A.M. and 17:00 P.M., compared to other curves.


Fig. 5. Energy consumption of substation "Novi Sad 7".
According to the DSO, the overall energy consumption of the substation "Novi Sad 7" up to the year 2020, compared to 2015, increased from about $2.8 \%$ to about $3.5 \%$, in the region under the DSO dispatch center [24].

## B. Frequency selective measurement

The frequency selective analysis, as an important part of the monitoring process, was intended for the spectral evaluation of monitored locations, providing valuable information on neighboring EMF sources.

## B.1. The high-frequency spectrum

The analyses of the high-frequency spectrum were performed at position of L2 hot-spot. This spectral measurement was performed once, assuming that the present EMF sources regularly emitted at detected frequencies.

The analyses of spectral content were made for all three campaigns, and the results for 2015 and 2020 campaigns are displayed in Figure 6.

Spectral components were detected in several subbands, which are produced by well-known telecommunications services: the TV broadcasting, GSM 900, GSM 1800 and UMTS 2100. The highest strength of the electric field in 2020 campaign was observed in subbands near 1800 MHz , while in the 2015 campaign that was the case with UHF sub-band near 450 MHz .

The decreased activity of the UHF sub-band sources (near 450 MHz ) can be noticed in 2020, since, according to national "Decree on determining the allocation plan of radio frequency bands" [25], this sub-band is intended for DSO internal communication systems, such as the voice communication system presented in Table 1.

Furthermore, more RF carriers were logged in 2020, in the sub-band intended for the emission of the digital broadcasting DBV-T2 signal. This telecommunications service was not in full operational usage in the Republic of Serbia during the 2015 campaign [19].

Similarly, the increased activity in the sub-band near 800 MHz was present in 2020, which is intended for LTE service, a technology that was extensively deployed during 2018 by the Serbian mobile telephony operators [20]. Also, the GSM 900, GSM 1800 and UMTS 2100 subbands had more radio-frequency carriers in 2020 than in the 2015 campaign, due to the increased number of residential subscribers and increased traffic needs.

Furthermore, spectral components in 2.4 GHz subband could be observed in both campaigns, since it was likely that local residents extensively used Wi-Fi equipment. Finally, the origin of the spectral components in 5.8 GHz sub-band was an internal DSO point-to-point broadband radio link, described in Table 1.

## B.2. The low-frequency spectrum

The results of the low-frequency selective analysis, during the 2020 campaign, in the hot-spot of location L1, are presented in Figure 7.

In the low-frequency spectrum, there was no difference between three campaigns [16], since no new lowfrequency magnetic field sources were detected.


Fig. 6. The high-frequency spectrum at location L2 per campaigns.


Fig. 7. The low-frequency spectrum at location L1.

Regarding this spectral content, the highest strength of the magnetic field was at the dominant spectral component of 50 Hz , as expected, while the last detected harmonic was at 450 Hz . The field strength of higher components was below the threshold of Narda EFA 300 analyzer and thus they could be neglected.

## VI. EXPOSURE ASSESSMENT ANALYSIS

The exposure assessment was carried out by applying the SEMONT approach, based on the calculation of daily boundaries of Global Exposure Ratio ( $G E R$ ), thus determining the range where actual exposure lied [15].

The assessment of exposure, regarding the highfrequency electric field, was performed using the following equations [15]:
$G E R_{\text {lower }}=\left(\frac{E_{m}}{E_{\text {ref } \max }}\right)^{2}$ and $G E R_{\text {uppper }}=\left(\frac{E_{m}}{E_{\text {ref } \min }}\right)^{2}$.
The $E_{m}$ is the average measured value of the electric field strength, while $E_{\text {refmin }}$ and $E_{\text {refmax }}$ are the minimum and maximum reference levels prescribed by the Serbian legislation for the general population [17], in the observed frequency range.

The assessment of lower and upper exposure boundaries, for the low-frequency magnetic field, was calculated using the following equations [16]:

$$
\begin{equation*}
G E R_{\text {lower }}=\frac{B_{m}}{B_{\text {ref } \max }} \text { and } \quad G E R_{\text {uppper }}=\frac{B_{m}}{B_{\text {ref } \min }} \tag{2}
\end{equation*}
$$

where $B_{m}$ is average measured strength of magnetic field, while $B_{\text {refmin }}$ and $B_{\text {refmax }}$ are the minimum and maximum Serbian prescribed reference levels [17], in the observed frequency range.

The exposure boundaries were calculated continuously, day by day, illustrating the campaigns' exposure range, while the real exposure was located between those boundaries [15].

## A. The high-frequency electric field GER analysis

The high-frequency $G E R$ boundaries for location L2 were calculated for the frequency range of $100 \mathrm{kHz}-$ 6 GHz , and are presented in Figure 8.

There is a visible decrease of the upper $G E R$ boundary in 2018 campaign, compared to the data from 2015, which occur due to the change in the operational regime of radio \#2, described in Table 1 [20]. This source was turned into a redundant link, intended only for the DSO SCADA application.

Common to all campaigns is that the maximal activity of communication services occurred near 10:00 A.M., whereas an additional slight increase of the activities can be noticed after 11:30 A.M.

Statistical analysis of the high-frequency $G E R$ values for all three monitoring campaigns is presented in Table 4.

In 2020, the maximum values of $G E R$ boundaries were $2.581 \cdot 10^{-4}$ and $2.579 \cdot 10^{-5}$, which were considerably below the maximum allowed limit of $G E R_{\text {allowed }}=$ 1, prescribed by Serbian legislation [17].

Likewise, comparing the $G E R$ boundary values, it can be observed that the average value of $G E R_{\text {upper }}$ boundary of $1.360 \cdot 10^{-4}$ in 2018 was almost two times lower than $2.196 \cdot 10^{-4}$ obtained in 2015. Also, in the


Fig. 8. The high-frequency $G E R$ boundaries.

Table 4: Statistical analysis of the high-frequency $G E R$

| Frequency range <br> $(\mathbf{1 0 0} \mathbf{~ k H z - 6 ~ G H z})$ |  | Min | Max | Avg |
| :---: | :---: | :---: | :---: | :---: |
|  | 2020 | $7.054 \cdot 10^{-6}$ | $2.581 \cdot 10^{-4}$ | $1.552 \cdot 10^{-4}$ |
| $G E R_{\text {upper }}$ | 2018 | $3.832 \cdot 10^{-5}$ | $3.306 \cdot 10^{-4}$ | $1.360 \cdot 10^{-4}$ |
|  | 2015 | $4.567 \cdot 10^{-5}$ | $6.140 \cdot 10^{-4}$ | $2.196 \cdot 10^{-4}$ |
|  | 2020 | $7.048 \cdot 10^{-7}$ | $2.579 \cdot 10^{-5}$ | $1.551 \cdot 10^{-5}$ |
|  | $G E R_{\text {lower }}$ | 2018 | $3.829 \cdot 10^{-6}$ | $3.304 \cdot 10^{-5}$ |
|  | 2015 | $4.535 \cdot 10^{-5}$ |  |  |
|  | $2.563 \cdot 10^{-6}$ | $6.134 \cdot 10^{-5}$ | $2.194 \cdot 10^{-5}$ |  |

2020 campaign, this value was $1.552 \cdot 10^{-4}$, a slightly higher than in the 2018 campaign.

However, the GER data confirms that the highfrequency electric field exposure at L2 location is very low.

## B. The low-frequency magnetic field GER analysis

Measurements of the low-frequency magnetic field, at location L 1, were conducted in the frequency range of 5 Hz to 32 kHz . Regarding the exposure assessment, the comparative overview of the low-frequency $G E R$ boundaries is provided in Figure 9.

Analyzing this figure, the trend of the moderate increase of the upper $G E R$ boundaries can be noticed, as we approach the end of all campaigns. That could be explained by the increased consumption of electric power, at that period of the day, as shown in Figure 5 [18].

Statistical analysis of the low-frequency $G E R$ values is displayed in Table 5.

It can be observed that the maximum values of $G E R$ in September 2020 campaign are between $1.473 \cdot 10^{-1}$ and $5.755 \cdot 10^{-4}$, which is clearly lower than $G E R_{\text {allowed }}=1$, the maximum level allowed by the legislation of the Republic of Serbia [17].


Fig. 9. The low-frequency $G E R$ boundaries.

Table 5: Statistical analysis of the low-frequency $G E R$

| Frequency range ( $5 \mathrm{~Hz}-32 \mathrm{kHz}$ ) |  | Min | Max | Avg |
| :---: | :---: | :---: | :---: | :---: |
| $G E R_{\text {upper }}$ | $\begin{aligned} & \text { Sept } \\ & 2020 \end{aligned}$ | $1.223 \cdot 10^{-1}$ | $1.473 \cdot 10^{-1}$ | $1.352 \cdot 10^{-1}$ |
|  | $\begin{aligned} & \text { May } \\ & 2020 \end{aligned}$ | $4.135 \cdot 10^{-2}$ | $5.813 \cdot 10^{-2}$ | $4.513 \cdot 10^{-2}$ |
|  | 2018 | $9.096 \cdot 10^{-2}$ | $1.074 \cdot 10^{-1}$ | $1.000 \cdot 10^{-1}$ |
|  | 2015 | $1.126 \cdot 10^{-1}$ | $1.276 \cdot 10^{-1}$ | $1.214 \cdot 10^{-1}$ |
| $G E R_{\text {lower }}$ | $\begin{aligned} & \text { Sept } \\ & 2020 \end{aligned}$ | $4.470 \cdot 10^{-4}$ | $5.755 \cdot 10^{-4}$ | $5.280 \cdot 10^{-4}$ |
|  | $\begin{aligned} & \text { May } \\ & 2020 \end{aligned}$ | $1.615 \cdot 10^{-4}$ | $2.271 \cdot 10^{-4}$ | $1.763 \cdot 10^{-4}$ |
|  | 2018 | $3.553 \cdot 10^{-4}$ | $4.195 \cdot 10^{-4}$ | $3.907 \cdot 10^{-4}$ |
|  | 2015 | $4.399 \cdot 10^{-4}$ | $4.983 \cdot 10^{-4}$ | $4.470 \cdot 10^{-4}$ |

Furthermore, comparing the obtained $G E R$ boundaries, it can be observed that the average value of $G E R_{\text {upper }}$ in 2018 campaign was less than in 2015 by nearly $20 \%$. In May 2020 campaign it was more than 2.5 times lower than in 2015, while in September 2020 it was about $10 \%$ higher than in the 2015 campaign.

Conclusively, all those $G E R$ values imply that the L1 location is a continuously low exposed location to the low-frequency magnetic field.

## VII. CONCLUSION

The power distribution facilities cause public concerns related to the EMF exposure and potential health effects, especially in circumstances of their presence in residential areas. The high-power substation "Novi Sad 7 " is a typical example of a distribution substation that is surrounded by a moderately populated area.

Thus, EMF monitoring campaigns were conducted in 2015, 2018 and 2020, in the close vicinity of this substation. The focus of these campaigns was the determination of the existing EMF levels, both in the low- and the high-frequency ranges, as well as general population exposure. The positions close to substation, where people had access, such as frequently used pedestrian paths outside the substation area, were of special interest.

Regarding the high-frequency electric field, a comparative analysis of EMF exposure has showed that $G E R$ boundaries in 2018 were almost two times lower than in 2015. The reason was the fact that the internal radio for the SCADA application, as one of the dominant sources, was changed due to the operational regime, transferring data only in the case of malfunction of the primary link.

Exposure boundaries in 2020 campaign had somewhat higher values than in 2018, possibly due to the increased mobile communication traffic. The maximal detected electric field level, in all performed campaigns, was $0.27 \mathrm{~V} / \mathrm{m}$, which is well below the Serbian minimal prescribed reference level of $11 \mathrm{~V} / \mathrm{m}$.

With regard to the low-frequency magnetic field, the analysis revealed that there was an increase in the current consumption and also an increase in the maximum value of upper exposure boundaries, for about $10 \%$, comparing the first 2015 campaign and the last one in September 2020. A significant decrease of the exposure level during May 2020 campaign was noticed, which was caused by the power distribution system failure. However, the maximum exposure level, detected in September 2020 campaign, was about 6.8 times lower than the maximum allowed level prescribed by the Serbian legislation.

According to the obtained measurement results and performed analysis, it can be concluded that monitored locations at the vicinity of "Novi Sad 7" substation are low exposed locations, both to the low-frequency magnetic and the high-frequency electric fields.

However, the construction of the second HV line, as an underground cable, interconnecting the "Novi Sad 7" to some other neighboring high-power substations is under work. Additionally, due to further improvement and construction of Smart Grid, the expansion of the internal radio communication systems is under consideration. Finally, the power distribution facilities have a commercial potential for service providers and mobile operators. In that sense, in due time, they will become an even more important radio communication nodes, besides their already crucial role in electric power system.

All these circumstances will lead to a potential increase of EMF radiation, imposing the necessity for future periodic monitoring campaigns. The goal is and will be to obtain a detailed insight into the EMF field changes and exposure levels in the substation's vicinity.
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