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Abstract ─ This paper presents the design and 
analysis of a broadband high gain reflectarray 
antenna based on a novel radiating element, named 
spiral cross, that has been investigated showing 
high performance capabilities. The unit cell and 
the reflectarray antenna have been analyzed by 
using a full-wave Moment Method code. The 
proposed antenna exhibits excellent polarization 
purity, an aperture efficiency of 43.5 %, and a 
25.3% bandwidth for 3-dB gain reduction 
operating at 20 GHz.  
 
Index Terms - Broadband antenna, cross 
polarization, and reflectarrays.  
 

I. INTRODUCTION 
During the last few years, microstrip 

reflectarray antennas have received the interest of 
the research community because of its well-known 
multiple advantages. They have several attractive 
applications such as remote sensing, radar, satellite 
communications, and direct broadcast satellite 
services. Reflectarray antennas combine the 
benefits of parabolic reflectors and phased arrays 
antennas, which are low weight, low profile, low 
cost, compatibility with active devices, beam 
scanning capabilities, and short manufacturing 
time. On the other hand, their main disadvantage is 
the narrow-band behavior, which is due to the 
inherent narrow-band nature of the microstrip 
radiating elements and to the different spatial 
phase delays between the feed and each element.  
The second factor is more dominant in the case of 
large size reflectarrays, and depends on system 
parameters like aperture diameter, f/D ratio, and 
power factor of the feed pattern [1]. To overcome 

this limitation, some proposals based on multilayer 
configurations [2-4], single-layer multi-resonant 
structures [5], aperture coupled lines [6], sub-
wavelength unit cells [7], and rectangular 
dielectric resonators [8] have been reported. 

In this case, the adopted solution to increase 
the bandwidth is based on a single substrate layer 
of spiral crosses that provides a wide phase range 
with varying the size of the crosses. The analyzed 
single-layer spiral cross is cost effective and easy 
to fabricate, and shows good response in term of 
bandwidth. A reflectarray antenna has been 
designed and analyzed to evaluate the benefits of 
the proposed unit cell. Results show a notable 
improvement in terms of bandwidth, cross-
polarization levels, and aperture efficiency when 
comparing with conventional single-layer 
reflectarrays. 

 
II. UNIT CELL DESIGN 

The design of the unit cell is a tedious task, 
since it must provide an appropriate reflection 
phase curve with a phase range wider than 360º 
and a linear curve slope. If both requirements are 
fulfilled, a wide bandwidth can be achieved and 
manufacturing errors can be reduced. Since the 
behavior of the reflectarray antenna strongly 
depends on the unit cell response, the optimization 
of its geometrical parameters is a mandatory pre-
process that must be carried out before generating 
the whole reflectarray antenna layout.  

The proposed elementary cell is a spiral cross 
composed of a conventional metallic cross and 
two little stubs perpendicularly located at the end 
of its four arms. We have found that the effects of 
adding these two little stubs are: 1) an important 
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increase in the aperture efficiency and 2) a notable 
bandwidth enhancement.  

A single-layer configuration has been used to 
design the unit cell to simplify the manufacturing 
process and reduce the cost of the antenna. Figure 
1 shows the top view of the spiral cross. The 
dielectric substrate located between the spiral 
cross and the ground plane is a 3 mm thick 
interface of relative permittivity εr = 1.05 and low 
loss tangent. It is commonly named as foam. 

 

 
 

Fig. 1. Top view of the unit cell.  
 

A parallelized Moment Method code [9-10] 
has been used to analyze the behavior of the unit 
cell. The phase curve is computed by analyzing a 
periodic array of identical unit cells that scatter a 
normal incidence plane wave. Figure 2 depicts the 
reflection coefficient phase versus the length of 
the spiral cross in the band from 18 GHz to 22 
GHz. It can be seen that the phase range is slightly 
wider than 360º and the phase variation is quite 
smooth. The first condition ensures high 
directivity levels and the second avoids 
manufacturing errors due to minimum 
manufacturing tolerances. Note that the frequency 
curves remain quite linear, with no changes in the 
slope at extreme frequencies. 

It is important to highlight that the size 
variation is affected to the parameters d1, d2 = 
0.9d1, and d3 = 0.4d1. The variation range of 
parameter d1 is set from 1.763 mm to 4.249 mm, 
and the cross width is set to 0.5 mm in every cell. 

The phase curve of a conventional cross has 
been also analyzed in order to evaluate the benefits 
of the spiral cross. The same parameter variation 
has been carried out at the same frequencies. In 
Fig. 3 it can be observed that the phase range is 
less than 360º for every frequency. 

 
 

Fig. 2. Phase curve of the spiral cross in the band 
from 18 GHz to 22 GHz.  
 

 
 

Fig. 3. Phase curve of the conventional cross in the 
band from 18 GHz to 22 GHz.  
 

The reflected phase of both crosses has been 
also studied versus the thickness of the substrate. 
The results are shown in Figs. 4 and 5. It can be 
seen that the curve slope is too abrupt for thinner 
substrates in both cases. Again, the phase range is 
less than 360º in the case of the conventional cross 
for every thickness. 

 
III.  REFLECTARRAY ANTENNA 

DESIGN 
Two center-fed reflectarray antennas have 

been designed and analyzed to validate the 
performance of the proposed unit cell. Once the 
phase curves are obtained, the layouts of the 
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reflectarray antennas are generated taking into 
account the phase shift introduced by each 
radiating element, which can be computed as 
follows, 
 

 (1) 
 

where k0 is the propagation constant in vacuum, 
is the unit vector in the desired direction of the 

main beam,  is the position vector from the 
center of the reflectarray plane to the ith radiating 
element, and di is the distance from the feed to the 
ith element. 
 

 
 

Fig. 4.  Phase curve of the spiral cross versus the 
thickness of the substrate. 
 

 
 

Fig. 5.  Phase curve of the conventional cross 
versus the thickness of the substrate. 

Figures 6 and 7 depict the top view of the 
obtained layouts. The feed location (xf = 0, yf = 0, zf 

= 120 mm) is the same for both cases and has been 
calculated to maximize the antenna efficiency. The 
periodicity has been set to 0.6 λ to avoid grating 
lobes. The radiating elements are symmetrically 
located in a 15 × 15 square lattice, so the total size 
of the reflectarrays is 135 × 135 mm (9λ × 9λ at 20 
GHz). 

 

 
 
Fig. 6.  Layout of the reflectarray antenna 
composed of spiral crosses. 

 

 
 
Fig. 7.  Layout of the reflectarray antenna 
composed of conventional crosses. 
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IV. RESULTS 
The designed reflectarray antennas have been 

analyzed by applying a full-wave Moment Method 
code [9-10]. Hence, the formulation takes into 
account the incidence angle of the waves that are 
reflected by each radiating element. This code has 
been validated in many benchmark experiments to 
check its reliability [11-13], showing high 
accuracy when comparing to measurements. The 
same linearly polarized antenna has been used to 
feed the reflectarrays. Figure 8 depicts the 
normalized radiation pattern of the feed antenna 
that is used in the numerical simulations. 

 

 
 

Fig. 8.  Radiation pattern of the feed antenna. 

 
The current distribution and the 3D far field 

radiation pattern of the spiral cross reflectarray at 
20 GHz are shown in Fig. 9.  

 

 
 

Fig. 9. Current distribution and 3D radiation 
pattern at 20 GHz. 

Figure 10 depicts the E-plane of the normalized 
radiation pattern at 20 GHz. It can be seen that the 
simulated cross-polarization is below -30 dB for 
all directions. The side lobe levels of the co-
polarized far field radiation pattern are below 17.6 
dB regarding the maximum gain level. 

 

 
 

Fig. 10.  Far field radiation pattern for the E-plane 
at 20 GHz.  
 

Figure 11 shows a comparison between the 
maximum gains provided by each reflectarray. A 
remarkable difference can be observed. The gain 
peak of the spiral cross reflectarray is 26.37 dBi, 
which means an aperture efficiency of 43.35 %, 
whereas the gain peak of the conventional cross 
reflectarray is 24.6 dBi, which means an aperture 
efficiency of 28.25%. Regarding the broadband 
performance, the proposed reflectarray provides a 
1 dB gain bandwidth of 12.41 % and a 3 dB gain 
bandwidth of 25.3 %. However, the conventional 
cross reflectarray provides a 1 dB gain bandwidth 
of 11 % and a 3 dB gain bandwidth of 17.5 %. On 
the other hand, the maximum cross-polarization 
level in the diagonal plane ( = 45º) as a function 
of the frequency has been also studied to ensure 
the goodness of the polarization purity. Whereas 
the level of the cross-polar component is very low 
in the E- and H-planes, and in some cases could be 
high in the diagonal plane. Hence, the diagonal 
plane of the radiation pattern has been computed 
following the Ludwig’s third definition [14]. 

Figure 12 shows the comparison between the 
maximum cross-polar levels in the diagonal plane, 
which is -26 dB for both reflectarrays. It can be 
seen that the polarization purity of the spiral cross 
reflectarray at 18.6 GHz is excellent. The cross-
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polar level at that frequency is -36.6 dB. From Fig. 
11 we can see that the computed gain of the spiral 
cross reflectarray at 18.6 GHz is 25.19 dBi, which 
means a decrease of 1.18 dBi regarding the 
maximum gain achieved at 20 GHz. However, this 
downgrade can be overcome by increasing the size 
of the reflectarray. With respect to the 
conventional cross reflectarray, it can be seen that 
the cross-polarization level is a bit lower than the 
levels provided by the reflectarray composed of 
spiral crosses at the center frequencies. 

 

 
 
Fig. 11.  Gain versus frequency for the spiral and 
conventional cross. 
 
 

 

 
 
Fig. 12.  Comparison of the maximum cross-
polarization level in the diagonal plane versus 
frequency. 
 

The bandwidth limitation due to the effect of 
non-constant path delay is more significant for 
large reflectarrays with small f/D ratios. Therefore, 
the prototype presented in this paper, whose 
electrical size is 9 λ and f/D ratio is 0.88, exhibits 
excellent performance when comparing to other 
previously published and measured reflectarrays 
that have similar aperture size and f/D ratio. For 
instance, the 22.8 λ reflectarray with f/D = 0.68 
presented in [15] provides a 3 dB gain bandwidth 
of 6 % and cross-polarization levels lower than -16 
dB. Three similar reflectarray antennas in term of 
size (around 9 λ) are proposed and measured in 
[16-18]. The reflectarray presented in [16] 
achieves a 3 dB gain bandwidth of 18 %, cross-
polarization levels lower than -13 dB and an 
aperture efficiency of 35 %. Chang in [17] reports 
a reflectarray with f/D = 0.88 that provides a 3 dB 
gain bandwidth of 7 % and maximum cross-polar 
level of -25 dB. Finally, the reflectarray analyzed 
in [18], whose f/D ratio is 1.02, shows an aperture 
efficiency of 39.81 % and a 3 dB gain bandwidth 
of 17 %. 

 
V. CONCLUSIONS 

A novel unit cell named spiral cross has been 
studied and used to generate the layout of a 9 λ 
reflectarray antenna operating at 20 GHz. The 
designed center-fed reflectarray antenna shows 
good performance in terms of gain, bandwidth, 
aperture efficiency, and side lobe level. It achieves 
a 3 dB gain bandwidth of 25.3 %, an aperture 
efficiency of 43.35 %, maximum cross-
polarization level of -26 dB, and secondary lobe 
level of 17.6 dB. The single-layer reflectarray is 
cost effective and might be a promising candidate 
for applications requiring high gain and low 
profile reflectors. 
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Abstract ─ In this paper a multi-band/Ultra-
Wideband (UWB) Multiple Input Multiple Output 
(MIMO) antenna, which is composed of two 
identical microstrip fed triple notch band UWB 
antennas and a Radial Stub Loaded Resonator 
(RSLR), is proposed and verified numerically and 
experimentally. The antenna is designed to meet 
the requirement of multi-band/UWB 
communication applications. A Defected 
Microstrip Structure (DMS) Band-Stop Filter 
(BSF) and an invert π-shaped slot are employed to 
design the triple notch band UWB antenna. The 
resonance characteristics of the DMS-BSF and the 
band notch functions are presented to realize the 
proposed triple notch band UWB antenna. The 
isolation of the multi-band/UWB-MIMO antenna 
has been enhanced by inserting an RSLR loaded 
T-shaped stub between two identical triple notch 
band antennas. Both simulation and measurement 
results are presented to illustrate the performances 
of the proposed multi-band/UWB-MIMO antenna. 
 
Index Terms – Band notch antenna, diversity 
antenna, MIMO antenna, multi-band antenna, and 
UWB antenna. 
 

I. INTRODUCTION 
With the rapid development of wireless 

communication, the high performance modern 
communication systems with low cost and high 
data rate have been becoming an urgent 

requirement. The UWB technology is one of the 
potential candidates in the race of wireless 
communication since the Federal Communications 
Commission (FCC) approved the commercial use 
of the bandwidth from 3.1 GHz to 10.6 GHz [1]. It 
is a well-known fact that UWB antenna is one of 
the key parts in the UWB systems, and many types 
of UWB antennas have been proposed to meet this 
application [2-9], such as microstrip fed UWB 
antenna [2, 4-8] and coplanar waveguide (CPW) 
fed UWB antenna [3]. However, in contrast to the 
wide bandwidth of the UWB systems, there exist 
some Narrow Band (NB) wireless systems that 
have been licensed and used for a long time. It is 
necessary to design UWB antenna with notch band 
characteristic to mitigate the potential interference 
between NB and UWB systems. Therefore, a 
practical UWB antenna can not only be satisfying 
the wide bandwidth, covering the whole UWB 
band, but also has the low interference with the 
NB systems. Recently, numbers of UWB antennas 
including the notch bands have been proposed to 
reduce the potential interference level [10-16]. 
However, most of proposed notch band 
characteristics are obtained by etching various 
slots on either the radiation patch or the ground 
plane, which will leak electromagnetic wave, in 
turn; they will deteriorate the system radiation 
patterns. In addition, the transmitted power of the 
UWB systems is limited to a relatively low level (-
41.3 dBm/MHz). In order to overcome this 
limitation, the MIMO technology using multipath 
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has been combined with the UWB technology to 
find an alternative solution for solving the issues 
above [17-18]. Another challenge in the 
implementation of the MIMO technique for 
compact devices arises from the strong mutual 
coupling between the closely packed antenna 
elements. Mutual coupling can be usually 
improved by increasing the distance between the 
antenna elements but the compact size of the 
wireless devices makes it impossible in most 
practical cases [19-27]. A possible approach 
appears to enhance the isolation or to reduce the 
mutual coupling by using some other techniques, 
such as slots and stubs in the antenna structure 
[19-22]. Furthermore, the DMS structure has been 
recently widely studied and used for coupling 
reduction, filter design, and compact antenna 
design [28-37]. 

In this paper, a multi-band/UWB-MIMO 
antenna with anenhanced isolation is proposed and 
verified numerically and experimentally. The 
proposed UWB antenna with three notch bands 
can cover the entire UWB band and also reduce 
the potential interference from the NB systems. 
The proposed antenna exploits the approach by 
using a stub on the ground plane to enhance the 
isolation. A modified DMS-BSF [31] and an invert 
π-shaped slot are employed to provide three notch 
bands for reducing the interference from the NB 
systems. The mutual coupling between the two 
multi-band/UWB antennas is reduced by using the 
RSLR loaded T-shaped stub. The proposed multi-
band/UWB-MIMO antenna shows that the 
isolation level is better than 15 dB over the entire 
operation band.  

Section 2 in this paper presents a triple band 
notched UWB antenna integrated with the DMS-
BSF and the invert π-shaped slot. The resonance 
characteristic of the DMS-BSF and the notch band 
functions are analyzed. Moreover, the multi-
band/UWB-MIMO antenna with a radial stub 
loaded resonator loaded T-shaped stub on the 
ground plane is also proposed. Section 3 illustrates 
the parametric investigation of the proposed multi-
band/UWB-MIMO antenna. The experimental 
results including the reflection and transmission 
coefficients, radiation patterns, and the correlation 
coefficient are presented in section 4. A brief 
conclusion is presented in section 5. 

 
 

II. ANTENNA DESIGN 
A. Design of the notch band UWB antenna 

Figure 1 illustrates the configuration of the 
proposed triple notch band UWB antenna, which 
is printed on the substrate surface whose relative 
dielectric constant, loss tangent, and thickness are 
2.65, 0.002, and 1.6 mm, respectively. The UWB 
antenna consists of a rectangular radiation patch, 
two square tapped corners at the bottom of 
rectangular radiation patch, an inverted π-shaped 
slot embedded in the rectangular radiation patch, a 
DMS-BSF etched in a microstrip feed line, a 
partial ground plane, and a 50 Ω microstrip feed 
line. The radiation patch and the microstrip feed 
line are printed on the top surface of the substrate 
while the partial ground plane is printed on the 
bottom surface. The DMS-BSF embedded in the 
microstrip feed line is a dual mode resonator, as 
shown in Fig. 2. 

The resonance and phase characteristics of the 
50 Ω microstrip line with a meander slot DMS-
BSF are shown in Figs. 3 and 4, respectively, in 
which the parameters L1, g and g1 of proposed 
DMS-BSF are selected to be 6.6 mm, 0.5 mm, and 
0.4 mm, respectively. Figure 3 shows the effects 
of L1 on the S-parameters of the microstrip feed 
line with DMS-BSF. It can be observed from Fig. 
3 that the DMS-BSF shows dual stop band 
characteristic in the operation band. As L1 
increases, the first resonant frequency shifts down 
slowly to a lower band while the second resonant 
frequency moves fast toward a lower band, which 
means that the  length of the meander slot DMS-
BSF changes its capacitance characteristic. The 
first resonant frequency has a tuning stop band 
from 3.5 GHz to 6 GHz while the second resonant 
frequency can be adjusted from 7.4 GHz to 12.9 
GHz. Therefore, the stop band of the DMS-BSF 
can be tuned easily. Figure 4 shows the phase 
characteristic of the microstrip feed line with and 
without the DMS. A 90º phase jumping for the 
case with the DMS-BSF is shown in Fig. 4. At 
frequencies 4.2 GHz and 10.9 GHz, the inductance 
characteristic changes to be a capacitance in the 
S21 phase diagram. The discontinuous phase 
characteristic makes the microstrip line a group 
delay and two notch bands in the two 
discontinuous phase points.  
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Fig. 1. Geometry of the proposed band notched 
UWB antenna. 

 

 
 

Fig. 2. Structure of the DMS-BSF in the microstrip 
feed line. 
 
 

 
 

                                            (a) 

 
 

                                            (b) 
 

Fig. 3. Simulated (a) reflection and (b) 
transmission coefficients of the microstrip feed 
with DMS-BSF. 

 

 
 

Fig. 4. Phase characteristics of the microstrip feed 
with DMS-BSF. 

 
Based on the investigation of the microstrip 

feed line with or without DMS-BSF, another notch 
band is introduced by using an inverted π-shaped 
slot etched in the radiation patch. The inverted π-
shaped slot is a quarter-wavelength resonant filter. 
The resonant frequency of the inverted π-shaped 
slot, for the given dimensions of the notch band 
function at 6.8 GHz, can also be postulated as, 

 

1
2

notch

notch eff r
notch

c c

f
f


 

 


             (1) 
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where notch is the wave length of the notch band, 
fnotch is the center resonant frequency of the notch 
band, eff is the effective dielectric constant, r is 
the relative dielectric constant, and c is the speed 
of light in free space. We take equation (1) in to 
consideration to achieve the original dimensions of 
the inverted π-shaped slot in the design. The 
inverted π-shaped slot is also integrated in the 
proposed antenna shown in Fig. 1. In order to 
achieve the ideal simulation results, the proposed 
tri-notch band UWB antenna is printed on the 
same substrate with a dielectric constant of 2.65, a 
loss tangent of 0.002, and a thickness h = 1.6 mm. 
The simulation results of the tri-notch band 
functions are shown in Fig. 5. 

 

 
 

Fig. 5. Reflection characteristics of the proposed 
tri-notch band UWB antenna. 

 
It can be seen from Fig. 5 that the proposed 

tri-notch band UWB antenna without the DMS-
BSF and the inverted π-shaped slot is an UWB 
antenna covering the entire band from 3.1 GHz to 
14 GHz. When the proposed antenna has only an 
inverted π-shaped slot, the antenna is an UWB 
antenna with a notch band near 6.8 GHz, which 
can reduce the potential interference from RFID 
systems. As for the proposed UWB antenna with 
DMS-BSF only, the antenna has two notch bands 
near 5.5 GHz and 11.5 GHz, respectively. The two 
notch bands can reduce the potential interference 
from WLAN, WiMAX, and X-band. The proposed 
antenna with both DMS-BSF and inverted π-
shaped slot has three notch bands. This is also a 
four band antenna in the frequency bands 3.1 GHz 

- 4.2 GHz, 6.2 GHz - 6.6 GHz, 7.0 GHz – 10 GHz 
and 12.2 GHz – 14 GHz. It is observed that the 
notch band around 6.8 GHz is generated by the 
inverted π-shaped slot while the other notch bands 
near the 5.5 GHz and the 11.5 GHz are caused by 
the DMS-BSF. It is worthwhile to mention that the 
three notch bands can be designed independently. 
The tri-notch band UWB antenna is optimized and 
fabricated to further verify the proposed design. The 
optimized dimensions of the proposed tri-notch 
band antenna are as follow (all units are in mm):  L 
= 15, W = 16, W1 = 2, W2 = 30, W3 = 4.7, W4 = 9, 
W5 = 3.2, L2 = 16.2, L3 = 3.7, L4 = 2.2, L5 = 4.1, 
L6 = 6.2, and g2 = 0.8. The parameters L1, g, and 
g1 of the DMS-BSF are selected to be 6 mm, 0.5 
mm and 0.4 mm, respectively. The fabricated tri-
notch band UWB antenna is shown in Fig. 6. The 
measured reflection coefficient, using Anritsu 
37347D vector network analyzer, is shown in Fig. 7. 
It can be observed from Fig. 7 that the measurement 
results in the low frequency band agree well with 
the simulated one. The slight discrepancy between 
the simulated and measured curves in the high 
frequency band may be caused by the coarse mesh 
in the numerical simulation using the FDTD 
method and the fabrication errors. 
 

 
 
Fig. 6. Photograph of the fabricated tri-notch band 
antenna. 
 

B. Multi-band/UWB MIMO antenna 
In this section, a multi-band/UWB-MIMO 

antenna is proposed using two identical tri-notch 
band antennas, as shown in Fig. 8 (a). Based on the 
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investigation of the proposed tri-notch band UWB 
antenna, the multi-band/UWB-MIMO antenna 
integrated with an RSLR loaded T-shaped stub is 
shown in Fig. 8 (c). The RSLR loaded T-shaped 
stub is illustrated in Fig. 8 (b). The RSLR loaded T-
shaped stub is inserted between the two identical 
tri-notch band UWB antennas in Fig. 8 (a) to form 
the multi-band/UWB diversity/MIMO antenna 
shown in Fig. 8 (c). 
 

 

Fig. 7. Measured results of the fabricated tri-notch 
band antenna. 
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Fig. 8. Geometry of the proposed multi-band/UWB-MIMO antenna. 

 

For the sake of comparison, the multi-
band/UWB-MIMO antenna without RSLR loaded 
T-shaped stub is also investigated to evaluate the 
performance of multi-band/UWB-MIMO antenna. 

The multi-band/UWB-MIMO antenna is adjusted to 
be a smaller size compared with other UWB-
MIMO antennas [17-18]. The substrate parameters 
in the proposed MIMO antennas are selected to be 
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r = 2.65,  = 0.002, and h = 1.6 mm. The antenna 
dimensions are optimized to be (all units are in mm): 
L = 15, W = 16, W1 = 2, W2 = 30, W3 = 4.7, W4 = 
9, W5 = 3.2, L2 = 16.2, L3 = 3.7, L4 = 2.2, L5 = 
4.1, L6 = 6.2, g2 = 0.8, W6 = 8, W7 = 14, R1 = 3, 
L9 = 1, L8 = 9.8, and ߠ  = 60º. The dimensions of 
the DMS-BSF are selected to be L1 = 6mm, g = 0.5 
mm, and g1 = 0.4 mm, respectively. 

It is worthwhile to mention that the RLSR 
loaded T-shaped stub plays a key role in the 
isolation enhancement. The effects of the RLSR 
loaded T-shaped parameters on the antenna 
performance are investigated in the next section. 
Compared with the stub used in [22], the proposed 
RSLR loaded T-shaped stub has simple structure 
and is easy to design.  

 
III. PARAMETRIC STUDY 

The proposed RLSR loaded T-shaped stub 
will be investigated in this section. The reflection 
and transmission coefficients S11 and S21, of the 
proposed multi-band/UWBMIMO antenna with 
various parameters are investigated. For the sake 
of comparison, the multi-band/UWBMIMO 
antenna without RLSR loaded T-shaped stub is 
also presented. In the simulation of the multi-
band/UWBMIMO antenna, when one parameter 
changes, the rest of the parameters are kept the 
same as the optimization parameters listed in 
section 2. Since the structure is symmetric, it is 
sufficient to show the S11 and S21 only. It is 
observed from the parametric study that the 
variations of the dimensions of RSLR loaded T-
shaped stub are not a linear relationship to S11 and 
S21. The aim of the parametric study is to obtain 
the variation trend of the S11 and S21 with the 
dimension of the RSLR loaded T-shaped stub. The 
effects of R1, W6, and  on the antenna 
performance are presented to investigate S11 and 
S21. The effects of R1 on the antenna performance 
are demonstrated in Fig. 9. It is found that the 
impedance bandwidth of the multi-band/UWB 
MIMO antenna has been improved in the lower 
frequency band with the increase in the radius R1 
of RLSR. The impedance bandwidth between 7 
GHz and 9 GHz is deteriorated at a larger radius of 
RLSR because of the effects on the notch band 
UWB antennas. The isolation in the lower 
frequency band has been enhanced significantly 
with the increase of the radius R1 of RLSR. The 

isolation between 7 GHz and 9 GHz is a little 
deteriorated with the increase of R1. This is 
caused by the increase of R1 near the notch band 
UWB antenna. Moreover, it also effects the 
radiation of the proposed multi-band/UWB MIMO 
antenna elements. 

 

 
          

      (a) 

 
       (b) 

 
Fig. 9. Variation of the (a) reflection and (b) 
transmission coefficients with the parameter R1. 
 

The variation of the S-parameter with ߠ is 
presented in Fig. 10. It can be seen from Fig. 10 (a) 
that the impedance bandwidth at the lower 
frequency band has been widened with the 
increase in ߠ of RLSR. The impedance bandwidth 
between 8 GHz and 9.3 GHz is getting worse 
compared with the multi-band/UWB MIMO 
antenna without RSLR loaded T-shaped stub. It is 
noticed from Fig. 10 that the bandwidth of the 
higher notch band near the 11.5 GHz becomes 
narrower. The isolation shown in Fig. 10 (b) is 
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improved in the lower frequency band. Inside the 
lower notch band, the isolation at WLAN and 
WiMAX bands is higher than 25 dB. However, the 
isolation at the X-band is deteriorated with the 
increase of parameter ߠ  in RLSR. This is caused 
by the increase in ߠ of RLSR near the notch band 
UWB antenna and the T-shaped stub. 

 

 

                              (a) 

 

                                            (b)  
 

Fig. 10. Variation of the (a) reflection and (b) 
transmission coefficients with parameter ߠ. 

 

The results with W6 variations are 
summarized in Fig. 11. We can observe from Fig. 
11 (a) that the impedance bandwidth of the 
proposed multi-band/MIMO antenna is increased 
with W6 while the impedance bandwidth between 
7.6 GHz and 8.3 GHz is exacerbated with W6. The 
bandwidth of the higher notch band is narrower 
than the proposed MIMO antenna without RSLR 

loaded T-shaped stub. It is evident that the 
isolation of the proposed multi-band/MIMO 
antenna has been improved. The isolation over the 
entire operation band is better than the MIMO 
antenna without RSLR loaded T-shaped stub. 
Especially, in the lower frequency band, the 
isolation is improved from 5 dB to 10 dB. At 7 
GHz, the mutual coupling is reduced about 7 dB 
for W6 = 6mm. In the high frequency band, the 
isolation is deteriorated with increasing W6. 
However, the isolation is improved compared to 
the MIMO antenna without the RSLR loaded T-
shaped stub. 

 
                                            (a)  

 

                                            (b) 
 
Fig. 11. Variation of the (a) reflection and (b) 
transmission coefficients with parameter W6. 
 

The correlation coefficient, which represents 
the coupling between the antenna elements, is an 
important parameter in the design of the MIMO 
antenna. The lower the correlation coefficient is, 
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the better the diversity gain is. The correlation 
coefficient can be usually calculated from the 3-D 
radiation patterns generated by exciting different 
antenna ports or S-parameters. Here, we use the S-
parameters to calculate the correlation coefficient 
based on equation (2), which represents the 
average correlation between the total powers 
radiated by the antenna within a 3D space [18], 

2* *
11 12 21 22

2 2 2 2

11 21 22 12(1 )(1 )

S S S S

S S S S





   
.      (2) 

There exists an approximate relationship between 
the diversity gain Gapp and the correlation 
coefficient  that can be described mathematically 
[18] as given in equation (3), 

10 * 1appG   .                (3) 

According to the investigation aforementioned, the 
correlation coefficient of the MIMO antenna is 
shown in Fig. 12. The correlation coefficients are 
calculated from the S-parameters of the 
investigated results above. It is found that the 
correlation coefficient is less than -30 dB except 
the 6.8 GHz band, as shown in Fig. 12, which 
corresponds to a high diversity gain. This is due to 
the proposed RLSR, which can provide a good 
isolation and thus improves the correlation 
coefficient. In the RFID band, 6.8 GHz, the 
correlation coefficient may be attributed to the 
weak response of the inverted π-shaped slot. 
 
 

 
 
Fig. 12. Correlation coefficient of the proposed 
multi-band/UWB MIMO antenna. 

IV. RESULTS AND DISCUSSIONS 
To evaluate the proposed multi-band/UWB 

MIMO antenna, the designed MIMO antenna is 
fabricated and measured. The multi-band/UWB 
MIMO antenna is optimized based on the 
parametric studies. The geometric parameters are 
listed as follows (all units are in mm): L = 15, W = 
16, W1 = 2, W2 = 30, W3 = 4.7, W4 = 9, W5 = 
3.2, L2 = 16.2, L3 = 3.7 L4 = 2.2, L5 = 4.1, L6 = 
6.2, g2 = 0.8, W6 = 8, W7 = 14, R1 = 3, L9 = 1, 
L8 = 9.8, and ߠ  = 60º. The dimensions of the 
DMS-BSF are L1 = 6mm, g = 0.5mm, and g1 = 
0.4 mm. The proposed multi-band/UWB MIMO 
antenna with the RSLR loaded T-shaped stub is 
fabricated, as shown in Fig. 13. The measured 
results are shown in Fig. 14. It can be seen from 
Fig. 14 that the measured results agree well with 
the simulated ones. The slight mismatch between 
the simulated and measured results might be due 
to the fabrication errors. The measured radiation 
patterns of the proposed multi-band/UWB MIMO 
antenna at 3.5 GHz, 6.2 GHz and 9.5 GHz are 
shown in Fig. 15. In the measurement of the 
radiation patterns, port 1 is excited while port 2 is 
terminated with a 50 Ω load. It can be seen from 
Fig. 15 that the radiation patterns of the proposed 
multi-band/UWB MIMO antenna are reliable in 
the operation bands. The patterns in the y-z plane 
are similar to those in Fig. 15 (a), but not true in 
the x-z and x-y planes. The difference in the 
radiation pattern in the x-y plane is useful for 
pattern diversity as shown in Fig. 15 (a) and (b). In 
addition, the proposed multi-band/UWB MIMO 
antenna consists of two identical and symmetric 
band notched UWB antennas. Therefore, when 
port 2 is excited and port 1 is matched by a 50 Ω 
load, the radiation patterns are similar to those 
shown in Fig. 15. 

 

 
 

(a) 
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(b)  
 

Fig. 13. Photograph of the (a) front view and (b) 
back view of the fabricated MIMO antenna. 

 

 

Fig. 14. S-parameters of the proposed multi-band/ 
UWB MIMO antenna. 

 

 

      (a) x-z plane 

 

    (b) y-z plane 

 

 

                            (c) x-y plane 

 

Fig. 15. Radiation patterns of the proposed multi-
band/UWB MIMO antenna at different 
frequencies for the three plane cuts. 

 
The simulated total efficiencies and the 

maximum absolute gains of the proposed multi-
band/UWB MIMO antenna with or without 
the RSLR loaded T-shaped stub are shown in 
Figs. 16 and 17, respectively. The proposed 
antenna has over 80 % efficiency in the 
operation bands except the notch bands, which 
are designed for reducing the potential 
interference between UWB and NB systems 
[38]. It is evident from Fig. 17 that the 
efficiency is improved in the lower frequency 
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band. This is caused by the enhanced isolation 
in the lower frequency band, which reduces 
the coupling between the two antennas. It can 
be noticed from Fig. 17 that the gain is 
reduced in the lower frequency band and that 
it is similar to that of the design without the 
RSLR loaded T-shaped stub in the higher 
frequency band. The variation of the gain is 
within 2 dBi in the entire frequency band, 
which is very good for wideband and multi-
band systems. 

 
 

 
 
Fig. 16. Efficiency of the proposed MIMO antenna 
versus frequencies. 
 
 
 

 
 

Fig. 17. Gain comparison of the proposed MIMO 
antenna with and without RSLR loaded T-shaped 
stub. 

V. CONCLUSION 
In this paper, a multi-band/UWB MIMO 

antenna with an RSLR loaded T-shaped stub is 
investigated numerically and experimentally. The 
design procedure of the MIMO antenna consists of 
DMS-BSF, multi-band antenna and RSLR loaded 
T-shaped stub. The DMS-BSF and RSLR loaded T-
shaped stub are employed to generate the band 
notch characteristics and to increase the isolation of 
the MIMO antenna, respectively. By adjusting the 
parameters of the RSLR loaded T-shaped stub, the 
coupling between the two multi-band/UWB 
antennas has been reduced. The numerical and 
experimental results of the impedance bandwidth, 
isolation level, and radiation patterns demonstrate 
that the proposed multi-band/UWB MIMO antenna 
is suitable for multi-band MIMO and UWB MIMO 
antenna system and other future communication 
devices. In the future, we will focus on the 
improvement of the isolation and the design of the 
reconfigurable MIMO antenna. Such a model of 
multi-band/UWB MIMO antenna might be 
constructive for developing universal ultra-
wideband MIMO antenna and multi-band MIMO.  
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Abstract ─ A compact planar microstrip bandpass 
filter with 3.1 GHz  10.6 GHz bandwidth, below 
1 dB in-band insertion loss, 0.2 ns  0.6 ns group 
delay and out-of-band rejection level better than -
10 dB is presented for ultra-wideband (UWB) 
applications. The desired UWB is realized by 
etching a defected ground structure (DGS) in the 
ground plane and loading a folded stepped-
impedance stub by one of the coupling microstrip 
lines. This can offer two transmission zeros at 
lower and upper edges of the passband, which 
improve the passband selectivity and out-of-band 
rejection significantly. An equivalent lumped 
circuit model is introduced; the result of the circuit 
model fits the EM model well. The simulated and 
measured results are in good agreement 
  
Index Terms - Bandpass filter, coupled microstrip 
lines, defected ground structure (DGS), and folded 
stepped-impedance stub.  
 

I. INTRODUCTION 
The ultra-wideband bandpass filter with 

compact size, low insertion loss, and good out-of-
band rejection is always an interesting research 
field since the standard of ultra-wideband (UWB) 
communications was published by the Federal 
Communications Committee (FCC) in 2002 [1]. 
The multiple-mode resonator (MMR) [2, 3] and 
the defected ground structure [4-7] were adopted 
to implement the ultra-wideband bandpass filter. 
The bandwidth of the proposed filters covers the 
whole UWB but the insertion loss and the 
rejection band need further improvement. A 
wideband bandpass filter with simple structure and 
good performance based on the hybrid microstrip 

and coplanar waveguide (CPW) was suggested in 
[8], but the out-of-band rejection level at the upper 
frequency edge was poor.  

 
II. UWB BANDPASS FILTER DESIGN  

The structure and dimensions of the proposed 
UWB bandpass filter is shown in Fig. 1 (a) and 
(b). A folded stepped-impedance stub is loaded by 
one of the coupled microstrip lines and a DGS 
structure with two slots etched in the ground plane 
below the coupled transmission lines. The 
dimensions of Fig. 1 (b) are enlarged in order to 
show the structure clearly. A Rogers duroid 5880 
substrate is used with thickness of 0.508 mm and 
relative permittivity 2.2. The folded stepped-
impedance stub offers a transmission zero at the 
lower frequency edge and the DGS structure with 
two slots generates the other transmission zero at 
the upper frequency edge of the bandpass filter. 

 

 

(a) Top view. 
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(b) Bottom view. 

Fig. 1. Structure and dimensions of the proposed 
UWB bandpass filter for (a) coupled microstrip 
lines with folded stepped-impedance stub and (b) 
DGS with two slots. 

 
 
 
The center frequency and the bandwidth of the 

proposed filter are mainly decided through the 
length of l1 and the width of w1. Figure 2 presents 
the simulation results of the S-parameters 
generated using HFSSTM. Figure 2 (a) shows that 
the bandwidth is widened significantly when the 
length of l1 is increased while the width of w1 is 
fixed. Similarly, Fig. 2 (b) suggests that the 
bandwidth is also widened slightly when the width 
of w1 decreased while the length of l1 is fixed. The 
bandwidth covers 3.1 GHz  10.6 GHz while the 
length of l1 is about a half wavelength (13.5 mm) 
corresponding to the center frequency and the 
width of w1, which is about 3 mm. 

The frequency of the transmission zero at the 
lower edge is mainly decided by the length of l2 
and l3 while the ratio of w2 and w3 is fixed as 1 : 4 
(similar to the analysis of [9]). Figure 3 offers the 
curves of the S21 parameter simulated by HFSSTM. 
The out-of-band rejection level at 3.1 GHz is 
below -10 dB when l2 = 7 mm and l3 = 6 mm. The 
frequency of the transmission zero at the upper 
edge is mainly decided by the length of l4 when 
the values of w4 is smaller than 0.5 mm. Figure 4 
presents the curve of S21 parameter simulated 
using HFSSTM. The out-of-band rejection level at 
10.6 GHz is below -10 dB when l4 = 5.1 mm and 
w4 = 0.3 mm. 
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Fig. 2. (a) The simulated S-parameter curves for 
different ll values and (b) the simulated S-
parameter curves for different w1 values. 
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Fig. 3. (a) The simulated S21 for different l2 values 
and (b) the simulated S21 for different l3 values. 
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Fig. 4. The Simulated S21 for different l4 values. 
 

In Fig. 5, the surface current distribution of the 
proposed filter is depicted. In this figure, the 
current distributions at three different frequencies 
are presented. The first lower transmission zero is 
at 2.7 GHz, the upper transmission zero is at 11.3 
GHz and the mid-frequency in the passband is at 7 
GHz. In Fig. 5 (a), the current is mainly located at 
the folded stepped-impedance stub. In Fig. 5 (b), 
the current is mainly located at the DGS. In Fig. 5 
(c), the current is uniformly distributed along the 
filter. This implies that the lower transmission zero 
is mainly due to the folded stepped-impedance 
stub, while the DGS introduces the upper 
transmission zero. 

In order to further explain the roles of the 
proposed folded stepped-impedance stub and the 

defected ground structure, an equivalent lumped 
circuit model is introduced. Figure 6 shows the 
schematic diagram of the equivalent circuit. The 
1st part of the circuit represents the folded stepped 
impedance stub, which introduces the first 
transmission zero at low frequency. The 2nd part 
represents the bandpass characteristics of the 
coupled microstrip lines. Finally, the 3rd part 
represents the role of the defected ground structure, 
which introduces the second transmission zero at 
high frequency. The capacitors and inductors in 
the 3rd part represent the resonant characteristic of 
the DGS. The resistors R1 and R2 represent the 
radiation losses when the operating frequency is 
high. 
 

 
 

(a) 
 

 

 
 

(b) 
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(c) 
 
Fig. 5. The current distribution of the top plane 
and the ground plane at (a) 2.7 GHz, (b) 11.3 GHz, 
and (c) 7 GHz. 
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Fig. 6. The equivalent lumped circuit model. 
 
 
The parameters of the equivalent lumped 
circuit are as follows: C1 = 1.45 pF, L1 = 2.4 
nH, L2 = 0.82 nH, C2 = 0.68 pF, L3 = 1.878 
nH, C3 = 0.538 pF, L4 = 0.251 nH, C4 = 
0.123 pF, L5 = 1.63 nH, R1 = 0.66 Ohm, L6 = 
0.64 nH, C5 = 0.197 pF, L7 = 0.714 nH, R2 = 
2.36 Ohm.  

Figure 7 shows the S parameters simulated 
using the equivalent circuit model and the EM 
model simulator. One can notice that both 
results are in good agreement. 
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Fig. 7. The simulated (a) S11 and (b) S21 
parameters of the circuit model versus EM model. 

 
III. RESULT AND DISCUSSION  

The photograph of the top and bottom view of 
the proposed UWB bandpass filter is shown in Fig. 
8. The total size is about 50 mm × 30 mm 
including two SMA connectors. The optimized 
parameters of the filter are w1 = 3.1, w2 = 0.5, w3 = 
2, w4 = 0.3, l1 = 13.5, l2 = 7, l3 = 6, l4 = 5.1, d = 
1.5, and s = 0.5 (all in millimeters). The simulated 
and measured results of the S11, S21, and the group 
delay are shown in Fig. 9. The experimental 
results were measured by an Agilent E8363B 
vector network analyzer. Figure 9 suggests that the 
working bandwidth of the proposed filter covers 
the whole UWB bandwidth from 3.1 GHz to 10.6 
GHz, with an insertion loss less than 1.5 dB 
through the whole passband and the in-band group 
delay is about 0.2 ns  0.6 ns. The simulated and 
measured results are in good agreement. The 
deviation might be introduced by the loss tangent 
of the substrate material and the parasitic effects of 
the SMA connectors. 
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Fig. 8. Photograph of the proposed UWB bandpass 
filter.  
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Fig. 9. The simulated and measured S-parameters 
and the group delay of the proposed filter. 

 
IV. CONCLUSION 

In this paper, a structure of a folded stepped- 
impedance stub with a defected ground structure 
of two slots is proposed. The proposed 
configuration introduces two transmission zeros at 
both, lower and upper edges of the passband. This 
is in order to improve the out band rejection, and 
thus the coupled microstrip lines combined with 
the DGS can cover the whole UWB passband. In 
order to explain the role of the folded stepped 
impedance stub and the DGS, an equivalent 
lumped circuit model is introduced and analyzed. 
The results of the simulated circuit model, the EM 
model simulator, and the measurements are in 
good agreement. 
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Abstract ─ In this paper, a compact lowpass filter 
using open stubs-loaded spiral compact microstrip 
resonant cell (OSL-SCMRC) is presented. The 
proposed resonator is implemented to design the 
lowpass filter with the wide and high out-of-band 
rejection in the stop-band region. The lowpass 
filter has the insertion loss from DC to 5.29 GHz 
better than -0.1 dB and the return loss better than -
19.3 dB. Moreover, the lowpass filter is shown to 
suppress the harmonics with -20 dB attenuation 
level from 6.71 GHz to 16.73 GHz result in a 
10.02 GHz rejection band. The proposed resonator 
has an improved slow-wave factor, low radiation 
and scattering, with a compact size. The filter is 
designed, fabricated and measured. There is a 
good agreement between the measured and the 
simulated S-parameters. 
 
Index Terms ─ Low insertion loss, lowpass filter, 
microstrip resonator cell, open stubs-loaded, and 
wide stop-band. 
 

I. INTRODUCTION 
Microstrip lowpass filter (LPF) with low 

insertion loss and broad stop-band are in high 
demand for the microwave communication 
systems. To meet the size requirement of the 
modern microwave circuits, several techniques 
have been proposed. One of the most interesting 
and popular techniques is planar resonators. These 
resonators due to their compact size and easy 
fabrication have been taken into consideration for 
the microwave filter design increasingly. 
Moreover, this resonator has a shortcoming such 
as: high insertion loss in the pass-band, restricted 
stop-band, and return loss that limits the 

engineering applications of these resonators, hence 
several methods are employed to overcome these 
drawbacks. 

One of the interested with high demanded 
techniques for the syntheses of the microstrip LPF 
is the structure that use the photonic band gap 
(PBG). The one-dimension (1-D) compact 
microstrip resonant cell (CMRC) was presented in 
[1]. The use of one-dimensional (1-D) photonic 
band gap cell exhibits remarkable slow-wave and 
bandstop performance with quasi–lumped circuit 
element. Spiral compact microstrip resonant cell 
(SCMRC) and compensated spiral compact 
microstrip resonant cells (C-SCMRC) are 
proposed in [2] and [3], respectively. It has been 
shown that the resonator can further enhance the 
slow-wave effect for the circuit size reduction and 
enlarge the stop-band bandwidth for better 
performance, and it can achieve the goal of the 
deep suppression of harmonics. The rectangular 
patch CMRC (RPCMRC) and defected ground 
structure are proposed in [4], while the CMRC 
based on the defected ground structure is proposed 
in [5]. However, these two structures owing to 
etching in the ground plane cannot have 
application on the metal surface and cannot give a 
robust mechanical endurance against the strain. A 
tapered periodical CMRC topology with non- 
uniform cell dimension is proposed to develop a 
lowpass filter [6]. 

The lowpass filter using a SCMRC proposed 
in [7] suffers from two drawbacks, i.e., high 
insertion loss in the pass-band and a restricted 
stop-band. Other types of the CMRC 
configurations have been proposed such as: a slit-
loaded tapered CMRC (SL-TCMRC) in order to 
develop a lowpass filter [8], a front coupled 
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tapered CMRC (FC-TCMRC) [9], and a comb 
compact microstrip resonant cell (CCMRC) [10]. 
Other techniques have been proposed for the 
syntheses of the microstrip lowpass filter such as: 
the miniaturized stepped impedance [11], open 
loop resonators [12], triangular patch resonator 
with fractal defection [13], the meander open-loop 
resonator for syntheses of lowpass filter [14], and 
photonic band-gap structure (PBG) [15-20].  
Although, all these structures have low insertion 
loss and compact size, the wide stop-band with its 
superior suppression remain the main challenge 
for the proposed filters. The open stub-loaded 
spiral compact microstrip resonant cell (OSL-
SCMRC) is proposed in order to design a lowpass 
filter with low insertion loss in the pass-band, with 
a wide stop-band and compact size.  

The proposed structure is simulated using an 
EM-simulator (ADS), fabricated and measured. 
The simulation and measurement results show 
enhanced performance of the designed filter in the 
pass-band and stop-band regions. Both results are 
illustrated, and good agreement between them is 
achieved. 

 
II. DESIGN OF THE FILTER 

STRUCTURE 
Figure1 shows our designed, open stubs-

loaded spiral compact microstrip resonant cell 
(OSL-SCMRC). The inductance and capacitance 
obtained from CMRC will be enhanced without 
any additional lumped components. Due to the 
added transmission zeros in the stop-band, the new 
resonator has extended stop-band and improved 
slow-wave characteristics, which leads to circuit 
size reduction. 

 

1
L

1
S

o
L

2
S3

S

2
L

4
S

1
W

fL

fW

 
 
Fig. 1. Schematic diagram of the proposed      
OSL-SCMRC. 

 
The transmission-line model of the proposed open 
stubs-loaded spiral compact microstrip resonant 
cell (OSL-SCMRC) is shown in Fig. 2.  
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Fig. 2. Transmission line model of the proposed 
OSL-SCMRC. 
 
It can be noticed from Fig. 2 that the model is 
composed of two-coupled transmission lines and a 
central narrow micorstrip line. The equivalent 
circuit of the two coupled transmission lines and a 
single transmission line model are shown in Fig. 3 
(a) and (b), respectively.  
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Fig. 3. (a) Two-coupled transmission line model 
with its equivalent circuit, (b) Single transmission 
line model with its equivalent circuit. 
 
 
The symmetric parallel coupled lines are modelled 
as an equivalent capacitive -network and the 
ABCD matrix of the lossless parallel coupled lines 
is expressed as [21], 
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(1) 
 

where c  is the phase constant of the coupled 

lines. The ABCD matrix of the equivalent 
capacitive π - network can be obtained as follow, 
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In equation (2), Zg = 1/jCg and Yp = jCp. 

From equations (1) and (2), the equivalent 
capacitances of the π -network can be written as, 
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The single transmission line is shown in Fig. 3 

(b), this transmission line can be modelled as an 
equivalent L-C π -network. The ABCD matrix can 
be defined as, 
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In equation (4) the phase constant and the 
characteristic admittance of the single 
transmission line can be defined as βs and Ys = 
1/Zs, respectively. The ABCD matrix of the 
equivalent L-C π -network is defined as, 
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where ZL = jLs and Yc = jCs, in which Ls and Cs 
are the equivalent inductance and capacitance of 
the single transmission line. The angular 
frequency is defined as , from equations (4) and 
(5) the value of Ls and Cs are expressed by, 
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Therefore, the ABCD matrix of the proposed 

resonator can be used to describe the electrical 
characteristics and performance predication of the 
open stubs-loaded spiral compact microstrip 
resonant cell (OSL-SCMRC). It can be clearly 
observed that increasing the capacitance within the 
structure is by using a gap between the central 
narrow line and open stubs, so it can give 

attenuation poles in the stop-band. Consequently, 
it will have a wide stop-band. The demonstrated 
resonator is implemented on (RT/Duroid 5880) 
substrate with relative permittivity equals to 2.2, 
thickness of 10 mil, and a loss tangent equals to 
0.0009. The simulated S-parameters of the 
proposed resonator as functions of L1, Lo and S1 
are shown in Fig. 4 (a), (b), and (c), respectively. 

 

 
(a) 

 

 
(b) 

 

 
(c) 
 

Fig. 4. (a) S-parameters simulation of the proposed 
resonator as a function of L1, (b) S-parameters 
simulation of the proposed resonator as a function 
of Lo, and (c) S-parameters simulation of the 
proposed resonator as a function of S1. 
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As seen in Fig. 4 (a), when L1 increases from 
1.8 mm to 2.6 mm, the transmission zero at 9.96 
GHz approaches the lower frequency. Similarly, in 
Fig. 4 (b) by decreasing Lo from 1.0 mm to 0.6 
mm, the transmission zero at 8.44 GHz starts to 
move away from the lower frequency. In Fig. 4 (c) 
by decreasing S1 from 0.5 mm to 0.1 mm due to 
the decrement of the effective series inductance, 
the transmission zero at 7.39 GHz also starts to 
move away from the lower frequency. Hence, the 
location of transmission zeros can be controlled by 
a parallel capacitance with a series inductance, as 
the attenuation zeros location became lower, 
which is due to the increment of the series 
inductance and the decrement of the resonant 
frequency of the equivalent LC circuit. This can be 
concluded from Fig. 2 and the equivalent circuit 
elements defined in equation (1) to equation (6). 

The two neighbouring open stubs are coupled, 
which not only enhance the equivalent capacitance 
of the loading capacitor, but also provide the finite 
attenuation poles. If the dimensions of the internal 
open stubs are arbitrarily selected, the harmonics 
and the spurious will not be suppressed well, and 
only a narrow rejection bandwidth will be 
obtained.  

Therefore, the internal open stubs need to be 
optimized. The dimensions of the proposed 
structure shown in Fig. 1 are as follows: L1 = 2.2, 
L2 = 0.8, Lo = 0.8, S1 = 0.2, S2 = 0.2, S3 = 0.2, S4 = 
0.2, W1 = 0.2, Lf = 0.7, and Wf = 0.6 (all in mm). 
The simulated S-parameters of the proposed 
resonator with these dimensions are shown in Fig. 
5, the stop-band has been observed from 7.75 GHz 
to 10.80 GHz, with -20 dB, and from 6.55 GHz to 
10.85 GHz with -10dB attenuation level. The 
insertion loss from DC to 4.45 GHz is less than -1 
dB, and the return loss in the pass-band is better 
than -28 dB. The return loss in the stop-band is 
close to 0 dB. Therefore, the small radiation loss 
can be ignored. The radiation and the scattering 
effects of the open stubs-loaded spiral compact 
microstrip resonant cell (OSL-SCMRC) are 
defined by 1|S11|

2|S21|
2 and are shown in Fig. 6 

(a). The radiation and the scattering effects are 
maintained at low levels while the operating 
frequency is below 10.9 GHz. The maximum 
percentage of both, radiation and scattering is 
39.44%. 

The slow-wave factor (SWF) of the open 
stubs-loaded spiral compact microstrip resonant 

cell is defined as follows, 
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360 effSWF
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 
,             (8) 

where L and W are the length and width of the 
microstrip line, respectively. The symbol 0 is the 
free space wavelength,  is the phase difference 
(in degrees) between the conventional microstrip 
and the OSL-SCMRC. Finally, eff is the effective 
microstrip permittivity. 

Figure 6 (b) shows a comparison between the 
slow-wave factor (SWF) of the conventional 
microstrip line and the OSL-SCMRC. It can be 
seen that the obtained SWF of the conventional 
microstrip line is 1.357 in the pass-band region at 
5.3 GHz, where the proposed OSL-SCMRC 
increased the SWF by 335.88% to 5.915. 

 

 
 
Fig. 5. S-parameter simulation of the proposed 
resonator. 

 
 

 
 

  (a) 
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(b)  
 

Fig. 6. (a) Radiation and scattering effects of the 
proposed OSL-SCMRC and (b) slow-wave factor 
of the proposed OSL-SCMRC and the 
conventional microstrip. 

 
  

The results reveal that the SWF of the 
conventional microstrip line is improved by using 
OSL-SCMRC.  So the size of the proposed 
lowpass filter has been reduced as compared to 
the lowpass filter using the conventional 
SCMRC. Furthermore, the effect of the coupled 
capacitance can suppress the first spurious stop-
band response near the pass-band, so the actual 
stop-band of such lowpass filter can be extended.  

By connecting several resonators in series 
form, the periodic structure presents manifest 
slow-wave effect and bandstop characteristics. The 
resonators with periodic structures and different 
dimensions, because of their different cutoff 
frequency, results in obtaining the lowpass filter 
with wide stop-band; hence the flaw in stop-band 
was avoided. 

 
III. SIMULATION AND 

MEASUREMENT RESULTS 
The lowpass filter in the stop-band region 

exhibits harmonics, thus the stop-band is 
restricted. To overcome this problem, three 
resonators with different dimensions cascaded in a 
series form are designed and their dimensions 
were optimized to gain a wide stop-band with a 
compact size. The wide stop-band can be achieved 
because of the resonators with the multi cutoff 
frequencies.  

 
 

The EM–simulator (ADS) is used for the 
optimization of the dimensions of the resonator to 
obtain the LPF as shown in Fig. 7, with the desired 
characteristics.  

As shown in Fig. 8 (a) by increasing S1 from 
0.1 mm to 0.4 mm, the S21 is attenuated. 
Therefore, the suppression of the unwanted 
harmonic in the stop-band can be achieved. In Fig. 
8 (b) L1 has increased from 1.8 mm to 2.6 mm, and 
the transmission zero at 9.84 GHz has been moved 
to a lower frequency. Consequently, the 
transmission zeros in the stop-band can be easily 
controlled by the dimensions of the proposed 
resonator. The dimensions of the obtained LPF 
shown in Fig. 7 are: L1 = 2.2, S3 = 0.2, S1 = 0.2, Lo 
= 0.8, L21 = 1.5, L22 = 0.5, L2o = 0.4, S21 = 0.1, S22 
= 0.2, S23 = 0.3, S24 = 0.1, W22 = 0.4, Ls = 0.3, Lf = 
1, and Wf = 0.6 (all in mm). 

The photograph of the fabricated filter is 
shown in Fig. 9 (a). The filter has a size of 20 mm 
× 1.8 mm. The design is verified by an EM-
simulator (ADS), and the measurement is done 
using an Agilent Network Analyzer N5230A. Both 
simulation and measurement results of the lowpass 
filter using OSL-SCMRC structure are illustrated 
in Fig. 9 (b). Obviously, the lowpass filter behaves 
well in the pass-band and stop-band regions. As 
seen from Fig. 9 (b), the designed filter has an 
insertion loss from DC to 5.29 GHz better than -
0.1 dB and a return loss better than -19.3 dB and 
even reaches to -41.5 dB at 2.25 GHz, where the 
transmission pole is located.  

The stop-band region, from 6.71 GHz to 16.73 
GHz with -20 dB attenuation level, result in a 
10.02 GHz rejection band. This is considered a 
wide rejection band. The designed filter has two 
transmission zeros, 7.11 GHz with -56.13 dB and 
7.91 GHz with -68.09 dB. This results in a sharp 
skirt characteristic to the lowpass filter. Obviously, 
the two symmetrical open stubs-loaded spiral 
compact microstrip resonant cells (OSL-SCMRC) 
patches can help to achieve a wide stop-band. 
Hence our design has low insertion loss, wide 
stop-band, and a very compact size. The proposed 
resonator can be easily tuned to the desired 
frequency by adjusting the length of the open 
stubs. Therefore, it can be employed in the 
microwave applications. 
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Fig. 7. Schematic diagram of the designed LPF. 
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                                           (b) 
 

Fig. 8. Simulated S-parameters of the designed 
LPF as a function of (a) S1 and (b) L1. 
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Fig. 9. (a) The photograph of the fabricated filter 
and (b) the simulated and measured S-parameters 
of the proposed LPF. 
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IV. CONCLUSION 
In this work, a novel compact microstrip 

lowpass filter using an open stubs-loaded spiral 
compact microstrip resonant cell is presented. The 
proposed structure of the lowpass filter has some 
good characteristics. The designed resonator has 
low radiation and scattering effects due to the 
lower relative permittivity constant and thinned 
out substrate. The lowpass filter has low insertion 
loss in the pass-band region, high return loss, wide 
stop-band region, and a very compact size. The 
designed filter uses resonators of different 
dimensions with different cutoff frequencies, 
resulting in a wide stop-band. The measured and 
simulated results are in good agreement. The 
designed structure can be employed, where 
lowpass filters with the wide stop-band, high 
return loss, low insertion loss, and compact size 
are needed in the microwave applications. 
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Abstract ─ A novel microstrip dual-band bandpass 
filter (BPF) using folded half-wavelength uniform 
impedance resonator (UIR) with high selectivity is 
presented. The proposed filter with two tuneable 
passbands has advantages such as compact size 
and simple structure. The passband frequencies 
have been adjusted for 2.4 GHz and 5.2 GHz 
wireless local area networks (WLANs). The 
overall size is reduced by 30 % in comparison 
with the two section radial stepped impedance 
resonator (SIR). The measured insertion loss is 
less than 0.18 dB and 0.5 dB in the first and 
second passbands, respectively. Also the measured 
return loss is more than 30 dB and 20.73 dB in the 
first and second passbands, respectively. There is a 
good agreement between the measured and the 
simulated results. 
 
Index Terms ─ Bandpass filter, stepped 
impedance resonator, and uniform impedance 
resonator. 
 

I. INTRODUCTION 
In recent years, dual-band BPFs are widely 

used for microwave and wireless systems such as 
global system for mobile communication (GSM) 
and (WLAN). The center frequency of the second 
passband of the conventional half-wavelength UIR 
is two times of the fundamental frequency, so it 
seriously suffers from unwanted harmonics and 
has a large size. To solve this problem, the use of 
non-uniform line resonators such as two section 
SIRs is considered [1]. So an SIR exhibits 

advantages in the size reduction and good 
harmonics suppression as compared to a UIR. The 
filter in [1] with three SIRs has a minimum 
insertion loss of 2dB in the fundamental passband. 
In [2], a highly selective dual-band BPF is 
presented using radial SIR and input-output T-
shaped lines with minimum insertion loss of 1.6 
dB, 2.2 dB, and 3 dB bandwidth of 2.5 % and 2.2 
% in two passbands. In [3], two dual-bands BPF 
are presented using resonator-embedded cross-
coupled structure for GSM (900/1800 MHz) with 
minimum insertion loss of 3 dB and 4 dB and 
WLAN (2.4/5.2 GHz) with minimum insertion 
loss of 2 dB and 2.5 dB in its passbands. In [4], a 
BPF using a three section SIR with the minimum 
insertion loss of 2.5 dB at the fundamental 
frequency is presented. In [5], a compact BPF to 
suppress spurious harmonics with minimum 
insertion loss of 1.75 dB and 3 dB bandwidth of 
1.8 % at the fundamental frequency (2.22 GHz) is 
presented using the UIR and three sections SIR. 

In all these structures, the length reduction of 
the SIRs results in the increment of the width, 
which finally increases the filter size. Also due to 
cascaded structures [1, 4] and weak coupling 
between the resonators [2, 3, 5], their insertion 
losses in the passbands are not good.  

In [6], a BPF using folded hairpin octagonal 
double hairpin-shaped resonators with side 
coupled structure has achieved compact size due 
to the slow-wave performance and self-
capacitance. But its minimum insertion loss is 2 
dB at the fundamental frequency. The stopband 
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with the attenuation level of -20 dB is only from 
DC to 900 MHz and from 940 MHz-1200 MHz. 
The dual-band BPF in [7] is composed of folded 
open loop half-wavelength resonators and stepped 
impedance structures. This filter has a small size, 
but it has high insertion losses. In [8], pseudo-
interdigital SIRs are used to design the BPF with 
dual-band response. This filter has a large size and 
high insertion losses. In [9], a dual-band BPF 
using SIRs is designed. This filter has good 
harmonics attenuation, but it has large size and 
high insertion losses. In [10], a triple band BPF 
using hairpin SIRs is presented. This filter has the 
advantage of having triple band, but it suffers from 
having a very large size. Also it has high insertion 
losses in three passbands in spite of cascaded 
structure. 

In [11, 12], two SIR BPFs using defected 
ground structure (DGS) are presented. Although, 
these filters have improved rejection bands, their 
insertion losses in the passbands are not so good, 
and their total dimensions by considering two 
layers are large. Also in the DGS structure, it has 
not been a robust mechanical endurance against 
strain due to etching in the ground plane.  

In this paper, a new miniaturized dual-band 
BPF with low insertion loss and high selectivity 
using folded half-wavelength UIR is presented. 
The conventional half-wavelength UIR has been 
folded to eliminate spurious harmonics. By tuning 
the spaces between the stubs, the second band 
frequency can be adjusted. Moreover, the modified 
UIR results in an overall size reduction as 
compared to the SIR, due to the slow-wave effect. 

 
II. BANDPASS FILTER DESIGN 

The conventional half-wavelength UIR is 
shown in Fig. 1 (a), which is folded to achieve a 
capacitive loading between the arms and also to 
minimize the length. This can be shown in Fig. 1 
(b) with a good slow-wave performance. 

The LC equivalent circuit of the proposed 
resonator is shown in Fig. 2, where La, Lb, Lc, Ld, 
and Le represent the inductances of the stubs d1, d2, 
d3, d4, and d5, respectively. Furthermore, Cg1 is the 
capacitance of the gap between the stub d3 and d5. 
The capacitances Cg2 and Cg3 represent the gap 
between the centred folded stubs. The capacitance 
Cp is that of the stub d5 with respect to the ground. 

 
 

 
 

                                  (a)  
 

 
                                   (b) 

 

Fig. 1. A schematic view of the (a) conventional 
UIR and (b) the proposed folded UIR. 
 

 
 
Fig. 2. LC equivalent circuit of the proposed 
resonator. 
 

A capacitive loaded lossless transmission line 
resonator is shown in Fig. 3 (a) and its LC 
equivalent circuit is shown in Fig. 3 (b), where the 
proportion of the first spurious resonant frequency 
to the fundamental frequency as shown in [13] is, 

                      
1p

2p

1

2

v

v
2

f

f
                         (1) 

where vp1 and vp2 are the phase velocities of the 
loaded line at the fundamental and the first 
spurious resonant frequencies, respectively. The 
dispersion equation as shown in [13] is given by, 

     aaLa sinZC
2

1
cosdcos           (2) 

where CL, Za, β, d and, θa are the loaded 
capacitance, characteristic impedance, the 
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propagation constant, the length of the unloaded 
line, and the electrical length, respectively. 
 
 

 
 

(a) 
 

 
                                       (b) 
 
Fig. 3. (a) Capacitively loaded transmission line 
resonator structure and (b) the LC equivalent 
circuit of the structure. 
 

By plotting the dispersion curves based on 
equation (1), it can be shown that the dispersion 
effect results in the increment of the ratio of the 
first spurious resonant frequency to the first 
fundamental [13]. Therefore, this property can be 
used to design a bandpass filter with a wider upper 
stopband. Thus, the LC equivalent circuit of the 
proposed resonator consists of more self-
capacitances than the resonator in [13]. This is in 
order to improve the slow-wave performance. 

The electrical length (θ) of a conventional 
half-wavelength UIR is defined as shown in [14] 
by equation (3) as follows, 

 
                     l        l                  (3)

                                 
 

where  
                                g2   ,                   (4) 
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2
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
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 ,           (5) 

                 )mm(
)GHz(f

300

re

g


  ,             (6) 

 

where β, l, λg , εre, f, εr, W, and h are the 
propagation constant,  physical length,  guided 
wavelength, effective dielectric constant, 
fundamental frequency, relative dielectric 
constant, and the width and thickness, 
respectively. The fundamental frequency is 
adjusted by the proper physical length at 2.4 GHz, 
so by changing the total length of the resonator (d1 

+ 2d2 + 2d3 + 2d4 + 2d5), the fundamental 
frequency changes. In the conventional half-
wavelength UIR, the spurious frequencies resonate 
at f = nf1 (n = 2, 3, …). On the other hand, the 
proposed structure exhibits variations of gaps 
between the stubs i.e., d2 and d4, which results in 
changing the spurious frequencies, especially the 
gap d4 is an effective parameter in controlling the 
spurious frequencies of the filter. 

The S- parameter simulation of the proposed 
resonator as a function of d4 is shown in Fig. 4. 
The decrement of the gap d4, which results in the 
increment of the capacitive loading, increases the 
second band frequency. Therefore, the proportion 
of the centre frequency of the second passband to 
the fundamental frequency (f2/f1) gets bigger.  

 

 
 
Fig. 4. Simulated insertion loss of the new 
resonator with varying d4. 
 

The proposed filter is shown in Fig. 5, where 
d4 = 1.2 mm results in f2/f1 = 2.16. The T-shaped 
coupling lines are used to realize parallel coupling 
to the folded UIRs and also create two finite 
transmission zeros. The dual-band BPF is 
designed for two passbands, located at 2.4 GHz 
and 5.2 GHz. The dimensions of the filter are 
shown in Fig. 5. 
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Fig. 5. The layout of the designed filter (unit: in 
mm). 
 

III. SIMULATED AND MEASURED 
RESULTS 

The photograph of the fabricated filter is 
shown in Fig. 6 (a). The BPF is fabricated on a 
substrate with relative dielectric constant of 6.15, 
thickness of 31 mil and loss tangent equals to 
0.0009. The filter is simulated by the method of 
moments in ADS software. HP8757A network 
analyzer is used for measurements. The simulated 
and the measured results are in good agreement as 
can be shown in Fig. 6 (b).  

The measured centre frequencies of the 
two passbands are located at 2.4 GHz and 5.2 
GHz. The measured insertion loss has an 
improvement of 780 % and 340 % in 
comparison to the two section radial SIR. Also 
the measured return loss has an improvement 
of 36 % and 5 %, in comparison to the two 
section radial SIR. The 3 dB bandwidth of 3% 
and 1.3 % is obtained for the two passbands. 
The return loss in the stopband region is very 
close to 0 dB, indicating negligibly small 
radiation loss. The filter size is 10.9 mm × 13.5 
mm (0.2 λg × 0.24 λg). A comparison of the 
designed filter with previous works is shown in 
Table 1, where IL1, IL2, f1, and f2 corresponds 
to the insertion loss in the first passband, 
insertion loss in second passband, first 
passband, and the second passband, 
respectively. It is observed that, the proposed 
filter has a small size and good performance. 

 
 

                                     (a) 
 

 
 

(b) 
 

Fig. 6. (a) The photograph of the fabricated filter 
and (b) the simulated and measured results of the 
proposed filter. 
 

 
Table 1: Comparison between the proposed filter 
and previous works. 

Ref. Resonator 
Type 

IL1 
(dB) 

IL2 
(dB) 

f1 
(GHz) 

f2 
(GHz) 

Size 
(mm2) 

[2] 
two section 
radial SIR 

1.6 2.2 2.45 5.2 209.4 

[3] 

miniaturized 
hairpin 

resonator 
and stepped 
impedance 

hairpin 
resonator 

1.2 2.3 2.4 5.2 
 

850.3 
 

[7] 

folded open 
loop half-

wavelength 
resonators 
and SIR 

0.6 1 2.45 5.7 168.5 

[8] 
pseudo-

interdigital 
SIRs 

0.8 1.2 2.4 5.2 192.9 

[9] SIRs 2.12 2.33 2.45 5.8 1905 

Filter Folded UIR 0.18 0.5 2.4 5.2 147.1 
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IV. CONCLUSION 
In this paper, a miniaturized dual-band BPF 

using folded half-wavelength UIR with high 
selectivity is presented for WLAN signals, which 
has been designed, fabricated, and measured. The 
proposed resonator has a significant improvement 
for the insertion loss and the return loss in its 
passbands. Moreoevr, a favorable size reduction 
has been achieved.  
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Abstract ─ In this work, a new model has been 
proposed for the finite-difference time-domain 
analysis (FDTD) of sub-structure coupling 
problems. By stretching the total-field/scattered- 
field (TF/SF) boundary and the perfect electric 
conductor (PEC) plane into the convolution PML 
(CPML) layers, the coupling of sub-structures 
loaded on infinite planes induced by plane waves 
can be simulated. The validity of the proposed 
model has been approved from the comparison of 
the results obtained from the proposed model with 
the analytical and the open region results. The 
CPML performances of this model are compared 
in different parameters, furthermore the optimal 
constructive parameters of the CPML have been 
chosen for the high-resolution simulation of the 
proposed model, which can help for development 
of optimal sub-structure coupling.  
 
Index Terms ─ Convolution PML (CPML), Finite- 
difference time-domain method (FDTD), Sub- 
structure, Total-field/scattered-field (TF/SF) 
 

I. INTRODUCTION 
Coupling through sub-structures (e.g., holes 

and seams) in conducting screens is of greater 
concern as the speed of the electronic designs 
increases [1-3]. The sub-structures may be located 
on conducting walls for CD-ROM’s, heat vents, 
and input/output (I/O) cables among others. These 
coupling problems can be mostly simplified as one 
problem, which is the coupling of sub-structures 
located on an infinite conducting wall. 

Understanding the coupling mechanisms involving 
seams is important for estimating and reducing 
electro-magnetic interference. 

The finite-difference time-domain (FDTD) 
method, which provides a simple and efficient way 
of solving Maxwell’s equations for a variety of 
problems, has been widely applied in solving 
many types of electromagnetic coupling problems, 
for it has numerous time-domain and frequency- 
domain information. 

The standard FDTD simulation with a 
sufficient structure resolution can be useful for 
analyzing the coupling mechanisms, and is 
frequently used as a reference to verify the subcell 
methods [1-5]. 

In [1], Wang presents a model to simulate the 
slot on a finite metal plate, but the truncating 
electric and magnetic walls wok as a waveguide 
and the reflection from the walls occurred. The 
total-field/scattered-field technique (TF/SF) [6-7] 
is always occupied to induce the plane wave, but it 
is difficult to simulate infinite scatterers 
illuminated by a plane wave, for the TF/SF 
boundary must be large enough to surround the 
scatterers. 

In this work, a new model has been proposed 
for the FDTD analysis of structures on infinite 
planes illuminated by plane waves. The 
convolution perfect matched layer (CPML) [8-10] 
is used to truncate the computational domain. The 
TF/SF boundary is occupied to induce the infinite 
plane wave by extending the TF/SF boundary into 
the CPML layers. The perfect electric conductor 
(PEC) plate, where the sub-structure is loaded, is 
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stretched into the CPML layers to model the 
infinite metal plates. 

In the present model, the reflection from the 
electric and magnetic wall of [1] can be avoided, 
and infinite scatterers illuminated by plane waves 
can be simulated without resulting in huge 
computational resources. 

In this model, the integrality of the CPML 
layer is destroyed, thus the CPML performance is 
greatly affected, especially when the high- 
resolution grid is adopted. The CPML 
performance in this model are compared in 
different parameters, furthermore the optimal 
constructive parameters of the have been chosen 
for the high-resolution simulation of the proposed 
model, which can help for development of optimal 
sub-structure coupling. 

 
II. THE MODEL FOR THE FDTD 
ANALYSIS OF INFINTE PLATES 

To analyze the sub-structure coupling 
mechanism, the PEC plane where the supposed 
structure is located must be large enough to 
eliminate the edge effect. The conventional 
total-field/scattered-field technique (TF/SF) [6] is 
always occupied to induce the plane wave, but it is 
difficult to illuminate infinite scatterer for the 
total-field region must be large enough to surround 
the scatter. 

To overcome the shortage, we stretched both 
the PEC plate and TF/SF boundary into the CPML 
layers to simulate the infinite plate illuminated by 
plane waves with the minimal computational 
usage, as shown in Fig. 1. 
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Fig. 1. The model for the FDTD analysis of 
sub-structures located in an infinite plate which is 
illuminated by a plane wave. 
 

In this work, the CPML [8] is used to truncate 
the computational domain and the time-marching 
equation for the magnetic field component Hy in 
the CPML can be written as 
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where μ is the permeability, σm is the equivalent 
magnetic loss, κx and  κ z  are constitutive  

parameters, and the 
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The updating equation for the electric field Ex 
in the CPML can be written as 
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where ε is the permittivity, σ is the equivalent 
electric loss, and 
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      

.(5) 

The updating equation for the electric field Ez 
in the CPML can be written as 
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where 
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The coefficient a and b can be obtained from 
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( )i
i i

i

tb exp 


 
 

   
 

， ,i x z ,     (8) 

2
0

exp ( ) 1 ,i i
i i

K i i i i

ta i x z 


     
  

          
， . (9) 

Within the CPML layers, the constitutive 
parameters are scaled using polynomial scaling 
[12]: 

   / m
max D    ,          (10) 

    1 1 / m
max D      ,    (11) 

   1 / m
max D     ,        (12) 

where ρ indicates the distance from the air-CPML 
interface into the CPML layer, D is the depth of 
the CPML, and m is the order of the polynomial 
and is chosen to be 4 in this work. The choice for 
σmax suggest in [13] is expressed as 

1
150opt

i

m





， ,i x z ,         (13) 

where ∆i is the grid spacing along the x and z axis. 
To simulate a seam located in an infinite plate, 

we extended the PEC wall into the CPML layers, 
shown as the hatching areas in Fig. 1, which is: 

( , 3: 4),  ( 2, 3)
( , 3: 4)

0     ( 0, 2) ( 3, )
x

x

E x nz nz x nx nx
E x nz nz

x nx nx nx nxa


   ，

,(14) 

Note that some segments of the PEC plates lie in 
the CPML region. 

The TF/SF technique is extensively used to 
induce the plane wave, but TF/SF connecting 
surface is always a closed surface and the scatterer 
is fully imbedded in the total field region, as 
shown in [6, Fig. 2]. Therefore, to simulate the 
plane wave illuminating the infinite PEC plate, 
one has to use a very large total-field domain to 

embed the plate, which will result in huge memory 
usage, especially when high-resolution simulation 
is involved. 

In this work, the TF/SF boundary is stretched 
into the CPML layer to induce a plane wave 
illuminating an infinite PEC plate, shown as the 
dashed line in Fig. 1. Therefore, the connecting 
surface has only one face and the FDTD updating 
equations at the boundary can be written as: 
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.(16) 

It is worth to note that the TF/SF boundary 
dimension in the x direction of both the Ex and Hy 
are from nx0 to nxa, which is from the down 
CPML edge to the up CPML edge. 

 

When the incidence of oblique propagation 
directions is involved, the generalized TF/SF 
(G-TF/SF) [11] technique is used. 

0 ( , , )num num
inc PML inc x yX A    .       (17) 

Here, num
inc  represents the required incident ,

n
x iE  

or 
1
2

,
n
y iH   field component in (15) and (16) in the 

CPML region.  0
numX  is the corresponding free 

space incident field. ( , , )PML inc x yA     is the 
appropriate multiplying factor at the observation 
point in the CPML region, where: inc  is the 
incident angle of the plane wave; ,x x x PMLd  ; 

,z z z PMLd  ; ,x PML and ,z PML are the electric or 
magnetic loss constants at the observation point in 
the CPML region in the x and z directions, 
respectively; and dx and dz are the depths of the 
observation point inside the CPML region in the x 
and z directions, respectively. ( , , )PML inc x yA     
can be derived from [11] for the up and down 
CPML areas respectively. 

The segments of the TF/SF boundary and the 
PEC plates that lie in free space are treated exactly 
like the conventional TF/SF [6] boundary and PEC 
plates. While in the CPML regions, special 
treatment are needed. The flowchart of the field 
update in the CPML regions is shown in Fig. 2. 
For other regions, the conventional time-marching 
equations can be useful. 
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There is a key advantage to this methodology, 
that the area at the right side of the TF/SF 
boundary is the entire total field region. Therefore, 
only a limited computational domain can model 
the infinite scatterer illuminated by an infinite 
plane wave. 

n=n+1

Update Ψm at n by (2) and (3)

Induce TF/SF for Ex by (16)

Define the PEC by (14)

Update Ex at n+1 by (4) and (6)

Update Hy at  n+1/2 by (1)

Induce TF/SF for Hy by (15)

Update Ψe at n+1/2 by (5) and (7)

 
 
Fig. 2. Flowchart of field in the CPML region. 
 
III. NUMERICAL VALIDATION OF THE 

PROPOSED ODEL 
A. Validation of the proposed TF/SF boundary 

In this section, numerical examples are 
implemented to validate the TF/SF boundary of 
the proposed model. The computational domain is 
shown in Fig. 3, where the PEC plane is removed. 
The TF/SF boundary is set to be 12 cells away 
from the left air-CPML interface, and 28 cells 
from the right air-CPML interface. The 
computational domain is 25 cells from the up 
air-CPML interface to the down interface. The 
computational domain is truncated along the x- 
and z-directions by 10 additional CPML layers, 
which results in a 45×60 cells lattice. The electric 
field component Ex is monitored at the center of 
the reference plane, which is 16 cells away from 
the TF/SF boundary. 

The sinusoidal modulated Gaussian pulse is 
excited as the normal incident pulse 

 
2

( ) exp 4 sin 2c
x c c

d

t TE t f t T
T

 
  
           

, (18) 

where fc=1 GHz, Td=2/fc, Tc=0.6Td. 
 

The source is induced through the proposed 
TF/SF boundary (15) and (16), where nz2=22. 

Square cells are used, with the grid size ∆=1 cm, 
and the time step is ∆t=∆/2c, where c is the speed 
of light in the free space. 
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Fig. 3. Computational domain. 
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Fig. 4. Comparison of the electric field component 
got from the proposed method with analytical 
result. 
 

To verify the validity of the proposed TF/SF 
boundary, which is stretched into the CPML layers, 
the electric field component at the two monitor 
points is compared with the analytical result. The 
reference Point 1 is at the center of the plane 16 
cells from the TF/SF boundary, and the Point 2 is 
one cell from the down air-CPML interface. 

Figure 4 plots the waveforms calculated at the 
two points, where the analytical result is also 
presented as a benchmark. It is clear that the fields 
predicted by the proposed method are in good 
agreement with the analytical result. Comparison 
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of the fields at other positions indicates the same 
conclusion. 
 
B. Validation of the proposed PEC boundary 

In this section, numerical examples are 
implemented to validate the proposed PEC 
boundary, which is stretched into the CPML layers. 
The computational domain is the same as Fig. 3, 
where the PEC plate is set to be 12 cells from 
TF/SF boundary and 15 cells from the right CPML 
interface, and the PEC plate is 1 cell thick. The 
slot, which is 1 cell wide, is located at the center 
of the PEC plate. Other conditions are the same as 
the above section. 
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Fig. 5. Waveforms of the electric field component 
Ex as computed from the proposed model and the 
open area results. 
 

To provide a benchmark for comparison, an 
open area result is needed. To this end, the same 
mesh is extended by 150 cells in the x and z 
dimensions, leading to a 340×350 cells lattice. We 
compared the electric field component as 
computed from the proposed model and that from 
the reference solution, showing a very good 
mutual agreement at both the two measure points, 
as shown in Fig. 5. 
 

IV. CPML PARAMETERS FOR THE 
HIGH-RESOLUTION SIMULATION 
When the FDTD method is adopted to analyze 

the sub-structure coupling, the grid dimension is 
always chosen to be small compared with the 
supposed structure size (e.g., w/15 or d/15, where 
w and d are the slot width and depth respectively), 

in order to satisfy the precision demand on the slot 
resolution [2]. It can be seen from Figs. 4-5 that 
the CPML performance is excellent with the 
ordinary resolution, but the CPML performance 
with high-resolution has not been analyzed. In the 
present model, the integrality of the CPML layer is 
destroyed, thus the CPML performance is greatly 
affected, especially when the high-resolution grid 
is adopted. 

To check the CPML performance of the 
proposed model, the computational domain shown 
in Fig. 6 is adopted, where the configuration is 
also shown. The source of (18) is chosen to be the 
incident pulse, and square FDTD cells are adopted 
with the size ∆=0.3 mm. The depth of the slot 
plate is 20 cells. The slot, which is located at the 
centre of plate, is 15 cells wide. 10-cell-thick 
CPML layers terminate the grid, which results in a 
55×166 cells lattice. 
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Fig. 6. Computational domain of the 2-D 
structures, where the observation point is 2 cells 
from the CPML boundary. 
 

To study the reflection error due to the CPML 
in this model, a reference problem is also 
simulated. The same mesh is extended by 4500 
cells in the x and z dimensions, leading to a 
9055×9166 cells lattice. The fields within the 
lattice are then excited by an identical source, and 
the time-dependent fields are recorded within the 
region representing the original lattice. The error 
relative to the reference solution (in decibels) is 
computed as a function of time using: 

   
 1020 logdB

R T
x x

R
x

R
E t E t

max E t



,     (19) 

where Ex
T(t) represents the field computed in the 

test domain and Ex
R(t) is the reference field 

computed using the larger domain. 
There are literatures about the parameters of 
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the CPML [8], [12]. In [8], κmax=5, σmax/σopt=1.3, 
and α varies in the CPML layers with αmax=0.05. In 
[12], κmax=25, σmax/σopt=1.6, while α=0.003 and is 
held constant through the CPML layers. The 
reflective error of the CPML with the two 
parameters at the measurement Point A, which is 2 
cells (0.6 mm) away from the CPML interface 
computed via (19) is recorded, as shown in Fig. 7. 
It is shown that the reflection error can reach as 
large as -50 dB for this case when the CPML is 
adopted with the parameters of [8] and [12]. 
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Fig. 7. Error in the electric field intensity relative 
to the field's maximum amplitude versus time for 
the CPML of the parameters of [8] and [12]. 
 

To get a better CPML performance, the αi is 
chose to decrease to zero away from the boundary 
interface as (12), and the relative reflection error is 
calculated via (19) with varied CPML constitutive 
parameters. Figure 8 plots contours of the 
maximum relative error in dB as a function of κmax 
and σmax/σopt at Point A, with αmax=1.25. It can be 
seen that the maximum relative reflection error as 
low as -115 dB is achieved by selecting κmax=40, 
σmax/σopt=0.9 and αmax=1.25. 

 
V. VALIDATION THE POPOSED MODEL 

IN 3-D PROBLEMS 
To verify the proposed model with the 

supposed constitutive parameters, the three- 
dimensional slot-coupling problem is included, 
and the computational domain is shown in Fig. 9. 
The depth of the slot plane is 2 mm, and the 
conducting wall is introduced by the supposed 
PEC boundary. The size of the slot, which is 
located at the center of the conducting wall, is 

L×w=150×1 mm. The slot plane is illuminated by 
a normal incidence, and the pulse in [14] is excited 
through the supposed TF/SF boundary 

0 0[ 20( )/ ] [( )/ ]

1 1( )
0.8258 e e

inc
x t t t tE t    


,   (20) 

where t0=6.67×109, and β=6.67×109. 
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Fig. 8. Maximum relative error at Point A as a 
function of κmax and σmax/σopt (with D=10 cells, 
αmax=1.25 and m=4) 
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Fig. 9. Computational domain of the three- 
dimensional slot coupling. 
 

Cubic FDTD cell is used, and the spatial step 
is 1/11 mm, while the time step is 0.06 ps. The 
computational domain is truncated by a 10-cell 
layer CPML, and the problem is simulated with 
the CPML parameters of [8], [12] and this study. 
The penetrating electric field component is 
monitored at the center of the reference plane, 
which is 90 mm away from the slot plane at the 
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shadow side. 
Figure 10 shows the waveforms of the electric 

field at the observation point. It can be seen that 
obvious reflections from the CPML occurred for 
the constitutive parameters given by [8] and [12], 
while the CPML performs well with the 
constitutive parameters in this work. 
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Fig. 10. Waveforms of the penetrating electric 
field component Ex

p calculated by the proposed 
model with the constitutive parameters of [8], [12], 
and this study. 
 

VI. CONCLUSIONS 
In this work, a new model has been proposed 

for the high-resolution FDTD analysis of sub- 
structures on the infinite plates induced by plane 
waves. The CPML is used to truncate the 
computational domain. The PEC plate, where the 
sub-structure is loaded, is stretched into the CPML 
to model the infinite plane. The TF/SF boundary is 
occupied to induce the plane wave illuminating the 
infinite PEC by extending the TF/SF boundary 
into the CPML layers.  

It has been approved that the set of the TF/SF 
boundary and the PEC boundary in the proposed 
model are numerically efficient. The CPML 
performances are compared in different parameters, 
furthermore the optimal constructive parameters of 
the CPML have been chosen for the high- 
resolution simulation of the proposed model, 
which can help for development of optimal sub- 
structure coupling. Three-dimensional slot 
coupling results are also used to verify the 
efficiency of the proposed model with the 
supposed parameters. 

The present model can be used for the 
high-resolution FDTD analysis of the sub- 

structure coupling located on infinite conducting 
walls illuminated by plane waves. 
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Abstract ─ The combination of asymptotic 
phase basis functions and matrix impedance 
method is proposed and used for fast 
computation of monostatic scattering from 
electrically large object. Since asymptotic phase 
(AP) basis function can be defined on large 
patches, less number of unknowns is required 
than that when using traditional 
Rao-Wilton-Glisson (RWG) vector basis 
function. In order to efficiently compute 
electromagnetic scattering, the flexible general 
minimal residual (FGMRES) iterative solver is 
applied to compute the coefficients of the basis 
functions and the sparse approximate inversion 
(SAI) preconditioning technique is used to 
accelerate the iterative solver. However, the 
impedance matrix varies with incident angles, 
resulting in significant computation time cost 
for construction of impedance and SAI 
preconditioning matrices. This difficulty can be 
alleviated by using the model-based parameter 
estimation (MBPE) technique. Both the 
impedance and SAI preconditioning matrices 
are interpolated at intermediate angles over a 
relatively large angular band with rational 
function interpolation method. Numerical results 
demonstrate that this method is efficient for 
monostatic RCS calculation with high accuracy. 
 
Index terms ─ Interpolation, linear phase basis 
function, preconditioning technique, monostatic 
RCS, electromagnetic scattering 
 

I. INTRODUCTION 
Electromagnetic wave scattering problems 

address the physical issue of detecting the 
diffraction pattern of the electromagnetic 
radiation scattered from a large and complex 

body when illuminated by an incident incoming 
wave. A good understanding of these 
phenomena is crucial to radar cross section 
(RCS) calculation, antenna design, 
electromagnetic compatibility, and so on. All 
these simulations are very demanding in terms 
of computer resources, and require efficient 
numerical methods to compute an approximate 
solution of Maxwell’s equations. Using the 
equivalence principle, Maxwell’s equations can 
be recast in the form of integral equations that 
relate the electric and magnetic fields to the 
equivalent electric and magnetic currents on the 
surface of the object. Amongst integral 
formulations, the surface integral equation (SIE) 
is widely used for electromagnetic wave 
scattering problems as it can handle the most 
general geometries. The matrix associated with 
the resulting linear systems is large, dense, 
complex and non-Hermitian [1]. It is basically 
impractical to solve SIE matrix equations using 
direct methods because they have a memory 
requirement of O(N2), where N refers to the 
number of unknowns. This difficulty can be 
circumvented by use of iterative methods, and 
the required matrix-vector product operation can 
be efficiently evaluated by multilevel fast 
multipole algorithm (MLFMA) [2, 3]. The use 
of MLFMA reduces the memory requirement to 
O(NlogN) and the computational complexity of 
per-iteration to O(NlogN). 

Generally, the scattering of arbitrary metallic 
object can be accurately computed by 
Rao-Wilton-Glisson (RWG) basis function and 
MoM-MLFMA. Using traditional RWG basis 
functions, the required number of unknowns is 
on the order of 100 per square wavelength 
making electrically large problems impractical 
[20]. For large smooth objects, the rapid spatial 
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variation in the current is due to phase variations 
rather than magnitude variations. By using the 
asymptotic phase (AP) basis functions [5-8], 
drastically computation time can be reduced for 
large and smooth bodies. However, the AP based 
impedance matrix varies with incident angles, 
resulting in significant computation time cost 
for impedance matrix construction for 
monostatic calculations. This can be 
computationally prohibitive despite the 
increased power of the present generation of 
computers. 

Since the LP-RWG based impedance matrix 
is not constant for monostatic RCS computation, 
traditional current interpolation techniques 
[15-19] are not suitable for fast angular sweep. 
To efficiently obtain the monostatic RCS using 
AP-RWG basis function, the impedance matrix 
interpolation method can be applied to avoid the 
construction of impedance matrices repeatedly 
[11-13]. MBPE is the abbreviation of 
model-based parameter estimation and the 
rational function approximation is used in 
MBPE. Using integral equation and moment 
method to compute the scattering, the elements 
of impedance matrix are calculated by integral 
of Green's function. Since the Green's function 
takes the form of exponential function which is 
easily to be approximated by rational function, 
the MBPE could be able to perform good results 
in impedance matrix interpolation. 

Interpolating impedance matrix is able to save 
much time for constructing impedance matrix 
but can do nothing for iterative solution 
repeatedly. Using SAI preconditioning method 
[9,10] can accelerate iterative solution but 
increases large time for constructing SAI 
matrices. Thus, new method is required to 
circumvent this difficulty. Due to SAI matrix is 
an approximate inverse of impedance matrix, it 
is still a continuous function of angle. Moreover, 
inaccurate preconditioning matrix can not 
impact the precise of linear system. 
Consequently, using interpolation technique is a 
good way to accelerate the construction of SAI 
matrices. In this paper, the combination of the 
impedance matrix interpolation and the 
preconditioning matrix interpolation is proposed 
to efficient computation of monostatic RCS over 
broad angular band. 

The remainder of this paper is organized as 
follows. Section II demonstrates the theory and 
formulation of asymptotic phase basis function. 
Impedance and SAI preconditioning matrix 
interpolation technique is discussed in section 

III. Numerical experiments of several 
geometries are presented to demonstrate the 
efficiency of this proposed method in Section IV. 
Conclusions are provided in Section V. 
 

II. FORMULATIONS OF INTEGRAL 
EQUATIONS WITH ASYMPTOTIC 

PHASE BASIS 
For electromagnetic scattering from perfect 

electrical conductor (PEC), the SIE includes 
electric field integral equation (EFIE) and 
magnetic field integral equation (MFIE). In 
order for avoiding resonance problem, the 
combination form of EFIE and MFIE which 
names combined field integral equations (CFIE) 
is widely used for closed structure [4]. The 
CFIE formulation of electromagnetic wave 
scattering problems using planar 
Rao-Wilton-Glisson (RWG) basis functions for 
surface modeling is presented in [20]. The 
resulting linear systems from CFIE formulation 
after Galerkin’s testing are briefly outlined as 
follows: 

1

,        m 1,2,...,
N

mn n m
n

Z a V N


    (1) 

where Zmn is the element of the impedance 
matrix. Vm is the element of the right hand side. 

 2 , ' '
m n

EFIE
mn m nS S

Z jk G d d
k

    
  Λ I r r Λ r r  

 1 ˆ , ' '
2 m m n

MFIE
mn m n m nS S S

Z d G d d     Λ Λ r Λ n r r Λ r r

  ˆ1
m

inc
inc

m mS
V d 


 

     
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
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Here G(r, r′) refers to the Green’s function in 
free space and {an} is the column vector 
containing the unknown coefficients of the 
surface current expansion with RWG basis 
functions. Also, as usual, r and r′ denote the 
observation and source point locations. Einc(r) 
and Hinc(r) is the incident excitation plane wave, 
and η and k denote the free space impendence 
and wave number, respectively. Once the matrix 
equation (1) is solved by numerical matrix 
equation solvers, the expansion coefficients {an} 
can be used to calculate the scattered field and 
RCS. In the following, we use A to denote the 
coefficient matrix in equation (1), x = {an}, and 
b = {Vm} for simplicity. Then, the CFIE matrix 
equation (1) can be symbolically rewritten as: 

Ax = b    (2) 
Following the conventional MoM formulation, 

the induced current J is expanded in terms of 
subsectional basis functions fn. On the smooth 
regions of S, where the induced surface currents 
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present an asymptotic behaviour, the current 
density is expanded in terms of the so-called 
linearly phased Rao–Wilton–Glisson (LP-RWG) 
vector basis functions proposed in [5-8], whose 
formulation is included here for the sake of 
completeness: 

 
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0

n n nc
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j
n n

j
n n n

e T
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where 
2

n
n n

n

l
A

 
 Λ ρ  and Λ is the RWG basis 

function. ln is the length of the common edge to 
the triangles Tn

± conforming the basis function, 
An

± is the area of each triangle, ρn
± is the 

corresponding vector from the free vertex of Tn
± 

to a point r on the triangle, and ρnc
± is the vector 

from the free vertex of triangle Tn
± to the 

midpoint of the common edge rnc. Finally, kn is 
the vector wavenumber associated to the phase 
of the current density on the function. Compared 
with traditional RWG basis functions, drastic 
reduction of the required number of unknowns 
can be achieved by using the linearly-phased 
RWG basis functions. 

To solve the equation (2) by an iterative 
method, the matrix-vector products are needed 
at each iteration step. Physically, a matrix-vector 
product corresponds to one cycle of iterations 
between the basis functions. The basic idea of 
the fast multipole method (FMM) is to convert 
the interaction of element-to-element to the 
interaction of group-to-group. Here a group 
includes the elements residing in a spatial box. 
The mathematical foundation of the FMM is the 
addition theorem for the scalar Green’s function 
in free space. Using the FMM, the matrix-vector 
product Ax can be written as: 

Ax = ANx + AFx    (4) 
Here AN is the near part of A and AF is the far 
part of A.  
  In the FMM, the calculation of matrix 
elements in AN remains the same as in the MoM 
procedure. However, those elements in AF are 
not explicitly computed and stored. Hence they 
are not numerically available in the FMM. It has 
been shown that the operation complexity of 
FMM to perform Ax is O(N1.5). If the FMM is 
implemented in multilevel, the total cost can be 
reduced further to O(NlogN) [2,3]. 
 
 
 

III. IMPEDANCE AND 
PRECONDITIONING MATRIX 

INTERPOLATION METHOD 
The methodology on how to efficient 

calculation of monostatic scattering with 
asymptotic phase basis function is discussed in 
this section. When asymptotic phase basis is 
applied for construction of the impedance 
matrix, each element of the matrix is not 
constant over the interested angular band. 
Repeated impedance matrix construction cost 
plenty of time. Accordingly, interpolation 
method is used to accelerate monostatic 
scattering calculation. First of all, the impedance 
matrix interpolation method is introduced. Then 
SAI preconditioning matrix interpolation 
method is proposed. Finally, a hybrid method 
combines both of the two interpolation methods 
is discussed, which make a good way to the 
efficient analysis of wide-band scattering.  

Using method of moment, the current density 
at certain angle can be obtained by solving 
equation (2). For a wide angular band, we have 
to repeat this procedure at a set of discrete 
frequencies to get the monostatic response. For 
structures with a large electrically scale, the 
required solution is highly computationally 
expensive. In order to reduce the matrix filling 
time of equation (2), the MBPE interpolation is 
employed to obtain the impedance matrix over a 
wide band. 
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where Zij denotes the element of the impedance 
matrix Z, the superscripts i and j are the serial 
number of row and column, respectively. c0, …, 
cp and d1, …, dq are coefficients determined by 
the solution of following linear equations: 
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(6) 

Equation (6) can be solved by a direct matrix 
inversion, since the order of the matrix p + q + 1 
is low in this case. To accelerate the solution of 
(2), the octree structure based fast multiple 
method [2,3] is applied to MoM. Then equation 
(2) can be rewritten as 

(Znear + Zfar)·I = V   (7) 
where Znear is the near field impedance matrix 
evaluated by the MoM and Zfar is the far field 
part evaluated by the MLFMA. The set of Znear 
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are interpolated by the MBPE while Zfar are 
evaluated by the MLFMA method efficiently.  

Although the impedance matrix interpolation 
method can avoid filling impedance matrix 
repeatedly, iterative solution of matrix equations 
is still required at each angular point. Thus, 
computational efficiency is challenged by 
ill-conditioned linear equations. Preconditioning 
technique, such as SAI, can greatly improve 
condition number of the system so as to 
accelerate the convergence of the iterative solver. 
The formulation of preconditioning technique 
can be described by 

M·ZI = M·V    (8) 
where M is the SAI preconditioning matrix in 
this paper, the purpose of preconditioning is to 
make the preconditioned matrix MZ better 
conditioned than matrix Z. Generally, Znear is 
used as the basis for constructing preconditioner. 
Thus, it suffices to solve a single problem for 
each minimum group at the lowest level as in [9, 
10]. Since the operation on all edges of the same 
group is done at a time, it can reduce the 
construction of SAI significantly. However, it is 
still time-consuming to construct SAI 
preconditioning matrix repeatedly at each 
frequency point. According to the theory of SAI, 
it is apparent that preconditioning matrix is a 
sparse matrix for computation and storage, 
which makes the utilization of interpolation 
method possible. Therefore, matrix interpolation 
by the MBPE can be transplanted to interpolate 
SAI preconditioning matrix. 
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Also the unknown coefficients of the numerator 
and denominator are uniquely determined by 
matching the p + q + 1 sampling Mij as equation 
(6). 
 

IV. NUMERICAL RESULTS 
In this section, a number of numerical results 

are presented to demonstrate the accuracy and 
efficiency of the preconditioning matrix 
interpolation method for fast calculation of RCS 
over wide band. The flexible general minimal 
residual (FGMRES) [21,22] algorithm is applied 
to solve linear systems. The dimension size of 
Krylov subspace is set to be 30 for outer 
iteration and the dimension is set to be 10 for 
inner iteration. The tolerance of inner iteration is 
0.1 in this paper. All experiments are conducted 
on an Intel Core(TM) II Duo with 3.45 GB local 
memory and run at 2.40 GHz in single precision. 

The iteration process is terminated when the 
2-norm residual error is reduced by 10-3, and the 
limit of the maximum number of iterations is set 
as 1000. 

As well known, the impedance matrix with 
traditional RWG basis is constant for monostatic 
scattering computation. Using traditional RWG 
basis functions, the required number of 
unknowns is on the order of 100 per square 
wavelength making electrically large problems 
impractical. In order to alleviate this difficulty, 
the asymptotic phase RWG basis is used for 
construction impedance matrix. However, the 
impedance matrix is not constant over the 
angular band. Fortunately, the element of 
impedance matrix is a trigonometric function of 
the incident angle and can be interpolated by 
MBPE successfully. Three geometries are 
applied to illustrate the performance of our 
method. They consist of a metallic cylinder (10λ
×4λ) with 5279 unknowns, a PEC Cube (15λ×
15λ×15λ) with 7137 unknowns, and a metallic 
plane with 10968 unknowns. The incident wave 
is the plane wave with vertical polarization. That 
is, if the incident angle is θ and φ, the vector of 
incident direction is (-sinφ, cosφ). The 
frequency of incident wave is 300 MHz for both 
cylinder and cube. The frequency is 600MHz for 
PEC plane.  
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Fig. 1. Cylinder: (a) RCS for VV-polarization, 
300 MHz; (b) Number of matrix vector 
products. 
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Fig. 2. Cube: (a) RCS for VV-polarization, 300 
MHz; (b) Number of matrix vector products. 
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Fig. 3. Plane: (a) RCS for VV-polarization, 600 
MHz; (b) Number of matrix vector products. 
 

In our simulations, 6 uniform samples are 
required in the impedance matrix interpolation 
method for these three examples. As shown in 
Fig. 1(a), Fig. 2(a) and Fig. 3(a), it can be seen 
that the impedance matrix interpolation method 

is an accurate method and the impedance matrix 
interpolation method is more efficient than the 
traditional method. As shown in Fig. 1(b), Fig. 
2(b) and Fig. 3(b), there is no difference for the 
number of the matrix-vector production when 
the SAI matrices are interpolated. It can be 
concluded that almost the same convergence can 
be obtained whether the SAI matrix is 
constructed by interpolation method or not.  

Since the elements of the impedance matrix is 
a simple function of the angle, only few 
sampling angles are needed for a wide angular 
band. That is, only few solution processes of the 
linear system constructed by method of moment 
are needed for a wide angular band. This 
property is also valid for frequency sweep. In 
this paper, the angular sweep is focused on and 
only 6 uniform samples are computed for every 
example. The number 6 is an experience 
parameter. Generally speaking, interpolation 
results are inaccurate. In this paper, the 
interpolation method is used to interpolating the 
impedance matrix and preconditioning matrix. 
Definitely, there is some difference between the 
exact results and interpolation results. The 
difference will influence the surface electrical 
current distribution. However, the RCS is the 
logarithmic function of current. Accordingly, the 
difference will not impact the RCS greatly. 
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Fig. 4. RCS for frequency sweep: (a) Cube, 1 
GHz ~ 3 GHz; (b) Plane, 200 MHz ~ 700 MHz. 
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In order to better understanding the proposed 
method, the results of frequency sweep are 
given from Fig. 4. Since this paper focuses on 
the monostatic RCS, only the RCS of the last 
two examples (Cube and Plane) are computed 
with respect to frequency.  

From Fig. 4, it is concluded that the proposed 
method can also be used for frequency sweep. 
The interpolation results are almost the same as 
the reference results. Either angle sweep or 
frequency sweep, the elements of the impedance 
matrix are calculated by integral of Green's 
function. Since the Green's function takes the 
form of exponential function which is easily to 
be approximated by rational function, the MBPE 
could be able to perform good results in 

impedance matrix interpolation.  
When the method of moment is used for the 

computation of radar cross section, the main 
problem is to solve the linear system Ax = b. 
For computation of monostatic RCS, especially 
asymptotic phase basis is used, the impedance 
matrix A will be modified according to the 
incident angle. The interpolation method can not 
be applied for induced current x. A good way for 
better efficient simulation is to interpolating the 
impedance matrix. That is, cost more memories 
to achieve less computation time. From the 
results of this paper, MBPE performs well for 
interpolating both impedance matrix and 
pre-conditioner matrix.  

 
Table 1: Construction time for impedance matrix (Time: second) 

Object Unknown Impedance 
without Interpolation 

Impedance 
 with Interpolation 

Cylinder 4279 7211 628 
Cube 7137 9980 1041 
Plane 10968 63742 7734 

 
Table 2: Construction time for SAI preconditioning matrix (Time: second) 

Object Unknown SAI without Interpolation SAI with Interpolation 

Cylinder 4279 1527 143 
Cube 7137 543 58 
Plane 10968 19080 2045 

 
Table 3: Total solution time for fast frequency sweep (Time: second) 

Object Unknown Frequency Angular 
Band 

Without 
Interpolation 

Hybrid 
Interpolation 

Cylinder 4279 300 MHz 0~90° 10423 3954 
Cube 7137 300 MHz 0~90° 12654 3872 
Plane 10968 600 MHz 0~90° 92718 19877 

 
As shown in Tab.1, the construction time of 

near field impedance matrices are compared 
between traditional method and interpolation 
method for these three examples. As shown in 
Tab.2, the construction time of SAI matrices are 
compared between traditional method and 
interpolation method for these three examples. It 
can be found that the computational cost of the 
interpolation method is much less. The main 
cost of impedance and SAI interpolation method 
is the construction time and memory 
requirement for those angular sampling points. 

The memory requirement to save samples of 
near-field impedance matrices and 
preconditioning matrices is 147 MB for the first 
example, 254 MB for the second example and 
1.34GB for these three examples. As shown in 
Tab. 3, the total computation time is compared 
for the frequency sweep. “Without 
Interpolation” means impedance matrix 
constructed directly and SAI pre-conditioner 
constructed directly. “Hybrid Interpolation” 
means impedance matrix interpolation and SAI 
preconditioning method interpolation with the 
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rational interpolation method. It can be also 
found by comparison that the large calculation 
time can be saved when the hybrid interpolation 
technique is used.  
 

V. CONCLUSION 
In this paper, the asymptotic phase basis 

function and impedance matrix interpolation 
method is combined together to analyze the 
monostatic scattering from electrically large 
objects over a wide angular band. The 
impedance matrix is approximately constructed 
by MBPE method at each incident angle. The 
MLFMA and Krylov subspace iterative solver 
are used and the SAI is used to accelerate the 
convergence. In order to further reduce the 
computation time of constructing SAI 
preconditioning matrix, the MBPE technique is 
used for construction of SAI matrices at each 
angle. Numerical experiments demonstrate that 
our proposed hybrid interpolation method is 
more efficient when compared with the 
traditional method for electromagnetic 
scattering from the electrically large objects. 
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Abstract ─ A novel compact spiral antenna with 
planar feed structure is presented. The proposed 
antenna is a two-arm Archimedean spiral antenna, 
which has similar properties of wideband and 
circular polarization to traditional one. A 
remarkable improvement of the proposed antenna 
is the completely planar feed structure. The whole 
antenna is compact， its spiral diameter is only 
23.2mm and the balun is also small. It has an 
impedance bandwidth of 67% from 4.5GHz to 
9GHz and a 4-dB axial-ratio bandwidth of 46.67% 
ranging from 4.6 GHz to 7.4 GHz. It can be 
widely used in wideband planar antenna array and 
other low profile applications. 
 
Index Terms ─ circular polarization, planar 
antenna arrays, spiral antennas, wideband antennas. 
 

I. INTRODUCTION 
Wideband planar antennas have been widely 

used in aircraft, satellite, radar, remote control, 
telemetry, etc., especially when bandwidth, 
profile, conformal installation, weight and cost are 
main concerns of the users. In terms of 
polarization of wideband planar antenna, circular 
polarization (CP) is more attractive than linear 
polarization. CP can facilitate easy orientations 
between transmitters and receivers and has high 
degree of mobility, weather penetration, and 
reduction in multipath reflections and other kinds 
of interferences [1]. 

Several kinds of wideband antennas can 
accommodate the demand of both planar structure 
and circular polarization. Microstrip antenna is the 
most commonly used antenna. Basically, there are 
two techniques to generate circular polarization for 
a single microstrip patch. One is to excite the 
square or circular patch by two orthogonally 

located feeds. The other is to employ an irregular 
physically perturbed patch that is excited by a 
single feed. However, two feed points greatly 
complicate the feed network, while irregular shape 
of the patch breaks up the symmetry radiation [2, 
3]. Most of all, microstrip antenna is an inherent 
narrow band antenna, so it is difficult to expand 
bandwidth significantly. Therefore, new 
techniques of planar wideband circularly polarized 
antenna should be explored. 

Spiral antennas have emerged as leading 
candidates for various commercial and military 
applications requiring wideband circularly 
polarized operation [4]. Spiral antennas are 
inherent frequency-independent antennas. For 
instance, they can achieve bandwidth up to 40:1 [5] 
and offer high-quality circular polarization, 
because their input impedances are near constant 
over the entire operating frequency range. In 
recent years, various spiral antennas have been 
developed [6-9]. 

However, conventional spiral antenna is 
always fed by a balun, which is perpendicular to 
the spiral plane in the center [10-12]. Therefore, 
they cannot be completely planar and encounter 
serious difficulties in the planar integration of 
spiral antenna. 

To design a planar feed structure for spiral 
antenna, several attempts have been made over the 
past few years [13-16]. Some authors use slotlines 
instead of strips for the convenience of planar feed 
[13-15]. As we all know, slotline is a dispersion 
transmission line, whose phase velocity varies 
with the frequency. Thus it will affect the group 
delay time of wideband antenna. Some other spiral 
antennas are designed by strips, but they do not 
have a compact and simple structure for microstrip 
feed [16]. Apparently, a compact planar spiral 
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antenna fed by microstrip is much more adaptable 
to low profile applications, such as planar antenna 
array. 

This article investigates the possibility of a 
completely planar spiral antenna. The antenna is a 
spiraled coplanar stripline (CPS) fed by a novel 
compact microstrip-to-CPS balun. It shows 
wideband left hand circular polarization (LHCP) 
on front side and right hand circular polarization 
(RHCP) radiation pattern on back side. The 
simulation and experimental results show an 
impedance bandwidth of 67% from 4.5GHz to 
9GHz and 4-dB axial-ratio bandwidth of 46.67% 
from 4.6 GHz to 7.4 GHz, whose radiation 
characteristics are similar to center-fed spiral 
antenna. 
 

II. DESIGN OF SPIRALS 
Figure 1 shows the configuration of the 

spirals. A CPS line is wound around the center. 
Thus, the two strips of CPS become an inner spiral 
and an outer spiral. The distance from the center to 
a strip is defined as r, which is expressed as 
r=r0+aφ, where r0 is the initial radius, a is the 
growing rate, and φ is the winding angle. This 
expression comes from the classical Archimedean 
spiral antenna [11]. 
 

 
Fig. 1. Configuration of the spirals. 
 

In order to get a symmetrical structure, the end 
of outer spiral is wound half a turn further in the 
center. According to the band theory [11], the 
lower frequency limit of the operation band can be 
determined by judging whether the currents in 

neighboring arms are in phase. The start of two 
spiral strips is a typical CPS, and the currents on 
the two strips are in antiphase. Therefore, the 
electromagnetic field is bound between the two 
strips and does not radiate.  

However, the different radii lead to a different 
length between the two strips of CPS while 
winding. If the different length is equal to half a 
wavelength, the currents will be in phase, and the 
electromagnetic field will radiate. When a CPS 
line (two spiral strips) is wound by 360°, the phase 
difference is 2πΔr (Δr is the distance between 
every two adjacent spiral strips). Thus, we assume 
the radiation occurs at a distance s ~ s+Δr along 
the circumference and CPS is wound by n turns, 
then 

2
2

gn r


    .                           (1) 

So 

2
2

gs n r



   ,                          (2) 

where λg is the guided wavelength on the spiral 
arms. It is worthwhile to note that the distance s is 
independent from both the arm spacing Δr and the 
number of turn n. It is only proportional to the 
guided wavelength of corresponding frequency. 
Apparently, s cannot exceed the radius of radiation 
part rmax. If the minimum frequency of the antenna 
is fmin, the maximal s can be calculated by  

0
( min)

min2f
eff

cs
f 




,                   (3) 

where c0 is the speed of light in free space and εeff 
is the effective relative dielectric constant of CPS. 
As we use a 0.8-mm-thick RO4003C substrate 
(relative dielectric constant εr=3.38), the effective 
relative dielectric constant is 2.04 [17]. Thus s(fmin) 
is calculated as 5.8mm, according to (3). 

In fact, rmax should be twice as long as s(fmin) in 
reality. Based on the principles mentioned above, 
if rmax = s(fmin), the effective radiation area of the 
minimum frequency should be the center point of 
the spiral strips. Since the currents are cut at this 
point, there cannot be any effective radiation here. 
So we define the initial value of rmax as 11.6mm. 
And rmin is designed as 1.8mm in order to keep the 
end of two spirals apart in the center. 

Additionally, strip width Ws and gap width 
Wg (Wg=Δr-Ws) are designed as equal value. In 
the classical theory of Archimedean spiral 
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antenna, a self-complementary structure is 
modeled, when strip width is equal to gap width. 
The largest bandwidth and the lowest input 
impedance can be achieved at the same time. As 
spiral antenna is a travelling wave structure, the 
signal travels along spirals and the intensity 
decays gradually. Hence the input impedance of 
the antenna is the same as the characteristic 
impedance of CPS feed line. 

In order to match the spirals to a 50Ω 
microstrip line, Ws=Wg=0.6mm are set as initial 
value for lower input impedance. 

Growing rate of spirals, determined by Wg, Ws, 
and rmax, is set as 0.38mm/rad. 

Figure 2 shows the simulated electric field 
intensity distribution at four different frequency 
points (4.7 GHz, 5.6 GHz, 6.5 GHz and 7.4 GHz). 
The bright area represents high intensity while the 
dark area represents low intensity. Radiation 
occurs where high intensity decreases to low 
intensity, because the reduced intensity has 
become radiation energy and radiated outward. 
Consistent with the theoretical analysis, the higher 
the frequency is, the outer the radiation area 
locates. 

 

 
Fig. 2. Electric field intensity distributions at four 
different frequencies. 

 
III. DESIGN OF CPS-TO-MICROSTRIP 

BALUN 
The input impedance of spirals is decided by 

both strip width Ws and gap width Wg. Figure 3 
shows the simulated real and imaginary parts of 
the input impedance of the spirals. Below 5GHz 

the input impedance changes dramatically with 
frequency and the spirals are difficult to match 
with a balun. Ranging from 5GHz to 9GHz, the 
two curves are less oscillatory, and the magnitude 
of the input impedance is nearly a constant with an 
average of 175Ω. We can design a microstrip-to-
CPS balun to feed the CPS structure in this band, 
where both field matching and impedance 
matching need to be considered [18]. 

 

 
Fig. 3. Real part, imaginary part and magnitude of 
the input impedance of the spirals. 
 

 
Fig. 4. Wide-band CPS-to-microstrip balun. 
 

Recently, several CPS-to-microstrip baluns on 
low dielectric-constant substrate have been 
reported [19-21]. These baluns use a long smooth 
tapered microstrip line to match high characteristic 
impedance of CPS. The proposed structure in this 
paper is compact and satisfying. 

Figure 4 shows the proposed wide-band CPS-
to-microstrip balun based on coupling method. 
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The transition consists of a microstrip stepped 
matching transformer, a radial stub and a 
quadrangle-defected ground. 

Since the input impedance of the CPS is about 
175Ω, a 94Ω quarter-wavelength transformer is 
assigned to match 175Ω and 50Ω.  

As the electric field in the microstrip line is 
parallel to z-axis and the electric field in the CPS 
is parallel to x-axis, a 90°electric-field rotation is 
needed. So a quadrangle defected ground structure 
(DGS) is employed to rotate the direction of 
electric field. The DGS can avoid mutual 
interference by keeping spirals and ground apart. 
This balun has advantages of wide bandwidth, low 
loss, and compactness. 

 

 
Fig. 5. S21 and S11 curves of the balun with and 
without the quadrangle DGS. 
 

Figure 5 shows S21 and S11 curves of the 
balun with and without the quadrangle DGS. As 
shown in Fig. 5, the transmission coefficient is 
higher and the return loss is lower when the 
ground is truncated. 

Since the quarter-wave radial stub can be seen 
as virtual short, it is in equal potential with the 
ground plane. Thus at the start of radial stub, 
electric field on CPS begins to couple into the 
ground. When the ground plane is gradually 
formed, the electric field intensity between strip 
and ground is gradually stronger (microstrip) and 
that between two strips (CPS) is gradually weaker. 
So we can reduce the reflection loss to the 
maximum extent, and the quasi-TEM mode of 
microstrip is obtained. 

Additionally, Sr should theoretically be quarter 
guided wavelength of the center frequency. 
However, according to the results of full wave 
simulation, Sr has a relatively big impact on the 
axial ratio of the spiral antenna, which is probably 
because Sr decides the phase difference at the start 
of CPS. Sr is defined as 6.1mm to balance the 
transmission efficiency and axial ratio. 

 
IV. SIMULATION AND 

MEASUREMENT RESULTS 
Based on the analysis above and simulations 

results with Ansoft HFSS 13, the detailed 
dimensions of the proposed antenna are showed in 
Table 1. 

The validity of the presented design was tested 
by a prototype, as shown in Fig. 6. The 
manufactured spiral antenna was tested by a vector 
network analyzer.  

Figure 7 shows the simulated and measured 
return loss of the proposed antenna. The 
bandwidth of 10 dB return loss covers from 4.5 to 
9GHz.The LHCP and RHCP radiation patterns at 
4.7 GHz, 5.6 GHz, 6.5 GHz and 7.4 GHz are 
shown in Fig. 8 (a)-(d) respectively. The radiation 
patterns are similar to conventional center-fed 
spiral antenna at 4.7 GHz, 5.6 GHz and 6.5 GHz, 
whereas at 7.4 GHz, the radiation pattern is 
degraded.  This is because the asymmetry brought 
by the feed line has a greater impact when 
radiation occurs at outer part of spirals. 
Additionally the circular polarization property is 
also worse, as is shown in Fig. 9. If the radius of 
the spiral rmax increases, the radiation pattern and 
the axial ratio at higher frequency will be probably 
improved, but the size will be even bigger. 

 
Table 1: Dimensions of the Proposed Antenna 

Substrate: RO4003C 
(εr=3.38, tanδ=0.002, h=0.8mm) 
rmax 11.6 mm Ws 0.6 mm 
rmin 1.8 mm Wg 0.6 mm 
DL 9 mm Sr 6.1 mm 
DW 2.6 mm λg/4 7.9 mm 
a 0.38 mm/rad n 4.5 

 
Figure 9 shows the simulated broadside axial 

ratio versus frequency. Generally, the 4-dB axial 
ratio bandwidth covers from 4.6 GHz to 7.4 GHz. 
The simulated broadside gain is shown in Fig. 10. 
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(a) The top view,       (b) The bottom view, 

Fig. 6. Photograph of the proposed antenna: (a) the 
top view, (b) the bottom view. 

  
Fig. 7. The simulated and measured return loss. 
 

      
(a) 4.7 GHz,                                                            (b) 5.6 GHz, 

      
(c) 6.5 GHz,                                                            (d) 7.4 GHz, 

Fig. 8. Radiation patterns at different frequencies, (a) 4.7 GHz, (b) 5.6 GHz, (c) 6.5 GHz and (d) 7.4 GHz. 
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Fig. 9. Broadside axial ratio versus frequency. 
 
 

 
Fig. 10. Broadside gain versus frequency. 

 
V. CONCLUSION 

A compact planar spiral-shaped circularly 
polarized antenna is proposed. This antenna has a 
compact structure and wideband property, so it can 
be integrated in planar antenna arrays. However, 
the performance of this spiral antenna is not as 
excellent as the traditional center-fed one. Because 
the external feed destroys symmetry of spirals, and 
the ground of microstrip affects radiation 
characteristics especially at the higher frequency 
band. There is still much room for improvement of 
bandwidth and circular polarization for future 
research. 
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Abstract ─ This article proposes a novel printed 
monopole antenna for ultra wideband applications 
with dual band-notch function. The antenna 
consists of a square radiating patch and a ground 
plane with H-ring slot and conductor backed 
plane, which provides a wide usable fractional 
bandwidth of more than 125% (2.89-13.43 GHz). 
In order to generate single band-notched 
characteristic, we use an H-shaped conductor 
backed plane on the other side of the substrate. By 
converting this H-shaped conductor backed plane 
to H-ring form, a dual band-notched function is 
achieved and also by inserting an H- ring slot in 
the ground plane, additional resonances are 
excited and hence much wider impedance 
bandwidth can be produced, especially at the 
higher band. The measured results reveal that the 
presented dual band-notched monopole antenna 
offers a wide bandwidth with two notched bands, 
covering all the 5.2/5.8GHz WLAN, 3.5/5.5 GHz 
WiMAX and 4-GHz C bands. The designed 
antenna has a small size of 12×18 mm 2 . 
  
 
Index Terms ─ H-ring parasitic structure, H-ring 
slot, microstrip-fed monopole antenna, and ultra-
wideband (UWB) applications.  
 

I. INTRODUCTION 
In UWB communication systems, one of key 

issues is the design of a compact antenna while 
providing wideband characteristic over the whole 
operating band. Consequently, a number of 
microstrip antennas with different geometries have 
been experimentally characterized. Moreover, 
other strategies to improve the impedance 
bandwidth, which do not involve a modification of 
the geometry of the planar antenna, have been 
investigated [1-4]. 

In UWB systems, the frequency range of 3.1 
GHz to 10.6 GHz will cause interference to the 
existing wireless communication systems, such as, 
the wireless local area network (WLAN) for IEEE 
802.11a operating in 5.15 GHz –5.35 GHz and 
5.725 GHz – 5.825 GHz bands, WiMAX (3.3 GHz 
– 3.6 GHz), and C-band (3.7 GHz – 4.2 GHz); 
thus UWB antenna with a single and dual band-
stop performance is required. In order to generate 
the frequency band-notch function antenna, 
modified planar monopole antennas have been 
recently proposed [5-8]. In [5] and [6], different 
shapes of the slits (i.e., W-shaped and folded 
trapezoid) are used to obtain the desired band-
notched characteristics. Single and multiple [7] 
half-wavelength U-shaped slits are embedded in 
the radiation patch to generate the single and 
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multiple band-notched functions, respectively. In 
[8], band-notch function is achieved by using a T-
shaped coupled-parasitic element in the ground 
plane.  

In this paper, a new dual band-notch printed 
monopole antenna with multi resonance 
performance is presented. In the proposed 
structure, based on defected ground structure 
(DGS), by cutting an H-ring slot on the ground 
plane, additional resonances are excited and the 
bandwidth is improved to achieve a fractional 
bandwidth with multi resonance performance of 
more than 125 %. Also, based on electromagnetic 
coupling theory (ECT), single band-notched 
function is provided by inserting an H-shaped 
conductor backed plane and dual band-notch 
characteristic is obtained by using an H-ring 
conductor backed plane. The size of the designed 
antenna is smaller than the UWB antennas with 
band-notched function reported recently in [6-7]. 
Good VSWR and radiation pattern characteristics 
are obtained in the frequency band of interest. 
Simulated and measured results are presented to 
validate the usefulness of the proposed antenna 
structure for UWB applications. 
 

II. ANTENNA DESIGN 
The proposed square monopole antenna fed by 

a microstrip line is shown in Fig. 1, which is 
printed on a FR4 substrate of thickness 1.6 mm, 
and permittivity 4.4. The width of the microstrip 
feed line is fixed at 2 mm. The basic antenna 
structure consists of a square radiating patch, a 
feed line, and a ground plane. The patch is 
connected to a feed line, as shown in Fig. 1. On 
the other side of the substrate, a conducting 
ground plane is placed. The proposed antenna is 
connected to a 50Ω SMA connector for signal 
transmission.  

Regarding DGS, the creating slots in the 
ground plane provide an additional current path. 
Moreover, this structure changes the inductance 
and capacitance of the input impedance, which in 
turn leads to change the bandwidth. The DGS 
applied to a microstrip line causes a resonant 
character of the structure transmission with a 
resonant frequency controllable by changing the 
shape and size of the slot [2]. Therefore, by cutting 
an H-ring slot at the ground plane and carefully 
adjusting its parameters, much enhanced 
impedance bandwidth may be achieved. As 

illustrated in Fig. 1, the H-shaped ring conductor 
backed plane is placed under the radiating patch 
and is also symmetrical with respect to the 
longitudinal direction. Based on ECT, the 
conductor backed plane perturbs the resonant 
response and also acts as a parasitic half-wave 
resonant structure electrically coupled to the 
rectangular monopole [3]. At the notched 
frequency, the current flows are more dominant 
around the parasitic element, and they are 
oppositely directed between the parasitic element 
and the radiation [3]. As a result, the desired high 
attenuation near the notch frequency can be 
produced.  
    

 

 
 

(a) 
 

 
 

(b) 
 

Fig. 1. Geometry of proposed microstrip-fed 
monopole antenna, (a) side view, (b) bottom 
view. 
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In this work, we start by choosing the 
dimensions of the designed antenna. These 
parameters, including the substrate, are Wsub × Lsub 
= 12 mm × 18 mm or about 0.15λ × 0.25λ at 4.2 
GHz (the first resonance frequency). We have a lot 
of flexibility in choosing the width of the radiating 
patch. This parameter mostly affects the antenna 
bandwidth. As WX decreases, so does the antenna 
bandwidth, and vice versa. Next step, we have to 
determine the length of the radiating patch LX. 
This parameter is approximately (lower / 4), where 
lower is the lower bandwidth frequency 
wavelength. The wavelength lower depends on a 
number of parameters such as the radiating patch 
width, as well as the thickness and dielectric 
constant of the substrate on which the antenna is 
fabricated [8]. The important step in the design is 
to choose Lresonance (the length of the resonator) and 
Lnotch (the length of the filters). Lresonance is set to 
resonate at 0.25λg, where Lresonance = 2LS   LS1 + 
2W1 + 0.5WS1, and λg corresponds to a new 
resonance frequency wavelength at 11.2 GHz. 
Lnotch is set to band-stop resonance at 0.5λg, where 
Lfirst notch = Lh2 + 2Lh3 + Wh1 +2Wh2, Lsecond notch= 
0.5Lh+Lh3+0.5Wh1+Wh2, and λg corresponds to 
notched band frequencies wavelength (3.9 GHz is 
the first notched frequency and 5.5 GHz is the 
second notched frequency). The optimized values 
of the proposed antenna design parameters are as 
follow: 

 

Wsub = 12 mm, Lsub = 18 mm, hsub = 1.6 mm, Wf  = 
2 mm, Lf = 3.5 mm, Lx = 10 mm, Wx = 10 mm, Ws 
= 3 mm, Ls = 3 mm, Ws1 = 0.5 mm, Ls1 = 1 mm, W 
= 1 mm, L = 2.5 mm, W1 = 0.75 mm, L1 = 0.5 mm, 
Wd = 4.5 mm, Ld, 1.5 mm, Wh = 11.5 mm, Lh = 3.5 
mm, Wh1 = 11 mm, Lh1 = 8 mm, Wh2 = 4.75 mm, 
Lh2 = 3 mm, Wh3 = 0.5 mm, Lh3 = 2 mm, and Lgnd = 
3.5 mm. 

 
III. RESULTS AND DISCUSSIONS 
The microstrip-fed monopole antenna were 

constructed and studied to demonstrate the effect 
of the proposed dual band-notch function and 
bandwidth enhancement technique. The numerical 
and experimental results of the input impedance 
and radiation characteristics are presented and 
discussed. The parameters of this proposed 
antenna are studied by changing one or two 
parameters at a time and fixing the others. The 
simulated results are obtained using the Ansoft 

simulation software high-frequency structure 
simulator (HFSSTM) [9]. 

Figure 2 shows the structure of the various 
antennas used for simulation studies. VSWR 
characteristics for ordinary square patch antennas 
(Fig. 2(a)), with an H-shaped slot in the ground 
plane (Fig. 2(b)), and with an H-ring slot in the 
ground plane (Fig. 2(c)) are compared in Fig 3. As 
shown in Fig. 3, for the proposed antenna 
configuration, the ordinary square monopole can 
provide the fundamental and next higher resonant 
radiation band at 4.6 GHz and 8.3 GHz, 
respectively. As illustrated in Fig. 3, the H-shaped 
slot is playing an important role in the broadband 
characteristics and in determining the sensitivity of 
impedance matching of this type of antenna. This 
is because it can adjust the electromagnetic 
coupling effects between the patch and the ground 
plane, and improve its impedance bandwidth 
without any cost of size or expense [10, 11]. It is 
found that by inserting the H-shaped ring slot at 
the ground plane additional resonance (third 
resonance at 11.2 GHz) is excited and hence much 
wider impedance bandwidth with multi-resonance 
characteristics can be produced, especially at the 
higher band. 
 

 
             (a)                      (b)               (c)    

 
Fig. 2. (a) Ordinary square monopole antenna, (b) 
antenna with an H-shaped slot in the ground plane, 
and (c) antenna with an H-shaped ring slot in the 
ground plane. 
 

To understand the phenomenon behind this 
new exited resonance performance, the simulated 
current distributions on the ground plane for the 
antennas studied in Fig. 2 (b) at 10 GHz and Fig. 2 
(c) at 11.2 GHz are presented in Fig. 4 (a) and (b), 
respectively. It can be observed in Fig. 4 that the 
current concentrated on the edges of the interior 
and exterior of the slots. Therefore, the antenna 
impedance changes at this frequency due to the 
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resonant properties of these slots inserted in the 
ground plane [3].  

 

 
 
Fig. 3. Simulated VSWR characteristics for the 
various antenna structures shown in Fig. 2. 
    

 
(a)                               (b) 

 
Fig. 4. Simulated surface current distributions in 
the ground plane for (a) the square monopole 
antenna with an H-shaped slot at 10 GHz and (b) 
the square monopole antenna with an H-shaped 
ring slot at 11.2 GHz.  
 

Figure 5 shows the structure of various basic 
structures (square antenna with an H-shaped slot 
ring in the ground plane) used for band-notched 
function simulation studies. The VSWR 
characteristics for the basic structure (Fig. 5 (a)), 
with an H-shaped conductor backed plane (Fig. 5 
(b)), and the proposed antenna ((Fig. 5(c)) are 
compared in Fig 6. As shown in Fig. 6, for the 
proposed antenna configuration, in order to 
generate single band-notch characteristics, we use 
an H-shaped conductor backed plane on the other 
side of the substrate. By inserting an H-ring 

conductor backed plane, a dual band-notched 
function is achieved that covers all the 5.2 GHz / 
5.8 GHz WLAN, 3.5 GHz / 5.5 GHz WiMAX and 
4 GHz C bands. 
 

 
(a)                      (b)                       (c) 

 
Fig. 5. (a) The basic structure (ordinary square 
monopole antenna with an H-ring slot in the 
ground plane), (b) basic structure with an H-
shaped conductor backed plane, and (c) basic 
structure with an H-ring conductor backed plane. 
 

To understand the phenomenon behind this 
dual band-notch performance, the simulated 
current distribution on the ground plane for the 
proposed antenna at the notch frequencies of 3.9 
GHz and 5.5 GHz is presented in Fig. 7 (a) and 
(b), respectively. It can be observed from Fig. 7 (a) 
and (b) that the current is concentrated on the 
edges of the interior and exterior of the H-shaped 
ring conductor backed plane at frequencies 3.9 
GHz and 5.5 GHz. Therefore, the antenna 
impedance changes at these frequencies due to the 
band-notch properties of the proposed structure.  
 

 
 
Fig. 6. Simulated VSWR characteristics for the 
various antenna structures shown in Fig. 5. 
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(a)                      (b) 

 
Fig. 7. Simulated surface current distributions on 
ground plane for the proposed antenna at (a) 3.9 
GHz and (b) 5.5 GHz. 
 

Figure 8 shows the conceptual equivalent 
circuit model for the proposed antenna, which has 
an RLC resonator and two shunt stubs. When the 
current path in the H-shaped ring conductor 
backed plane is equal to a half-wavelength at 3.9 
GHz, as shown in Fig. 8 (c), the input impedance 
at the feeding point is zero (short circuit). 
Moreover, when the current path in the H-shaped 
ring conductor backed plane is equal to a half-
wavelength at 5.5 GHz, as shown in Fig. 8(d), the 
input impedance at the feeding point is zero (short 
circuit). 
 

    
(a)                                 (b) 

 

     
                (c)                                   (d) 
 
Fig. 8. (a) The conceptual equivalent-circuit model 
for the proposed antenna, (b) for the new 
resonance frequency, (c) for the first notched 
frequency, and (d) for the second notched 
frequency. 

 
Figure 9 shows the measured and simulated 

VSWR characteristics of the proposed antenna. 
The fabricated antenna has the frequency band of 

2.89 GHz to over than 13.43 GHz with two 
rejection bands around 3.45 GHz  4.23 GHz and 
5.07 GHz – 5.89 GHz. As shown in Fig. 9, there 
exists a discrepancy between the measured data 
and the simulated results. In a physical network 
analyzer measurement, the feeding mechanism of 
the proposed antenna is composed of an SMA 
connector and a microstrip line (the microstrip 
feed line is exited by an SMA connector), whereas 
the simulated results are obtained using the Ansoft 
simulation software (HFSSTM), where the antenna 
is exited by a wave port that is renormalized to a 
50-Ohm full port impedance. Therefore this 
discrepancy between the measured data and the 
simulated results could be due to the effect of the 
SMA port [6]. In order to verify the accuracy of 
the VSWR characteristics for the designed 
antenna, it is recommended that the manufacturing 
and measurement process need to be performed 
carefully. In conclusion, since the slot antenna is a 
short radiator, the SMA connector can modify its 
impedance matching. 

Figure 10 shows the measured radiation 
patterns including both, the co-polarized and 
cross-polarized, E-plane (x-z plane) and H-plane 
(y-z plane), respectively. The main purpose of the 
radiation patterns is to demonstrate that the 
antenna actually radiates over a wide frequency 
band. It can be seen that the radiation patterns in x-
z plane are nearly omnidirectional for the three 
frequencies. 

 

 
Fig. 9. Measured and simulated VSWR 
characteristic for the proposed antenna. 
 

Figure 11 shows the effects of the ordinary H-
shaped and H-shaped ring conductor backed plane, 
on the maximum gain in comparison to the same 
antenna without them. As shown in Fig. 11, the 
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basic structure (ordinary square monopole antenna 
with an H-shaped ring slot in the ground plane) 
has a gain that is low at 3 GHz and increases with 
frequency [12]. It is found that the gain of the 
basic structure is decreased with the use of the H-
shaped conductor backed plane structures. It can 
be observed in Fig. 11 that by using the H-ring 
conductor backed plane, two sharp decrease of 
maximum gain in the notched frequencies band at 
3.9 GHz and 5.5 GHz are shown. For other 
frequencies outside the notched frequencies’ band, 
the antenna gain with the filter is similar to those 
without it. 

 

 
(a)                    (b)                     (c) 

 
Fig. 10. Measured radiation patterns of the 
proposed antenna at frequency (a) 4.7 GHz, (b) 7.5 
GHz, and (c) 9.8 GHz. 
   

 
Fig. 11. Maximum gain comparisons for the basic 
structure (simulated), basic structure with H-
shaped parasitic structure (simulated), and the 
proposed antenna (measured). 

IV. CONCLUSIONS 
In this paper, a novel compact wideband 

planar monopole antenna with single and dual 
band-notched characteristics has been proposed for 
various UWB applications. The fabricated antenna 
has the frequency band of 2.89 GHz to over than 
13.43 GHz with two rejection bands around 3.45 
GHz  4.23 GHz and 5.07 GHz – 5.89 GHz. By 
cutting an H-ring slot in the ground plane, 
additional resonances are excited and hence much 
wider impedance bandwidth can be produced, 
especially at the higher band. Furthermore, by 
inserting an H-ring conductor backed plane on the 
other side of the substrate, dual band-notch 
characteristics are generated. The proposed 
antenna has a simple configuration and is easy to 
fabricate. Experimental results show that the 
proposed antenna could be a good candidate for 
UWB applications. 
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Abstract ─ A new compact end-fire linear 
polarized printed antenna for a handheld radio 
frequency identification (RFID) reader is proposed 
for ultra high frequency (UHF) radio frequency 
identification (RFID) system in North America. 
The proposed planar end-fire antenna using two 
meandered dipole drivers, a folded reflector and a 
rectangular reflector are presented. The new 
antenna uses low-cost fabrication. The advantage 
of the end-fire antenna with meander dipole 
drivers compared to the conventional quasi-Yagi 
antenna is a reduction in the length of the driver, 
which allows closer space for RFID reader. the 
dimension of the antenna is 80 59 mm2. The 
antenna has maximum gain of 3.6 dB and VSWR 
better than 2 around the US RFID bands (902-
928MHz). We describe the antenna structure and 
present the comparison of simulation results with 
experimental data.  The proposed antenna is 
fabricated, and measured reflection coefficient, 
radiation patterns and gain  are presented. 
 
Index Terms ─ RFID Reader, end-fire antenna, 
Radiation pattern, Gain. 
 

I. INTRODUCTION 
In recent years, radio frequency identification 

(RFID) technology has been rapidly developed 
and applied to many service industries, 

manufacturing companies, distribution logistics, 
goods flow systems and moving vehicle 
identification[1-3]. Many typical RFID tags have 
been studied[4-7]. For the applications involving 
item-level management[8][9], a RFID handheld 
reader plays an important role owing to its 
advantages of compactness, flexibility and 
maneuverability. By incorporating with a personal 
data assistant (PDA), a RFID handheld reader has 
the ability to provide a total solution for retail or 
library automation management.  The growing 
demand for small compact wireless devices has 
increased the need for small antennas that can be 
integrated while providing acceptable overall 
performance[10][11]. Most of antennas do not 
have directional radiation. Some antennas have 
bidirectional radiation, but the its size is big for 
handheld reader [12].  In addition, usability of the 
reader unit in terms of reading directions and 
orientations of tags has to be taken into account. 
One of the features affecting the size, weight and 
ergonomist of handheld RFID reader is the reader 
antenna size and its positioning when affixed to 
the handheld reader unit.  It is noted that, however, 
the antenna design in a  RFID handheld reader 
should fulfill several unique requirements[13]. 
First of all, the reader antenna in a passive RFID 
system should demonstrate a somewhat lower 
reflection coefficient level than that in a usual 
communication system. It is because in such a 
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system the backscattered signal from the tag is 
relatively weak, and prone to be interfered by the 
strong reflected signal from the reader antenna 
terminal. Second, in accordance with the emission 
regulation, the peak gain of a linear-polarized 
reader antenna must not exceed 6dBi in order to 
prevent the reader from violating the maximum 
allowed EIRP, i.e., 4W in North America. 
Moreover, regarding the public exposure to 
electromagnetic fields and the associated health 
issue, it would be beneficial if one could design a 
RFID handheld reader antenna with high front-to-
back ratio so that the absorbed electromagnetic 
energy by the users can be substantially reduced. 
We proposed the  antenna having good end-fire 
radiation pattern and can reduced the 
electromagnetic energy absorbed by users. 

In this paper, we describe the design of 
compact end-fire antenna for the UHF band RFID 
handheld readers in North America. The antenna is 
composed of  meandered printed dipoles, a folded 
reflector element and a rectangular reflector 
element. The proposed antenna has good 
directional radiation than others RFID 
antennas[11][12] and size of the proposed antenna 
is smaller than other handheld RFID 
antenna[10][12]. The antenna configuration and 
design methodology will be discussed in detail in 
Section II. The simulated and experimental results 
will be illustrated in Section III. This paper is 
concluded with a brief summary in Section IV. 
 

II. ANTENNA CONFIGURATION  
Similar to the quasi-Yagi antenna in[14]. 

Figure 1 shows the geometry of proposed antenna. 
The final antenna parameters are optimized using 
the commercial electromagnetic (EM) solver 
HFSS 13.0, and are given in the table I. The 
antenna is designed for UHF RFID applications in 
North America, i.e., in the frequency range of 902-
928MHz. The length of the driven dipole and the 
reflector elements are optimized for 
simultaneously achieving excellent input 
impedance matching and the dipole arms are 
meandered to reduce the occupied dimension. 
Unlike a conventional quasi-Yagi antenna, here a 
reflector element is in close proximity to the 
driven element, and is also meandered in 
accordance with the outline of the dipole element.  
Accordingly, in addition to the surface wave  
excited in the substrate, in the proposed design the 

strong near-field coupling between the driven 
dipole and the reflector elements also helps 
improve the antenna impedance matching over a 
wide frequency range. Meander elements affects 
the resonant frequency of the antenna. The antenna 
elements are bent into meander shapes, suitable for 
fitting manufacturing form factors for a handheld 
RFID reader. The antenna has a high directional 
gain which results in the operating range around 
the US RFID bands (902-928MHz). Both top and 
bottom ground planes, which serve as reflectors in 
the design, keep the surface wave from 
propagating towards the backward direction. With 
such an arrangement, the backward-propagated 
surface wave can be substantially bounced back 
and further facilitates the end-fire radiation.  

 
Fig. 1. The proposed antenna. 

 
The finally chosen dimensions of the 

proposed antenna are illustrated in Table I. 
 

Table I: The dimensions of the antenna (in mm) 
L W W1 W2 W3 W4 
51 80 54 8.1 9.3 9.3 
W5 L1 L2 L3 L4 φ 
14.4 9 30.8 6.6 8 121° 

 

The proposed anenna is designed based on 
basic Yagi-Uda antenna principle, consists of two 
radiating elements (driver and reflector). Both 
elements were shaped to fit into the available 
dimension while maintaining their resonant 
frequencies in the desired band. Key parameters in 
the design are lengths and shapes of antenna 
elements and their mutual spacing. The antenna 
was tuned to achieve 50 ohm (RFID Reader) 
impedance without using any external matching 
circuit that will occupy additional space. 

For demonstration purpose in the laboratory, 
the proposed antenna was designed on a 1.6 mm 
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FR4 substrate with a dielectric constant 4.4   
and loss tangent tan 0.02  . The overall 
dimension of the antenna is 80 59 mm, or 
equivalently roughly 0.24 0.18g g  .  

 
III.SIMULATION AND MEASUREMENT 

To verify the proposed antenna design, a 
prototype is fabricated as shown in Fig. 2, and the 
results are presented here. All the measured results 
are carried out in anechoic chamber using a vector 
network analyzer (VNA) and other microwave test 
instruments. 

 

 
(a) 

 
(b) 

Fig. 2. Fabricated prototype of the proposed 
antenna. (a) top layer; (b) bottom layer. 

 
All simulations were performed by Ansoft 

high-frequency structure simulation (HFSS) based 
on the finite-element method (FEM) [7][15] 

The antenna simulated and measured 
magnitude of S11 are shown in Fig. 3. The 
simulation was performed by HFSS 13.0 and the 
measurement was taken by an Agilent 
performance network analyzer. 

As shown in the Fig. 3, the agreement between 
the results in fairly good over the frequency band 
of interest. The simulated and measured center 
frequencies are given by 915 and 920 MHz, 
respectively. The slight frequency shift between 
the results can be mostly attributed to the 
fabrication tolerance. The measured XY-plane and 
XZ- plane radiation pattern and 3D radiation at 
902, 915 and 928MHz are illustrated in Figs. 4, 
respectively. The radiation patterns are measured 
in a 7 3 3   m3 anechoic chamber and the 
measurement is performed by an Agilent network 
analyzer along with far-field measurement 
software. In the measurement the connecting 
cables along the Bakelite support ware carefully 
shielded by absorbers to reduce the multi-
reflection interference.  Meanwhile, the simulated    
-10 dB reflection coefficient bandwidths are from 
890 to 940 MHz and the corresponding 
measurement data are given by 900-940MHz. and 
the current distribution at 915MHz are shown in 
Fig. 5. The experimental results demonstrate that 
the proposed design completely complies with the 
stringent requirement of impedance matching 
imposed on a handheld reader antenna, and the 
operating bandwidth with reflection coefficient 
better than -10dB covers the whole allocated 
spectrum for UHF RFID applications in North 
America.  

 

 
Fig. 3.  Simulation and measured |S11|. 

 
For ease of practical applications, the studies of 

an important parameters of the driver meander 
dipoles and is also performed by simulations. One 
parameter is changed, while the other parameters 
are kept as in Table I. Figure 6 shows that the 
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center frequency is increasing while the length of 
the meander dipoles varies in a range when is 
changed from 4.5 to 4.9mm. 

 
             3D radiation            Measured radiation 

      (a) 
 

 
3D radiation            Measured radiation 

      (b)   
 

 
3D radiation            Measured radiation 

      (c) 
 
Fig. 4. 3D radiation and Measured radiation in the 
XY-plane and XZ-plane. (a) 902 MHz. (b) 915 
MHz. (c) 928 MHz. 

 

 
Fig. 5. The current distribution at 915MHz. 

The Gain of the antenna was measured using 
the gain comparison method [16] , where the 
received power of the antenna under test is 
compared with known gain of a standard horn 
antenna. The simulated and measured gain and 
effectively are shown in Fig. 7, variation between 
the simulated and measured gain is within 0.5 dB , 
and this may be due to higher dielectric losses of 
the substrate, additional loss in the surface 
roughness of the microstrip patch. 
 

 
Fig. 6. Effects of varying driver mender length W5. 
 
 

 
Fig. 7. Simulated gain and Measured gain in the 
+X direction, and Simulated efficiency of the 
antenna. 

 
The Referring to the Fig. 3, measured results 

can be observed over the frequency band of 
interest. Clearly, Fig. 4 shows the radiation 
patterns similar to conventional Yagi radiation 
characteristics. The measured front-to-back ratio is 
at least 3 dB at 902 MHz and reaches 3.6 dB at 
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928MHz and remains better than 3 dB over the 
whole UHF RFID band from 902 to 928MHz.  By 
adding directors elements can increase the front-
to-back ratio, but these will increase the dimension 
of the antenna. 

 The measured bore sight gain is illustrated in 
Fig. 7. Referring to Fig. 7, the antenna gain rises 
steadily from 2.7dBi at 890MHz to 3.8dBi at 
940MHz. The efficiency of the proposed antenna 
rises steadily from 62% to 80%. 

 
IV. CONCLUSIONS 

In this paper, we proposed a new printed end-
fire antenna for UHF RFID handheld reader 
applications. The new end-fire antenna is suitable 
for fabrication on low-cost, low dielectric constant 
materials such as FR-4. The new antenna is based 
on the conventional printed quasi-Yagi antenna, 
where half-wavelength dipole driver element is 
replaced with two meander dipoles. The input 
impendence of the folded dipole quasi-Yagi 
antenna and its resonance frequency can be tuned 
by properly adjusting the parameters of the 
mender dipoles giving freedom for optimization. 
The advantages of the new antenna element are 
that it is more compact than the conventional 
design and is suitable for fabrication on low-cost, 
low dielectric constant materials.  The antenna 
configuration, design, simulated and measured 
results have been well discussed. The 
experimental results reveal that the proposed 
antenna features a compact size of 
0.24 0.18g g  , -10 dB reflection coefficient 
bandwidth of 50MHz and moderate gain around 
2.7 to 3.8 dB. The antenna is well designed and 
may find applications in a variety of circumstances 
and the antenna is involved in item-level 
automation management with UHF RFID 
techniques. 
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Abstract ─ In this paper, electromagnetic sensor is 
considered as a train wheel detector, which is one 
of the most important signalling systems to 
determine the clearance or occupancy of a track 
section. The wheel detector is affected by eddy 
current brakes and this problem has limited its use. 
In order to improve the wheel detection accuracy 
and eliminate the eddy current brake effect, the 
optimal design of sensors is carried out by means 
of finite element method. Kriging method is 
utilized to reduce the computational costs. 
Additionally, genetic algorithm is used as a multi-
objective optimization method to find the optimum 
orientation. 
  
Index Terms - Eddy current brakes, finite element 
method, genetic algorithm, Kriging, multi-
objective optimization, and train wheel detector.  

 
I. INTRODUCTION 

Train detection equipment is considered as 
one of the most important and critical subsystems 
of the entire railway signaling system, with great 
importance for passenger and service safety. Axle 
counter is a particular type of train detection 
system, which is used widely on many railway 
lines, because of its beneficial features such as 
ease of installation, flexibility and low cost, over 
other train detection systems. Axle counters 
usually work on the basis of electromagnetic 
waves. Two coils installed on either side of a rail, 
acting respectively as transmitter and receiver, 
perform the role of wheel detector or axle counter 
sensors as shown in Fig. 1.  

The axle counter system may be affected by 
eddy current brakes. Eddy Current Brake (ECB) is 
a developing brake system which makes use of 
Lenz’s law to stop the train without mechanical 

contact. Due to the destroying effect of the ECB 
on the axle counter, in practice, trains with the 
eddy current brakes are not allowed to pass 
through the lines with the axle counter system. 
However, a wide range of studies aimed to solve 
such problems, which have been conducted by 
various researchers around the world. Different 
researchers, authorities, and companies have 
designed and developed new hardware and 
software [1, 2]. However, these designs cannot be 
implemented on old systems and also removing 
the old system and installing the new system is 
very expensive. So, a method for improving the 
old system is cheaper and more efficient. 
Experience shows that improving the orientation 
and position of the coils, is one of the cheapest and 
most effective methods in enhancing the 
performance of the system and improving the 
quality of the signal received in the receiving coil. 

In order to find the optimum orientation of the 
coils, the authors of the present paper have studied 
the performance of the Response Surface 
Methodology (RSM) and also Kriging method in 
their recent publications [3, 4]. In the current 
paper, Kriging method and the Genetic Algorithm 
(GA) as a multi-objective optimization method are 
used to find the optimum orientation of the axle 
counter sensors and eliminate the ECB effect on it. 
Given the permanent and transient environmental 
noises and their effects on the sensors’ 
performance and also the wide range of possible 
orientations, which can be considered, make it 
difficult to test all possible conditions with actual 
sensors. Modeling the system and simulating 
various local and environmental conditions 
provide an opportunity to analyse the system 
performance over a much wider range of 
orientations to find the optimum sensor coil 
orientation of the system.  
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In this research a finite element method (FEM) 
has been used to determine the induced voltage in 
the receiving coil. However, the FEM analysis of 
the whole continuous search space is time 
consuming and requires excessive processing 
effort. So the FEM analysis has been implemented 
for a limited number of orientations and then 
metamodeling techniques are utilized to estimate 
the performance of the system in other points of 
the spectrum. RSM, Kriging and MARS 
(Multivariate Adaptive Regression Splines) have 
been identified as the three most effective 
approaches in a range of applications, in that they 
provide the possibility of analysing the whole 
search space of the system. It is approved that 
Kriging method has the best performance through 
the other methods for the train wheel detector 
system [4]. Using the Kriging method provides 
two response surfaces, which should be optimized. 
Finally, a multi-objective optimizer such as 
genetic algorithm is needed to optimize the two 
response surfaces. 
 

II. TRAIN WHEEL DETECTOR 
Even in the early days of the railway in the 

19th century, wheel detection had been an urgent 
desire for railway engineers, where they were 
concerned about signalling safety. In the past, 
mechanical, hydraulic, and finally pneumatic 
systems were used as a wheel detector. But, due to 
their limited application and deficient in high 
speeds, they were replaced in the 1950s by 
magnetic and contactless inductive devices. 
Today, the most common wheel detectors in Iran 
and many other countries are contactless inductive 
wheel detectors. They are easy to install, flexible, 
and low cost. Inductive wheel detectors make use 
of the electromagnetic flux linkage between two 
coils that are mounted on either side of the rail, to 
detect the passage of the wheels. Figure 1 shows a 
wheel detector. 

Detailed analysis with the electromagnetic 
equations for the train wheel detector is performed 
in [4]. The FEM is used to determine the 
electromagnetic field around the sensor coils and 
also the induced voltage in the receiving coil. This 
provides the opportunity to model the system in a 
variety of coil orientations. Results of FEM 
modelling have been shown in Fig. 2. This figure 
illustrates the distribution of the flux lines in the 
presence and absence of the wheel. When there is 

no wheel between receiver and transmitter coils as 
shown in Fig. 2 (a), the magnetic flux flows along 
the receiving coil and induces a voltage in it. On 
the other hand, in the presence of the wheel as 
presented in Fig. 2 (b), less magnetic flux flows 
along the receiving coil and hence the lower 
induced voltage in the receiver. 

 
 

 
 
Fig. 1. Train wheel detector. 

 

 
Fig. 2. Distribution of the flux lines with (a) no 
wheel and (b) wheel present. 
 

In order to detect the passage of a wheel, the 
induced voltage in the receiving coil is monitored 
continuously. Furthermore, any changes exceeding 
predefined thresholds are interpreted as being 
caused by the presence or absence of a wheel. In 
other words, the wheel detector detects the wheel 
when the amplitude of the induced voltage in the 
receiving coil is less than a threshold level, as 
shown in Fig. 3. 

Rail

Transmitter Receiver 

 

(a) 

(b)

Receiver 
Transmitter

 

Wheel 
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Fig. 3. Induced voltage and detecting principles. 

Although axle counters are proven to be more 
reliable compared to other types of train detectors, 
it sometimes fails because of electromagnetic 
interferences and passage of trains with ECBs. The 
effect of electromagnetic noise on the output 
signal can be reduced or eliminated by generating 
a large difference in the voltage amplitudes, in the 
presence and absence of a wheel (ΔV). In the case 
which there is no ECB, the authors of the present 
paper have suggested (-45o, 45o) orientation for the 
wheel detectors [4]. In this paper, the authors are 
trying to find an appropriate orientation for the 
wheel detector coils to solve the problem of wheel 
detector in the presence of eddy current brake.  

 
III. EDDY CURRENT BRAKE 

The eddy current brake consists of a magnetic 
yoke with electrical coils positioned along the rail, 
which are being magnetized alternating as south 
and north magnetic poles as shown in Fig. 4. This 
magnet does not touch the rail, but is held at a 
definite small distance from the rail 
(approximately 7 mm). It does not move along the 
rail, it exerts only a vertical pull on the rail [5, 6]. 

 
 

Fig. 4. Eddy current brake with 8 poles. 

An ECB can affect the wheel detector in two 
possible ways: first, the ECB can affect the wheel 
detector as the wheel does. In other words, when 
the brakes are placed between the coils of the 
wheel detector, less magnetic flux arrives to the 
receiving coil and hence, lower voltage will be 
induced in the receiver and the ECB may be 
detected as a wheel. The second way is the 
transient current, which passes through the ECB. 
In this way, if the brake is near the wheel detector, 
it may induce a disturbing voltage in the coils of 
the wheel detector. However, the processor unit of 
an axle counter system detects only changes that 
have more than 5 second lengths; so, transient 
voltages cannot affect the whole axle counter 
system. Therefore, in this paper only the first 
effect of the ECB (physical presence) is analysed. 

To analyse the effect of the ECB on the wheel 
detector, it is modelled by the FEM as shown in 
Fig. 5. This figure shows the FEM model of an 
ECB with six poles in the presence of the wheel 
detector. 

 

 
Fig. 5. FEM model of eddy current brake and 
wheel detector. 

The distribution of the flux lines produced by 
the transmitter of the wheel detector, in the 
presence of the ECB is displayed in Fig. 6. In this 
figure the wheel detector coils are located in (θR, 
θT) = (45o, -45o), in which θR and θT are the 
receiver and transmitter angels, respectively. As 
can be seen from Fig. 6, the presence of the ECB 
between the coils causes reduction in the flux lines 
near the receiver. This reduction subsequently 
causes falling in the induced voltage in the 
receiver. This figure should be compared with Fig. 
2, which displays the distribution of flux in the 
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presence and absence of the wheel. It can be 
comprehended that the effect of the ECB is very 
similar to that of the wheel. 

 

 

 
 
Fig. 6. Distribution of the flux lines in the 
presence of the eddy current brake. 

The results of the FEM modeling show that 
the induced voltage in the presence of the ECB is 
about 230 mV, which is lower than the threshold 
level (470 mV), and consequently, the brake is 
recognized as a wheel. This status is indicated in 
Fig. 7. 

 

 
 
Fig. 7. Induced voltage envelopes by passing the 
wheel and the eddy current brake when coils are 
positioned in (θR, θT) = (-45o, 45o). 

 
To solve this problem, the coils should be 

located in the optimized orientation in which the 
induced voltage envelope by passing the wheel is 
lower than the threshold level. Simultaneously, 
this voltage should be more than the threshold 
level by the passage of the brake. For this purpose 
the induced voltage for three situations: 1) without 
wheel and brake, 2) with wheel and with brake, 
and 3) in all orientations should be calculated. It 
can be easily comprehended that the voltage 
calculation for the all possible ranges of θR and θT 

(-90 to +90 degrees) is impossible. Therefore, a 
metamodeling technique like Kriging, which can 
almost accurately estimate the full-range voltages, 
is needed.   

Using the Kriging method, two response 
surfaces (i.e., objectives) will be created. The first 
objective is for the voltage difference between the 
wheel absence and presence, which is indicated by 
ΔV1 in Fig. 7, which should be maximized. The 
second objective is for the voltage difference 
between the brake absence and presence, which is 
illustrated by ΔV2 in Fig. 7, and should be 
minimized. To find the optimum orientation in 
which both of the mentioned requirements are 
fulfilled, a multi-objective optimization method 
should be used. Both, Kriging method and multi-
objective optimization method are explained in the 
following section.  

 
IV. OPTIMIZATION 

The aim of optimizing the wheel detector 
design, as an electromagnetic system, is to 
determine the most appropriate orientation of the 
coils, to achieve the following three goals: 
1- Maximum sensitivity in detecting the train 
wheels, 
2- maximum protection against the electro-
magnetic noises, 
3- avoid detecting the ECB as a wheel. 
The first and second goals mean that ΔV1 should 
be maximized, and the third goal means that ΔV2 
should be minimized. In other words, the aim of 
the optimization is to find the set of optimum θR 
and θT values, which provide the maximum ΔV1 
and at the same time the minimum ΔV2. Thus, the 
system can be recognized as a “two inputs – two 
outputs” system, in which θR and θT are the inputs 
and ΔV1 and ΔV2 are the outputs. However, 
finding functions for ΔV1 (θR, θT) and ΔV2 (θR, θT) 
is not possible, but using statistical approximate 
models, such as Kriging model are recommended 
in some engineering cases [7, 8]. Although these 
approaches are not as accurate as direct 
optimization methods, they can be categorized as 
fast methods. A short explanation on the Kriging 
method is represented as follows. 
 
A. Kriging method 

Kriging, also called spatial modeling, is a 
regression method that is becoming more popular 
in optimization algorithms due to its advantages in 
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modeling nonlinear surfaces [9]. The Kriging 
model is defined as follows, 

 

      )()()( xZxfxy                (1) 
where f(x) is the known approximation function, 
which is usually taken as a constant β and Z(x) is 
the realization of a stochastic process with mean 
zero, variance 2, and covariance C. 

The covariance matrix C = [cij] can be defined 
as, 

njixxRc jiij ,...,2,1,)],,([2  R     (2) 

where R is the correlation matrix and R is the user 
specified correlation functions. A popular choice 
for the correlation function is 





m

k
jikji xxxxR

1

2)||exp(),(  ,  (3) 

where m is the number of design variables and αk 
represents the unknown correlation function 
parameter vector. Small values of αk smoothen the 
Kriging prediction, while for large values of αk the 
Kriging model has accurate predictions around the 
sampled points over which it is built, and false 
predictions elsewhere.  
Estimation of the response y(x) at untried values of 
x is given by )(ˆ xy  

)ˆ()(ˆˆ 1  fyxry T  R ,             (4) 
 

where f is an n1 vector of ones, when f(x) is taken 
as constant, then rT(x) is the correlation between x 
and n sample points is expressed by, 
 

T
n

T xxRxxRxxRxr )],(),...,,(),,([)( 21  (5) 

and ̂ is an estimation of β, which is  

)()(ˆ 111 yfff TT  RR .        (6) 
The above estimation is the minimum variance 
linear unbiased estimation, which is an optimal 
estimation in the statistical sense [10]. 

The estimated variance, 2̂ , is obtained from, 
 

 )ˆ()ˆ(
1

ˆ 12  fyfy
n

T  R .       (7) 
 

The maximum likelihood estimator of α is then 
obtained by maximizing 

 |)ln(|)ˆln(
2

1
)( 2 R  n .        (8) 

Both 2̂ and |R| are functions of α and the solution 
of this nonlinear problem gives us the value of α 
and allows us to evaluate the function with the 
best linear unbiased estimation of β. 

Using the explained method for ΔV1 and ΔV2 
with 64 experimental points generated the two 
response surfaces are shown in Fig. 8. 
 

  
(a) 
 

 
(b) 
 

Fig. 8. (a) ΔV1 and (b) ΔV2 both, versus angles of 
receiver and transmitter coils. 

 
B. Multi-objective optimization 

Finding an optimum point for systems by 
more than one objective is not as easy as for one-
objective systems, especially when improvement 
in one objective requires degradation in the other 
objectives. In this paper there are two variables (θR 
and θT), and two objectives (ΔV1 and ΔV2). So a 
system with two inputs and two outputs should be 
considered.  
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Assume a system with two variables (i.e., 
inputs) x1 and x2 in the parameter space Ω, and two 
objectives (i.e., outputs) F1 and F2 in the objective 
function space Λ, 

 2Rx         (9) 

  xxFyRy ),(:2 .        (10) 
The performance vector F(x) maps the parameter 
space into the two dimension objective function 
space, shown in Fig. 9. 

 

x1 
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Fig. 9. Mapping from parameter space into 
objective function space. 
 

The purpose is finding a non-inferior solution, 
which simultaneously minimizes F1 and F2 [11]. 
For this purpose, the objectives F1 and F2 must be 
traded off. A two dimensional representation is 
shown in Fig. 10, where the set of non-inferior 
solutions lie on the curve between A and B.  
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Fig. 10. Set of non-inferior solutions. 

 
It can be clearly seen from Fig. 10 that an 

improvement in one objective, F1, requires 
degradation in the other objective, F2. So any 
points on the curve between A and B are non-
inferior solution points. Since any point in Ω that 
is an inferior point that represents a point in which 
improvement can be attained in all the objectives, 
it is clear that such a point is of no value. Multi-
objective optimization is, therefore, concerned 
with the generation and selection of non-inferior 
solution points [12]. 

There are several algorithms to find the non-
inferior points in a multi-objective optimization 
problem. The most popular, easiest to implement, 
and most efficient one is the Non-dominated 
Sorting Genetic Algorithm II (NSGA-II) [13]. 
This algorithm sorts the current population 
according to the amount of solutions that dominate 
each other individual. A solution xi is said to 
dominate the other solution yi, if both of the 
following conditions are true, 

1. fj(xi) ≤ fj(yi)       for all functions j, 
2. fj(xi) < fj(yi)        for at least one function j. 

At any generation, an offspring population Q 
is first created from the parent population P with 
the usual crossover and mutation operators from 
GA. Thereafter, the number of solutions yi that 
dominate the current solution xi is counted. This is 
done for all individuals from both the parent 
population P and the offspring population Q. 
Some solutions will be found to be zero when 
other solutions dominate them. They are non-
dominated, and thus are part of the Pareto front of 
the current populations. The solutions that have 
only one other solution dominate them, would 
have been part of the Pareto front if the members 
forming the true Pareto front would not have been 
present. Those who have two solutions dominating 
them would have formed the Pareto front if those 
solutions would have not been present, etc. Thus, 
the level of domination is indicative of the quality 
of that solution.  

Next, the crowding distances are computed. 
These are the average distances between one 
solution and its surrounding solutions in the 
function-value space. Then, a new population R, 
which contains individuals from the previous two 
populations P and Q, sorted by their level of 
dominance, will be created. That is, first insert all 
Pareto members in R, and then insert those that 
have only one dominating solution, etc. Keep 
inserting individuals until R is the same size as P 
and Q. After that, a subset Pi+1 from R by a binary 
tournament selection is created. This selection 
takes two random individuals from R, aR and bR, 
and lets them compete using their domination 
level and crowding distances as competitive 
factors. The “winning" individual is the one that 
satisfies the following: 1) rank (a) < rank (b) or 2) 
[rank (a) = rank (b) and the crowding distance (a) 
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> the crowding distance (b)]. Finally, a new 
offspring population Qi+1 is created, which is equal 
in size to the original P, Q, and R, using crossover 
and mutation from GA, using members from the 
subset Pi+1 as parents. After the initialization step, 
the rest of the steps are then repeated. 

In this paper the purpose is to find θR and θT 
values, which provide the maximum ΔV1 (or the 
minimum “-ΔV1”) and at the same time the 
minimum ΔV2. NSGA-II runs with a population 
size of 50 and for 50 generations. The variables 
are used as real numbers and a recombination 
operator with crossover probability of pc = 0.9, 
distribution index of ηc = 10, a polynomial 
mutation operator with mutation probability of pm 

= 0.5, and finally, a distribution index of ηm = 15 
are used. The result is shown in Fig. 11. The 
optimum response is calculated as (θR, θT) = (-7o, 
5o), in which ΔV1 and ΔV2 are, respectively, 485 
and 227 mV. 
 

 
 
Fig. 11. Non-inferior solutions produced by GA. 

 
V. RESULTS AND ANALYSIS 

By locating the sensors in the optimum 
orientation, (θR, θT) = (-7o, 5o), the induced voltage 
envelopes by passing the wheel and the ECB will 
change as shown in Fig. 12. The new calculated 
orientation and the former are compared in Table 
1. Difference between ΔV1 and ΔV2 is calculated to 
reveal the amount of success in the reduction of 
the brake effect on the wheel detector. In fact, a 
great ΔV1 and a small ΔV2 is the goal; so, the 
greater “ΔV1 – ΔV2” means the better solution. 

It can be seen from this table that both of, ΔV1 
and ΔV2 are reduced in the new orientation, but 
reduction in ΔV2 is more considerable and thus 
“ΔV1- ΔV2” is improved. It means that in this 
orientation, the brake will not substantially affect 

the induced voltage and will not be detected as a 
wheel. Although in the new orientation ΔV1 is 
lessened from 838 mV in (−45°, 45°) to 485 mV, 
the system sensitivity of the wheel is adequate. 
This is because the processing unit is able to sense 
voltages in the range of hundreds of millivolts and 
the output pulse will thus be generated by the 
passage of the wheel. In addition, the ECB will not 
be recognized as a wheel, because the induced 
voltage in the receiver is less than the threshold 
level. However, the threshold level should be 
adjusted again. As it is shown in Fig. 12, the 
threshold level is adjusted to the center of ΔV1, 
which is 383 mV. Therefore, the processing unit 
will generate a pulse by the passage of a wheel, 
but the ECB will not affect the processing unit. 

 

 
Fig. 12. Induced voltage envelopes by passing the 
wheel and the eddy current brake when coils are 
positioned in (θR, θT) = (-7o, 5o). 

 
 

Table 1: Comparison of different orientations. 
Orientation

Voltage (mV) 

(-45o, 45o) (-7o, 5o) 

ΔV1 838 485 
ΔV2 658 227 
ΔV1 – ΔV2 180 258 

 
 

VI. CONCLUSION 
The aim of this paper was to eliminate the 

effect of eddy current brake on the train wheel 
detector without degradation of its performance 
against electromagnetic noises and its sensitivity 
to train wheels. Due to the fact that sensor 
orientation has a great effect on the amplitude of 
the induced voltage at the receiving coil, the 
authors focused on it. Kriging method was used 
for mathematical modeling of the induced voltage, 
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which changes over coils’ angles. Then, genetic 
algorithm was used for finding the optimum 
orientation from two objectives that had been 
obtained by Kriging method. 

The analysis results, showed that coil 
orientations of -7o, +5o, with the modeled 
constraints and conditions, present the optimum 
solution. However, these measurements are the 
results of simulation and may change in the real 
world. In this research the following assumptions 
were made: the effect of the rail vehicle body shell 
is neglected, and the train wheel and eddy current 
brake are considered to be stationary. More 
realistic conditions, like the influence of the 
vehicle body and also the wheel and eddy current 
brake motions, will be considered for future 
studies in this area. 
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