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Antenna Synthesis by Levin’s Method using a Novel Optimization Algorithm
for Knot Placement

Goker Sener

Department of Electrical-Electronics Engineering
Cankaya University, Ankara, 06790, Turkey

sener@cankaya.edu.tr

Abstract – Antenna synthesis refers to determining the
antenna current distribution by evaluating the inverse
Fourier integral of its radiation pattern. Since this inte-
gral is highly oscillatory, Levin’s method can be used for
the solution, providing high accuracy. In Levin’s method,
the integration domain is divided into equally spaced
sub-intervals, and the integrals are solved by transfer-
ring them into differential equations. This article uses
a new optimization algorithm to determine the location
of these interval points (knots) to improve the method’s
accuracy. Two different antenna design examples are pre-
sented to validate the accuracy and efficiency of the pro-
posed method for antenna synthesis applications.

Index Terms – antenna synthesis, fourier integral, highly
oscillatory integrals knot placement, Levin’s method.

I. INTRODUCTION

Antenna synthesis aims to find the current distri-
bution by evaluating the inverse Fourier integral of the
antenna radiation pattern. [1, 2]. Since this integral is
highly oscillatory, a proper solution algorithm must be
employed [3, 4].

Levin’s method is a numerical technique widely
used for solving highly oscillatory integrals, and it gives
accurate results, especially with complex phase functions
[4–7]. In this method, the integral domain is divided into
equally spaced sub-intervals, and the integrals of these
sub-intervals are evaluated by transferring them into dif-
ferential equations. These equations are then solved by
converting the problem into a linear equation system by
the collocation method. Lastly, the results of the sub-
integrals are added to obtain the final solution.

The collocation approximation is the finite sum of
some linearly independent basis functions with unknown
coefficients. Therefore, selecting the basis functions is
highly important regarding the method’s accuracy. In [8],
Levin’s method is used with “reproducing kernel func-
tions”, giving better accuracy and stability than the other
well-known basis functions.

In this paper, the Levin’s method is improved by
using a new optimization algorithm to determine the

locations of the integration sub-interval points (knots).
This algorithm was first introduced by Yeh et al. in [9] as
a knot placement method for the B-spline curve fitting.
Here, it is used in the Levin’s method to obtain higher
accuracy. To the author’s knowledge, this is the first time
the Levin’s method is used with this new knot optimiza-
tion technique in an antenna synthesis application.

Two examples are presented to validate the accu-
racy and efficiency of the proposed method. In the first
example, the radiation pattern of a log-periodic antenna,
4030/LP/10, is used to obtain the equivalent current dis-
tribution on a linear conductor. In the second example,
an array antenna with a narrow beamwidth is consid-
ered. The error and stability analyses are carried out by
comparing the original radiation patterns with the ones
obtained by the proposed solution. The results show that
the proposed method provides more accuracy than the
standard equal-distance knot placement integration tech-
nique, particularly for narrow beam radiation.

The remaining of this paper is arranged as fol-
lows: In sections II and III, the Levin’s method and
reproducing kernel functions are explained, respectively.
In section IV, the novel knot placement method is
explained. In section V, the antenna synthesis examples
are presented. In section VI, conclusions are made based
on the error and stability analysis results.

II. LEVIN’S METHOD

Levin’s method is a numerical technique to solve
highly oscillatory integrals in the form:

I =
∫ b

a
f (x)eiq(x)dx, (1)

where f (x) is a slowly varying function, and q(x) is a
highly oscillatory function. Since q(x) is oscillatory, it
can be written that |q′(x)| � (b−a)−1.

In Levin’s method, the integral in (1) is transformed
into the following differential equation:

f (x) = iq′(x)p(x)+ p′(x) = L(1)p(x). (2)
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Substituting (2) in (1) yields:

I =
∫ b

a

(
iq′(x)p(x)+ p′(x)

)
eiq(x)dx

=
∫ b

a

d
dx

(
p(x)eiq(x)

)
dx

= p(b)eiq(b)− p(a)eiq(a).

(3)

Thus, the solution of the integral in (1) requires
the solution of p(a) and p(b) only. By the collocation
approximation, p(x) can be written as:

pn(x) =
n

∑
k=1

αkuk(x), (4)

where {uk(x)}n
k=1 are some linearly independent basis

functions, and αk’s are the coefficients to be determined
by the n collocation points as:

L(1)pn(x j) = f (x j), j = 1,2,3, ...,n. (5)
The integral in (3) can be re-written in terms of (4) as

I = pn(b)eiq(b)− pn(a)eiq(a). (6)
Substituting (4) into (2) and using (5) gives the fol-

lowing linear equation system:
n

∑
k=1

αku′k(x j)+iq′(x j)
n

∑
k=1

αkuk(x j) = f (x j),

j = 1,2,3, ...,n,

(7)

where {αk}n
k=1’s are the unknown coefficients that can

be solved. Thereupon, (4) and (6) can be used to find the
solution to (1).

In attempt to increase the accuracy of the method,
instead of increasing the number of collocation nodes,
n, which causes the solution matrix to be ill-conditioned
and the method to become unstable, the integration
domain is divided into more intervals. Thus, the selec-
tion of the basis function set is a highly important for the
accuracy and stability of the Levin’s method.

III. REPRODUCING KERNEL FUNCTIONS

The basis function {uk(x)}n
k=1 to be used in the

Levin’s method is given as follows:
uk(x) = λk,yKm(x,y), (8)

where Km(x,y) is the reproducing kernel function,
defined in [8] as:

Km(x,y) =
{

ξ (x,y), y≤ x
ξ (y,x), y > x , (9)

where m = 1,2, ... gives a set of reproducing kernel func-
tions. Also,

ξ (x,y) =
m−1

∑
i=0

(
yi

i!
+(−1)m−1−1 y2m−1−i

(2m−1−1)!

)
xi

i!
,

(10)
and λk = δxk , k = 1,2, ...,n, is the evaluation functional
and λk,y is λk acting on the function of y. The reproducing
kernel function Km(x,y)∈Hm[a,b], where Hm[a,b] is the
reproducing kernel Hilbert space with m > 1.

Hilbert space H is a function space defined on
domain E. The reproducing kernel Hilbert space (RKHS)
is defined as for each x ∈ E, the function K : E×E → R
is known as the RKF of the Hilbert function space H if

K(·,x) ∈ H f or all x ∈Ω, (11)
and

p(x) = 〈p(·),K(·,x)〉, (12)
where the inner product defines the reproducing property
of the Hilbert space. For further information on RKHS,
the reader can refer to [10, 11].

IV. KNOT PLACEMENT METHOD

This method was introduced in [9] to optimize the
placement of knots for a B-spline curve fitting.

The methodology follows that for an m-point
dataset, the location of the sample points are defined as
U = {ui : ui ∈ R,ui < ui+1}m

i=1, and the data points cor-
responding to these locations are Q =

{
qi : qi ∈ Rd

}m
i=1

where d is the dimension of the problem. For 1D prob-
lems, d = 1 and qi = yi, and for 2D problems, d = 2 and

qi = (xi,yi), etc. Also, Q(k) =
{

q(k)j ∈ R
}m−k

j=1
is the set

for k’th derivatives of this dataset.
For Q(0) = Q and U (0) = U , the derivatives are cal-

culated for k > 0 using the central difference formula:

q(k+1)
j =

q(k)j+1−q(k)j

u(k)j+1−u(k)j

, (13)

with parameter

u(k+1)
j =

1
2

(
u(k)j +u(k)j+1

)
. (14)

The “feature function”, f (u), is defined using a set
of “feature points”, fi, as to measure the amount of detail
in the input data. Furthermore, the feature points, fi, are
defined at a set of point locations ūi as:

(ūi, fi) =

⎧⎪⎪⎨⎪⎪⎩
(u1,0), i = 0(

u(p)
i ,
(
‖q(p)

i ‖2

)1/p
)
, 1≤ i≤ m− p

(um,0), i = m− p+1

,

(15)
where p is the order of the polynomial approximation.
For a B-spline approximation with polynomial order p,
the highest degree is (p− 1). Also, �2-norm defines the
magnitude of the derivatives with respect to the prob-
lem’s dimensionality.

The feature function, f (u), is given as:

f (u) =
u− ūi+1

ūi− ūi+1
fi +

u− ūi

ūi+1− ūi
fi+1, (16)

where 0≤ i≤ m− p+1, and ūi < u < ūi+1.
In order to determine the knot locations, the cumu-

lative distribution function (CDF), F(u), of the feature
function is defined as:

F(u) =
∫ u

−∞
f (v)dv. (17)



SENER: ANTENNA SYNTHESIS BY LEVIN’S METHOD USING A NOVEL OPTIMIZATION ALGORITHM FOR KNOT PLACEMENT 76

Then the location of r distinct knots, {k1,k2, ...,kr},
are given in terms of this CDF as:

ki = F−1 ((i−1)δF) , i = 1,2, ...,r, (18)
where the boundary values k1 = u1 and kr = um. Further-
more, the inverse CDF, F−1, is defined as:

F−1(q) = u ⇔ F(u) = q. (19)
Also, the progressive feature increment value, δF , is
described by:

δF =
Fmax−Fmin

r−1
. (20)

The increment value, δF , determines the number of
knots, as well as the accuracy of the approximation. The
smaller δF refers to more knots with greater accuracy.
However, the knot intervals must not be less than the data
intervals, so this puts a limit on the number of nodes that
can be used in a given dataset.

V. ANTENNA DESIGN EXAMPLES

A. Example 1

A rotatable log-periodic antenna, 4030/LP/10, is
used in an antenna synthesis application to verify the
effectiveness of the proposed method. The radiation pat-
tern (space factor for the electric field) of the antenna
is obtained from the antenna’s spec sheet, and it is
imported into MATLAB using a B-spline interpolation
at 91 points. The resulting pattern is shown in Fig. 1.

The equivalent current distribution on a linear con-
ductor, which would create this radiation pattern, is
calculated by solving the following inverse Fourier
integral [2]:

I(z′) =
1

2π

∫ ∞

−∞
f (θ)e− jz′ξ dξ , (21)

where f (θ) is the radiation pattern, and the variable ξ =
kcosθ , and where k = 2π/λ is the wavenumber and λ
is the wavelength. Furthermore, the antenna is assumed

Fig. 1. Normalized radiation pattern, f (θ), of the log-
periodic antenna, 4030/LP/10.

to be located along the vertical z′ axis, where the prime
notation is used to designate the source coordinates.

The knot placement method is applied using r = 7
distinct knots (� = 6 intervals) and the increment value
δF = 1.29. The optimized knot locations are evaluated
at θi = {0,7,16,26,36,56,90} degrees for i = 1,2, ...,7.
The CDF, F(θ), is shown in Fig. 2.

Fig. 2. Cumulative distribution function.

The Levin’s method is used to solve the integral in
(21) using the optimized knot locations using n = 6 col-
location points for each interval and m = 3 for the repro-
ducing kernel function as the basis in the collocation for-
mulation. The limits of the integral in (21) are truncated
to θ ∈ [900,00] or ξ ∈ [0,k]. Thus, the integrals for each
sub-interval become:

I j(z′) =
1

2π

∫ kcosθ j+1

kcosθ j

ḟ (θ)e− jz′ξ dξ , j = 1,2, ..., �,

(22)
where ḟ (θ) is the part of the radiation pattern in the given
interval. Due to the linearity, the total current can be writ-
ten as:

I(z′) =
�

∑
j=1

I j(z′), j = 1,2, ..., �. (23)

The resulting current distribution is shown in Fig. 3.
In order to analyze the accuracy of the proposed

method, the radiation pattern created by this current dis-
tribution must be obtained. This is accomplished by solv-
ing the following Fourier integral:

f (θ) =
∫ l/2

−l/2
I(z′)e jξ z′dz′ =

∫ 15λ

−15λ
I(z′)e jkcos(θ)z′dz′.

(24)
The Levin’s method is re-used to solve this integral

with r = 91 knots (� = 90 intervals) and 3 evaluation
points (n = 3) for each sub-interval for the purpose of
obtaining higher accuracy.

The radiation patterns for the optimized knot place-
ment and the equally spaced knot placement methods
are compared with the original pattern. The results are
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Fig. 3. Current distribution along the z′ axis in terms of
the wavelength.

Fig. 4. Comparison of the radiation patterns for the knot
optimized and the equally spaced Levin’s method (�= 6,
n = 6).

Table 1: Error and stability analysis in terms of the abso-
lute errors and the matrix condition numbers for the stan-
dard (Std.) and the optimized (Opt.) methods

� n m
(RKF)

Error

(Std.)

Error

(Opt.)

Cond.

Num.

(Std.)

Cond.

Num.

(Opt.)

3 3 3 3.00 3.80 2e03 3e07
3 6 3 3.78 2.60 2e06 3e10
3 11 3 3.46 2.70 2e10 2e12
6 3 3 1.97 1.13 5e07 4e11
6 6 3 1.88 1.01 4e10 8e13
6 11 3 1.69 1.36 4e12 6e14

12 3 2 0.90 0.64 7e05 6e06
12 6 2 0.50 0.46 5e07 4e08
12 11 2 0.50 0.47 6e09 4e09

shown in Fig. 4. It can be observed that the absolute error
is minimized for the proposed optimized knot placement

method to be 1.01, whereas for the same settings (�= 6,
n = 6, m = 3), the absolute error is 1.88 for the equally
spaced knot placement method.

The error and stability analysis results are listed in
terms of the absolute errors and the condition numbers
of the solution matrices in Table 1 for different � and
n values. In a linear equation system, the matrix condi-
tion number measures how sensitive the output vector
is against the changes in the input vector. These results
show that the optimized knot placement method yields
more accuracy and slightly less stability than the stan-
dard method (equally spaced knot placement) for every
m value of the reproducing kernel function.

B. Example 2

In this example, an array antenna is used with a nar-
row beam radiation at θ = 30◦ on the elevation plane
(E-plane). The radiation data is transferred into Matlab
using B-spline interpolation at 91 points as before, and
the resulting pattern function is shown in Fig. 5.

The knot optimization algorithm is carried out for
r = 4 knots (� = 3 intervals), and the knot locations are
obtained at θi = {27,29,32,34} degrees for i= 1,2, ...,4.
The cumulative distribution function corresponding to
the antenna radiation pattern, F(θ), is shown in Fig. 6.

Equivalent current distribution on a linear conduc-
tor is obtained by using the Levin’s method with opti-
mized knot locations. The resulting current distribution
is shown in Fig. 7. The comparison results of the radi-
ation patterns for the knot optimized and the standard
methods are shown in Fig. 8. It is observed that the abso-
lute error for the proposed method is 0.16, whereas for
the same settings (�= 3, n = 3, m = 3), the absolute error
is 2.7 for the equally spaced knot placement method.

The error and stability analysis results are listed for
the standard and the optimized methods in Table 2. The
results show that the proposed method provides even
more significant error reduction.

Fig. 5. Normalized radiation pattern of the array antenna.
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Fig. 6. Cumulative distribution function.

Fig. 7. Current distribution along the z′ axis in terms of
the wavelength.

Table 2: Error and stability analysis in terms of
the absolute errors and the matrix condition num-
bers for the standard (Std.) and the optimized (Opt.)
methods

� n m
(RKF)

Error

(Std.)

Error

(Opt.)

Cond.

Num.

(Std.)

Cond.

Num.

(Opt.)

3 3 3 2.70 0.16 3e04 3e07
3 6 3 1.50 0.29 3e09 7e11
3 11 3 1.00 1.50 3e11 9e13
6 3 3 4.50 0.46 1e06 1e06
6 6 3 1.38 0.10 2e08 2e08
6 11 3 0.98 0.06 3e09 3e09

12 3 2 6.20 0.15 3e04 6e06
12 6 2 5.00 0.06 3e06 8e08
12 11 2 5.97 0.01 6e07 2e10

Fig. 8. Comparison of the radiation patterns for the knot
optimized and the equally spaced Levin’s methods using
�= 3 intervals and n = 3 collocation points.

VI. CONCLUSION

Based on the simulation results, the Levin’s method
gives more accurate results when combined with the knot
optimization algorithm for antenna synthesis applica-
tions. This accuracy improvement can be observed from
Table 1 and Table 2, where the error is reduced for the
increasing number of intervals (�) independent of the
number of collocation points (n) used for each interval.

The proposed method is particularly advantageous
for radiation patterns with small beam widths, as this
requires a large number of intervals for the standard tech-
nique. This result can be seen from the error analysis
between the standard and the proposed techniques in
Table 2.

In both examples, the optimized method gives the
most accurate result for m = 2 of the reproducing kernel
function, especially with an increase in intervals. For the
other m values not listed in Tables 1 and 2, the error is
almost the same for different values of m for n = 3 and
degrades significantly for n> 3, independent of the num-
ber of intervals � for both the standard and the optimized
methods. Also, the matrix condition number increases
with increasing m regardless of the values for n and �.

The only drawback of the proposed method is the
increased condition number of the solution matrix, which
implies that the method’s stability decreases slightly
compared to the equal-interval integration technique.
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Abstract – In this paper, a multi-core twisted wire model
with random non-uniform twists is established. The ran-
dom combination of complete and non-complete pitch
sections is used to accurately simulate the random-
ness of actual multi-core twisted wires. On the basis
of the model, the cross section of the cascaded MTL
is obtained, and a neural network algorithm is used
to describe the complex relationship between the arbi-
trary position of the multi-core twisted wires and the
unit length parameters. The unit length parameters at
any position are obtained by cross section rotational
transformation and random transposition transformation
between conductors. Finally, the crosstalk in electromag-
netic compatibility performance is calculated, and dif-
ferent termination impedances are analyzed. The results
show that the crosstalk of multi-core twisted wires is
susceptible to the effects of twisting and termination
impedance at high frequencies, and the reliability of the
proposed method is verified by comparison with full-
wave simulation.

Index Terms – BSAS, chain parameters, crosstalk, elec-
tromagnetic compatibility (EMC), multi-core twisted
wire, non-uniform twisting, neural network algorithm.

I. INTRODUCTION

Multi-core twisted wires, which often transmit high-
speed data between different electronic devices, have the
characteristics of low loss, low cost, and small coupling
[1–3]. They are widely used in many electrical and elec-
tronic systems and other industrial equipment, but they
are susceptible to unintentional and intentional electro-
magnetic interference, where crosstalk becomes impor-
tant noise in multi-core twisted wires [4, 5], which may
lead to electromagnetic compatibility (EMC) problems.

The traditional modeling method is the transmis-
sion line model (TLM). In 1980, Taylor and Spadacini

et al. initially studied the field-to-line coupling model of
twisted wire pair (TWP) placed in the reference plane
[6–8] and free space [9]. In [10], the crosstalk between
multi-core twisted wires with equal and unequal twist
rate was compared, and [11] proposed a multiconduc-
tor TLM for analyzing crosstalk of shielded random
twisted pair bundles. In addition to crosstalk, [12] stud-
ied the influence of non-uniform twist-pitch on the radi-
ated susceptibility of a TWP, and [13] studied the ran-
dom response of non-uniform multi-strand twisted pairs
(MTB-TWP) excited by random plane waves.

In addition to the difference in the model and EMC
response of the multi-core twisted wire, there are also
differences in the solution method. Based on the TLM
method proposed in [5], a closed-form analytical approx-
imation of plane wave coupling is proposed. For non-
uniform multiconductor transmission lines, [14, 15] pro-
posed a method for predicting the response of a single
TWP and TWP bundles when there is a ground plane
illuminated by a plane wave electromagnetic field. In
addition, researchers have focused on its statistical char-
acteristics. In [16], a Monte Carlo algorithm was intro-
duced to statistically represent the randomness of man-
ually assembled cables. Furthermore, the random mid-
point displacement algorithm [17, 18] and the random
displacement spline interpolation method [12] are used
to model the randomness of cables. Reference [19] uses
cubic Hermite interpolation polynomial to ensure the
continuity of the wire. Reference [13] uses the poly-
nomial chaotic random Galerkin method (PC-SGM) to
respond under random plane waves.

In this paper, a cross-sectional model of uniform
twisted wire is established, and based on this, a cross-
sectional model of non-uniform twisted wire is obtained
by a neural network method and matrix transposi-
tion. The relationship between the unit length param-
eter matrix at different positions and the degree of
twisting and cross section are successfully described
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mathematically. Using the chain parameter model, near-
end crosstalk (NEXT) and far-end crosstalk (FEXT) are
given, and numerical experiment results verify the effec-
tiveness of the method. Through a numerical calcula-
tion, the terminal crosstalk response of the line can be
obtained.

This paper is organized as follows. In Section II,
the geometric model and circuit model of multi-core
twisted wires with uniform twist and non-uniform twist
are established. In Section III, the PUL parameter at any
position is obtained through the neural network algo-
rithm and matrix transposition. Secondly, the crosstalk
is calculated based on the chain parameter theory of
the cascade method. The comparison verification by
the numerical simulation technology of the method of
moment (MOM) is given in Section IV, and the results
of crosstalk and different terminal loads are analyzed. In
Section V, conclusions are given.

II. MULTI-CORE TWISTEDWIRE MODEL
A. Geometric model

In the ideal case, the four core twisted wire is uni-
formly twisted and has a uniform fixed pitch p, as shown
in Fig. 1. However, in common engineering practice,
multi-core twisted wires will have random non-uniform
twists due to artificial and environmental influences. It
is a model under the common combination of different
complete pitch segments (a certain cable length li is an
integral multiple of the corresponding pitch pi) and dif-
ferent incomplete pitch segments (a certain cable length
li is a non-integral multiple of the corresponding pitch
pi at that location). This non-uniform twisting model is
shown in Fig. 2, which is essentially a non-uniform trans-
mission line.

Fig. 1. Uniform twisting model.

The conductor is cylindrical conductor with insula-
tion layer, the radius of conductor is r, the height of the
center of twist is h, and the length of multi-core twisted

Fig. 2. Non-uniform twisting model.

wire is L. The wires are twisted along the z-axis. Taking
a four core conductor as an example, the central point
position of the four conductors is�lred�lblue,�lyellow,�lpurple,
under the same abscissa z, it can be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�lr(x1,y1,z) =
√

2r cos(θ + π
4 )�ax

+(h+
√

2r sin(θ + π
4 ))�ay + z�az

�lb(x2,y2,z) =
√

2r cos(θ + 3π
4 )�ax

+(h+
√

2r sin(θ + 3π
4 ))�ay + z�az

�ly(x3,y3,z) =
√

2r cos(θ + 5π
4 )�ax

+(h+
√

2r sin(θ + 7π
4 ))�ay + z�az

�lp(x4,y4,z) =
√

2r cos(θ + 7π
4 )�ax

+(h+
√

2r sin(θ + 7π
4 ))�ay + z�az

, (1)

where �ax�ay�az are the unit vectors of the xyz axis respec-
tively. θ is the rotation angle of the section at each posi-
tion z.

Fig. 3 shows the transposition of the wires corre-
sponding to the twisting of the four core twisted wire in
a pitch p. It can be seen that the cross-sectional rotation
angle θ relative to the initial position and the position z
satisfy the functional relationship:

θ= z(z). (2)

Fig. 3. Sections and rotation angles corresponding to dif-
ferent z values.

Considering the establishment process of the non-
uniform model, the cross section and rotation angle of
each z value are obtained by changing the pitch length
and the transmission line length under the correspond-
ing pitch type. Take Li as the set of z values in a certain
section of the twisted wire, pi is the pitch length of the
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complete and uniform twist at that place, and li is the
length of the corresponding section along the axial direc-
tion (may be an incomplete twist). Then the rotation
angle of the section in each section of Li is:

θ =

⎧⎪⎪⎨⎪⎪⎩
2πz
p1

i = 1,z ∈ L1

i−1
∑
j=1

2πl j
p j

+
2π(z−

i−1
∑

j=1
l j)

pi
i≥ 2,z ∈ Li

. (3)

The case of i = 1 corresponds to the case of uniform
twisting, and the number of pitch types of general non-
uniform twisting is greater than or equal to 2.

B. Circuit model

The large electromagnetic noise interference caused
by multi-core twisted wire is mainly expressed by the
crosstalk of the line to the line. Figure 4 shows the ter-
minal conditions at both ends of the multi-core twisted
wire model and the equivalent circuit per unit length of
the multi-core twisted wire.

(a)

(b)

Fig. 4. Terminal conditions and equivalent circuit: (a)
Termination impedance and power supply. (b) The
equivalent circuit per unit length of the multi-core
twisted wire.

The voltage and current of the transmission line sat-
isfy the following equation:{ d

dzV(z) =−Z(z)I(z)
d
dz I(z) =−Y(z)V(z)

, (4)

where V(z) and I(z) represent the voltage and current
vectors at different positions. Z(z) and Y(z) represent
the corresponding impedance and admittance at different

positions, which can be expressed as:{
Z(z) = R(z)+ jwL(z)
Y(z) =G(z)+ jwC(z) , (5)

where R(z), L(z), C(z), G(z) respectively represent
the resistance, inductance, capacitance, and conductance
matrix of the corresponding cross section at different
positions, namely the per unit length (PUL) parameter
matrix. They are all symmetric matrices of order n×n. w
is the angular frequency of the signal source.

For the convenience of modeling and the unity of
description, the four parameter matrices are represented
by X. In the model of four core twisted wire with uni-
form twist, because the rotation of twisted wire is uni-
form, the parameter matrix X of uniform cross section
model in 0o∼90o, 90o∼180o, 180o∼270o, 270o∼360o is
the same, but the position is different, so long as the cor-
responding transformation is carried out:

X(θ ′) =

⎧⎨⎩
PX(θ)PT , θ ′ ∈ [90◦,180◦)
P2X(θ)(PT )2, θ ′ ∈ [180◦,270◦)
P3X(θ)(PT )3, θ ′ ∈ [270◦,360◦)

, (6)

where θ ∈ [0◦,90◦), P is the rotation matrix, in the model
of this paper:

P=

⎡⎢⎢⎣
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎦ . (7)

In the ideal conductor, in some cases, if the harness
of the transmission line has strong conductivity and good
insulation performance, it can be regarded as a lossless
ideal conductor, that is,R(z) =G(z) = 0. The correspond-
ing line to line coupling equations for multiconductor
transmission lines degenerate into:{ d

dzV(z) =− jwL(z)I(z)
d
dz I(z) =− jwC(z)V(z)

. (8)

III. SOLUTION OF PUL PARAMETERS AND
CROSSTALK RESULTS

A. Acquisition of PUL parameters

Since the RLCG parameter matrices at different
positions are different, but due to the geometric charac-
teristics of the multi-core stranded wire, only the RLCG
parameters of 0o∼90o are needed to obtain.

However, different positions z correspond to differ-
ent parameter matrices, and it is difficult to obtain a
parameter matrix of any angle in the traditional way. Any
certain rotation angle of the cross section has its unique
corresponding parameter matrix, and there is a nonlin-
ear mapping relationship between the rotation angle and
the parameter matrix. The transformations of the four
parameter matrices are all the same. For simple descrip-
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tion, the PUL parameter matrix can be expressed as:

X(z)=

⎡⎢⎢⎢⎣
x11 x12 · · · x1n

x22 · · · x2n
. . .

...
xnn

⎤⎥⎥⎥⎦ , (9)

where xi j represents the specific resistance value
ri j, inductance value li j, capacitance value ci j and
conductance value gi j corresponding to different param-
eter matrices. There is a complicated mathematical rela-
tionship between it and the angle. Therefore, a neural
network optimized by the BSAS method can be used
to describe this complex mapping relationship. The net-
work topology is shown in Fig. 5.

Fig. 5. BSAS-BP neural network topology.

The network is that the number of input layers is 1,
that is, the input is the cross-sectional rotation angle θ ,
the number of hidden layers is nh, and the number of
output layers is no, that is, the output is a column vector
composed of the upper triangular elements of the param-
eter matrix in Equation (4):

Y=[x11,x12, · · · ,xnn]
T . (10)

The weights wi,bi and thresholds wi j,b j are opti-
mized using the BSAS optimization algorithm. The spe-
cific steps are as follows:

(1) Determine the optimized objective function
The output value of the network is:

y j =
nh

∑
i=1

wi j

1+ e−wiθ+b j
+b j. (11)

Arrange all the weights and thresholds to indi-
cate the position of the longhorn beetle in the high-
dimensional space:

w =
[
w1, · · · ,wi, · · · ,wi j, · · · ,b1, · · · ,bi, · · · ,b j, · · ·

]T
.

(12)
For N groups of data, the mean square devia-

tion between the network output value and the actual
value is:

f (w)=Ew1i,wi j =
1

2N

N

∑
i=1

no

∑
j=1

(
y j− y′j

)2
, (13)

where y′j is the actual given parameter matrix data value,
f(w) is the optimized objective function.

(2) Initialize the beetle position vector w and the optimal
value of the objective function fbest

w0 = rands(k,1) , (14)
where w represents the initial position of the longhorn
beetle in the high-dimensional data space. k represents
the dimension of the weight vector, and rands represents
a row vector that obeys a uniform distribution.
(3) Randomly generate the search direction and location
of M groups of longhorn beetles:{

dirt
n =

rands(k,1)
‖rands(k,1)‖2

wt
n = wt +dirt

n
, (15)

where dirt
n represents the nth direction in the tth iteration

process, t = 0,1,2,. . . .,n = 1,2,. . . ,M.
(4) Obtain the optimal objective function value

Calculate the position of left and right whiskers of
longicorn beetles:{

wt
n(r) = wt

n +
dt

2 ∗dirt
n

wt
n(l) = wt

n− dt

2 ∗dirt
n
, (16)

where d is the distance between the left and right
whiskers of longicorn beetles, and the sensory intensity
of left and right whiskers of longicorn beetles is calcu-
lated: {

f r
n = fn(wt

n(r))
f l
n = fn(wt

n(l))
. (17)

(5) Update longicorn position:

wt =
arg(min( f r

n))+ arg(min( f l
n))

2
, (18)

wt+1 = wt −δ t∗dirt
n∗sign(min( f r

n)−min( f l
n)), (19)

where δ is the longhorn beetle step size, the general ini-
tial step size is δ =

√
k, sign is the sign function, and the

output result is plus or minus 1.
(6) Update the step length and the distance between left
and right whiskers of longicorn beetles:{

dt+1 = 0.95dt +0.01
δ t+1 = 0.95δ t . (20)

For the new one wt+1, the position of longicorn in
each search direction can be obtained and the next iter-
ation can be carried out. Until the iteration reaches the
maximum iteration or the minimum error value is satis-
fied, the iteration is stopped to obtain the global mini-
mum of the average error.

The PUL parameter matrix of any rotation angle can
be predicted by the network trained by the pre-extracted
data. Considering the symmetry of TWP cross section
and periodicity of rotation angle, the angle of training
network only needs to be 0o∼90o.

Considering the situation of non-uniform twisting,
random transposition between wires will occur, as shown
in Fig. 6.



PANG, JI, DING, ZHANG, XU, ZHOU: ANALYZE THE CROSSTALK OF MULTI-CORE TWISTED WIRES 84

Fig. 6. Random transposition occurs.

First consider that only two conductors are trans-
posed, that is, the ith conductor and the jth conductor are
interchanged. The unit PUL parameter matrix X’ after
transposition can be expressed as:

X′=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 x12 · · · x1 j · · · x1i · · · x1n
x22 · · · x2 j · · · x2i · · · x2n

. . .
...

...
...

...
...

x j j · · · x ji · · · x jn
. . .

...
...

...
xii · · · xin

. . .
...

xnn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (21)

The transformation matrix Ti j can be used to rep-
resent the transformation of the PUL parameter matrix
before and after transposition:

X′ = Ti jXTi j, (22)
where the transformation matrix is:

Ti j =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 · · · 0 · · · 0 · · · 0
0 1 · · · 0 · · · 0 · · · 0
...

...
. . .

...
...

...
...

...
0 0 · · · 0 · · · 1 · · · 0
...

...
...

...
. . .

...
...

...
0 0 · · · 1 · · · 0 · · · 0
...

...
...

...
...

...
. . .

...
0 0 · · · 0 · · · 0 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (23)

When multiple wires are randomly transposed in the
wiring harness, the corresponding parameter matrix can
be expressed as:

X=Tk · · ·T1XT1 · · ·Tk, (24)
where Tk is the kth transposition, that is, the matrix cor-
responding to the transposition between certain two con-
ductors, and satisfies 1≤ k ≤ n-1, and n is the number of
the cores.

B. Solving crosstalk with chain parameters

As discussed in the previous section, different posi-
tions z and the rotation angle θ of the cross section can
be transformed into each other. In the uniformly twisted
multi-core twisted wire model, the PUL within 0o∼90o

can be obtained through BSAS-BPNN. The PUL within
90o∼180o,180o∼270o,270o∼360o can be obtained by
transforming the rotation matrix P. In the non-uniform
twisted multi-core twisted wire model, the PUL within
0o∼90o can still be obtained by BSAS-BPNN, but the
random transposition of the conductor caused by the
non-uniform twist can be obtained by the transposition
matrix Ti j transformation.

Considering the terminal impedance and power sup-
ply in Fig. 4, the transmission line equation can be con-
verted to: {

V(z) = TV (z)Vm (z)
I(z) = TI (z)Im (z) . (25)

The original equation can be reduced to:⎧⎪⎪⎪⎨⎪⎪⎪⎩
d2

dz2Vm (z) = T−1
V (z)Z(z)Y(z)TV (z)Vm (z)

= r2Vm (z)
d2

dz2 Im (z) = T−1
I (z)Y(z)Z(z)TI (z)Im (z)

= r2Im (z)

, (26)

where r2 is a diagonal matrix of n×n, and TT
V = T−1

I .
Considering Equation (4), the relationship between

voltage and current is characterized by port. As shown in
Fig. 7, it is the chain parameter port based on the cascade
idea.

Fig. 7. Transmission line chain parameter model.

Therefore, the voltage and current across each port
satisfy: [

V(Δzk)
I(Δzk)

]
= ΦΦΦ(Δzk)

[
V(Δzk−1)
I(Δzk−1)

]
. (27)

As shown in Fig. 7, get different chain parameter
matrix:

ΦΦΦ(Δzk) =

[
φ11 (Δzk) φ12 (Δzk)
φ21 (Δzk) φ22 (Δzk)

]
, (28)

where φ11 (Δzk), φ12 (Δzk), φ21 (Δzk), φ22 (Δzk) are the
chain parameter subarrays, they are:⎧⎪⎪⎨⎪⎪⎩

φ11 (Δzk) =
1
2Y

−1TI
(
erΔzk + e−rΔzk

)
T−1

I Y

φ12 (Δzk) =− 1
2Y

−1TI
(
erΔz− e−rΔzk

)
T−1

I
φ21 (Δzk) =− 1

2TI
(
erΔzk − e−rΔzk

)
r−1T−1

I Y

φ22 (Δzk) =
1
2TI

(
erΔzk + e−rΔzk

)
T−1

I

. (29)

Combining the BSAS-BPNN algorithm to obtain
the PUL at any position z, all the chain parameters ΦΦΦ(z)
can be obtained by using Equation (29).

The chain parameters of the transmission line are:

ΦΦΦ(L) =
N

∏
k=1

ΦΦΦN−k+1 (ΔzN−k+1) , (30)
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where N is the divided length of the transmission line,
then the voltage and current between the near-end (z = 0)
and the far-end (z = L) of the transmission line are:[

V(L)
I(L)

]
= ΦΦΦ(L)

[
V(0)
I(0)

]
. (31)

The terminal constraints are:{
V(0) = VS−ZSI(0)
V(L) = VL +ZLI(L)

, (32)

where VS = [VS;0;0;0]T is the near-end termination
voltage source, and ZS is the near-end termination
impedance. VL = [0;0;0;0]T is the far-end termina-
tion voltage source, and ZL is the far-end termination
impedance.

Solve for near-end crosstalk (NEXT) and far-end
crosstalk (FEXT) as:{

NEXT = 20log10(V(0)
/

Vs)
FEXT = 20log10(V(L)

/
Vs)

. (33)

IV. NUMERICAL EXPERIMENT
VERIFICATION AND ANALYSIS

A. Validation of the proposed method

The wire used in this article is a copper core wire,
the outer insulating material is PVC, and its thickness
is 0.655 mm. In the transmission line, the conductor
radius r = 0.335 mm, the ground height h = 15 mm, the
transmission line length L = 1 m, which is divided into
N = 2000 sections. A small number of PUL parameter
matrices are obtained through the finite element method
for network training.

In a uniform stranded wire, the method in this paper
is used to apply a voltage source to the No. 1 conduc-
tor, with the frequency of the power supply range from
0.1 MHz to 1 GHz. The crosstalk results of the Nos. 2, 3
and 4 conductors are calculated and compared with the
one based on MOM. As shown in Figs. 8, 9 and 10, it
can be seen that there is a high degree of agreement. The
effect in the low frequency band (f<100 MHz) is better
than that in the high frequency band (f>500 MHz), and
the trend of change the peak and the valleys of the graph
are very similar, which can prove the reliability of the
method in this paper.

It can be seen that the NEXT and FEXT of No. 2
conductor and No. 4 conductor are very close. This is
because the power is applied to No. 1 conductor and the
disturbed conductor No. 2 and No. 4 are symmetrically
distributed with each other, so the crosstalk magnitudes
are so close. In addition, the NEXT of the three con-
ductors has a large change in the high frequency range,
while the FEXT has a small change in the high frequency
range. This may be because the NEXT is closer to the
power supply and is affected more.

Tables 1 and 2 are the average error of NEXT and
FEXT between the proposed method and MOM. The
average error of both is less than 1 dB in 0.1∼100 MHz,

(a)

(b)

Fig. 8. Crosstalk of No. 2 conductor in uniform stranded
wire (a) NEXT, and (b) FEXT.

Table 1: Average error of NEXT (dB)
Conductor 0.0001-

0.1GHz
0.1-0.5GHz 0.5-1GHz

No. 2 0.21 1.11 1.82
No. 3 0.30 1.51 2.12
No. 4 0.21 1.25 2.01

2 dB in 0.1∼0.5 GHz, and 3 dB in 0.5∼1 GHz. Com-
pared with NEXT, the average error of FEXT has a
smaller difference. Therefore, from the average error
point of view, the method in this paper is more accu-
rate in the low frequency and mid–high frequency range.
This result further proves that the crosstalk of the uni-
formly twisted multi-core stranded wire in this paper has
a relatively accurate predictive ability.

B. Crosstalk of non-uniform model

The crosstalk results of non-uniform twisting are
shown in Fig. 11. Figures 11 (a) and (b) are NEXT
and FEXT, respectively. It calculates 600 sets of mod-
els, corresponding to 1800 NEXT and FEXT curves
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(a)

(b)

Fig. 9. Crosstalk of No. 3 conductor in uniform stranded
wire (a) NEXT, and (b) FEXT.

Table 2: Average error of FEXT (dB)
Conductor 0.0001-

0.1GHz
0.1-0.5GHz 0.5-1GHz

No. 2 0.03 0.34 0.73
No. 3 0.10 0.34 0.50
No. 4 0.03 0.31 0.81

each, which more accurately describes the range of non-
uniform twisted wire crosstalk. The green dashed line
represents the upper envelope value and lower enve-
lope value of the crosstalk, which represent the crosstalk
amplitude boundary under the “worst case”.

It can be seen that both NEXT and FEXT are very
close in the low frequency, while NEXT fluctuates larger
in the high frequency, and FEXT fluctuates less. The fre-
quency points of the peak and the valleys are very con-

(a)

(b)

Fig. 10. Crosstalk of No. 4 conductor in uniform stranded
wire (a) NEXT, and (b) FEXT.

sistent, but NEXT has more valley frequency points, and
FEXT has less valley frequency points.

The maximum value of the upper and lower enve-
lope width of NEXT is 60.534 dB, which is much
higher than the maximum value of FEXT’s upper and
lower envelope width (22.983 dB), and the correspond-
ing frequency of the maximum width is in the high fre-
quency range. Within 0.1 MHz–100 MHz, the average
width of the upper and lower envelopes of the NEXT
is 1.322 dB greater than the average width of the upper
and lower envelopes of the FEXT (0.428 dB). It can be
seen that NEXT is easily affected by high frequency sig-
nals, which has limited impact on FEXT. Additionally,
NEXT is easily affected by the twisting of multi-core
twisted wires, while the change of twisting has low influ-
ence on FEXT. As the complexity of twisting increases,
the curves of NEXT and FEXT will gradually become
similar.
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(a)

(b)

Fig. 11. Crosstalk of non-uniform twisted wires (a)
NEXT, and (b) FEXT.

C. The crosstalk of terminating different impedances

The crosstalk of terminating different impedances
is shown in Fig. 12. Figures 12 (a) and (b) are
the NEXT and FEXT curves of terminal matching
impedance 50ohm, non-matching resistance 1000 ohm
and 3000 ohm. It can be seen that in the low frequency
range, both the sizes of NEXT and FEXT are increas-
ing with the increase of load impedance. In the vicinity
of 100 MHz, its size decreases as the load impedance
increases. In the high frequency range, its changes are
more complicated but the trend of changes will basically
not change. The maximum amplitude of NEXT has not
changed significantly. No matter how the load impedance
changes, its value is stable on the same horizontal line,
while the maximum value of FEXT decreases as the load
impedance increases.

(a)

(b)

Fig. 12. The crosstalk of terminating different
impedances (a) NEXT, and (b) FEXT.

The crosstalk of terminating arbitrary impedance is
shown in Fig. 13. Figures 13 (a) and (b) are NEXT and
FEXT. A total of 600 sets of terminal loads have been
calculated, from 50 ohm to 5000 ohm, corresponding
to 1800 NEXT and FEXT curves each, which more
accurately describes the impact of different terminal
impedances on crosstalk.

It can be seen that NEXT and FEXT curves have
opposite trends with impedance on both sides of 106
Hz. And it will cause the original resonance frequency
point (108 Hz) of the 50 ohm matching impedance to
move forward to 108 Hz after the termination impedance
changes. In addition, at certain frequency points, as the
termination impedance changes, the peaks and valleys of
the original crosstalk curve will be interchanged. How-
ever, with the increase and change of the termination
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impedance, some common resonance frequency points
are more clearly displayed, which will have a guiding
role for subsequent EMC applications.

(a)

(b)

Fig. 13. The crosstalk of terminating arbitrary impedance
(a) NEXT, and (b) FEXT.

V. CONCLUSION

In this article, a model of multi-core stranded wire is
proposed. This model includes both uniform twisting and
non-uniform twisting, which overcomes the randomness
problem in the multi-core stranded wire model.

In addition, the PUL parameter matrix within the
rotation angle of the cross section is obtained through
a neural network algorithm. The PUL parameter matrix
under arbitrary position and non-uniform twisting is
extracted. The crosstalk is solved by the chain parameter
method with the cascade thought. When compared with
the reference method based on MOM, it is shown that the
method proposed in this paper has high reliability.

In the crosstalk results, NEXT is easily affected by
high frequency signals, and NEXT and FEXT are less
affected in the low frequency range. And as the complex-
ity of twisting increases, the curves of NEXT and FEXT
will gradually become similar. In the termination of dif-
ferent load impedances, the curves of NEXT and FEXT
at about 106 Hz have opposite trends with impedance,
which will cause the initial resonance frequency point
to shift. With the increase and change of the termina-
tion impedance, a more obvious common resonance fre-
quency point can be obtained. These influencing factors
and results will have important reference significance in
subsequent research and engineering applications.
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Abstract – This paper proposes a method for build-
ing a high-frequency model of common-mode chokes in
the frequency range of 9kHz to 200MHz. The method
only needs to measure the common mode and differen-
tial mode impedance data of the common mode choke,
and then use the differential evolution algorithm to pro-
cess the impedance data to complete its high-frequency
modeling. Comparison with the high-frequency model
obtained by using a genetic algorithm shows that the
method has high accuracy. After the high frequency
modeling of the common mode chokes, the high fre-
quency modeling of the X and Y capacitors is performed
using the differential evolution algorithm, and the high
frequency model of the EMI filter is obtained by combin-
ing it with the established high frequency model of com-
mon mode chokes. By comparing the measured and sim-
ulated conducted interference noise suppression effect of
the EMI filter, the high frequency model of the com-
mon mode chokes is verified to suppress the conducted
interference, and the effectiveness of the common mode
choke high frequency modeling method is determined.

Index Terms – common mode chokes, electromagnetic
compatibility, electromagnetic interference, EMI filters
and differential evolution algorithm

I. INTRODUCTION

With the development of the power electronics
industry and the gradual application of new materials
such as gallium nitride (GaN) and silicon carbide (SiC),
the switching frequency and power density of power
electronics devices are increasing, and the resulting elec-
tromagnetic interference (EMI) is becoming more and
more serious. EMI not only reduces the reliability of the
power electronic equipment itself, but also pollutes the
power grid, and can even lead to the failure of equip-
ment in the grid [1]. Therefore, all electronic equip-
ment must be rectified for its electromagnetic compati-
bility (EMC) characteristics before production and use.
The EMI filter is a low-pass filter whose main func-
tion is to transmit the power of DC, 50Hz or 400Hz, to

the equipment without attenuation, greatly attenuate the
EMI signal introduced by the power supply, and protect
the equipment from damage. At the same time, the fil-
ter can effectively suppress the EMI signal generated by
the equipment itself from entering the power grid, pol-
luting the electromagnetic environment and endangering
other equipment. Therefore, EMI filters are indispens-
able devices to help electromagnetic equipment and sys-
tems meet relevant EMC standards, such as IEC, FCC,
VDE, MIL-STD-461, and other EMC standards.

A common mode choke (CMC) is a key component
of an EMI filter, and its volume generally accounts for
40% of the volume of an EMI filter, which is the cor-
nerstone of EMI filter design. However, due to the para-
sitic parameters of the CMC in the EMI filter and the fre-
quency characteristics of the magnetic core material, the
performance of the EMI filter will decrease above a cer-
tain frequency, resulting in unexpected EMI suppression
effects. Therefore, the study of the high-frequency char-
acteristics of CMC is conducive to better suppression of
conducted interference, thereby helping to improve the
performance of EMI filters. The CMC core material is
usually Mn–Zn ferrite, nanocrystalline and other mag-
netic materials [2]. Due to the common influence of the
frequency characteristics of CMC core materials, para-
sitic capacitance, and winding leakage inductance, the
frequency characteristics of a CMC are significantly dif-
ferent from the ideal value, which also brings challenges
to the research of CMCs.

In recent years, there have been much research on
CMC modeling methods at home and abroad; for exam-
ple, the common mode and differential mode S param-
eters of a CMC have been obtained through three mea-
surement methods, and then its passive equivalent cir-
cuit model established, the parasitic inductive coupling
parameters extracted through network gain measure-
ment, and the performance of EMI filter analyzed. The
parameters in the CMC high-frequency model have been
extracted by impedance measurement and combined
with an iterative rational function approximation fitting
algorithm. There have been studies on identifying and
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quantifying the physical mechanisms leading to changes
in the attenuation of CMCs and EMI filters by analyzing
the effect of conductive strips placed close to the CMC
on the attenuation provided by CMC-mounted EMI fil-
ters [3–17].

However, there are still deficiencies in previous
research, specifically: although the literature [18] ini-
tially gave a modeling method for CMC based on
impedance measurement, the influence of the decrease of
the common mode inductance value with the increase of
the frequency has been ignored and the effects of factors
such as leakage capacitance have not been considered.
Therefore, the proposed modeling method is not perfect.
In the literature [19], Henglin Chen improved the CMC
high-frequency modeling method based on impedance
measurement implementation and established a more
accurate CMC high-frequency model. However, the
impedance extraction of this method is based on the
impedance analyzer, while the vector network analyzer
(VNA) and the optimization algorithm used in this paper
provide another reference for the high frequency model-
ing of CMCs. In addition, Stevanovic I [20] made com-
mon mode (CM) and differential mode (DM) circuits
connected together by adding mutual inductance to the
inductor in the CMC equivalent circuit, which avoided
studying the CM and DM parts of the CMC separately.
Although Stevanovic I used a genetic algorithm (GA) in
high-frequency modeling, the algorithm was proposed
earlier and converged slowly when the impedance for-
mula was more complex, which was not favorable for
the extraction of RLC values.

The second part of this paper introduces the applica-
tion of a differential evolution algorithm (DE) algorithm
in CMC high-frequency modeling; the third part estab-
lishes the CMC high-frequency modeling by using a DE
algorithm and the method of split-band fitting, and com-
pares the impedance curves of the high-frequency model
established by the GA algorithm and DE algorithm, after
which the X-capacitor and Y-capacitor high-frequency
models are also established; the fourth part verifies the
suppression effect of the CMC high-frequency model
that has been established in this paper on the conducted
interference noise, and verifies the effectiveness of this
high-frequency modeling method.

II. DE ALGORITHM IN THE EMI FILTER
HIGH FREQUENCY MODELING

A. DE algorithm principles

The DE algorithm is a parallel direct search algo-
rithm that performs random operations on candidate pop-
ulations. The steps are mainly to initialize the randomly
selected population and initialize the parameters of the
DE algorithm, and then determine whether the termina-
tion conditions are satisfied. At this point, if the termi-

nation condition is not satisfied, the mutation operation,
crossover operation, and selection operation will be per-
formed, followed by an iterative loop, and then the above
steps will be performed once more until the termination
condition is satisfied; the flow chart is shown in Fig. 1.

Initialize population, DE algorithm 
parameters

Start

Whether the termination 
condition is met

Mutation operation End

Crossover operation

Selection operation

t=t+1

Yes

No

Fig. 1. DE algorithm flow chart.

B. Application of the DE algorithm in CMC high fre-
quency modeling

The DE algorithm is used for high frequency model-
ing of the CMC, in essence, the impedance measurement
data of the CMC is processed using the DE algorithm to
solve the relevant RLC parameters in its equivalent cir-
cuit in order to obtain the optimal solution of the above
parameters. The specific steps of the DE algorithm to
process the impedance data of CMC are as follows [21].

Step 1: Propose the equivalent circuit topology of
the CMC and obtain the expressions of its CM and DM
impedances.

In this paper this is the CM impedance expression
ZCM and the DM impedance expression ZDM .

Step 2: Extraction of device impedance information.
The CMC equivalent circuit modeling based on

the DE algorithm needs to solve the expression about
the impedance Z derived from its equivalent circuit
model according to the impedance information of the
CMC, so as to obtain its optimal equivalent model RLC
parameters.
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Step 3: Optimal parameter problem transformation.
The impedance expression obtained from the CMC

equivalent circuit topology is transformed into an expres-
sion for the impedance amplitude Zx, and then Zx is used
as the original function of the RLC parameters to be opti-
mized, and the measured impedance data Zm is the sam-
ple. Let the expression of the CM or DM impedance Zx
of the CMC equivalent circuit model be:

Zx=ϕ( f ;x1,x2,x3, ...,xD)

s.t xL
j ≤ x j ≤ xU

j j = 1,2,3, ...,D,
(1)

where D is the spatial dimension, D ⊂ Rn, xL
j and xU

j
denote the maximum and minimum values of the jth
component x j, respectively, f is an independent variable,
Zx is a dependent variable, and x1,x2,x3,...,xD are the
parameters to be determined, which are the RLC parame-
ters of the CM (DM) impedance equivalent model in this
paper. The DE algorithm is applied to the RLC parameter
extraction of the CM (DM) equivalent impedance, and its
optimization criterion function can be established by the
least-square sum of the residuals of the system model as
follows:

min Q =
N

∑
i=1

∣∣∣ϕ( fi)−ϕ( fi)
′ ∣∣∣2 . (2)

Step 4: Initialize the parameters.
For the initial populations

{
xi(0)x

L
j,i ≤ x j,i(0)≤ xU

j,i,

i = 1,2,3, . . . ,NP; j = 1,2,3, ...,D} randomly generated,
x j,i(0) = xL

j,i + rand(0,1) · (xU
j,i− xL

j,i
)
, (3)

where NP is the population size, xi(0) refers to the ith
individual of generation 0 in the overall population, and
x j,i(0) refers to the jth gene of the ith individual of gen-
eration 0. rand(0,1) denotes the number of random dis-
tributions between 0 and 1.

Step 5: Variation operation.
The DE algorithm takes the actual value parame-

ter vector as the population of each generation and the
weighted difference of two individuals in the population
as the intermediate individual, i.e., the difference vector.
The difference vector is then added to the third individual
to generate mutations as follows:

vi(g+1) = xr1(g)+F (xr2(g)− xr3(g)) , (4)
where F is the mutagenic factor and xi(g) is the ith indi-
vidual of the g-generation population.

Step 6: Crossover operation.
The crossover operation refers to the exchange of

some components of individuals in the current popula-
tion with the corresponding components of mutant indi-
viduals according to certain rules to produce a crossover
population. g-generation population |xi(g)| and its vari-
ant {vi(g+1)} are crossed over as follows:

ui(g+1) =
{

v j,i(g+1), if and (0,1)≤CR
x j,i, otherwise , (5)

where jrand is a random integer in [1,2,3,...,D] and CR is
the crossover probability.

Step 7: Selection operation.
If the objective function of the next generation indi-

vidual is smaller than that of the current individual, the
next generation individual will replace the current indi-
vidual:

xi(g+1) =
{

ui(g+1), if f (ui(g+1))≤ f (xi(g))
xi(g), otherwise .

(6)

Step 8: Convergence discriminant operation.
Let the optimal individual in x(g + 1) be xbest (g + 1).

The operation can be finished when DE runs to a prede-
termined number of times or the objective function value
Q reaches the set accuracy, and the predicted result is
the optimal value of RLC parameters. If there is no con-
vergence, the operation returns to the second step and
performs variation, crossover, and selection again.

III. CMC AND CAPACITOR HIGH
FREQUENCY MODELING

The physical and circuit topology of the EMI filter
used in this paper is shown in Fig. 2, followed by model-
ing of the high frequency characteristics of the CMC, X
capacitor and Y capacitor, respectively.

(a) EMI filters (b) Circuit topology

Fig. 2. EMI filter physical and circuit topology.

A. CMC high frequency modeling

The equivalent model of the CMC is shown in Fig. 3.
The model consists of multiple CM and DM resonant
stages corresponding to resonances that may appear in
the measured CMC impedance waveform, and also to
improve high-frequency model accuracy. Each resonant
stage consists of a pair of coupled inductors, where the
coupling coefficient kC = 1 between the upper and lower
inductors of the resonant stage in the common mode
part and kD = −1 between the upper and lower induc-
tors of the resonant stage in the differential mode part.
The introduction of the mutual inductance factor ensures
that, ideally, the differential mode path is shorted when
the circuit flows common mode current and the common
mode path is shorted when the differential mode current
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Fig. 3. CMC high frequency equivalent circuit.

flows [20]. RCi and RDi represent the core resistance,
reflecting the energy loss in the ferrite core due to hys-
teresis and eddy currents energy loss of the ferrite core;
CCi and CDi represent the intra-winding capacitance; C
is the inter-winding capacitance.

Since the two windings of the CMC are completely
symmetrical in practice, to reduce CM EMI noise, an
attempt is made to ensure that the line impedance where
the two windings are located is balanced, so the effect of
C on the CM path can be disregarded. Therefore, in the
CM path, the CMC equivalent circuit can be viewed as a
circuit with complete symmetry between the upper and
lower components [19]. In the DM path, because C is
tolerant when the frequency is very low, therefore, when
performing data fitting, the value of C is only obtained
from the starting frequency point to the first valley fre-
quency range of the measured impedance value, and the
value of other frequency bands is the same.

After determining the circuit topology of the CMC,
the next step is to measure the impedance of the CMC.
In this paper, we use a VNA to measure the impedance
of CMC. When measuring the CM impedance of the CM
path ZCM , ports 1 and 2 are shorted and then connected
to the VNA, as shown in Fig. 4 (a), the expression of the
CM path impedance relative to it is

ZCM =
jωRCiLCi

RCi +2jωLCi−2ω2RCiLCiCCi
. (7)

When measuring the DM impedance ZDM of the DM
path, the two ports of the CMC are short-circuited, as
shown in Fig. 4 (b), and the expression of the differential
mode path impedance relative to it is

ZDM=

(
jωC+

(
4jωRDiLDi

RDi +2jωLDi−2ω2RDiLDiCDi

)−1
)−1

.

(8)
In order to obtain high accuracy RLC values on a

computer with limited performance for high frequency
modeling of CMC, this paper uses a segmented fitting
method to process the measured impedance data, i.e., the

(a) ZCM measurement

(b) ZDM measurement

Fig. 4. CMC impedance measurement.

Table 1: RLC values of CMC CM and DM
CM i = 1 i = 2 DM i = 1 i = 2
RCi 19.9 kΩ 0.16

kΩ
RDi 17.4

kΩ
0.42
kΩ

LCi 0.19 mH 8.77
nH

LDi 7.67
μH

4.46
nH

CCi 7.20 pF 19.60
pF

CDi 2.39
pF

41.8
pF

first segment from the start frequency to the first trough
of the impedance waveform, the second segment from
the first trough to the second trough, and so on. In this
method, even if a professional workstation computer is
not used, a personal computer can be used to process
the measured impedance data and obtain the RLC values
with high accuracy.

The fitting process of the common-mode impedance
can be seen from the description of the application
of the DE algorithm in the high-frequency modeling
above. We have completed the first and second steps,
and then replaced Eq. (1) with Eq. (7), and the mea-
sured impedance data is the sample Zm. We then wait
for the algorithm to run and then extract the RLC value
from the common-mode impedance data. The same is
true for the fitting of the differential mode impedance,
but it should be noted that the intergroup capacitance C
comes from the first frequency band. Therefore, we use
the DE algorithm and Eq. (8) to extract the value of RLC
and the value of the inter-winding capacitance C in the
first frequency band. In the frequency bands other than
the first frequency band, we substitute the value of the
inter-group capacitance C into Eq. (8), and then use the
newly obtained formula to extract the value of the RLC
of the remaining frequency segments.

The values of RLC extracted by the DE algorithm
are shown in Table 1, while the parasitic capacitance
between windings C = 3.56 pF. A comparison of the
simulated and measured CMC CM and DM impedance
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(a) Comparison between measured and simulated ZCM

(b) Comparison between measured and simulated ZDM

Fig. 5. Comparison between simulation and measure-
ment of the CMC impedance waveform.

waveforms based on the GA and DE algorithms, respec-
tively, is shown in Fig. 5. It can be seen from Fig. 5 that,
in the low frequency band, the CM impedance and DM
impedance curves of the CMC tend to match the mea-
sured ones regardless of the algorithm. In the high fre-
quency section, the simulated and measured impedance
curves show that the DE algorithm has better accuracy
than the GA algorithm for the high frequency model in
the CM path.

The reason for such different results is that although
both the DE algorithm and the GA algorithm randomly
generate the initial population, the fitness value of each
individual in the population is the selection criterion,
and the main process also includes three steps of muta-
tion, crossover and selection. However, the GA algo-
rithm is based on the fitness value to control the cross-
ing of the parent generation. The probability value of the
offspring generated after the mutation is selected. In the
maximization problem, the individual with a large fitness
value has a correspondingly higher probability of being
selected. The DE algorithm mutation vector is generated
by the difference vector of the parent generation, and
crosses with the individual vector of the parent genera-
tion to generate a new individual vector, which is directly
selected by means of the individual of the parent gener-
ation. Therefore, the approximation effect of the differ-
ential evolution algorithm is more significant than that of
the genetic algorithm, which also makes the model estab-

lished using the DE algorithm more accurate than the GA
algorithm in this paper.

B. High frequency modeling of capacitors

After the high-frequency characteristic modeling of
the CMC is completed, the high-frequency characteris-
tic modeling of the capacitor is carried out next. The
X capacitance values used in this paper are C1 = 4.7
μF and Y capacitance C2 = C3 = 2200 pF. The high-
frequency equivalent model of the capacitor is shown in
Fig. 6.

R L C

ZC

 
Fig. 6. High frequency model of capacitance.

The following is the same as the CMC high-
frequency modeling method. First, the impedance data
of the capacitor at different frequencies are measured
using the VNA. Then, impedance data is processed using
the DE algorithm. Finally, the RLC value of the high-
frequency equivalent model of the capacitor is shown in
Table 2, and the impedance comparison between mea-
sured and simulated data is shown in Fig. 7. It can be
seen from Fig. 7 that, regardless of high frequency or
low frequency, the DE algorithm can extract the relevant
parameters of the capacitor very well.

Table 2: Capacitor high frequency equivalent model RLC
C1 C2, C3

R 0.19 Ω 0.18 Ω
L 26.2 nH 28.3 nH
C 0.48 uF 2.85 nF

IV. CMC CONDUCTED INTERFERENCE
SUPPRESSION ANALYSIS

In the above we have finalized the EMI filter com-
ponents of the high-frequency model, according to its
topology, in order to assemble the EMI filter to complete
the establishment of a high-frequency model. In order
to analyze the suppression effect of the high-frequency
equivalent model of the EMI filter on the conduction
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(a) C1 impedance measurement and simulation
comparison

(b) C2, C3 impedance measurement and simulation
comparison

Fig. 7. Comparison of the capacitive impedance simula-
tion and actual measurement.

interference, this paper selects a switching power sup-
ply with an output of 24 V/2 A, 48 W to do the actual
measurement and comparison of the interference. The
switching power supply is a Boost PFC circuit, and the
two diodes of the rectifier bridge are forward-biased con-
ducting; the interference propagation path is shown in
Fig. 8 [22], in which MOSFET Qb is the main noise
source.

In the analysis of the conducted interference, in
order to simplify the analysis, in the CM path when only
the MOSFET drain voltage VDS as a CM conducted inter-
ference noise source, the line impedance stabilization
network (LISN) structure is simplified to two 50 Ω par-
allel test impedances in a simplified circuit, as shown in
Fig. 9 (a). DM interference is caused by high-frequency
interference currents in the loop, while the PFC circuit
DM conducted EMI interference is usually considered to
be caused by the ripple of the inductor current ib. This
current is the DM current driven by the MOSFET drain
voltage VDS along the loop, as shown in Fig. 8, this loop
consists mainly of a MOSFET, a rectifier bridge, and a
LISN test resistor. For the differential mode current, the
series connection of the L and N two-wire test impedance
of the LISN can be equivalent to a 100 Ω resistance, as
shown in Fig. 9 (b).

Fig. 8. Boost PFC circuit interference propagation path.

(a) Conductive CM path
equivalence diagram

(b) Conductive DM
pathequivalence diagram

Fig. 9. Conducted interference path equivalence dia-
gram.

In this paper, because the high-frequency model of
the CMC introduced the mutual inductance coefficient,
the conducted interference simulation does not have to
be divided into CM and DM paths. In the conducted
interference simulation modeling, the output of a square
wave voltage source is a noise source, so as to verify the
EMI high-frequency model of the conducted interference
noise suppression capability. The conducted interference
simulation is built in PSpice, a simulation schematic of
which is shown in Fig. 10 (a). The Vs consists of a square
wave voltage source with a frequency of 20 kHz, a volt-
age of 0.05 V and a resistor of 50 Ω. The circuit topology
is shown in Fig. 11. V1 is a DM interference source, V2
and V3 together form a CM interference source to simu-
late the noise source of the conducted EMI generated by
the boost circuit during operation. The conducted inter-
ference noise test apparatus of the switching power sup-
ply is arranged as shown in Fig. 10 (b). Simulation of the
conducted interference waveform, as well as the EMI fil-
ter to suppress the interference waveform, is shown in
Fig. 12 (a); measured with and without EMI filter con-
ducted interference waveform. The results are shown in
Fig. 12 (b).

From Fig. 12, it can be found that the EMI filter
in the real test has a good suppression of conducted
interference, and the EMI filter high-frequency equiv-
alent model also reflects this suppression ability. Since
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(a) Conducted interference simulation schematic

(b) Conducted disturbance actual measurement layout

Fig. 10. Conducted interference noise simulation and
actual measurement chart.

V1

V2

V3

50  

50  

50  

50  

Vs

Fig. 11. Interference source circuit topology.

the noise source in the simulation is ideal and only sim-
ulates the switching frequency in the actual operation
of the switching power supply, it does not fully reflect
the real noise of the switching power supply used in
the actual test. However, by comparing the measured
and simulated, EMI filter suppression of the conducted
interference can be found. The EMI filter high-frequency
model can reflect the conductive interference suppres-
sion ability of the filter, but also proves that the modeling
method of this paper works.

V. CONCLUSION

This paper proposes a method for modeling the
CMC high frequency model in the frequency range from

(a) Simulation

(b) Measurement

Fig. 12. Conducted interference noise waveform dia-
gram.

9 kHz to 200 MHz. The method only requires mea-
suring the CM and DM impedance data and extract-
ing the RLC value from the impedance data by using
the DE algorithm in separate frequency bands to com-
plete the CMC high frequency modeling. Then, based on
the built CMC high-frequency model, a high-frequency
model of the EMI filter is further established. This high-
frequency model does not need to be divided into CM
and DM channels when performing conduction interfer-
ence simulation. Finally, the EMI filter high frequency
equivalent model is used to build a simulation test model
of conducted interference noise, which verifies the sup-
pression capability of the CMC high-frequency equiva-
lent model for conducted interference noise and radiated
interference noise.

In addition, this modeling method adopts the fit-
ting method of sub-frequency bands, so the establish-
ment of high-frequency models can be completed on per-
sonal computers without professional workstations. The
use of the DE algorithm in extracting the RLC value in
the impedance data can complete the establishment of
the CMC high-frequency model in the frequency range
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9 kHz to 200 MHz while maintaining high accuracy. In
addition, because the high-frequency model of the EMI
filter in the frequency range 9 kHz to 200 MHz can be
obtained by using this modeling method, the model can
also provide a reference for the radiation interference
suppression of the switching power supply.
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Abstract – A single-element antenna is usually unable
to meet the communication requirements of the wire-
less system and the main solution is to use an array
antenna. The desire to reduce the weight and cost of
the array antenna gave rise to the sparse array. A lin-
early polarized sparse array antenna with ultra-wideband
wide-angle scanning characteristics based on a genetic
algorithm (GA) is developed in this paper. The antenna
array consists of 40 units, which are arranged by a
rectangular array with a side length of 300 mm. Com-
pared to the conventional periodic array, the proposed
sparse array has reduced about 190 antenna elements.
The sparse array can achieve S11 < −10 dB in the ultra-
wideband of 2.7–12 GHz (120%). Experimental results
for the proposed antenna exhibit an azimuth scanning
angle of ±45◦, and a pitching scanning angle of ±30◦.

Index Terms – genetic algorithm (GA), linearly polar-
ized, sparse array, ultra-wideband, wide-angle scanning.

I. INTRODUCTION

With the rapid development of modern communi-
cation technology, the antenna is indispensable as the
carrier of electromagnetic waves and current conversion.
In some specific engineering applications, the antenna is
required to have high gain and strong directivity, or the
antenna pattern can be scanned, then a single antenna is
often not qualified. The main method to solve the prob-
lem is to adopt an array antenna.

Periodic arrays are widely used due to the conve-
nience of mathematical treatment and assembly of the
array structure. In general, the main lobe resolution
of an array is inversely proportional to the aperture. If
the periodic array is required to have high resolution,
the aperture will be large, leading to an increase in the
number of array elements and production costs [1]. On
this basis, to reduce the cost and system complexity,
it is generally expected to design the large array into

a sparse array or sub-array form. The sparse array is
used to randomly sparse on the same aperture as the
full array [2]. The array element spacing is usually
not fixed and can be any value. The sparse array can
satisfy the required radiation characteristics with fewer
array elements, which not only simplifies the antenna
structure and feed network, reduces the overall weight
of the system, but also greatly reduces the cost of the
system [3]. In the optimized design of a sparse antenna
array, unequally spaced array element positions lead
to a complicated nonlinear optimization. To solve this
problem, setting the element spaces as integer multiples
of a suitably chosen basic spacing simplifies the design
procedure. As GA possesses intrinsic flexibility to
a nonlinear problem, it is mature in optimizing the
unequally spaced arrays. In addition, some antennas
based on GA are proposed [4–6].

Due to the above advantages of a sparse array, the
United States carried out related research on the synthe-
sis of sparse arrays in the 1960s and successfully applied
the sparse array to HAPDAR radar [7]. The same beam
width and side-lobe level can be achieved when the num-
ber of sparse array elements is 50% of the full array. With
the rapid development of sparse array technology, it has
been well applied in Cobra Dane [8], TechSat21 space-
based radar [9], SIAR, Sea-based X-band radar (SBX),
SKA giant Square Kilometer Array [10], and other sys-
tems. Some ultra-wideband phased array antennas have
been proposed [11–13]. Compared with this literature,
The paper has some advantages as shown in Table 2.

Referring to the literature, it can be seen that most
of the researchers on sparse array focus on the opti-
mization of the algorithm, which only focuses on the
theoretical part and less on the practical part [14]. This
paper focuses on the practical part, and a novel sparse
array based on a genetic algorithm is systematically
designed, optimized, and fabricated. Considering that the
practice environment is a missile-borne antenna, how to
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design an ultra-wideband array antenna with wide-angle
scanning, lightweight and high integration are diffi-
cult. Through many experiments, the log periodic dipole
antenna (LPDA) with an exponential shape is selected as
the antenna element. The overall sparse array can oper-
ate from 2.7 to 12 GHz (120%) with 40 antenna ele-
ments. Simulation results show that the beam pointing
accuracy is better than 10 degrees, the azimuth scanning
angle is ±45◦, and the pitching scanning angle is ±30◦.
It is shown that the proposed sparse array significantly
reduces the number of antenna elements.

II. DESIGN PROCESS
A. Sparse configuration

In the case of random array element distribution,
there are many resonant points of the array that are not
at the center frequency, which will lead to impedance
mismatch. When the spacing of array elements is too
large, there will be a gate flap, which will affect the
antenna array gain. Therefore, it is necessary to use a
genetic algorithm to optimize the array layout to deter-
mine the physical layout of the antenna array under the
given constraints and obtain the radiation direction graph
that meets the desired performance index. In GA, the fit-
ness function is used to evaluate the merits and demerits
of each individual, which is usually constructed accord-
ing to the optimization target requirements of specific
problems. In this paper, the antenna position is taken as
the decision variable and the sidelobe level of the sparse
array is reduced as the optimization objective to con-
struct the fitness function. The starting point of array
antenna theory is the principle of superposition. The
principle is applied to the far-region radiation field of the
array antenna, which is the principle of direction graph
multiplication. According to the principle of direction
graph multiplication:

s = elρat ·AF (Ø) , (1)
where elρat is the element factor. AF (Ø) is the array
factor, which is related to the position of the antenna
element in the array. The flowchart of the adopted GA
is shown in Fig. 2 (a), and the population size NP
is 50 when the initial population is formed. Encoding
using real number coding, each optimized variable as a
basis to construct the dye body. To achieve the required
beamwidth while controlling the gain, the fitness func-
tion (2) was constructed according to the maximum E-
plane beamwidth:

f it =
1

a(G−GT )+b(BW −T BW )
,a+b = 1, (2)

where G is the main lobe phase-to-gain, GT is the tar-
get main lobe phase-to-gain; BW is the beam width, and
TBW is the target beam width. By adjusting the weight
system number a and b to adjust the weight balance and
beam width, a=0.8 and b=0.2 were selected according to

the root data. As the beam width and the gain increase,
the fitness function approaches zero. In the selection pro-
cess, the crossover probability is 0.8 and the mutation
probability is 0.05. When the global optimal solution is
obtained or the iteration limit is reached, the iteration is
stopped and the optimization variable is output.

The number of sparse array units is necessary, which
can reduce the cost. As shown in Fig. 1, it realizes the
same characteristics as a full array with fewer units. In
this paper, the scanning angle of the antenna array is
different in azimuth and pitch direction. The azimuth
needs to realize -45 to +45 degree scanning and the pitch
needs to realize -30∼+30 degree scanning. If a rectangu-
lar grid is adopted, as shown in Fig. 2 (b), the final rect-
angle grid determined by antenna element spacing is dx=
0.014 m, dy=0.0156 m. The number of antenna elements
required by the conventional rectangular raster antenna
array is 230 and the spacing between elements is 0.5λ .
The final number of units is determined to be 40 shown
in Fig. 2 (c) and the dimensions are 300 mm × 300
mm. The degree of sparsity reached 17% and the average
inter-element spacing of the antenna is 0.2λ when work-
ing in the low-frequency band. Considering the physi-
cal size of actual antenna elements, the minimum spac-
ing between adjacent elements is 30 mm. Through the
random array optimization algorithm, no grating lobes
appear in the visible area when the antenna array is
scanned in the area of azimuth plane 45 degrees and pitch
plane 30 degrees. The convergence accuracy reaches the
ratio of main and side lobes no less than the target value
of 10 dB and the beam width no more than 35◦. Ideally,
the scanning results of the designed sparse array at 12
GHz are shown in Fig. 3. It can be seen that the antenna
can scan up to 45 degrees in the azimuth plane and 30
degrees in the pitching plane accurately.

Fig. 1. Alignment of expected and reconstructed direc-
tional graphs.
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(c)

Fig. 2. Sparse layout: (a) Flowchart of genetic algorithm.
(b) Rectangular grid. (c) Sparse layout.

B. Design of the antenna unit

In the case that the theoretical design is finished, the
next step is to verify whether the actual situation is real-
ized. After the number and placement of array elements

 
(a)

 
(b)

Fig. 3. Scanning results: (a) Azimuth plane with scan-
ning at 45 degrees. (b) Pitching plane with scanning at
30 degrees.

are determined, the structure of array elements needs to
be designed. To put 40 antenna units in a finite aperture,
a variety of UWB antennas are compared such as a cor-
rugated horn, ridged horn, a helical antenna, and so on
[15]. To meet the index requirements of a sparse array,
various LPDA models are simulated in the design pro-
cess.

Figure 4 (a) shows the contour shape of LPDA
with the director. The model can improve the antenna
directivity greatly, but the impedance-matching effect
is bad. Figure 4 (b) shows the LPDA with a dielectric
lens. This structure is beneficial to improve the radia-
tion efficiency of the antenna, but the cost of the lens
is high. Figure 4 (c) shows the LPDA of the Koch fractal
structure. Considering the performance of antenna ele-
ments and elements in the array, the printed LPDA is
selected.

Figure 5 (a) shows the front view of improved
LPDA, which is printed on a 1.016 mm dielectric sub-
strate with a relative dielectric constant of 3.0 and a loss
tangent of 0.002. To achieve miniaturization, unneces-
sary triangular areas are cut by the dielectric substrate.
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(a)

(b)

(c)

Fig. 4. Schemes: (a) The contour shape of LPDA with a
director. (b) LPDA with a dielectric lens. (c) LPDA of
Koch fractal structure.

For traditional LPDA, the dimensions and spacing of
each oscillator are determined by the same scale factor
τ [16]:

τ =
lm

lm+1
=

wm

wm+1
=

dm

dm+1
, (3)

where, lm and wm are the full length and width of the
Mth symmetric bit. dm is the distance between the Mth
symmetric bit and the Mth+1 bit. While keeping the
length of the shortest and longest oscillator constant, the
Vivaldi curve is adopted to cut the size of the remaining
oscillators, which can not only reduce the transverse size
to a certain extent but also improve the antenna gain in
the operating frequency band [17]. The Vivaldi curve is
expressed as follows:

y = c1e−Rz + c2, (4)

c1 =
y2− y1

e−Rz2 − e−Rz1
, (5)

c2 =
y1e−Rz2 − y2e−Rz1

e−Rz2 − e−Rz1
, (6)

where (y1, z1), (y2, z2) are the coordinates of starting
and ending points of the curve respectively, and R is
the gradient rate. The contour shape of LPDA can be
changed by adjusting R. Here, we choose R to be 21.4.

Figure 5 (b) shows the overall structure of improved
LPDA and the feeding structure in detail. A pair of metal
isolation plates with a distance of 4 mm is added to the
front and back sides of each antenna element to avoid
serious coupling in the subsequent sparse array design.
Considering the processing feasibility, a metal rectangu-
lar plate is added between the isolation plate and the
printed dielectric plate as support. The antenna is fed
by a coaxial cable, which passes through the reflection
plate and feeds from the bottom [18]. The outer con-
ductor is welded directly to the antenna. The dielectric

(a)

(b)

(c)

Fig. 5. The structure of LPDA antenna element: (a) Front
view. (b) 3D view. (c) Fabricated antenna.
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between the inner and outer conductor is higher than the
outer conductor. The feeding structure plays a role of
a broadband unbalanced-to-balanced converter without
affecting the radiation of the antenna, making it easier to
achieve impedance matching. The fabricated antenna is
shown in Fig. 5 (c). The final dimensions of the proposed
LPDA are shown in Table 1.

Table 1: Dimensions of the Proposed Antenna Element
(unit: mm)
Symbol Value Symbol Value

w 56 l9 24
l 64 d9 7.5

w0 1.2 lq 12
l0 61 hq 16
w1 23.4 hb 3
w9 6 τ 0.8

C. Design of antenna array

After the unit design is completed, 40 antenna units
are arranged according to the positions shown in Fig. 2.
However, due to the idealization of the genetic algorithm,
the position of some antenna elements needs to be further
adjusted. The model of the sparse array after coordinate
optimization is shown in Fig. 6.

(a)

(b)

Fig. 6. The sparse array model: (a) Simulated sparse
array. (b) Fabricated sparse array.

III. SIMULATED AND MEASURED
RESULTS

A. Active standing wave ratio results

The simulated active VSWR < 3 bandwidth of the
antenna is from 3 to 12 GHz (120%), as shown in Fig. 7.
It can be seen that the active standing-wave ratio of indi-
vidual units at individual frequency points exceeds 3.
From Fig. 8, the results show the array antenna has a
return loss of greater than 10 dB over an ultra-wide fre-
quency band (approximately 5:1) for each unit. The oper-
ating frequency band of the array antenna is wider than
that of the other antenna. However, when 40 units work
simultaneously, individual units will not affect the array
effect.

Fig. 7. Active VSWR simulated results.

Fig. 8. S Parameter results.

Active VSWR of some units in the array environ-
ment was measured by Popular Portable Phasor Network
Analyzer (PNA) as Fig. 9 shows. Due to the limited
space in this paper, feeding measured results of four ports
mentioned in Fig. 6 are given in Fig. 10. It can be seen
that the active standing wave ratio of the antenna units is
less than 3.
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Fig. 9. Active VSWR test environment.

Fig. 10. Active VSWR measured results.

B. Radiation pattern results

The radiation pattern was tested in the Microwave
Anechoic Chamber using a planar near-field scanning
technique as Fig. 11 shows. Figures 12 and 13 are the
lobe diagrams at the azimuth plane with scanning 45
degrees and the pitching plane with scanning 30 degrees
at 3.4 GHz, 6.5 GHz, and 11.5 GHz.

Fig. 11. Radiation pattern test environment.

(a)

(b)

(c)

Fig. 12. Radiation pattern in azimuth plane with scanning
45 degrees: (a) 3.4 GHz, (b) 6.5 GHz, (c) 11.5 GHz.



JIANG, ZHENG, XUAN, NIE: A NOVEL ULTRA-WIDEBAND WIDE-ANGLE SCANNING SPARSE ARRAY ANTENNA 106

(a)

(b)

(c)

Fig. 13. Radiation pattern in pitching plane with scan-
ning 30 degrees: (a) 3.4 GHz, (b) 6.5 GHz, and (c) 11.5
GHz.

Figure 14 shows the measured gain results. The gain
of the proposed sparse array antenna is lower than that
of the periodic array antenna with the same aperture.
The decrease in gain is approximately proportional to the
decrease in the number of active array elements, and the
side-lobe is higher than that of the periodic array antenna
with the same aperture. Therefore, when the gain and
sidelobe requirement is not high, this sparse array can
be used to achieve good performance with fewer antenna
elements.

Table 2: Comparison with prior Literature
Ref. Units BW Scanning

Angle

[11] 256 3:1 ±45◦
[12] 64 5:1 ±45◦
[13] 64 3:1 ±60◦

This Work 40 5:1 ±45◦

Fig. 14. Measured and simulated gain.

IV. CONCLUSION

A new linearly polarized sparse array antenna with a
small number of elements, well-controlled side-lobe lev-
els, and wide-angle scanning is introduced. The sparse
array is designed to replace the traditional periodic array
to obtain better performance while reducing cost. The
overall antenna has an impedance bandwidth of 120% for
active VSWR < 3. The measured result overlapped fre-
quency band covers the range of 2.7 – 12 GHz. The sim-
ulation and measurement results indicate that the sparse
array antenna can scan up to ±45◦ in the azimuth plane,
and up to ±30◦ in the pitching plane. The demonstrated
sparse array is a good candidate for popular S-band, C-
band, and X-band applications, such as satellite commu-
nications.
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Abstract – During the operation of high-speed trains, the
pantograph will inevitably have occasional and instanta-
neous separations from the power supply line, resulting
in the pantograph catenary arc (PCA). The diverse states
of PCA generated in different sections of the power sup-
ply line will lead to various electromagnetic interference
(EMI). To study the transient characteristics of PCA,
firstly, the voltage and the dissipative power of PCA at
the common and neutral sections of the power supply
line are analyzed and calculated respectively. Secondly,
two PCA models that describe the different PCA states
are established based on the improved Habedank arc
model. Finally, the high-frequency transient voltage and
current of the PCA when high-speed trains pass through
the common and neutral sections at different speeds are
obtained by simulation. In this paper, we comprehen-
sively study the model and the transient characteristics
of PCA, which provides a theoretical basis and relevant
data for further study of its EMI.

Index Terms – arc model, dissipative power of arc, elec-
tromagnetic interference, pantograph-catenary arc.

I. INTRODUCTION

The electromagnetic interference (EMI) produced
by the pantograph catenary arc (PCA) of high-speed
trains not only affects the surrounding electromagnetic
signal, such as communication and navigation signals
of airports [1–3] but also impacts the electronic equip-
ment of high-speed trains, such as speed sensors [4–6].
Therefore, it is significant to study the characteristics of
PCA. However, the existing research on the model and
the characteristics of PCA is not comprehensive.

Some researchers proposed an aerial catenary
nonuniform transmission line model to predict the longi-
tudinal propagation characteristic of PCA [7]. The char-
acteristics of the instantaneous voltage and current of
PCA were studied based on the improved Habedank
arc model in Ref. [8, 9]. The electromagnetic radiation
(EMR) from the PCA of the subway has been measured
and analyzed in [10]. Scholars further analyzed the rela-
tionship between the EMI of PCA and train speed [11].
Furthermore, S. Barmada and his research team have
conducted in-depth research on arc detection in real-time
Railway applications. They proposed an arc detection
method based on a support vector machine, which can
detect and locate the arc with great accuracy and obtain
useful information on the pantograph/catenary state [12–
14]. Their research results can provide a reference for
further study on the characteristics of PCA. However,
in the existing research, many studies did not take into
account the different locations and states of PCA.

As an extension of previous works, firstly, the dif-
ferent states of PCA generated at two typical positions
of the power supply line–common and neutral sections
are analyzed. Secondly, the voltages and the dissipa-
tive powers of PCA in two different states are calcu-
lated respectively, which are used to modify the Habe-
dank arc model. Thirdly, the PCA models at the common
and neutral sections are established respectively based on
the improved Habedank arc model. Finally, the transient
voltage and current of the two kinds of PCA are obtained
by simulation, and their transient characteristics are ana-
lyzed. The research results of this paper can provide a
theoretical basis for the comprehensive study of the EMI
and EMR caused by PCA.
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II. ANALYSIS OF THE STATES OF PCA
A. Formation process of the PCA

High-speed trains get electric power by connect-
ing their pantograph to the power supply line. It can
be seen from Fig. 1 that the pantograph has occasional
and instantaneous separations from the power supply
line during the running of a high-speed train. The high
voltage between them is enough to spark the air in the
gap, resulting in discharge. Besides, the arc root of the
PCA moves forward with the train on the power supply
line, which will lengthen the PCA, reduce its radius and
increase its resistance. As the train continues to move
forward, the length of PCA becomes longer. When the
energy absorbed by the PCA cannot meet the energy con-
sumed, the arc will be extinguished.

 

Power Supply Line 

Pantograph 

Instantaneous 
 
Separation 

Air Spark-over 

PCA is Elongated Absorbed Energy < 
Consumed Energy 

Fig. 1. Simplified process of the PCA formation.

B. States of the PCA at the common and neutral
sections

The reason for generating the PCA at the common
sections is that there are some fixed hard points on the
power supply line and the vibration of the pantograph.
At this time, the separation distance between the panto-
graph and the power supply line is short. Therefore, it
can be assumed that the PCA generated here is perpen-
dicular to the horizontal plane of the train roof. Namely,
the arc length of PCA at the common section (Lcom) is
approximately equal to the separation distance (ds), as
shown in Fig. 2.

PCA 
 

Power Supply Line 

Steel Rail 

Pantograph 

Lcom = ds 

Power Supply Line 

Pantograph 

d 
Air Current 
v 

v 

Fig. 2. Diagram of the PCA generated at the common
section.

The reason for generating the PCA at the neutral
sections is that the pantograph needs to be separated

from the original power supply line and entered into the
neutral line to realize the voltage phase conversion, as
shown in Fig. 3.

B-phase Line 
 PCA generated here 

 

A-phase Line 

Steel Rail 

Neutral Line 
 

Fig. 3. Diagram of the train passing through the neutral
section.

At this time, the ds is long and the angle between the
PCA and the horizontal plane of the train roof cannot be
ignored, as shown in Fig. 4.

Lneu 

PCA 

Power Supply Line 

Steel Rail 

Pantograph 
ds

Power Supply Line 

Pantograph 

Air Current 

v 

d 

Fig. 4. Diagram of the PCA generated at the neutral
section.

III. CALCULATION OF THE ELECTRICAL
PARAMETERS OF PCA

The characteristics of an arc are related to the length,
diameter, voltage, current, and dissipative power of the
arc. Among them, dissipative power includes three parts:
conducted power, convective power, and radiated power.
Because the PCA is affected by transverse or longitu-
dinal arc blowing, it carries out convective heat dis-
sipation. Therefore, the conducted power can be com-
pletely ignored. Besides, the convective power generally
accounts for more than 80% of the dissipative power,
which is the main way of PCA heat dissipation [15].

The convective power can be obtained by:
Pk = PkT + pkL, (1)

where Pk is the convective power, PkT and PkL are the
convective power generated by the transverse arc blow-
ing and the longitudinal arc blowing respectively.

Because the states of PCA generated at the common
and neutral sections are different, the Pk will be different
at those two sections. Therefore, it needs to be studied
separately.
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A. Electrical parameters of the PCA at the common
section

The PCA at the common section is almost vertical,
as shown in Fig. 2. Therefore, only convective power
generated by transverse arc blowing exists. Refs. [16]
and [17] give the calculation methods of the convective
power per unit length generated by a transverse blowing
arc (PkT′ ) and the diameter of arc (d). To facilitate the
subsequent comparison with the measured data, the unit
of speed is converted from m/s to km/h. So the PkT′ and
d can be derived by:

PkT
′ = 0.1464d(v+36)1.5, (2)

d = 1.5369

√
iarc

v+36
, (3)

where v is the moving speed of the arc, which unit is
km/h; iarc is the current of PCA.

The PkT′ can be calculated by Eqs. (2) and (3):
PkT

′ = 0.225
√

iarc (v+36). (4)
The separation distance between the pantograph and

the power supply line can be got by [8]:
ds = 4.571×10−5v2 +0.238v−1.411, (5)

where ds is the separation distance, and which unit is
mm.

As shown in Fig. 2, the arc length of PCA at the
common section and ds are equal. According to Eqs. (1),
(4), (5), the convective power of PCA at the common
sections

(
Pk(com)

)
can be obtained by :

Pk( com ) =
√

iarc

(
1.028×10−5v3 +0.053v2 (6)

+1.61v−11.429) .
Based on Eq. (6), it can be deduced that the dissi-

pative power of PCA at the common section (Ploss(com))
is:

Ploss(com) =
Pk(com)

80%
=
√

iarc(1.285×10−5v3 (7)

+0.066v2 +2.013v−14.286).
According to [8], when PCA is in a stable state, there

is a 15 times relationship between its voltage and length.
Thus, based on Eq. (5), the voltage of PCA at the com-
mon section can be expressed as:

Earc1 = 15Lcom ≈ 15ds (8)

= 6.857×10−4v2 +3.57v−21.165 ,

where Earc1 and Lcom are the voltage and length of PCA
at the common section respectively.

B. Electrical parameters of the PCA at the neutral
section

As for the PCA at the neutral section, ds is longer
and not equal to Larc of the PCA at the neutral section
(Lneu). Thus, both PkT and PkL exist because the PCA has
an angle with the horizontal plane as shown in Fig. 4.
At this time, the Larc will be elongated because of the

multiple external forces, and its stress diagram is shown
in Fig. 5. Where Fwind is the wind load force, and the
direction is opposite to the running direction of the train;
Ff loat is the thermal buoyancy force, and the direction is
vertical and upward; Fm is the magnetic force, and the
direction is related to the direction of the magnetic field.

windF  

floatF

mF  
Running direction of the 
train v 

Fig. 5. Force diagram of the PCA under the multiple
external forces.

It is assumed that the PCA moves at a uniform speed
in a short time, and the mass density of the PCA is very
small at high temperatures. So its mass can be ignored.
Therefore, the resultant force on the PCA is:

Fwind +F f loat +Fm = 0, (9)

where:⎧⎨⎩ Fwind = 0.04(μ2μsγwind ) ·ρair Vwind
2 ·πrarc larc

Ffloat = (ρair −ρarc ) ·gπrarc
2larc

Fm = larc (Iarc ×B)
,

(10)
where larc, Iarc, and B are the length, current vector, and
magnetic induction intensity of the arc microelement.

The PCA can be regarded as a chain model con-
nected by many cylindrical current elements. Therefore,
Fm can be refined into the magnetic field force on each
current element. The model of the cylindrical current ele-
ment is shown in Fig. 6.

Fig. 6. Magnetic field calculation model of cylinder cur-
rent element.
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Based on the Biot-Savart Law, the magnetic
induction intensity generated by current J in the current
element at P is:

dB =
μ0

4π
(J× r0)/r2dV. (11)

According to the arc chain model and Eq. (11), it can
be deduced that the magnetic induction intensity gener-
ated by the cylindrical current element at P is:

B =
μ0

4π

∫∫∫
V

J(ρ)× r
r3 dV (12)

= α0 μ0

4π

∫ π

0

∫ R

0

(sinα1− sinα2)cosγ
R0

J(ρ)ρdρdϕ.

The sum integral of the magnetic field generated by
the current loop flowing through the arc is calculated
by Eq. (12). Then, the comprehensive magnetic field at
the gravity center of each arc current element can be
obtained by coordinate transformation [18].

The values of other relevant parameters in Eq. (10)
are shown in Table 1.

Table 1: Relevant parameters of the force calculation of
arc microelement [19]

Name Value Name Value

μz Coefficient of
wind pressure

height variation

1.17 ρarc Air density in
high temperature

of arc area

1.295
kg/m3

μs Coefficient of
wind load shape

0.76 γarc Arc radius 0.0013
mm

γwind Coefficient of
uneven wind

pressure

0.67 vwind wind speed Equal to
the train

speed
ρair Air density 0.022

kg/m3
g Gravitational

acceleration
9.8 m/s2

Assuming that ds is 5 mm, the initial length of PCA
is equal to ds. The length change of PCA caused by the
external force can be obtained by simulation, as shown
in Fig. 7.

Fig. 7. Diagram of the Lneu change caused by the external
force.

The simulation results show that the length of PCA
increases with the arcing time, and the maximum of Lneu
is about 8.4 mm. Therefore, Lneu is about 1.68 times that
of ds. The Lneu can be derived by Eq. (5):

Lneu ≈ 1.68ds = 7.679×10−5v2 +0.4v−2.37. (13)
The PkL per unit length of the PCA (P′kL) can be

expressed as [16]:

P′kL = 0.2182d2v
∫ T c

T0

CdT, (14)

where P′kL is produced by heating air from temperature
T0 to the average temperature of the arc TC. T0 and TC are
4000 K and 9500 K respectively. C is the heat capacity
coefficient of air, and C is [20]:

C ≈ 0.41
T

. (15)

The P′kL can be derived by Eqs. (3), (14), and (15):

P′kL = 0.18iarc
v

v+36
. (16)

The convective power of the PCA at neutral sections
(Pk(neu)) can be obtained by Eqs. (1), (4), (13), and (16):

Pk( nen ) =

[
0.225

√
iarc (v+36)+0.18iar

v
v+36

]
(17)

·
(

7.679×10−5v2 +0.4v−2.37
)

.

It is similar to the above, the dissipative power
(Ploss(neu)) and the arc voltage (Earc2) of the PCA at the
neutral section is:

Ploss(neu) =
pk (neu) )

80%

=

[
0.281

√
iarc (v+36)+0.225iarc

v
v+36

]
·
(

7.679×10−5v2 +0.4v−2.37
)
, (18)

and:

Earc 2 = 1.152×10−3v2 +6v−35.55. (19)

IV. MODELING AND SIMULATION OF THE
PCA

A. Establishment of the PCA model

The Habedank model is the classical arc model, and
its equation is:⎧⎪⎪⎨⎪⎪⎩

dgC
dt = 1

τC

(
iarc

2

E2
0 gC
−gC

)
dgM
dt = 1

τM

(
i2arc
P0
−gM

)
1
g = 1

gC
+ 1

gM

, (20)

where gC/τC and gM/τM are the arc conductance/time
constant of the Cassie and Mayr arc model respectively.
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Besides, E0 and P0 are the voltage and the dissipative
power of the arc, and they are assumed to be constants in
this model.

However, it can be seen from the above research that
Earc and Ploss are not constants in practice. Therefore, it
is necessary to modify the Habedank arc model to make
it conform to the actual situation of PCA. Besides, it also
needs to distinguish the different states of PCA at the
common and neutral sections.

According to Eqs. (7), (8), and (18-20), the arc mod-
els of PCA generated by the high-speed train passing
through common and neutral sections are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dgC

dt
=

1
τC

[
iarc

2

(6.857×10−4v2 +3.57v−21.165)2 gC
−gC

]
dgM

dt
=

1
τM

×
[

0.8iarc
2

√
iarc (1.028×10−5v3 +0.053v2 +1.61v−11.429)

−gM

]
1
g
=

1
gC

+
1

gM

,

(21)
and:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dgc
dt = 1

τ0gα

[
i2acc

(1.152×10−3v2+6v−35.55)
2
gc
−gc

]
dgM
dt = 1

τ0gα{
0.8i2αcc

[0.225
√

iacc(v+36)+0.18iacc
v

v+36 ]·(7.679×10−5v2+0.4v−2.37)

−gM

}
.

1
g = 1

gc
+ 1

gM

.

(22)

B. Transient characteristics of the PCA

The transient voltage and current of PCA can be
simulated and calculated by Eqs. (21) and (22).

Because the distance from the traction substation to
the nearest neutral section is 25 km, it can be assumed
that the PCA occurs in the middle of them. Namely, the
distance between PCA and the traction substation is 12.5
km. The characteristic curves of the transient voltage and
current of PCA when the train passes through this posi-
tion at 80 km/h, 150 km/h, and 250 km/h are calculated
by simulation, as shown in Fig. 8.

Similarly, the characteristic curves of the transient
voltage and current of PCA when the train passes
through the neutral section at 80 km/h, 150 km/h, and
250km/h are shown in Fig. 9.

As shown in Figs. 8 and 9, the EMI radiated by
the PCA will produce strong voltage and current pulses.
At the common section, the maximum transient voltage
pulse is about 19000 V (v=250 km/h), and the maxi-
mum transient current pulse is nearly 170 A. At the neu-
tral section, they are approximately 29000 V and 350 A
respectively (v=250 km/h).

(a) Curve of the transient voltage varying with train
speed at the common section

(b) Curve of the transient current varying with train
speed at the common section

Fig. 8. Transient characteristic curve of the PCA at the
common section.

(a) Curve of transient voltage varying with train speed at
the neutral section

(b) Curve of transient current varying with train speed at
the neutral section

Fig. 9. Transient characteristic curve of the PCA at the
neutral section.
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C. Experimental validation

The PCA Test System is used to measure the elec-
trical characteristics of PCA. It is composed of a PCA
generator and test system, as shown in Fig. 10. Where
the variable frequency motor is used to drive the wheel
to rotate to simulate the mutual movement of the power
supply line and the pantograph, and the arrow direction
indicates the moving direction. Besides, the servo motor
and roller screw drive are used to simulate the movement
of the pantograph [21].

PCA Test System

PCA Test System

PCA Generator Test System

Fig. 10. The PCA Test System.

The voltage and current of PCA are measured by
using the PCA Test System (v=250 km/h). Therefore, the
wheel speed is set to 250 km/h, and the voltage and cur-
rent of PCA are shown in Fig. 11.

The test results show that the maximum voltage is
about 19.5 kV and the maximum current is nearly 185
A at the common section. While they are approximately
29.6 kV and 355 A respectively at the neutral section.

Fig. 11. Test results of electrical characteristics of PCA.

The test results are consistent with the simulation results,
so the above PCA models are correct.

V. CONCLUSION

The models and transient characteristics of PCA
at the common and neutral sections are studied in this
paper. The conclusions are as follows:

1) The PCA at common and neutral sections have dif-
ferent models because of their different states.

2) The EMI of PCA at the neutral section is more
serious than that at the common section, which is
reflected in the obvious increase of the peak value
and high-frequency component of the transient volt-
age and current.

3) The peak and high-frequency component of the
transient voltage and current will increase signifi-
cantly with the train speed, which will increase the
radiation intensity of PCA. Therefore, the faster the
train speed, the more serious the EMI of PCA.

4) The main reason why the train speed affects the
characteristics of PCA is that the speed will cause
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the change of arc length, and then affect the voltage
and the dissipative power of PCA.

To summarize, the EMI intensity of PCA will vary
with the change of arc position and train speed, which
can provide a research basis for the protection of the EMI
of high-speed trains.
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Abstract – A printed dual-band antenna is designed to
resonate at 3.5 GHz with the measured gain of 6.38 dBi
and at 5.5 GHz with that of 5.84 dBi for the WiMAX
application. The bandwidth of this antenna at 3.5 GHz
and 5.5 GHz is 8% and 5%, respectively. The radia-
tion efficiency of 91.45% is obtained at 3.5 GHz and
that of 89.56% at 5.5 GHz. A novel approach based on
the perturbation technique is used to relate the resonant
frequency to the electromagnetic energy stored and the
volume of the proposed antenna’s structure. The dual
resonant length of this antenna is determined by a pa-
rameter named as the length reduction factor, which is
computed by the curve fitting method. A polynomial
equation connects the length reduction factor and res-
onance frequency. The resonant cavity model has been
used to derive the resonant frequency equations for dual
bands. The simulation and measured results are used
to validate the analytically predicted resonant frequency
caused by the structure perturbation and cavity technique
and show good agreement. This antenna is fed by a bal-
anced parallel plane, which conveniently facilitates the
PCB’s integration.

Index Terms – curve fitting, electric and magnetic
energy, perturbation technique, polynomial equation,
printed antenna, resonant cavity, WiMAX band.

I. INTRODUCTION

Around the world, every domestic and official activ-
ity has been computerized. As a result, high-speed inter-
net access in emerging countries’ rural areas is required.
Orthogonal Frequency Division Multiplexing (OFDM)
can be incorporated into WiMAX to provide a higher
data rate without selective fading. A printed or microstrip
antenna is the ideal tool for transmitting and receiv-
ing the WiMAX band of frequencies. It is affordable,

lightweight, and takes up less space on mobile phones,
laptops, and other electronic devices.

Numerous antennas for the WiMAX band that oper-
ate at 3.5 GHz and 5.5 GHz have been documented in the
literature. These types include printed monopoles, ring-
shaped patches, defective ground plane antennas, meta-
material loaded antennas, and MIMO antennas, accord-
ing to Refs. [1–15]. In addition, coplanar waveguide-fed
microstrips, Minkowski-Sierpinski carpet fractal con-
structed, complementary split-ring resonator-based, me-
ander line slotted antennas, and Vicsek Fractal slotted an-
tennas are reported in [16–26].

In order for a WiMAX signal to traverse a great dis-
tance, the antenna gain is critical. The gain of these re-
ported antennas is lower. The antennas listed in the lit-
erature have either a full or partial ground plane, and
most of them employ a microstrip line as a feeder, which
necessitates the ground plane. Because the RF currents
are carried via the pair of tracks on the printed circuit
board (PCB), it is difficult to integrate the antenna with
microwave or RF printed circuitry. This challenge is a re-
sult of the ground plane being a part of the antenna struc-
ture. The feeder lines in these reported antennas are un-
balanced, although the tracks on the PCB are balanced.
Consequently, compatibility issues exist between these
antennas and the PCBs of high-frequency circuitry.

A novel mitigation strategy is proposed in this arti-
cle to address these issues. A printed antenna is designed
to radiate in the WiMAX band (3.5 GHz and 5.5 GHz)
with a balanced line feeder. This proposed antenna does
not require any full or partial ground plane as a part of
the feeding structure, which facilitates the uniform field
distribution. As a result, it is self-shielding to some ex-
tent. As it has a balanced line feeder, integrating this
proposed printed antenna with the PCB of RF circuitry
is very compatible. The gain of this proposed antenna
is much better than that of those antennas reported in
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the literature. The analytical expression for the resonant
frequency of this proposed antenna is derived with the
aid of perturbation and the resonant cavity method. This
theoretical concept of perturbation is applied to the per-
mittivity measurement of polystyrene mixed with carbon
black fillers [27], and the computation of resonant fre-
quency in a rectangular dielectric resonator antenna [28].

II. ANTENNA DESIGN

The dimensions of the proposed dual-band printed
antenna are 48.5 mm × 97 mm × 1.6 mm. The RT
Duroid 5880 substrate was used to make this antenna,
which has a relative permittivity of 2.2. A pair of bal-
anced copper strip lines are printed to feed RF current
into the radiating patch, with the appropriate length (Lf)
and width (Wf) determined by the CST Studio Suite sim-
ulator to deliver the optimum signal level to the patch
over the WiMAX band of frequency range.

This balanced line ensures a consistent electric field
distribution between the strips. This mechanism ensures

Table 1: Dimensions of antenna
Parameter Lf Wf Lr1 Lr2 Wr Wx
Dimension

(mm)

9 26 15.5 24 63 17

     
(a) 

     
  (b) 

Fig. 1. Perturbed antenna. (a) Top view. (b) Bottom view.
m = m1 at 3.5 GHz. m = m2 at 5.5 GHz.

self-shielding, which reduces the undesired radiation
from the feeder line. The proposed antenna’s top and
bottom views are depicted in Fig. 1, and its dimensions
are provided in Table 1. To move the resonance from
lower to higher frequency, the right-hand side edge of
the top patch and the corresponding region on the bot-
tom side are perturbed in this antenna. The unperturbed
antenna resonates at a lower frequency. Resonant cavity
modelling is used to calculate the length (Lr1, Lr2) and
width (Wr) of the patch and ground plane. The width
(Wx) is stretched along the Y-axis, whose dimension is
determined by CST Studio Suite simulation, in order to
enhance the gain.

III. RESONANT FREQUENCY ANALYSIS

The resonant frequency of this proposed antenna
is analyzed using the cavity model and perturbation
technique. With CST simulation and measurement us-
ing Vector Network Analyzer, the expected resonant fre-
quency derived from these two analytical techniques is
validated. All these results are matched well, ensuring
the accuracy of the analytical procedure.

IV. RESONANT CAVITY METHOD

This proposed antenna forms a cavity filled with RT
Duroid 5880 dielectric of a thickness (h) bounded by
(Lr1+Lr2) × Wr × h mm3. This resonant cavity sup-
ports two distinct resonant lengths, 3.5 GHz along Y-
axis and 5.5 GHz along X-axis, as shown in Fig. 1 (a),
causing a dual band of radiation. As there is no tapering
along the Y-axis, the resonant length along this axis is
constant, whereas the resonant length along the X-axis is
variable due to tapering. The expression for the resonant
frequency of these two bands is described in the follow-
ing sections.

A. WiMAX band of 3.5 GHz

Equation (1) states that for an antenna to resonant at
3.5 GHz, the resonant length along the Y-axis connect-
ing the radiating slots should be one half of the guide
wavelength (λ1) at 3.5 GHz:

Wr+2h = 0.5λ1, (1)
where electric field fringing at both ends along Y-axis is
incorporated as ‘2h’. This fringing field should be taken
into account due to the ground plane extension in the bot-
tom side of antenna. For microstrip or printed antenna
design, the resonant length extension can be approxi-
mated by h√

ε1
for one radiating edge [29]. Here it is taken

as ‘h’ approximately against the actual computed value
of 0.7h. ‘λ1’ can be computed from Eqn. (1) as follows:

λ1 = 132.4 mm. (2)
The length along the X-axis connecting the non-

radiating slots is not constant due to the presence of
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tapering and is represented by Eqn. (3). The effective
length will be less than ‘Lr2’, which is represented by
‘Lr2-m1’, where ‘m1’ is length reduction factor. The
value of ‘m1’ is 6.4mm, which is computed from MAT-
LAB program:

Lr1+Lr2−m1 = 33.1 mm = 0.3λ1. (3)
As there is no conductive plane extension at the

ground plane, fringing field is neglected at both left and
right edge of patch, compared to top and bottom edge.

Equation (4) represents the resonant frequency (f1)
corresponds to 3.5 GHz band [30]:

f1 =
150√

ε1

√(
P

Lr1+Lr2−m1

)2

+

(
Q

Wr+2h

)2

(4)

GHz = 3.497 GHz,
where Lr1, Lr2, m1, Wr and h are in ‘mm’.

‘P’ is an integer represents the half-cycle electric
field variation along the X-axis and Q for Y-axis. For
3.5 GHz, P=1 and Q=1 from Eqn. (3) and Eqn. (1),
respectively. As the ‘P’ has to be an integer to satisfy
the boundary condition requirements, the nearest integer
unity has been taken to satisfy the Eqn. (3). As the thick-
ness ‘h’ is very small, the field variation along the Z-axis
is negligible. The effective permittivity ‘ε1’ is given by
Eqn. (5) [30]:

ε1 =
εr +1

2
+

εr−1
2

[
1+12

h
W

]−0.5

= 2.1. (5)

W = W1= Lr1+Lr2-m1 at 3.5 GHz
W = W2= Wr + 2h at 5.5 GHz

The mode of operation at 3.5 GHz is Transverse
Magnetic to Z-axis (TMZ

110).

B. WiMAX band of 5.5 GHz

The resonant length condition for 5.5 GHz band is
given in Eqn. (6):

Lr1+Lr2−m2 = 0.5 λ 2. (6)
The length reduction factor ‘m2’ for this band is

16.9 mm, calculated from the MATLAB program. Equa-
tion (7) depicts the guide wavelength at 5.5 GHz.

λ 2 = 45.2 mm. (7)
The length which connects the non-radiating slots of

this 5.5 GHz band is represented by the Eqn. (8):

Wr = 63 mm = 1.39 λ 2. (8)
The nearest integers that satisfy the boundary condi-

tion of the cavity model are ‘P’ = 1 and ‘Q’ = 2. If ‘Q’
= 3 refers to the mode integer along the length linking
the non-radiating slots, the length reduction factor ‘m2’
in the MATLAB program turns negative, ruling out the

solution. The negative value of ‘m2’ refers to the length
extension rather than the intended reduction. To make the
‘m2’ positive, the mode integer ‘P’ has to be increased,
which does not mean full. ‘P’ should be ‘1’ because it
refers to the half-cycle field variation along the resonant
length. Moreover, the length extension of ‘2h’ due to the
fringing field is insignificant for the non-radiating side of
the patch as it regulates the impedance matching only at
the band of interest. Hence ‘Wr’ is the most significant
term for the integer value computation for ‘Q’ in Eqn.
(8). The resonant frequency (f2) expression for 5.5 GHz
band is given by Eqn. (9):

f2 =
150√

ε2

√(
P

Lr1+Lr2−m2

)2

+

(
Q

Wr

)2

(9)

GHz = 5.58GHz.
Equation (5) with the appropriate ‘W’ value is used

to calculate the effective permittivity ‘ε2’. The calculated
value is 2.13, and the mode of operation is TMZ

120.

C. Length reduction factor computation

The length reduction factor plays a more vital role in
the 5.5 GHz resonant band than in the 3.5 GHz band, as
it appears in the resonant length expression of 5.5 GHz.
The length along the X-axis varies almost linearly due
to tapering. Therefore, numerous resonance lengths are
feasible. One of these variable lengths has been set (ac-
tivated) for 5.5 GHz resonance by matching the port
impedance with the resonator exclusively for the 3.5 and
5.5 GHz bands, as depicted in Fig. 1 (a) as a red dashed
line. Whereas, all other frequencies are not matched,
hence those other resonant frequencies are not set. This
is demonstrated in Figs. 8 (a), (b) and Figs. 6 (c) through
(f). Therefore, ‘m’ specifies the length reduction neces-
sary to activate the specified band. A MATLAB program
is written to predict the ‘m1’ value for the 3.5 GHz band
and the ‘m2’ value for the 5.5 GHz band. Angle ‘α’
can be varied by varying the parameter ‘g’ as shown in
Fig. 1 (a), which alters the length of ‘Lr2’ to ‘Lr3’ as
given by Eqn. (10):

Lr3 = Lr2−g. (10)
The ‘α’and ‘Lr3’ can be related by the Eqns. (11a)

or (11b):

α = tan−1
[

Wr/2
Lr3

]
radian, (11a)

α =
180
π

tan−1
[

Wr/2
Lr3

]
degree. (11b)

The ‘m1’ or ‘m2’ value also varied accordingly,
influencing the resonant frequency in the 3.5 GHz or
5.5 GHz band. The resonant frequencies are noted from
the simulator for each ‘α’ or ‘g’ value. The ‘m1’ or ‘m2’
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value depends on the effective electrical length along the
X-axis. This is an unknown parameter. This ‘m1’ or ‘m2’
is predicted using the MATLAB program, whose algo-
rithm is listed below:

Step 1: Keep all the parameters are constant except ‘f1’
(‘f 2’) and ‘m1’ (‘m2’) in Eqn. (4) (Eqn. (9)) for the
3.5 GHz (5.5 GHz) band.

Step 2: Vary the ‘α’ or ‘g’ values and note the resonant
frequency in the CST Studio Suite simulator. Feed these
simulated resonant frequencies ‘f1s’ (‘f2s’) into MAT-
LAB program.

Step 3: Arbitrarily vary the ‘m1’ (‘m2’) value with the
step size of 0.001 mm and calculate the resonant fre-
quency as ‘f 1m’ (‘f 2m’) using MATLAB coding.

Step 4: Store the ‘m1’ (‘m2’) values when the devia-
tion between ‘f 1m’ (‘f 2m’) and ‘f1s’ (‘f2s’) is less than
0.0001 GHz.

The expressions that relate the ‘m1’ (‘m2’) values
with ‘f1’ (‘f2’) are derived with the aid of curve fitting
technique in MATLAB.

For 3.5 GHz Band, 3.044 GHz ≤ f1 ≤ 3.5 GHz,

m1 =−234.5 f 1
−1.904 +28.03, (12)

m1 =−6.425 f 1
2 +56.42 f 1−112.3. (13)

For 5.5 GHz Band, 4.568GHz ≤ f2 ≤ 5.51 GHz,

m2 =−1503 f 2
−2.861 +28.31, (14)

m2 = 1.324 f 2
3 −23.32 f 2

2 +142.5 f 2−281.5. (15)
Equation (12) and Eqn. (14) represent the general

power2 model. The linear polynomial of degree 2 and
3 models are represented by Eqn. (13) and Eqn. (15),
respectively. Among these models, the general power2

Fig. 2. Length reduction factor.

model relates the ‘m1’ (‘m2’) with ‘f1’ (‘f2’) better than
the linear polynomial of degree 2 or degree 3 model. The
R-square value is 1 for both models, which ensures the
best goodness of fit. Figure 2 depicts this relationship. As
the patch is perturbed, the resonant frequency is shifted
from a lower to a higher value as shown in Fig. 3.

Fig. 3. Resonant frequency shifts due to perturbation.

V. PERTURBATION TECHNIQUE

The solution of the homogeneous wave equation in
terms of vector potential (Az) for this proposed antenna
has been obtained using the differential equation method
(separation of variables). Then the fields and the expres-
sion for resonant frequency are derived from ‘Az’. This
approach leads to an exact solution for this antenna that
resembles an RT Duroid dielectric-loaded resonant cav-
ity. However, many electromagnetic field problems such
as microwave resonators, waveguides and antenna prob-
lems cannot be solved using the conventional differen-
tial equation method due to the mathematical complexity
involved in the structural definition and boundary con-
ditions. The perturbational method is an alternative ap-
proach for solving electromagnetic problems, including
antenna analysis. The word ‘perturb’ means to disturb
or to change slightly. The perturbational method is use-
ful for calculating the shift in resonant frequency due
to changes in the structure of the printed antenna. Two
kinds of structures involved in this proposed printed an-
tenna. One kind is the ‘unperturbed’ structure, for which
the resonant frequency is known (3.04 GHz at 3.5 GHz
band and 4.57 GHz at 5.5 GHz band), and the other is
the ‘perturbed’ structure, which is different from the un-
perturbed one. The perturbed and unperturbed printed
antennas are shown in Fig. 1 and Fig. 4, respectively.
The electromagnetic energy is stored in the volume of
3981.6 mm3 in the unperturbed antenna, bounded by
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(Lr1+Lr2) × Wr × h mm3. The right-hand side edge of
the antenna is perturbed in both patch and ground plane,
which reduces the conducting surface area in that region,
which in turn removes the volume of 1209.6 mm3.

                   
(a) (b)

Fig. 4. Unperturbed antenna. (a) Top view. (b) Bottom
view.

Consequently, the stored energy is also removed in
that volume governed by the removed surface area and
the thickness of the substrate. Equation (16) relates the
resonant frequency shift with the volume and energy
stored in the resonant cavity [31]:

fi− f0i

f0i
= ai =

Vα

V
=

Wiα

Wi
, (16)

where, ‘ fi’ is the shifted resonant frequency due to per-
turbation or resonant frequency of the perturbed antenna.
‘ foi’ is the resonant frequency of the unperturbed an-
tenna. ‘ai’ is the parameter that depends on the antenna
structure and the position of the perturbation. ‘Vα ’ is the
removed volume due to perturbation. ‘V’ is the volume
of the unperturbed antenna. ‘Wiα ’ is the removed energy
due to perturbation or stored energy in the volume de-
fined by the product of removed patch area and thickness
of the antenna. ‘Wi’ is the stored energy in the volume
defined by the unperturbed antenna:

i = 1 for 3.5 GHz band
i = 2 for 5.5 GHz band
A change in the input power to the antenna will not

affect the estimated frequency since the resonant fre-
quency shift is proportional to the change in stored en-
ergy relative to the total energy stored in the unperturbed
resonant cavity. For various input power levels, the stored
and removed energy level will be proportionally varied.
Consequently, the energy ratio will remain constant.

A. WiMAX 3.5 GHz band

The resonant frequency of the unperturbed antenna
‘ fo1’ is 3.04 GHz from Eqn. (4) with the effective value

of ‘m1’ equals −0.133. The physical value of ‘m1’
equals zero also predicts the resonant frequency of the
unperturbed antenna as 3.05 GHz, which is very close to
3.04 GHz. CST Studio Suite simulation demonstrating
3.04 GHz validates the calculated result. When it is per-
turbed at the right-hand edge, the frequency has shifted
to 3.5 GHz. More perturbation is taking place at the po-
sition where its magnetic field is maximum.

The resonant frequency shift ‘ f1’ caused by pertur-
bation in the antenna’s structure can be computed using
Eqn. (16):

V = (Lr1+Lr2)×Wr×h = 3981.6 mm3, (17)

V α = 0.5×Lr2×Wr×h = 1209.6 mm3. (18)
The electric and magnetic field expressions within

the antenna structure (taken as cavity resonator) are
given by Eqn. (19) to Eqn. (24) [30]:

Ex=
−jKzKx

ωμε Apqr Sin(Kxx)Cos
(
Kyy

)
Sin(Kzz) ,

(19)

Ey=
−jKzKy

ωμε Apqr Cos(Kxx)Sin
(
Kyy

)
Sin(Kzz) ,

(20)

Ez=
−j(k2

i −K2
z )

ωμε Apqr Cos(Kxx)Cos
(
Kyy

)
Cos(Kzz) ,

(21)

Hx=
Ky

μ Apqr Cos(Kxx)Sin
(
Kyy

)
Cos(Kzz) , (22)

Hy=
−Kx

μ Apqr Sin(Kxx)Cos
(
Kyy

)
Cos(Kzz) , (23)

Hz = 0. (24)
All of the above equations contain the mode-

dependent amplitude coefficient ‘Apqr’, which scales the
amplitude of all fields equally. As only TMz

110 mode ex-
ists in this 3.5 GHz band, the ‘Apqr’ value will be the
same for all fields. Therefore, its value is taken as unity.
Moreover, all fields can be normalized by this coefficient
to make its presence insignificant. The wavenumbers are
expressed by the Eqn. (25) to Eqn. (28):

Kx =
pπ

Lr1+Lr2−m1
= 95, (25)

Ky =
qπ

Wr+2h
= 47.46, (26)

Kz =
rπ
h

= 0, (27)

ki = k1 = ω1
√

με1. (28)
The field variation along the Z-axis is negligible be-

cause the antenna’s thickness is minimal to its operating
wavelength. The denominator of Eqn. (25) determines
the resonant length. The stored energy is computed for
the band of interest, such as 3.5 and 5.5 GHz. Hence,
the resonant length is the effective length along the X-
axis, which is considered for stored energy calculation.
The total energy stored in the electric field ‘We1’ and
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magnetic field ‘Wm1’ at 3.5 GHz of an unperturbed an-
tenna of volume ‘V’ is given by Eqn. (29) to Eqn. (32):

We1 =
ε1

2

∫∫∫
|Ez|2dv = 4.947KJ, (29)

with the integral limit for Eqn. (29), Eqn. (31) and Eqn.
(32): x = 0 to Lr1+Lr2; y = 0 to Wr and z = 0 to h:

Wm1 =WHx +WHy = 4.875KJ, (30)

WHx =
μ
2

∫∫∫
|Hx|2dv = 1.054KJ, (31)

WHy =
μ
2

∫∫∫ ∣∣Hy
∣∣2dv = 3.821KJ. (32)

The energy stored in the electric and magnetic fields is al-
most the same at resonance. The perturbation technique
is applied to predict the resonant frequency shift for two
cases of energy perturbation.
Case 1: Electric energy perturbation

The part of the electric energy ‘W1αe’ removed by
the volume ‘Vα’ due to perturbation from the total stored
energy is 1503 J. The ratio of removed energy to total
stored energy in the electric field is given by the Eqn.
(33):

W1αe

W1
=

1503J
2We1

= 0.153. (33)

The shifted resonant frequency and parameter ‘a1e’
is predicted using the Eqn. (16) that relates the energy
and volume ratio with the frequency ratio given by Eqn.
(34) and Eqn. (35):

f1e = 1.153 f01 = 3.505GHz, (34)
a1e = 0.5036. (35)

Case 2: Magnetic energy perturbation
Magnetic energy of 1481J is removed by ‘Vα’ in

this case. The magnetic energy ratio is given by Eqn.
(36):

W1αm

W1
=

1481J
2Wm1

= 0.152. (36)

The shift in resonant frequency and parameter ‘a1m’
is given by Eqn. (37) and Eqn. (38)

f1m1 = 1.152 f01 = 3.502GHz, (37)
a1m1 = 0.5. (38)

If ‘W1’ is the summation of energy stored in the
electric and magnetic fields at the resonance, then Eqn.
(39) and Eqn. (40) will result.

f1m2 = 1.151 f01 = 3.499GHz, (39)
a1m2 = 0.497. (40)

The same result is estimated for the resonant fre-
quency shift resulting from perturbation from both elec-
tric and magnetic energy perturbation cases and is con-
firmed by simulation and measurement.

B. WiMAX 5.5 GHz band

The resonant length in 3.5 GHz band is the length
connecting the lower edge ‘AB’ to upper edge ‘ED’ as il-
lustrated in Fig. (5) and is uniform. Whereas for 5.5 GHz

band, the length connecting the left edge ‘AE’ to right
edge ‘BCD’ is the resonant length and is not uniform
due to the presence of perturbation. The ‘m2’ value cor-
responds to the effective length responsible for 5.5 GHz
resonance is calculated using MATLAB program and
simulation. The unperturbed antenna structure resonates
at 4.57 GHz in the simulation, whereas, the Eqn. (9)
predicts the resonance at 4.1 GHz. The simulated res-
onant frequency of 4.57 GHz is taken as the resonant
frequency of the unperturbed antenna. For this 5.5 GHz
band, the same procedure is followed as in section V.
A for 3.5 GHz band to compute the resonant frequency
shift using perturbation technique, and the results are fur-
nished below:

Equation (41) to Eqn. (44) express the wavenum-
bers:

Kx =
pπ

Lr1+Lr2−m2
= 139, (41)

Ky =
qπ
Wr

= 99.73, (42)

Kz =
rπ
h

= 0, (43)

ki = k2 = ω2
√

με2. (44)
The field variation along the Z-axis is negligible be-

cause of the thin substrate compared to the operating
wavelength. The total energy stored in the electric field
‘ We2’ at 5.5 GHz of an unperturbed antenna of volume
‘V’ is expressed by Eqn. (45):

We2 =
ε2

2

∫∫∫
|Ez|2dv = 10.187KJ, (45)

with the integral limit for Eqn. (45): x = 0 to Lr1+Lr2;
y = 0 to Wr and z = 0 to h. As the energy stored in the
electric field will be the same as that in magnetic fields at
resonance, the total energy stored in the antenna structure
will be twice the energy stored in the E-field. This stored
electric energy calculation is enough to predict the res-
onant frequency shift due to perturbation using the per-
turbation technique. Therefore, the energy stored in the
H-field calculation is not necessary.

The part of the electric energy ‘W2α ’ of 3.1KJ is re-
moved by the volume ‘Vα’ due to perturbation from the
total stored energy. The ratio of removed energy to total
stored energy in the electric field is illustrated by Eqn.
(46):

W2α

W2
=

3.1KJ
2We2

= 0.152. (46)

The shifted resonant frequency ‘ f2ea’ and parame-
ter ‘a2ea’ are predicted analytically using Eqn. (16) as
illustrated by Eqn. (47) and Eqn. (48).

f2ea = 1.152 f02 = 5.3GHz, (47)
a2ea = 0.5. (48)

The ratio of the resonant frequency of a perturbed
( f2s) to an unperturbed ( f02) antenna from the simulation
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is given by Eqn. (49):
f2s

f02
=

5.5GHz
4.57GHz

= 1.2. (49)

The ratio of the removed energy ‘W2αs’ to total en-
ergy ‘W2s’ computed from Eqn. (16) corresponding to
Eqn. (49) is illustrated by Eqn. (50):

W2αs

W2s
= 0.2. (50)

The parameter ‘a2s’ corresponds to Eqn. (50) is cal-
culated from Eqn. (16) and is given by Eqn. (51):

a2s = 0.658. (51)
The simulated resonant frequency shift due to per-

turbation is validated with the measured result using a
vector network analyzer (ZNB20, Rohde & Schwarz) as
shown in Fig. 8. Equation (52) depicts the deviation (d)
between the measured frequency shift and that obtained
from a calculation using the analytical method (resonant
cavity method):

d =

(
f2s− f2ea

f2s

)
×100 = 3.6%. (52)

It is observed from Eqn. (16) that the resonant fre-
quency shift due to perturbation is determined by the en-
ergy removed in the perturbed volume. Equation (50) re-
veals that 20% of the total stored energy is removed due
to perturbation, whereas Eqn. (46) predicts that 15.2%
of that has been removed. A deviation of 4.8% exists be-
tween simulation and analytical computation based on
the resonant cavity method. The removed energy pre-
dicted by the analytical method is lower than that of sim-
ulation, which eventually leads to the deviation in the
resonant frequency shift, as notified by Eqn. (52). To val-
idate this proposed perturbation technique, few antennas
with slots and slits are selected from the literature [32–
35]. In the aforementioned research, the shifted resonant
frequencies are explored qualitatively rather than analyt-
ically. When the corners of a square patch are trimmed
in Ref. [32], the patch’s resonant frequency is shifted to
2.44 GHz from 2.4 GHz. The resonant frequency shift
due to the addition of five slits on a radiating patch
is reported in [33]. It is studied that the resonant fre-
quency has shifted towards a higher value as the slits
are added one by one from about 2.3 GHz to 7.5 GHz.
Square-shaped slits and truncated corners are introduced
on a patch fabricated using cotton and denim clothes as
substrate [34]. The resonant frequency has shifted from
2.43 GHz to 2.53 GHz when the patch is perturbed. A
square cavity formed by a substrate integrated waveg-
uide, backed slot antenna is presented in [35]. An in-
ward cut is made at the bottom right corner of the square
cavity. As the size of the inward cut increases, the ef-
fective volume decreases. Eventually, the resonant fre-
quency of the antenna increases. When these stated re-

sults are examined from the perspective of the pertur-
bation approach, the energy removed from the volume
corresponding to the region where the slits and trunca-
tions are taking place is what causes the resonant fre-
quency shifting. In these described works [32–35], the
eliminated energy causes the resonance to change from a
lower to a higher value.

VI. RESULTS AND DISCUSSION

The proposed printed antenna has two resonant
lengths, responsible for 3.5 GHz along the Y-axis and
5.5 GHz along the X-axis, as shown in Fig. 1. The sur-
face current density plot illustrated in Figs. 6 (a) and
6 (b) ensures that the current flows between the top and
bottom edges for 3.5 GHz resonance, and for 5.5 GHz,
it flows between left and right edges. The E-field con-
tour plot shown in Fig. 6 (c) demonstrates the electric
field variation along the X and Y axes. There is a null
between the maximum field that occurs at either end.
This scenario ensures the TMZ

110 mode for 3.5 GHz
resonance. In Fig. 6 (d), the horizontal white-coloured
dashed line refers to the resonant path length responsible
for the 5.5 GHz band. It is observed that a null occurs in
between the two field maxima, and it refers to a one half-
cycle variation along the X-axis. Three maximum field
clusters with two nulls along the white-coloured vertical
dotted line indicate the two half-cycle electric field vari-
ation along the Y-axis.

It dictates TMZ
120 mode at 5.5 GHz resonance.

Figures 6 (e) and (f) show the magnetic field contour
with the most significant amplitude corresponding to the
space where the E-field is least and vice versa.

The resonant frequency of the unperturbed antenna
is 3.04 GHz and 4.57 GHz, which has shifted to 3.5 GHz
and 5.5 GHz, respectively, when its right-side edge is
perturbed. This perturbation is made by removing cop-
per on both the top and the corresponding bottom side.

However, the RT Duroid substrate is left in place, as
illustrated in Fig. 1. When the copper and substrate of the
perturbed volume are fully removed as shown in Fig. 5,
little more energy is lost than in the perturbed structure,
which eventually shifts the resonance further as depicted
in Fig. 7. The simulated and measured return loss of the
perturbed antenna is plotted in Fig. 8 (a), which shows
the impedance bandwidth of 8% (3.35–3.64 GHz) at the
3.5.

GHz band and 5% (5.36–5.65 GHz) at the 5.5 GHz
WiMAX band. Figure 8 (b) depicts the input reactance
of the antenna, which ensures zero reactance at the res-
onant frequencies. Figures 9 and 10 depict the co and
cross-polarization pattern at 3.5 GHz for E- and H-
planes, respectively. This antenna is a broadside radia-
tor, and the maximum radiation is taking place towards
the normal to the patch. The cross-pol level is less than
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−50 dB in E-plane at the maximum radiation direction
and −120 dB in the H-plane. The polarization pattern at
5.5 GHz for both E and H-plane is shown in Figs. 11 and
12, respectively. It is observed that the cross-pol level is
about−90 dB in the E-plane and−70 dB in the H-plane.
A sharp null exists in the normal direction to the plane of
the patch, and the main beam is tilted to 18◦ from the nor-
mal in the H-plane, which looks like a split beam. This
split is due to the cut at the right edge of the perturbed
antenna.

The simulated and measured gain are illustrated in
Fig. 13. The simulated gain is 6.62 dBi at 3.5 GHz,
whereas measured gain is 6.38 dBi. The simulated and
measured gain for 5.5 GHz are 6.07dBi and 5.84 dBi,
respectively. The measured gain at 5.5 GHz is less than
that of 3.5 GHz due to the tapering at the right edge of
perturbed antenna shown in Fig. 5. The red line shown in
Fig. 5 is the resonant length for 5.5 GHz. A small amount
of the electric field around this line at the left side (AE)
forms the radiating slot. The electric field marked as ‘E2’
at the right side (BCD) has normal and tangential com-
ponents. The angle between ‘AB’ and ‘BC’ is 53◦. The
angle between the electric field vector ‘E2’ and the edge
‘AB’ or ‘ED’ is 37◦. The ‘E2’ vector is resolved into nor-
mal and tangential components expressed by Eqn. (53).
E2 = x̂E2Cos37◦ ± ŷE2Sin37◦ = 0.799E2x̂±0.602E2ŷ.

(53)
Sign is positive for taper line ‘BC’ and negative for

taper line ‘CD’. The tangential component ‘0.799E2’ is
constructively added with the corresponding E-field at
the side ‘AE’, whereas the normal component ‘0.602E2’
is destructively added between ‘BC’ and ‘CD’. About
20% of ‘E2’ field is lost due to tapering at the right side
of the patch. This field loss reduces the field strength in
the radiating slot, and the gain is also lowered accord-

) y q ( ) q ( )

 
(a) (b)

Fig. 5. (a) Perturbed antenna with removed perturbed
volume. m = m1 at 3.5 GHz. m = m2 at 5.5 GHz. (b)
Antenna in an anechoic chamber for measurement.

    
(a) (b) (c) 

    
(d) (e) (f)

Fig. 6. Surface current density, E and H-field contour plot
(a) Current at 3.5GHz. (b) Current at 5.5GHz. (c) E-Field
at 3.5GHz. (d) E-Field at 5.5GHz. (e) H-Field at 3.5GHz.
(f) H-Field at 5.5GHz.

Fig. 7. Resonant frequency shift in three types of the an-
tenna structure.

ingly. As there is no tapering in the resonant length for
3.5 GHz, its gain is not suffered.

The simulated radiation efficiency is depicted in
Fig. 14. The radiation efficiency is 91.45% at 3.5 GHz
and 89.56% at 5.5 GHz.
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(a)

(b)

Fig. 8. (a) Return loss of perturbed antenna. (b) Input
reactance.

 

Fig. 9. Co and cross polarization at 3.5GHz for E-plane.

 

Fig. 10. Co and cross polarization at 3.5GHz for H-plane.

Fig. 11. Co and cross polarization at 5.5GHz for E-plane.

 

Fig. 12. Co and cross polarization at 5.5GHz for H-plane.
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Fig. 13. Simulated and measured gain.

Fig. 14. Simulated Radiation efficiency.

VII. CONCLUSION

A dual-band printed antenna has been designed for
WiMAX application. The perturbation technique is ap-
plied to study the relationship between the resonant fre-
quency and electromagnetic energy stored in the volume
of antenna structure. The result obtained from this tech-
nique has been validated with simulation and measure-
ment. The cross-pol level is well below the co-pol. As
the structure of this proposed antenna is simple and con-
formal, it can be printed conveniently on electronic gad-
gets. The procedure discussed in this article for applying
the perturbation technique can be adapted to predict the
resonant frequency of any printed antenna loaded with
slit or slot or similar patterns from the known resonant
frequency of the undisturbed structure. In addition, to

study the trend of frequency shift when the antenna’s
structure is perturbed, numerical methods can be used to
compute the energy in the complicated or ununiformed
perturbation.
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Abstract – We present a tunable ultra-wideband (UWB)
absorber based on a multilayer of “E” shaped graphene
patterns. The numerically calculated results indicate that
the absorption of the proposed design is above 95% in the
range of 1.12 to 14.04 THz. By using the multiple layers
of graphene, the relative bandwidth is 95% and reaches
up to 170% of the central frequency. Furthermore, for
transverse electric polarization mode at a resonating fre-
quency of 1.68, 3.99, 7.51, 13.56, and 17.74 THz the
absolute value exceeds 99.57, 99.37, 99.94, 99.86, and
99.09%, respectively. Also, owing to the structure’s rota-
tional symmetry, the absorber is insensitive to both trans-
verse magnetic (TM) and transverse electric (TE) polar-
ization. The absorption peaks and frequency band can
be controlled effectively by altering the Fermi level
of graphene without modifying the structure manually.
Moreover, the absorber exhibits steady absorption over
an incident angle of 0◦ to 60◦, with just a minor decrease
in bandwidth around 60◦.

Index Terms – absorber, broadband, graphene, tunable.

I. INTRODUCTION

In recent years, the research interest toward tera-
hertz (THz) (0.1-10) frequency has increased due to its
great potential in the areas of modulators, security, med-
ical imaging spectroscopy, and communication [1, 2].
The THz absorber is a vital section that can be consid-

ered to be the practical application in the fields discussed
above [3, 4]. However, it is very difficult to distinguish
THz electromagnetic waves through a natural element.
To resolve this problem, recently an artificial electromag-
netic material known as metamaterial absorber (MMA)
has been proposed which shows some remarkable elec-
tronic and optical properties. Graphene is a newly dis-
covered 2-D monolayer based on a carbon atom. It has
been widely considered in view of its unique electrical
and optical properties [5, 6]. Its most desirable char-
acteristics are that the conductivity and permittivity of
the graphene can be dynamically controlled, by adjust-
ing the Fermi level by external bias voltage or chemi-
cal doping, to obtain dynamically tunable MMAs [7, 8].
Over the last decade, numerous graphene-based tunable
devices have been introduced which include transistors
[9-12] and polarization convertors [13, 14]. A large num-
ber of graphene-based THz MMAs with different struc-
tures have been designed and published, including square
patches [15], disks and ribbons [16], stacks [17], cross-
shaped arrays [18], and as well as the combination of
graphene wire and gold cut wire [19] configurations.

However, in the scope of our knowledge, the major-
ity of these MMAs still have certain disadvantages,
including single or narrow band absorption, and lim-
ited tunable range and considerable polarization and
incident angle dependency, and having complex struc-
ture designs, thus reducing their potential application.
In this article the “E” shape structure is designed as a
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basic absorber unit cell that is simple and reliable. It
is found that an “E” shape has many resonance modes,
which compete with each other and increase the fre-
quency range. Additionally, the absorption is very con-
sistent across a wide range of incident angles. The
design method provides a new way of achieving the
band, enhanced by using the C-4 symmetry of “E” shape
graphene in multilayer. Due to C-4 symmetry, the pro-
posed design is less sensitive to the incident angles.

We developed an ultra-wideband absorber with an
absorption of more than 175% for the central frequency
of 7.83 THz, which is considerably greater than the best
previous work. To achieve wide bandwidth, multiple lay-
ers of “E” shaped graphene patterns are used. The cal-
culated results indicate that absorption spectra greater
than 90% from 0.97 to 14.70 THz has been achieved.
An “E” shaped graphene pattern was evaluated numer-
ically and results revealed that the efficiency and band-
width of the absorber can be improved by using multiple
layers of graphene, while also achieving dynamic tuning.
Additionally, field distribution is examined in order to
investigate the absorption mechanisms. Also, in order to
minimize the reflection coefficient, the impedance of the
designed device is adjusted to be approximately matched
to the free-space impedance, further explained in the
Results & Discussion section (III).

II. DESIGN AND SIMULATION

Figure 1 schematically show the structure of the sug-
gested proposed ultra-wideband THz absorber. The pro-
posed design consists of four layers of graphene in the
“E” shape format. As shown in Fig. 1, all the four lay-
ers have the same structure but with 90◦ rotation. The
graphene layers were deposited on silicon dioxide layers.
The Topas layer with permittivity of 1.53 is considered
as a low loss substrate [20]. Gold is selected as a ground
metal as described by the Drude model [21].

The other parameters are as follows: w=5 μm,
L1=40 μm, L2=20 μm, H1=8 μm, H2=5 μm, H3=5
μm, H4=5 μm, H5=1 μm and tm=0.1 μm. The mea-
surement along the x and y direction is 40 μm. To
determine the chemical potential of the ultra-wideband
(UWB) absorber’s first layer, such as the graphene Fermi
velocity, the electron mobility of the graphene and the
relaxation time can be calculated as follows. If we set
μ = 0.15 m2/(V.s) [22]. μC1 = τυ f

2/μ [23] , υ f =
1.73(m/s), [24] and τ = 0.05(ps) the chemical poten-
tial can be adjusted to 0.97 eV. The suggested design
was numerically investigated by applying the frequency
domain approach using commercial CST microwave stu-
dio simulation tools. The conductivity of graphene is
composed of two parts, namely intraband and inter-
band electron transition derived from the Kobo for-
mula (σgra = σ intra +σinter ) [25]. In the THz and mid-

Fig. 1. (a) Schematic diagram of the proposed UWB-
MMA unit cell, (b) top view of the “E” shape graphene
layer.

infrared (MIR) wavelength ranges, the graphene intra-
band contribution is dominant because EF � �ω �KBT .
So, in the view of the Puli exclusion principle for the THz
frequency domain (�ω � 2EF ) at room temperature, the
above expression is further simplified to the Drude model
[26]:

σg =
ie2EF

π�2 (ω + iτ−1)
, (1a)

where � represents reduced planks constant, e, τ , and ω
are electron charge, the relaxation time and angular fre-
quency of the incident wave, respectively. The conduc-
tivity of the graphene at various Fermi levels is deter-
mined in Figs. 2 (a) and (b). When the Fermi level
is fixed, it is shown that the real and imaginary parts
of conductivity are proportional to the frequency. The
amplitude modulation of the resonance is determined by
the real component of the conductivity, while the reso-
nance’s spectral shift is controlled by the imaginary por-
tion of the conductivity [27-29].

Fig. 2. Surface conductivity of the graphene with differ-
ent chemical potential (a) Real part. (b) Imaginary part.

The theoretical relationship between EF and Vg can
be expressed as [30, 31]:
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EF = μc ≈ �υ f

√
πεrε◦Vg

eTs
, (1b)

where, the Fermi velocity and external bias voltage are
υ f and Vg. The permittivity of substrate and vacuum is
denoted by er and ε0. Equation [1b] indicates that carrier
density can be modified by voltage or chemical doping
due to the presence of the carrier density. By changing
the bias voltage, graphene conductivity can be adjusted.
The equivalent relative permittivity is then derived from
the surface conductivity as follows [32]:

εg = 1+
iσg

εoωtg
, (1c)

where σg represents graphene surface conductivity, εo
and tg are vacuum permittivity and the thickness of
the graphene layer. In equation (1c), the permittivity
of the graphene can be found by measuring the con-
ductivity of the graphene surface. The conductivity of
the graphene surface can also be found by measur-
ing the applied voltage. Thus, equations (1a-1c) show
that the applied voltage may dynamically change the
electromagnetic properties of graphene, implying that
the structure absorption characteristics can likewise be
dynamically adjusted. As a result, the absorbance may
be varied by adjusting the Fermi level through applied
voltage. The periodic boundary condition in the x-y
plane is set in simulations and the incident THz wave
will travel in the Z-direction as depicted in Fig. 1.
Naturally, single-layer designs are simpler to produce
than multilayer designs, but the use of multilayering is
needed to enable high absorption rates and adjustable
performance. The absorbance of the proposed design is
computed/calculated as A=1-T-R=1-|S21(w)|2-|S11(w)|2,
where T=|S21(w)|2 and R=|S11(w)|2, represent transmit-
tance and reflectance respectively. The thickness of the
gold ground is 0.5 μm, which is significantly higher than
the skin depth, allowing S21 to be technically reduced to
zero.

III. RESULT AND DISCUSSION

Firstly, to elevate the absorption efficiency of the
proposed UWB-MMA. The unit cells are simulated
under a normal THz incident wave. The calculated result
is shown in Fig. 3. The TM incident wave is shown in
Fig. 3 (a). The proposed UWB-MMA has a simulated
reflective spectrum below 0.3 for 0.50 to 14.50 THz and
has an absorption spectrum of more than 95% in the
same range, as shown in Fig. 3 (a). For the TE inci-
dent wave the reflective spectrum is below 0.3 for 0.50 to
21.20 THz band, while the associated absorption is also
higher than 95% within the 12.92 THz bandwidth as
shown in Fig. 3 (b). The TM resonant frequencies in five
distinct bands 3.94, 7.17, 14.05, 16.63, and 19.53 THz
have 99.95, 99.65, 99.85, 99.54, and 99.70%, respec-
tively, of the absorption spectrum.

These findings illustrate the almost symmetric pat-
tern of the TM and TE polarization waves due to the
almost symmetric structure of UWB-MMA as shown
in Fig. 1. Furthermore, for TE polarization mode at
resonating frequencies of 1.68, 3.99, 7.51, 13.56, and
17.74 THz the absolute value exceeds 99.57, 99.37,
99.94, 99.86, and 99.09%, respectively.

(a) (b)

Fig. 3. Absorption and reflection spectra of the proposed
UWB-MMA (a) TM mode. (b) TE mode.

The characteristics of the complete absorption could
be described using impedance matching theory. The
absorber’s effective impedance maybe represented as
[33]:

Ze f f=

√
μe f f

εe f f
=

√√√√ (1+S11)
2−S2

21

(1−S11)
2−S2

21

, (1)

where μe f f and εe f f represent the effective permeabil-
ity and permittivity, correspondingly. The S parame-
ter is used to calculate the real and imaginary compo-
nents of the impedance. If the device effective impedance
approaches that of free space, significantly high absorp-
tion can be obtained. As shown in Fig. 4 (a), at a broad
bandwidth the real component is near to 1 and imagi-
nary part is close to 0, demonstrating that the effective
impedance of the proposed device has equaled that of
free space. This indicates that the absorber impedance
steadily approaches that of empty space, which is char-
acteristic of perfect absorber [34].

To describe the strong absorption in ultra-wideband
bandwidth, the absorption spectrum is determined for
each layer separately. When contrasting the effects of
individual graphene layers with the whole system, the
peaks of the whole system at 3.9, 4.6, 14.8, and 13.7 THz
frequency band are led, respectively, by the fourth, third,
second, and first layer, as shown in Fig. 4 (b). The
UWB of the absorber is closely linked to each of these
four peaks. The simulated field distribution demonstrated
that UWB absorption of the proposed design can be
considered as a superposition of these graphene lay-
ers. Absorption peaks at varying frequencies are close
together and superimposed for UWB absorption. Then,
to further explain the physical mechanism behind the
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(a) (b)

Fig. 4. The relative input impedance and absorption spec-
trum of the proposed UWB-MMA, (a) input impedance
(b) absorption spectrum.

UWB near-perfect absorption, we also provide a com-
prehensive analysis of electric field amplitude distribu-
tions at various frequencies under the setting of the Fermi
level to 0.97 eV. Figure 5 illustrate electric field distri-
butions of the unite cell at four distinct frequency bands
under normal incidence TE wave. It may be noted that, as
shown in Fig. 5, the suggested structure exhibited strong
electric field confinement between the different layers
of graphene and dielectric, leading to high absorption.
This is the basic characteristic of the localized surface
plasmonic. As depicted in Fig. 5 (a), from the simulated
field distribution, it is evaluated that UWB absorption
is achieved by the superposition of these graphene lay-
ers. As depicted in Fig. 5 (a), the top layer is largely
attributed to the absorption peak around 3.9 THz. While
the absorption peak at 4.6, 14.8, and 13.7 THz is pri-
marily due to the third, second and first graphene layer
respectively. Absorption peaks of various frequencies are
closer to each other and superimpose to form an UWB
absorption.

Fig. 5. Electric field distribution in TE polarization at
XOZ plan at (a) 3.9 THz, (b) 4.6 THz, (c) 14.8 THz,
and (d) 13.7 THz.

The absorption band is changed accordingly because
graphene permittivity could be regulated by the chemical
potential. The absorption changes to higher frequencies

with increasing bandwidth and magnitude, as a result
of increasing Fermi level. Figure 6 illustrate how the
graphene Fermi level regulates the absorption spectrum
with constant W and T. If the Fermi level increases,
the graphene surface plasmon resonance increases and
the structure absorption is higher with the E f =0.97 eV
absorption band from 0.90 to 14.40 THz exceeds 90%.
We have also investigated the influence of the permittiv-
ity and thickness of the substrate on the absorption prop-
erty of the unit cell.

(a) (b)

Fig. 6. The absorption spectra of the proposed UWB-
MMA under different Fermi levels (a) TM waves. (b) TE
waves.

Figure 7 illustrate the influence of the dielectric
thickness of the first and fifth layers (H1 and H5)
over the absorption curve of the proposed absorber.
When increasing the dielectric thickness value, the res-
onating frequencies are red-shifted. The high-frequency
absorption curve shift to the left occurs, while the low-
frequency band almost remains constant. When H1 and
H5 are more than 8 μm and 1 μm the absorption rate
at the center of the absorption band is less than 90%.
The resonant coupling between the top and bottom lay-
ers of the graphene relies to a significant degree on their
distance from one another. By increasing or reducing the
coupling distance, near field coupling is reduced to a cer-
tain degree, resulting in a variation in absorption perfor-
mance. Table 1 shows a comparison of our work with
previously published works.

As shown in Fig. 8, the absorption spectrum’s
reliance on the dielectric substance is investigated in
detail. The structure’s whole set of parameters is stable
and unaltered, and only the permittivity of the substrate is
changed. As the permittivity decreased from 3.35 to 1.53,
a minor change in the amplitude of absorption occurs
while frequency shifts to the right.

Equation (3) shows the influence of the frequency
shifts on the thickness and permittivity of the substrate.
The φ p and θ will be constant, as the plan wave will be
transmitted on the homogenous medium layer at normal
incidence.
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Table 1: Performance comparison of the graphene bases UWB absorber with published work
Ref. Absorption Bandwidth

(THz)

Fo (THz) Thickness

(μm)
Angle Fractional

Bandwidth

(%)

Absorptivity

[35] 2.04-0.83 =1.21 1.435 0.07λ 0-50◦ 84.3 90%
[36] 7.85-2.05= 5.8 4.94 0.131λ 0-40◦ 118 70%
[16] 2.7-0.5=2.2 1.67 0.101 λ 0-30◦ 131 90%
[37] 2.67-0.65= 2.01 1.66 0.132 λ – 121 90%

proposed TE (14.70-0.97=13.73)
TM (14.96-0.70=14.26)

7.85 0.083λ 0-45◦
0-60◦

174 90%

λ is the wavelength of lowest frequency for each operating band, Fo Central Frequency.

(a) (b)

Fig. 7. Absorption curve of the proposed absorber with
different thicknesses of dielectric layer (a) first layer, and
(b) fifth layer.

Fig. 8. Absorption curve of the proposed absorber with
different permittivity of the dielectric substrate.

φP =
4d
√

εr− sin2θ

λ
, (2)

where d and φP represent substrate thickness and phase
path of the incident EM wave.

Polarization insensitivity is useful for absorbers in
practical applications. Therefore, the absorption under
different polarized wave and incident angles is inves-
tigated. The absorption spectra of the proposed UWB-
MMA are almost constant due to the symmetry of the
rotation of the proposed configuration. As shown in

Fig. 9. even when the polarization angle is between
0◦ and 45◦ for both TM and TE modes, the absorp-
tion spectra are still above 90% in the whole band-
width. The UWB absorption efficiency will gradually
decrease beyond 45◦ particularly for the lower frequency
range for TE waves, as shown in Fig. 9 (b). That is
why the magnetic flux between the ground plane and
the graphene layer reduces as the angle of incidence
TE waves increases [38]. Moreover, with the rise in
the oblique incidence angle, the frequency spectrum of
greater absorption has a small blue change.

The strong absorption of the UWB band frequency
for TM waves can be sustained up to 60◦, as seen
in Fig. 9 (a). This means that at a higher incidence
angle, the magnetic flux between the graphene layer
and the ground layer is practically unchanged for the
TM waves [38]. However, the absorption spectra for the
proposed UWB-MMA also reveal a slight blue change
with increasing angles of incidence for the TM wave.
These findings demonstrate that both TE and TM waves
can sustain absorption stability with varying polarization
angles as well as large incident angles.

IV. CONCLUSION

In this paper, we have proposed UWB tunable MMA
based on the “E” shape graphene pattern on a gold layer
separated by a dielectric substrate. Numerically calcu-

(a) (b)

Fig. 9. The absorption spectra of the proposed UWB-
MMA under normal different incident angles (a) TM
waves, and (b) TE waves.
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lated results demonstrate that the suggested MMA attains
higher absorption of over 95% in the frequency range of
1.12-14.04 THz, and the associated relative bandwidth is
up to 170% to the central frequency. This UWB absorp-
tion is produced through localized surface plasmon and
graphene surface plasmon stacking at various frequen-
cies. To better understand the processes of absorption,
we examined the electric field amplitude distribution at
various frequencies. Thus, as the proposed structure is
symmetrical, there is no significant difference between
the TM and TE polarized waves it is not sensitive to wide
angle of incidence wave. Furthermore, we have also dis-
cussed the influence of the permittivity and thickness of
the substrate and Fermi energy level of the graphene over
the absorption spectrum of the MMA.
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Abstract – In this paper, a microstrip patch antenna fed
by a waveguide using an end-wall iris through ground
plane has been modelled. The iris feed technique was
proposed to overcome the narrow bandwidth problem of
microstrip patch antenna. The iris is sized so that it is res-
onant and subsequently the antenna operates under the
fusion of two modes relating to the iris and the patch,
resulting in a wideband radiation characteristic with dual
resonance. Measurement demonstrates the single band-
width dual resonance type and the radiation bandwidth
of (8 GHz-10.6 GHz). In order to show the impact of the
iris feed technique on microstrip patch antenna’s band-
width, a comparison with some state-of-the-art works
proposing various bandwidth enhancement techniques in
the X-band is made. The proposed prototype, with a size
of 1.76λ0×1.65λ0×1.29λ0, is more compact than sev-
eral designs. It has a fractional bandwidth of 27.9%, thus
it presents the prototype with the widest bandwidth with
the simplest design fabrication. With regard to the elec-
tromagnetic modelling, this work is oriented towards the
use of the hybrid MOM-GEC method in order to be able
to perform a rigorous electromagnetic. It has been found
that the MOM-GEC model is more efficient in terms
of memory requirements and approximately four times
faster than HFSS simulator software.

Index Terms – bandwidth, dual-resonance, iris-fed patch
antenna, MOM-GEC analysis, wideband, X-band.

I. INTRODUCTION

Communication systems in the X-band require the
design of antennas characterized by higher gains and
wide bandwidths.

The microstrip patch antenna presents a good can-
didate for its low weight, its small size, the ease of its
manufacture and its integration, etc. However, one of the
major disadvantages is its low gain and its low band-
width, which is of the order of a few percent (2% to 4%).

Multiple techniques have been used to widen the
bandwidth of microstrip antennas, namely: the thick sub-
strate, the partial substrate removal, the superstrate cover

[1–2], the parasitic patches coupled to the main patch
or stacked patches [3], the patch with metallic rings, the
defected ground structure, the reflecting layer, the elec-
tromagnetic band gap as material [4], the merging of sev-
eral antenna resonance modes [5–6], etc.

The microstrip patch antenna’s type of alimentation
has an impact on its bandwidth as well. The iris feed
technique is used to increase the patch bandwidth in
order to get over the issue of narrow bandwidth [7–8].
The iris-fed microstrip patch antenna is equivalent to
an antenna having two patches, one of which radiates
toward the open end of the rectangular waveguide and
the other toward open air. Therefore, this structure com-
bines appealing characteristics of a microstrip antenna,
like low profile, light weight, compact size, and simple
integration in electronic circuits, with those of a waveg-
uide, like high power handling capacity and low losses
(resistive) [9]. In this method, the waveguide’s mouth is
directly fitted with the microstrip antenna. As a result,
the most energy is radiated.

Apart from the techniques for enlarging the band-
width of the microstrip patch antenna, several antenna
parameters intervene to achieve the maximum achiev-
able bandwidth, namely: the height of the antenna
cavity [10–11]., the thickness of the substrate or of the
superstrate [12], the spacing between the main patch and
the parasitic patches, etc.

From the above literature survey, this work proposes
to model a microstrip patch antenna fed by a waveguide
using an end-wall iris through ground plane since it has
not been widely used in X-band. The iris is sized so that it
is resonant and subsequently the antenna operates under
the fusion of two modes relating to the iris and the patch
[13], resulting in a wideband radiation characteristic with
dual resonance.

Regarding the state-of-the-art works for the iris-fed
patch antenna’s electromagnetic modelling, it turns out
that the current trend is to use simulation tools such as
HFSS and CST which are essentially based on meth-
ods that require a 3D mesh [14]. Other works have
been based on numerical models as in [7, 8] which
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used the modal expansion model and the method of
Moments respectively. These integral methods are best
suited to perform an electromagnetic modelling of planar
microwave structures. However, when the complexity of
the structures increases, the resolution becomes compli-
cated, and this requires more memory space and compu-
tation time.

Several research works [15, 16] have focused on
the use of hybrid methods to improve the conventional
methods. In fact, their major interest lies in the ability to
solve complex structures whereas neither a single numer-
ical method nor commercial software can model them
correctly. In this context, this work is oriented towards
modelling the proposed antenna based on MOM-GEC
numerical technique. This latter handles complex elec-
tromagnetic structure as no mesh is required, thus, a gain
is achieved in terms of computational time and memory
storage.

This paper is divided as follows. Section II intro-
duces the numerical technique formalism and the
antenna description. The mathematical formulation
based on the hybrid approach will be detailed in Section
III. Section IV presents the validation of the antenna
by full-wave simulations. To confirm the accuracy and
the efficiency of the proposed numerical approach, a
comparison with HFSS and with measurement is held.
Finally, Section V concludes the work.

II. THEORETICAL BACKGROUND
A. MOM-GEC approach

In [17], Baudrand proposed the hybridization of the
method of Moments (MOM) with the method of Gen-
eralized Equivalent Circuits (GEC) in order to be able
to perform a rigorous electromagnetic calculation while
minimizing the execution time and the required mem-
ory resources. The equivalent circuits were introduced
in the development of the formulation of integral meth-
ods in an attempt to transpose field problems into equiva-
lent circuit problems that are generally easier to deal with
[18, 19].

The hybrid MOM-GEC is therefore considered to
be a true electrical image of the structure to be studied
since it faithfully describes the discontinuity as well as
its environment:

- The wave which excites the surface of discontinu-
ity is represented symbolically by a source (local-
ized or modal) of field or current called real since it
delivers power.

- At the level of the discontinuity, the electromag-
netic state is described by generalized test functions
which are modelled by virtual sources not storing
energy. The virtual field source must be adjustable
so as to cancel the dual magnitude (the transverse
current of this source) and vice versa.

- The discontinuity environment is expressed by an
impedance/admittance operator which represents
the boundary conditions on either side of the dis-
continuity surface.

- The auxiliary sources (AS) make it possible to inter-
connect two distinct parts of a circuit when they are
of different dimensions from each other [20, 21].

Once the equivalent circuit is extracted, the imple-
mentation of the proposed MOM-GEC steps is described
in the flowchart as illustrated in Fig. 1.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Begin 

Data structure 

Extraction of the Generalized Equivalent Circuit of the structure 

Application of Kirchhoff and Ohm’s laws 

Galerkin-MOM analysis: extraction of unknown quantities 

Determination of basis functions and test functions 

Convergence? 

Results 

End 

no 

yes 

Fig. 1. Flowchart of the MOM-GEC method.

It should be noted that the computer code of the
numerical method is translated with MATLAB and exe-
cuted on an Intel Core i7 processor computer with a pro-
cessing capacity of 2.7 GHz and 8 GB RAM.

The convergence study is essential in a first step for
the validation of the numerical method MOM-GEC. It is
carried out through the determination of the number of
test functions and the number of basis functions which
have to be fixed in such a way that the boundary condi-
tions of the electromagnetic state of the antenna is veri-
fied. Once these parameters are found, they will be used
in the rest of the calculation to extract the characteris-
tics of the antenna. In fact, the exact solution is provided
only at the convergent state of the structure’s parameter
that we can consider it as a steady state.

B. Antenna description

The antenna illustrated in Fig. 2 is composed of a
three-layer device which consists of a dielectric layer
sandwiched between a radiating patch and a ground
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(a) (b)

(c) (d)

Fig. 2. (a) Iris-fed patch antenna. (b) Bottom view. (c) Top view. (d) Side view: a = 22.86, b = 10.16, h =
41.5,a′′ = 56.5, b′′ = 53, a′ = b′ = 32, Wp = 0.93, Lp = 8, Ws = 8.28, Ls = 10.62, Wr = 3.675, Lr = 1.31; lf =
6.12;Wf = 0.94; t1 (dielectric thickness)=1.6, t (ground and patch thickness) = 0.025, (all dimensions in millimeters),
Er(FR4) = 4.4.

plane. The structure is fed by an iris which is formed
by an obstacle pierced with a rectangular coupling slot
and terminating a rectangular waveguide. The presence
of the conductive ground plane leads the electromagnetic
radiation to be oriented from the exciter waveguide to
the patch through the coupling slot. The feeder waveg-
uide is excited by the fundamental mode TE10 and the
microstrip patch antenna is excited by the quasi-TEM
mode.

III. MOM-GEC PROBLEM FORMULATION
A. Generalized equivalent circuit

The antenna is composed of the iris and a microstrip
patch interconnected through the auxiliary sources (AS),
as illustrated in Fig. 3. Note that the external waveguide
is not considered when modelling the structure since the
excitation by the T E10 mode is done through the internal
waveguide.

The centered thick iris, as shown in Fig. 3 (a), is
located between two virtual waveguides at (z=0), each
of which is characterized by two electric side walls and
two electric horizontal walls (which will be identified by
EEEE for four times Electrical). These two waveguides
are: the entry virtual waveguide (Guide 1) and the exit
virtual waveguide (Guide 2), which do not have the same
height.

The microstrip patch is placed in the cross section
of a rectangular waveguide at (z=D2) open to infinity.
The boundary conditions are defined by perfect electrical
walls on all sides as shown in Fig. 3 (b).

The whole structure represents three planes of dis-
continuity, respectively D1 in z=0, D2 in z=t, and D3
in z=t1, as illustrated in Fig. 2 (d). Each discontinuity
includes two subdomains: the metal and the dielectric.
By placing ourselves on the plane of discontinuity D1,
we solve the equivalent scheme GEC of Fig. 4.

On side (1), the real current source J01 and the real
field source E01 are expressed respectively according the
amplitude I01 and V01 and according the fundamental
mode f0 of the modal base function fmn [22]:

J01 = I01 f0, (1)

E01 =V01 f0 +
Nb

∑
m,n

V01 fmn. (2)

The auxiliary current source J02 and the auxiliary
field source E02 are expressed respectively according the
amplitude I02 and V02 and according the fundamental
mode f ′0 of the modal base function f ′mn:

J02 = I02 f ′0, (3)
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(a) (b)

Fig. 3. (a) Iris located between two virtual waveguides at (z=0), each of which is characterized by perfect electrical
walls (EEEE) on all faces. (b) Patch shielded in rectangular waveguide defined by perfect electrical walls (EEEE) on
all faces.

Fig. 4. GEC of the antenna using the MOM-GEC technique.

E02 =V02 f0
′
+

Nb

∑
m,n

V02 f ′mn. (4)

Discontinuities D1 and D2 are identical so they have
the same test function (g1 p)p=1,...,Ntest

which is similar
to the fundamental mode in the iris. The virtual electric
fields Ee1 and Ee2 are equals and expressed in terms of
test function (g1 p)p=1,...,Ntest

and weighting coefficients
xp [23]:

Ee1 =
Ntest

∑
p

xpg1 p. (5)

The thick rectangular iris between two guides of dif-
ferent heights can be subdivided into three guides [24]
(see Fig. 2 (d)).

- Guide 1

The admittance of the modal source representing the
evanescent modes at the level of discontinuity D1 of the
exciter waveguide which is associated with the modal
base function ( fmn)(m,n)={1,...,Nb

2} is expressed by [25]:

∧
Yev1 = ∑ α = T E,T M

outT E10

∣∣∣∣ α
fmn 〉 α

yev1〈
α

fmn

∣∣∣∣ , (6)

⎧⎪⎪⎨⎪⎪⎩
yev1

T E =
γmn1
jωμ0

yev1
T M = jωεrε0

γmn1

γmn1 =

√(mπ
a

)2
+
( nπ

b

)2− k02

, (7)
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- Guide 2

The admittance of evanescent modes respec-
tively related to the modal source at the level of
discontinuity D2 of the second waveguide which is asso-
ciated with the modal base function ( f ′mn)(m,n)={1,...,Nb

2}
is expressed by:

∧
Yev2 = ∑α=T E,T M

∣∣∣∣ α
f ′mn 〉

α
yev2〈

α
f ′mn

∣∣∣∣ , (8)⎧⎪⎪⎨⎪⎪⎩
yev2

T E =
γmn2
jωμ0

yev2
T M = jωεrε0

γmn2

γmn2 =

√(mπ
a′
)2

+
( nπ

b′
)2− k2

0

. (9)

- Guide 3

The line length between the two discontinuities D1
and D2 is represented by [26]:

[Q] =

⎡⎣ ∧
Y11

∧
Y12

∧
Y12

∧
Y11

⎤⎦ . (10)

The input admittance Ŷ11 and the inverse trans-
fer admittance Ŷ12 of quadrupole associated with the
modal base function ( f ′mn)(m,n)={1,...,Nb

2} are respectively
expressed by:

∧
Y11 = ∑α=T E,T M

∣∣∣∣ α
f ′mn 〉

α
y11〈

α
f ′mn

∣∣∣∣ , (11)

∧
Y12 = ∑α=T E,T M

∣∣∣∣ α
f ′mn 〉

α
y12〈

α
f ′mn

∣∣∣∣ , (12)⎧⎪⎪⎪⎨⎪⎪⎪⎩
yα

11 = yα
mn coth

(
γmn3t

)
yα

12 =− yα
mn

sinh(γmn3)

γmn3 =

√(
mπ
Ls

)2
+
(

nπ
Ws

)2− k2
0

. (13)

On side (2), the virtual current distribution Js which
is the dual of virtual electric field E, is expressed in
terms of test function (g2 p)p=1,...,Ntest and weighting
coefficients xp:

Js =
Ntest

∑
p

xpg2 p. (14)

The admittance of the dielectric layer is expressed
by [27]:

∧
Yth = ∑α=T E,T M

∣∣∣∣ α
f ′mn 〉

α
yth coth(γmn4t1)〈

α
f ′mn

∣∣∣∣ . (15)

The admittance from the vacuum brought to the sur-
face of the dielectric D3 is expressed by:

∧
Ys = ∑α=T E,T M

∣∣∣∣ α
f ′mn 〉

α
ys〈

α
f ′mn

∣∣∣∣ , (16)⎧⎪⎪⎨⎪⎪⎩
yT E

s = yth
T E =

γmn4
jωμ0

ys
T M = yT M

th = jωεrε0
γmn4

γmn4 =

√(mπ
a′
)2

+
( nπ

b′
)2− k02

. (17)

B. Kirchhoff and Ohm’s laws

On side (1), the application of Ohm’s and Kirch-
hoff’s law to the equivalent circuit leads to obtain the
following equations given by:

E01 = Ee1, (18)
E02 = Ee2, (19)

therefore, the virtual current sources J1 and J2 are
expressed as:

J1 =−J01 +(
∧

Yev1 +
∧

Y11)Eev1 +
∧

Y12Eev2, (20)

J2 =−J02 +(
∧

Yev2 +
∧

Y11)Eev2 +
∧

Y12Eev1, (21)⎛⎜⎝ E01
E02
J1
J2

⎞⎟⎠=

⎛⎜⎜⎜⎝
0 0 1 0
0 0 0 1

−1 0 (
∧

Yev1 +
∧

Y11)
∧

Y12

0 −1
∧

Y12 (
∧

Yev2 +
∧

Y11)

⎞⎟⎟⎟⎠
⎛⎜⎝ J01

J02
Ee1

Ee2

⎞⎟⎠ .

(22)
On side (2), as the dielectric is thin, it is equivalent

to a layer surface impedance. Then, by applying Ohm’s
and Kirchhoff’s laws, the auxiliary electric field E02 and
the virtual electric source E are given by:

E02 =
∧

Yt2

−1
(J02 + Js︸ ︷︷ ︸

Jt

), (23)

E =
∧

Yt2

−1
(J02 + Js). (24)

The total admittance of the circuit Ŷt2 is the sum
of Ŷth.

C. Application of Galerkin method

The resolution of electromagnetic equations is pro-
vided by (V, I) physical scales instead of using (E, J)
physical scales [28]. Therefore, Fig. 3 is presented as
illustrated in Fig. 5.

Fig. 5. GEC of the antenna using the MOM-GEC tech-
nique using (V, I) physical scales.

The projection of equations (18) and (19) on the
test functions (gq)q=1,...,Ntest

with the cancellation of vir-
tual current source J1 and J2 is solved by the method of
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Galerkin as it is indicated in the matrix system (25):(
V01
V02

)
=

(
[A]t [D1]

−1[A] [B]t [C]−1[A]
[A]t [C]−1[B] [B]t [D2]

−1[B]

)(
I01
I02

)
,

(25)
noting that [X ] is the vector ponderation expressed
by [X ] = ∑Ntest

p xp, [A] is the first excitation vector
expressed by [A] = 〈g1 p, f0〉, [B] is the second excita-
tion vector expressed by [B] = 〈g1 p, f ′0〉, [C] is the first

impedance matrix expressed by [C] = 〈g1 p,
∧

Y12g1q〉, [D1]
is the second impedance matrix expressed by [D1] =

〈g1 p,(
∧

Yev1 +
∧

Y11)g1q〉 and [D2] is the third impedance

matrix expressed by [D2] = 〈g1 p,(
∧

Yev2 +
∧

Y11)g1q〉.
Noting that:⎧⎪⎪⎨⎪⎪⎩

Z11 = [A]t [D1]
−1[A]

Z12 = [B]t [C]−1[A]
Z21 = [A]t [C]−1[B]

Z22 = [B]t [D2]
−1[B]

, (26)

the expression of the input impedance Zin (27) is
deduced from (25):

Zin = Z11− Z21.Z12

Z22−Z12
, (27)

the magnitude in (dB) of the reflection coefficient is
deduced from (27) as expressed in (28a):

S11 =
Zin−Z0

Zin +Z0
. (28a)

The angle in (degree) of the reflection coefficient is
deduced from (28a) as expressed in (28b):

S11(ϕ) = S11.e− j2ϕ , (28b)
where Z0 is the impedance of fundamental mode and ϕ
is the phase.

The projection of the equation (23) and (24) on the
test functions (gq1)q1=1,...,Ntest

with the cancellation of
virtual current distribution Js is solved by the method of
Galerkin as it is indicated in the matrix system (29):(

V02
[0]

)
=

(
[A0] [A1]

t

[A1] [C1]

)(
I02
[X ]

)
, (29)

noting that [A0] = 〈 f0,
∧

Yt2
−1 f ′0〉, [A1] is the excitation

vector expressed by [A1] = 〈g2 p,
∧

Yt2 f0
′ 〉, and [C1] is the

impedance matrix which define the coupling between
p and q dielectric elements and expressed by [C1] =

yt2
−1 ∑Nb

mn〈g2 p, f ′mn〉〈 f ′mn,g2q〉.
From (29), the expression Z02 of is deduced:

Z02 = [A0]− [A1]
t [A1]

[C1]
. (30)

The amplitude V02 is expressed as:

V02 =
Z02

Z02 +Z22−Z12
.

Zeq

Zeq +Z11−Z12
V01, (31)

Zeq =
(Z01 +Z22−Z12).Z21

(Z01 +Z22−Z12)+Z21
. (32)

IV. COMPUTED RESULTS
A. Convergence study

The convergence of the input impedance and the
antenna current is established for the test function num-
ber Ntest=11 and the number of modes Nb=300 as men-
tioned respectively in Fig. 6 and Fig. 7.

Fig. 6. Input impedance as a function of different number
of Nb and Ntest .

Fig. 7. Current distribution as a function of different
number of Nb and Ntest .
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Fig. 8. (a) Normalized current distribution of the antenna. (b) Normalized electric field of antenna obtained at conver-
gence.

B. Boundary conditions verification

Figure 8 illustrates the current distribution and elec-
tric field of the antenna which are consistent with elec-
tromagnetic field theory. In Fig. 8 (a), the current density
distribution is shown at the metallic patch. In Fig. 8 (b),
the normalized electric field peak is at the edge of the
patch in the x direction and the minimum values are at
the dielectric.

C. Antenna’s characteristics

Figure 9 illustrates both the magnitude in dB and the
angle in degree of reflection coefficient of the antenna.
To confirm the accuracy and the efficiency of the pro-
posed numerical approach, a comparison with HFSS is
held. It shows a slight difference between results due to
different numerical techniques used.

The simulated reflection coefficient of the proposed
antenna has two resonance frequencies as illustrated in
Fig. 9 (a); one appears at fr1=8.7 GHz and the other
appears at fr2= 9.6 GHz, so the bandwidth is centered
around f0 = 9.15 GHz.

The frequency study on the phase of the reflection
coefficient shows there are two modes whose resonance
frequencies are fr1 and fr2 where the phase of the reflec-
tion coefficient is zero (see Fig. 9 (b). Note that each res-
onance is determined where the phase of the reflection
coefficient is zero.

In order to identify each mode, a study was carried
out on the reflection coefficient of the iris alone [24] and
then on that of the total structure. As presented in Fig. 10,
the iris alone presents a first resonance at 9.6 GHz. By
adding the dielectric and the patch above the iris, a sec-
ond resonance frequency at 8.7 GHz appears at a fre-
quency lower than f0. Due to the merging of the modes
relating to the iris and the patch, a wideband radiation
characteristic with dual-resonance is obtained.

In order to show the calculation efficiency of
the proposed method, CPU time and storage memory

 
 

Fig. 9. (a) Magnitude in dB, and (b) the angle in degree of
reflection coefficient of the antenna compared to HFSS.
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Fig. 10. Simulated reflection coefficients of the iris alone
and the iris-fed antenna as a function of frequency.

required by MOM-GEC and HFSS simulator have been
reported in Table 1. It has been found that the MOM-
GEC model is more efficient in terms of memory require-
ments and approximately four times faster than HFSS
simulator software.

Table 1: Comparison of CPU time between the MOM-
GEC method and the HFSS simulator (Intel Core i7 with
a processing capacity of 2.7 GHz and 8 GB RAM)
CPU Time (in seconds) Memory Requirements

(GB)

HFSS This Paper HFSS This Paper

1276 340 3.04 0.18

D. Antenna fabrication and comparison with various
X-band antennas

The prototype of the fabricated iris-fed patch
antenna as shown in Fig. 11. The antenna is excited by
a rectangular waveguide of the Oritel TGN R100/WR90
type with 22.86 mm× 10.16 mm× 41.5 mm dimension,
also extended wall dimension is 56.5 mm ×53mm.

As illustrated in Fig. 12, the results are measured by
an Agilent HP 8510C vector network analyzer (VNA)
whose characteristics are described in [29].

Figure 13 illustrates both the magnitude in dB and
the angle in degree of simulated and measured reflection
coefficient of the antenna. Measurement demonstrates
the single band with dual resonances type (8.7GHz

Fig. 11. Photograph of the fabricated iris-fed microstrip
patch antenna.

Fig. 12. Photograph of measurement set-up: Reflection
coefficient measurement.

and 9.6GHz) and the radiation bandwidth of (8GHz-
10.6GHz).
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Fig. 13. (a) Magnitude in dB, and (b) the angle in degree
of simulated and measured reflection coefficient of the
antenna.

Table 2: Performances comparison of the proposed antenna with the state-of-the-art works operating in the X-band
Ant Bandwidth Enhancement

Technique

DimensionWL×T in λ 3
0 Band Type -10 dB Fractional

Bandwidth (GHz;%)

Design

Complexity

Modelling

Technique

[30] Metallic superstrate 2.54×3.6×0.92 Single* 7.7−9.7;23% (+) HFSS
[31] Dielectric superstrate 2.4×2.4×1.2 Single 8.75−11.25;25% (+) CST
[32] Parasitic patch above foam 2.33×3.03×0.79 Single* 7.85−9.25;16.2% (+) CST
[33] Dielectric superstrate 16.6×13×0.62 Single* 9.4−10.8;13.86% (+) HFSS
[1] Compact Partially Reflective

Surface
2.2×2.2×0.54 Single 8.8−11.4;25% (++) HFSS

[2] AMC ground plane and a FSS
superstrate

3.33×3.33×0.35 Single 7.7−9.5;20% (++) NA

[4] Metamaterial substrate 1.25×0.9×0.04 Single* 9.2−11;17.8% (++) NA
[34] Cavity backed structure 0.46×2.1×0.025 Single 9.4−10.5;11% (+) HFSS
[14] Air cavity 1.25×1.25×0.37 Single 7.7−10;25% (−) NA

This work Resonant iris as feeding
technique

1.76×1.65×1.29 Single* 8−10.6;27.9% (−) MOM-GEC +
HFSS

Ant: Antenna; W× L×T: Width×Length×Thickness; SIW: Substrate integrated waveguide; Single*: Single with
dual-resonance; AMC: Artificial Magnetic Conductor; FSS: Frequency Selective Surface; (++): Very high; (+) High;
(-) Low; NA: not mentioned; HFSS: High Frequency Simulation Software; CST: Computer Simulation Technology.

A slight difference between the simulated and mea-
sured results is marked especially between 7GHz and
8GHz. This may be due to the manufacturing tolerance
and the effect of the connector which was not taken into
account in the design with HFSS and when modelling
with the numerical method. Integrating the connector
into MOM-GEC modelling and in the HFSS design
could be a solution to further minimize this difference.

A comparison of performance characteristics
between the proposed antenna and the state-of-the-art
works operating in the X-band is listed in Table 2.

Without the addition of superstrate cover, the
antenna bandwidth is equal to 5.8% and 11.1% respec-
tively in [30, 33]. Hence, the interest of adding super-
strate cover as a bandwidth expansion technique. Indeed,
the superstrate cover can be either dielectric, metal-
lic, metamaterial, frequency selective surface. In [32],
a stacked microstrip patch antenna has been presented.
The addition of parasitic patch above foam compared
to the main patch increased its bandwidth from 7.54%
to 16.2%.

The proposed antenna has a smaller volume than
[2, 30–33]. Moreover, it has the highest impedance band-
width and the simplest design fabrication. Due to its high
bandwidth, its simple fabrication, and its compactness,
this antenna represents a promising candidate for X-band
satellite communication, radar application, microwave
power transmission, and wireless communication.

The state-of-the-art works mentioned in Table 2
have used simulation tools such as HFSS and CST which
are essentially based on methods requiring a 3D mesh.
This work is characterized by studying the antenna struc-
ture based on an analysis method, which makes it pos-
sible to convert a 3D investigation problem into a 2D
investigation problem and, subsequently, to minimize the
execution time and the memory resources required.
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V. CONCLUSION

In this work, the modelling of dual-resonant antenna
with closely spaced resonance frequencies for bandwidth
enhancement has been investigated for X-band applica-
tions. The antenna consists of a microstrip patch antenna
fed by a waveguide using an end-wall iris through ground
plane. The antenna has a size of 1.76λ0×1.65λ0×1.29λ0,
and has a fractional bandwidth of 27.9%.

The antenna is modelled by the hybrid MOM-GEC
method. Equivalent circuits (GEC) are introduced in the
development of the formulation of integral methods in
an attempt to transpose field problems into equivalent
circuit problems that are generally easier to deal with.
Consequently, a reduction in both memory requirements
and computation time is achieved. The problem thus for-
mulated, its numerical resolution is done by applying
Galerkin’s method, which is known for the simplicity of
its formulation.

This procedure is, in fact, general and it can be
applied to the study of several electromagnetic prob-
lems, namely: the uniaxial discontinuity in waveguides,
the multiaxial diffraction discontinuities in free space,
the antenna radiation, the circuits comprising localized
sources, etc. Moreover, the proposed hybrid method can
be extended to become a multi-scale method. The tech-
niques for solving each electromagnetic problem essen-
tially differ from each other in the development of the
operators involved. Admittedly, the theoretical basis and
the approach to be followed remain unchanged. This is
due to the fact that the methods used are in all cases inte-
gral methods.
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Abstract – In this paper, a novel low-profile wideband
planar inverted-F antenna (PIFA) with co-design of the
ground plane for WLAN applications and IoV applica-
tions is proposed. This antenna consists of three parts:
a slotted radiating patch, a vertical shorting plate and a
ground plane with a cross-shaped slot. The influence and
the parameter of the slot are discussed. The antenna is
fed by a 50 Ω coaxial line and a shorting pin is also
used in this design. The overall size of the antenna is
30× 44× 3.5 mm3. The whole structure is simulated in
ANSYS Electronics Desktop 2018.0 and several proto-
types are made to verify the simulation results. The band-
width of the antenna can reach 3.96 GHz (−10 dB) and
cover the frequency range of 5.64− 9.6 GHz. The max
gain of the antenna is 5.4 dBi.

Index Terms – low-profile, multi-resonant modes, planar
inverted-F antenna, wideband.

I. INTRODUCTION

The planar inverted-F antenna (PIFA) has been
widely used in many sub-areas of the modern wireless
communication systems because of its high gain and
small size, and slots on the radiating patch make it easy
to achieve multiband feature. However, due to the single
resonant mode, typical PIFA has the disadvantage of a
narrow impedance bandwidth, which restricts its appli-
cation in many wideband-required situations. So, for the
PIFA, the enhancement of impedance bandwidth to cover
the range of 5−6 GHz or even more is important for the
current communication technology such as 5G wireless
applications and 6G wireless systems in the future [1, 2].

A number of papers on the expanding bandwidth
of the PIFA have been published. Traditional methods
to improve the bandwidth include introducing parasitic
patches near the radiating patch [3, 4], enlarging the size
of the ground plane [5], and increasing the height of
the whole structure. In [3], a vertical parasitic element
is loaded and the impedance bandwidth is enhanced to
about 48%, while the overall size is increased and the
fabrication becomes more difficult. In [6], the influence
of the ground plane on the impedance bandwidth is stud-

ied and then four different PIFA designs are evaluated.
The results show that altering the slots on the ground
plane can effectively change the bandwidth and the slots
must be perpendicular to the dominant current direction,
which provides some design guides in this paper.

Furthermore, adjusting the resonant frequencies to
combine the bandwidth of two or more resonant frequen-
cies has become a prevalent method in recent years. By
combining TM10 and TM12 modes, the bandwidth of the
antenna in [7] increases to about 10%. In [8], the band-
width increases to 11.8% through a similar method. A
pair of shorting pins are loaded and a slot is etched in
[9], and TM0,1/2 and TM0,3/2 modes are combined. The
bandwidth increased to 18% and could meet the require-
ments for 5G WLAN applications. In [10], a small rect-
angular strip is loaded on the top of the feeding probe
and TM1/2,2 and TM3/2,0 modes are combined, and the
impedance bandwidth is enhanced to about 33% (from
5 to 7 GHz). However, the position of the strip might
bring challenges for the fabrication, and the height of the
substrate (0.254 mm) is hard to control during manufac-
turing.

Fig. 1. Components of the proposed antenna.

In this paper, a novel low-profile wideband planar
inverted-F antenna with co-design of the ground plane is
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proposed as shown in Fig. 1. The design process is in-
troduced and some important parameters are studied. A
cross-shaped slot is loaded on the ground plane and the
size and position of the slot are studied to enhance the
impedance bandwidth. The results show that the slot that
parallels to the dominant current direction on the ground
plane can change the bandwidth of the antenna effec-
tively. The data from the simulation and the measure-
ment of the proposed antenna show that the bandwidth
(S11 < −10 dB) can be expanded to 51%, covering the
range of 5.64 GHz to 9.6 GHz. The max gain can be
5.4 dBi and the vertical omnidirectional performance is
also better than typical PIFAs.

II. GEOMETRY AND FABRICATION

The proposed antenna is shown in Fig. 2, consisting
of a radiating patch, a shorting plate, a ground plane, a
shorting pin and a 50 Ω coaxial feed line. The slot on the
radiating patch is designed to excite multiple radiation
modes. The positions of the shorting pin and the feed
point are well-chosen to realize the wideband feature,
and the details will be shown in the next section. The
ground plane is etched with a cross-shaped slot to com-
bine the radiation modes and the influence of the width is
studied. The values of the design properties are shown in
Table 1. The entire structure is simulated using ANSYS
Electronic Desktop 2018.0.

Fig. 2. Design parameters of components. (a) Patch. (b)
Shorting plate. (c) Ground plane.

III. DESIGN APPROACH AND
PARAMETRIC STUDIES

A. Design approach

Figure 3 shows the design approach of the proposed
antenna. In Fig. 3 (a), a traditional single mode PIFA

(a) (b)

(c) (d)

Fig. 3. Design process. (a) Original PIFA. (b) Slot on the
patch. (c) Slot on the ground plane. (d) Wide slot.

Table 1: Design parameters
Parameters Dimension Parameters Dimension Parameters Dimension

L 23.5 mm L f 5 mm W6 4 mm
L1 10.5 mm W 30 mm W7 20 mm
L2 14 mm W1 19 mm Wf 16 mm
L3 2.5 mm W2 12 mm Ws 19 mm
L4 30 mm W3 2 mm Wp 15.5 mm
L5 14 mm W4 44 mm H 3.5 mm
L6 13 mm W5 30 mm

with narrow bandwidth is shown and its resonant fre-
quency is 2.75 GHz. A winding slot similar to U-shape is
loaded in Fig. 3 (b) to excite multiple resonant frequen-
cies. The antenna becomes a tri-band PIFA with the slot.
The basic principle for the expanding of bandwidth is to
pull these resonant frequencies closer and combine those
receptive frequency ranges. In Fig. 3 (c), a narrow slot
parallel to x-axis on the ground plane is loaded to widen
the bandwidth of each frequencies. Finally, a wide slot
vertical to the narrow one is loaded to combine these res-
onant frequencies further as shown in Fig. 3 (d) and the
effect will be discussed later. The positions of the feed
point and shorting pin are well-chosen to achieve a bet-
ter bandwidth, and the sizes of the patch and the ground
plane have been adjusted during the design process.

B. Parametric studies

In the PIFA, the relative position between feed point
and slot can effectively change the radiating perfor-
mance. Usually, etching a winding slot between the feed
point may excite more than one radiating mode and al-
ter the current distribution on the patch. Hence, the pa-
rameter L f is important for the whole radiating fea-
ture. Figure 4 shows the results of different values of
L f , and it can be seen that as the value increases, the
impedance bandwidth (−10 dB) decreases significantly
and the shape of the curve becomes sharper. This can
be attributed to the difference between the two resonant
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Fig. 4. The influence of L f .

Fig. 5. The influence of Ws.

frequencies decreasing as the value of L f increases. The
value of L f is chosen to be 5 mm to reach a better band-
width performance.

Additionally, the influence of the shorting pin’s po-
sition is also studied. The results are shown in Fig. 5.
Moving the shorting pin does not change the whole ra-
diating performance as significantly as the feed point.
The impedance bandwidth decreases slightly as the value
of Ws decreases, while the magnitude of return loss in-
creases. In this case, Ws = 19 mm is chosen to expand
the −10 dB range further.

The design of the ground plane is a convenient way
to improve the radiating performance without adding ex-
tra components and complicating the whole structure.
According to [6], it is found that altering the ground
plane using slots can allow for greater bandwidth and
the direction of the slots must be perpendicular to the

Fig. 6. The influence of L5.

(a)

(b)

Fig. 7. Current density on the ground plane. (a) Without
the wide slot. (b) With the wide slot.

predominant current direction. For the proposed antenna,
a perpendicular slot is used on the ground plane. In ad-
dition, a wide vertical slot is added and a cross-shaped
slot is made. Figure 6 shows the influence of the wide
slot and the radiating performance is improved after
adding it. The width of the wide slot L5 is chosen to be
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(a) ‘ (b)

Fig. 8. Prototype of the proposed antenna. (a) Top view.
(b) Bottom view.

Fig. 9. Return loss of simulation and measurements.

14 mm. Figure 7 shows the current flow distribution on
the ground plane with and without the wide slot. It can be
seen that the slot does not change the main current con-
centration points, but the current density does become
larger in the slot edge area.

IV. RESULTS AND DISCUSSION

The prototypes of the antenna are fabricated and
measured, in order to verify the results of simulation.
A vector network analyzer is used to measure the re-
turn loss, and the far-field antenna test system is used
to measure the radiation patterns. The pictures of the
prototype are shown in Fig. 8, including top and bottom
views.

A. Return loss

The simulated and measured results of return loss
are shown in Fig. 9. For simulated results, the impedance
bandwidth (−10 dB) covers the range of 5.64 GHz to
8.37 GHz, and the fractional bandwidth is 39.0%. For
measured results, 5.64− 9.60 GHz is covered, and the
total bandwidth is 3.96 GHz with a fractional band-
width of 51%. It can be concluded that the results of

(a)

(b)

(c)

Fig. 10. Radiation patterns at 5.89 GHz, 6.56 GHz, and
8.14 GHz on the xoz plane. (a) 5.89 GHz. (b) 6.56 GHz.
(c) 8.14 GHz.

the simulation and the measurement are in quite good
agreement. The results of different prototypes are not
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Fig. 11. Gain and efficiency.

the same due to fabrication errors, and a position de-
viation of only 1.5 mm of the feed point may cause
a huge difference in results, as shown in the param-
eter studies section. The proposed antenna can meet
the requirement of 5G and 6G WLAN. The band-
width has been expanded several times compared to the
traditional PIFA.

B. Radiation patterns

The radiation pattern of the proposed antenna is
shown in Fig. 10. The gains at 5.89 GHz, 6.56 GHz, and
8.14 GHz on the xoz plane are measured and the peak
gain is 5.4 dBi, obtained at 8.14 GHz according to mea-
surement. At high resonant frequency points, the radia-
tion patterns are approximately omnidirectional and the
minima of gain is more than −10 dBi, which achieves a
better vertical omnidirectional performance compared to
traditional PIFAs. That might be attributed to the folded
ground plane and is about to study in the future.

C. Peak gain and efficiency

The gain and simulated efficiency are shown in
Fig. 11. The results show that the peak gain of the pro-
posed antenna remains stable in this wide bandwidth.
The simulated efficiency remains about 90% in the en-
tire frequency range.

Table 2: Comparisons of the proposed antenna to other
PIFAs

Ref. Area

(mm2)

Profile

(mm)

f0
(GHz)

BW (GHz) Peak

Gain

(dBi)

Size

Compari-

son

[9] 46×36 5.5 5.5 0.94(18%) 5.90 197.1%
[10] 53×41.4 1.754 6 2(33.33%) 10.82 83.3%
[11] 42×28 4 5.5 0.94(17.09%) 6.70 101.8%

This work 44×30 3.5 7.62 3.96(51%) 5.40 100%

V. CONCLUSION

A low-profile wideband planar inverted-F antenna
is proposed in this paper. A cross-shaped slot is used
on the ground plane to combine three resonant modes
and achieve the wide bandwidth feature. Several proto-
types are fabricated to verify the simulation results. The
proposed antenna has a measured −10 dB bandwidth of
3.96 GHz and the fractional bandwidth is 51%. A peak
gain of 5.4 dBi is measured and the gain remains stable
in the bandwidth. The proposed antenna can meet the
requirements for wireless local area networks (5725−
5825 MHz), and IoV applications (5905− 5925 MHz).
The latest 6G-band of WiFi 6E (5946− 7105 MHz) is
also covered. The comparisons between the proposed an-
tenna and other PIFAs are shown in Table 2.
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Abstract – This paper demonstrates how to implement
a vortex electromagnetic wave generation system with
beam steering using only delay lines as phase-shifting
elements. The system is based on uniform circular
array and phased array technology. A detailed theoret-
ical derivation is presented, which yields an input fre-
quency matrix corresponding to each target case. Fur-
thermore, considering the random initial phase problem
of the actual phase-locked source, the above scheme is
further improved in this paper. By cleverly setting the cir-
cuit structure, the influence of the initial phase inconsis-
tency on the phase control system is filtered out. The per-
formance is verified by analytical calculations and full-
wave electromagnetic simulations, which are in good
agreement with the proposed theory. The scheme pro-
posed in this paper can completely get rid of the phase
shifter and realize the free adjustment of the topologi-
cal charge number/beam steering angle. The adjustment
accuracy depends on the tuning accuracy of the phase-
locked source, which can achieved an accuracy over 1Hz
at a cost of less than six dollars, which makes it an inter-
esting and flexible low-cost vortex electromagnetic wave
generation scheme.

Index Terms – OAM (orbital angular momentum) wave,
phase-shifter-less, random initial phase, tunable steering
angle, tunable topological charge.

I. INTRODUCTION

Over the past decades, investigations have shown
that electromagnetic waves not only have spin angu-
lar momentum, but also orbital angular momentum
[1]. Some subsequent studies have stated clearly that
electromagnetic waves carrying orbital angular momen-
tum, called vortex electromagnetic waves, have a helical
phase structure, whose wavefront rotates along the beam
axis in space [2]. The vortex electromagnetic waves of

different OAM modes have different phase structures,
and the integer modes are orthogonal to each other [3],
which means that the orbital angular momentum can pro-
vide rotational degrees of freedom for the electromag-
netic field and this is beneficial for novel multiplexing
applications [4, 5]. Orbital angular momentum has been
discovered in optical research [1], and vortex electro-
magnetic waves have been used in radar imaging [6],
quantum state manipulation [7], identification of scat-
terer characteristics [8], 2D underwater imaging [9] and
other fields.

The state-of-the-art OAM generation architectures
can be mainly divided into four types, namely transmis-
sion helical structure [10], transmission grating structure
[11], helical reflector structure [12] and array antenna
[13, 14]. When vortex electromagnetic waves were first
proposed, the proponents described how to feed a uni-
form circular array to generate orbital angular momen-
tum in the radio frequency band [15]. A uniform cir-
cular phased array has the advantages of simple pro-
cessing and easy operation, so it is a good vortex elec-
tromagnetic wave generator [16]. As one of the com-
monly used methods of generating vortex electromag-
netic waves [17, 18], the uniform circular array antenna
usually needs to be used with phase shifters [19–21].
Due to the high cost of phase shifters, many authors try
to replace the phase shifter with other structures in the
design of the OAM generator [22–24]. However, none of
these solutions have good reconfigurability.

In this work, an effective OAM phased array imple-
mentation method based on the uniform circular array
antenna is proposed to achieve system reconfigurabil-
ity at low cost. In some schemes, delay lines are used
instead of phase shifters to generate vortex electromag-
netic waves with different topological charges, which
simplifies the system. However, if the beam pointing
control of OAM is to be further realized without chang-
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ing the length of the delay line, the phase shifter is still
required. In contrast, the proposed technique can be per-
formed without other phase-shifting units. By adjusting
the frequency of each local oscillator signal, a vortex
electromagnetic wave generation system with arbitrary
topology charge and beam pointing angle is designed
without the need for phase shifters.

II. LOW-COST OAM PHASED ARRAY
SYSTEM

A. Low-cost OAM phased array circuit-level imple-
mentation technology

The uniform circular array used to generate vortex
electromagnetic waves is shown in Fig. 1 (a).

(a)

(b)

Fig. 1. (a) Diagram of the circular array configuration,
and (b) low-cost OAM phased array system schematic
diagram.

The far-field radiation pattern for a uniform circular
array is [25]:

G(A,θ ,ϕ) =
M

∑
m=1

Amei[kasinθ cos(ϕ−ϕm)+αm], (1)

where ϕm = 2πm/M, Am is the amplitude of the exci-
tation signal for each antenna element, and αm is the
phase relationship of them. When αm = 2πml/M (lϕm),

the directional pattern function of the array is [7]:

G(θ ,ϕ) =
M

∑
m=1

eilϕm � eikasinθ cos(ϕ−ϕm)

= Meilϕ i−1Jl(sinθ). (2)

It carries a phase factor eilϕ , so it can generate vor-
tex electromagnetic waves, where l is the mode of OAM.
On this basis, the beam pointing control factor is added.
If the preset pointing angle is (θ0,ϕ0), the phase exci-
tation vector of each array element can be given by the
following equation [26]:

S =

{
kasinθ0 cos

(
ϕ0− 2πm

M

)}
. (3)

Therefore, to generate a vortex electromagnetic
wave with a topological charge of l, and a beam point-
ing angle of (θ0,ϕ0), the phase shift should be [15]:

S =

{
lϕm + kasinθ0 cos

(
ϕ0− 2πm

M

)}
. (4)

By plugging Eq. 4, the radiation pattern is re-
obtained as [27]:

G(θ ,ϕ) =
M

∑
m=1

eilϕmeika(sinθ cos(ϕ−ϕm)−sinθ0 cos(ϕ0−ϕm))

= Meilξ � eil π
2 Jl(kaρ), (5)

where ρ =
√

u2 + v2, cosξ = u√
u2+v2

, u = sinθ cosϕ −
sinθ0 cosϕ0, v = sinθ sinϕ− sinθ0 sinϕ0. It can be seen
that after adding beam pointing control, the array fac-
tor function still carries the azimuth component, which
proves that it also has the characteristics of vortex elec-
tromagnetic waves.

The system schematic diagram is shown in
Fig. 1 (b). Beam steering is performed by simply chang-
ing the radiation frequency, since the necessary phase
shifts are provided by the delay lines [28]. The phase-
modulated signal is sent by M channels of local oscil-
lator signal sources, and the phase is adjusted through
the fixed-length delay line. After that, the signals are
mixed with the M channels of intermediate frequency
signal sources through the heterodyne mixer, which form
the TX chains and then send the mixed signal into the
antenna array through a filter. In this way, the purpose of
adjusting the phase of each antenna unit without chang-
ing its finally radio frequency is achieved.

Let the IF signal be SIF = Acos(ωIFt +ϕ1), and the
local oscillator signal be SLO = Bcos(ωLOt +ϕ2). After
mixing the two and filtering:

SRF =C cos((ωIF +ωLO) t +(ϕ1 +ϕ2)) . (6)
When the frequency of the local oscillator signal

increases Δω , the frequency of the intermediate fre-
quency signal decreases Δω . Let the delay line act on the
local oscillator signal source, the local oscillator signal
will add a phase shift Δϕ generated by passing through



ZHOU, YAO, LI, HUANG, JIN: PHASE-SHIFTER-LESS VORTEX ELECTROMAGNETIC WAVE GENERATION TECHNOLOGY 156

them, and at this time the local oscillator signal is:
SLO = Bcos((ωLO +Δω) t +ϕ2 +Δϕ) . (7)

If the phase shift constant of the delay line is β =
ω√εμ , let the length of the delay line be l′, and the
corresponding phase shift Δϕ is l′β . By plugging it into
Eq. 7, and assuming that the initial phase of the signal
source is 0, we obtain:

SRF =C sin
(
(ωIF +ωLO) t + l′ (ωLO +Δω)

√
εμ
)
. (8)

In order to obtain the vortex electromagnetic wave,
the phase offset required for the mth array element is
Δϕm = 2πml/M. Then, the length of the delay line cor-
responding to the mth array element is calculated as:

l′m =
Δϕm

ωm
√εμ

=
2πml

Mωm
√εμ

, (9)

where ωm is the input frequency of the delay line
corresponding to the mth element. Set l = 1, ΩM =
(ω1,ω2, ...,ωM)T = (ω ′,ω ′, ...,ω ′)T , and substitute into
Eq. 9 to obtain:

l′m =
2πm

Mω ′√εμ
. (10)

To determine the length of the delay line corre-
sponding to each array element by Eq. 10, let it be
L′M = (l′1, l′2, ..., l′M)T , and set L = (1,2, ...,M/2−1)T .
By plugging Eq. 10 into Eq. 9 it, we obtain: ωm = ω ′l,
and then we can obtain the frequency matrix as:

Ω(l,m) =

⎛⎜⎜⎜⎝
ω ′ ω ′ . . . ω ′
2ω ′ 2ω ′ . . . 2ω ′

...
...

. . .
...(M

2 −1
)

ω ′
(M

2 −1
)

ω ′ · · · (M
2 −1

)
ω ′

⎞⎟⎟⎟⎠.

(11)
This is a matrix with M/2−1 rows and M columns,

(the rows and columns correspond to the topological
charge and the array element serial number respectively),
and its value is the frequency value that the local oscilla-
tor signal source needs to output.

It can be seen that if the delay line-based system is
used to generate vortex electromagnetic waves, when the
length of the delay line is determined and control beam
pointing is not considered, there is a linear relationship
between the frequency and the topological charge. The
frequency of the input signal required by the time line is
the same. Therefore, only two signal sources are required
to output eight local oscillator signals and eight interme-
diate frequency signals, respectively, through the power
divider.

If the beam is deflected with an angle of (θ0,ϕ0), the
phase offset required by the mth array element is given
by Eq. 4. At this time, the output frequency of the local
oscillator signal source corresponding to the mth array
element is:

ωm =
2πml− kaM sinθ0 cos

(
ϕ0− 2πm

M

)
Ml′m

√εμ
. (12)

Let the length of the delay line still be L′M =
(l′1, l′2, ..., l′M)T , to make the beam pointing angle
(θ ,ϕ)=(θ1,ϕ1), let (θ1,ϕ1)=ν1, and set: ψν1 (m) =
−ω ′kaM sinθ1 cos(ϕ1−2πm/M)/2πm. Then Eq. 12
can be written as: ωm = ω ′l +ψν1 (m). Finally, the fre-
quency matrix is written as:

Ω =

⎛⎜⎜⎜⎝
ω ′+ψ (1) . . . ω ′+ψ (M)

2ω ′+ψ (1) . . . 2ω ′+ψ (M)
...

. . .
...(M

2 −1
)

ω ′+ψ (1) · · · (M
2 −1

)
ω ′+ψ (M)

⎞⎟⎟⎟⎠ .

(13)
Eq. 13 is the frequency matrix corresponding to the

local oscillator signal. It can be seen from Eq. 13 that
after adding beam pointing control, the input frequen-
cies required for the corresponding delay lines of dif-
ferent array elements under the same topology load and
beam pointing angle are no longer the same, so one sig-
nal source cannot be used to provide all entries. If the
final RF signal frequency is ωRF , the frequency matrix
corresponding to the intermediate frequency signal is
ωRF −Ω(l,m).

To sum up, without changing the length of the delay
line, the system needs 2 M signal sources, including
M local oscillator signal sources and M intermediate
frequency signal sources. In practical applications, two
groups of one-way constant temperature crystal oscilla-
tors plus M-way phase-locked loops can be used to real-
ize this function.

B. Electromagnetic simulation

Select a uniform circular antenna array with eight
elements, select the X-band (10GHz) as the RF fre-
quency, and simulate the system in Systemvue. When
the beam pointing angle is (0, 0) and the OAM mode
is 1, select 500MHz as the M-channel local oscillator
signal source output frequency. On this basis, accord-
ing to Eq. 13, the frequency value of the output sig-
nal of each signal source is regulated to generate differ-
ent forms of vortex electromagnetic waves. The system
block diagram is shown in Fig. 2.

In this paper’s simulation, the beam pointing angle
is uniformly specified in the direction of the lowest
amplitude value in the zero-depth region. As shown in
Fig. 3, when the topological charge is both 1 and the
pointing angle is (15, 15) and (30, 30) respectively,
(a) and (b) reveal the relationship curves between the
amplitude value and the pitch angle θ on the azimuth
pointing plane. The angle corresponding to the mini-
mum amplitude value is the beam deflection angle. Pan-
els (c) and (d) in Fig. 3 indicate the situation when
the pointing angles are same but the topological charge
generated is changed to 2. Therefore we can conclude
that when the 30dB deviation is used as the standard,
under the same topological charge condition, the angle
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Fig. 2. System block diagram.

occupied by the zero-depth area is proportional to the
beam deflection angle value. When the influence of
the deflection angle is not considered, the zero-depth
area will follow the OAM mode and increased signif-
icantly. In the lower right corner of each picture in
Fig. 3, there is a complete array pattern. It can be
seen that the system has achieved splendid results in
the control of azimuth and pitch angles, and can main-
tain the structure of vortex electromagnetic waves at the
same time.

(a) (b)

(c) (d)

Fig. 3. Array pattern. (a) Charge1 (15,15). (b) Charge1
(30,30). (c) Charge2 (15,15). (d) Charge2 (30,30).

Multiple phase-locked loops in a system can main-
tain the same initial phase when outputting the same fre-
quency signal, but different phase-locked loops in this
paper need to output different frequencies, so the initial

phase of each signal becomes random. This will cause
the phase relationship between the signals that are finally
fed to the antenna elements of the array to no longer be
as preset, and the impact will be devastating. A random
initial phase of 0◦-360◦ is assigned to a certain number
of signal sources in Fig. 2. Set the topological load is a 1,
and the pitch angle deflection is 20◦, the generated pat-
tern and phase diagram are shown in Figs. 4 (a) and (b),
respectively.

It can be seen that the phased structure of the vortex
electromagnetic wave was damaged, and if the system is
executed a second time, another unordered result will be
randomly obtained, so it needs to be improved.

III. RANDOM INITIAL PHASE
CONDITIONS SYSTEM

A. Improved scheme of phase-locked source under
random initial phase conditions

According to Section II A, the premise that the sys-
tem can successfully achieve the expected effect requires
that the initial phases of the M channels of local oscil-
lator signal sources are consistent, and the same is true
of the M channels of IF signal sources. If there is an
initial phase difference between the signal sources, the
difference will remain until the final signal input to the
antenna array, which will eventually destroy the phase
control structure of the vortex electromagnetic wave gen-
eration system, as in Fig. 4. However, because of the
system’s constant temperature crystal oscillator and M-
channel phase-locked loop, it cannot guarantee that the
initial phase is still consistent after random frequency
modulation. In contrast to the instantaneous phase, the
initial phase has no practical significance and an accu-
rate and effective measurement method, so it is difficult
to realize in practice.

According to equation, when the topological charge
is l, and the control beam angle is v0 = (θ0,ϕ0), the
required output frequency of each local oscillator sig-
nal is lω ′+ψν0 (m), and each IF signal is (ωRF − lω ′)−
ψν0 (m). If the frequency of one LO signal source is pre-
set as lω ′, and the frequency of one IF signal source is

(a)
(b)

Fig. 4. After adding random initial phase: (a) Pattern, and
(b) Phase diagram.
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set as ωRF − lω ′, then each of them needs to be added
or subtracted ψν0 (m), which is the required frequency.
Therefore, we can mix these two signals with M signals
of frequency ψν0 (m) (here called weighted signals), and
then filter out the interference frequency, and the output
signal frequency is the required value.

The schematic diagram of the improved system is
shown in Fig. 5, and in this way, the primary phase inter-
ference can be eliminated.

Fig. 5. Random initial phase condition system schematic
diagram.

Let the IF signal be SIF = Acos(ωIFt +ϕ1), the
local oscillator signal be SLO = Bcos(ωLOt +ϕ2), and
the m-way weighted signal be:

SC = Bcos
(
ψν0 (m) t +ϕ ′m

)
, (14)

where ϕ1, ϕ2, ϕ ′m are all random phases from 0 to 360◦.
After mixing and filtering with the m-way weighted sig-
nals, the intermediate frequency signal and the local
oscillator signal become:

SIF = Acos
((

ωIF −ψν0 (m)
)

t +ϕ1−ϕ ′m
)
, (15)

SLO = Bcos
((

ωLO +ψν0 (m)
)

t +ϕ2 +ϕ ′m
)
. (16)

After that, the local oscillator signals of each chan-
nel pass through the delay line to obtain:

SLO = Bcos
((

ωLO +ψν0 (m)
)

t +ϕ2 +ϕ ′m +Δϕm
)
,

(17)
where Δϕm is the desired phase difference relationship.
The M channels of local oscillator signals are mixed with
the intermediate frequency and filtered, and the final sig-
nal is obtained as:

SRF =C cos((ωLO +ωIF) t +ϕ2 +ϕ1 +Δϕm) , (18)
where ϕ1 and ϕ2 are independent of the array ele-
ment number m, except for Δϕm, there is no addi-
tional phase difference between the signals input to
each antenna unit, and the structure of vortex elec-
tromagnetic wave and beam pointing control remains
intact.

B. Electromagnetic simulation

The system block diagram in Systemvue is shown in
Fig. 6. The uniform circular antenna array with eight ele-
ments and the X band radio frequency are still selected.

A random initial phase of 0-360◦ is added to each signal
source in Fig. 6.

Fig. 6. Random initial phase condition system block dia-
gram.

The system is simulated and the results obtained are
shown in Fig. 7. When the topological load is set to 1

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 7. Charge1 (15,0). (a) Pattern. (b) Phase diagram
with pointing. (c) Phase diagram Charge1 (30,0). (d)
Pattern. (e) Phase diagram with pointing. (f) Phase dia-
gram Charge2 (15,0). (h) Pattern. (h) Phase diagram with
pointing. (i) Phase diagram Charge2 (30,0). (j) Pattern.
(k) Phase diagram with pointing. (l) Phase diagram.
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and the beam pointing is set to (15, 0), (a) is the pattern
of the array, and it can be seen that the pitch angle θ is
shifted by a certain degree. As shown in (b), the plane
is intercepted with the pointing axis of (a) as the normal
and the phase diagram is drawn when the condition of the
circular field is satisfied. (c) is the front view of the phase
map. (j) (k) (l) show the same situation when the OAM
mode is 2 and the beam pointing is (30, 0). As can be
seen from Fig. 7, even if the initial phases of the various
signal sources are inconsistent, the system can still offset
the effects and obtain ideal results. In order to further
verify the system’s effect, the OAM spectrum is drawn
here. It can be seen that there is a circle of white lines
on the phase diagram of the three-dimensional space in
Figs. 7 (b) and (d), which is the ring current selected as
the reference for the OAM spectrum drawing. As shown
in Fig. 8, (a) and (b) are histograms of the purity of each
OAM mode with the topological charge set to 1 and the
pitch angle θ pointing set to 15◦ and 30◦ respectively, (c)
and (d) are for the same case but the topological charge
is set to 2.

(a) (b)

(c) (d)

Fig. 8. OAM mode purity. (a) Charge1 (15,0). (b)
Charge1 (30,0). (c) Charge2 (15,0). (d) Charge2 (30,0).

It can be seen from Fig. 7 that the OAM generated
by the system has good purity, and, under the same topo-
logical charge, when the angular deflection increases, the
OAM purity has a relatively obvious decline. When the
angular orientation control is not considered, the closer
the topological charge is to M/2−1, and the purity also
decreases to a certain extent.

IV. CONCLUSION

In this work, a vortex electromagnetic wave gen-
eration system with beam steering function is designed
based on the delay line. The system is improved by rear-
ranging the phase-locked loop and the signal source, so
that it cannot be affected by the phase noise to a certain
extent. At the same time, the phase interference which
cannot be handled by the initial phase random struc-
ture can be compensated by modifying the frequency
matrix, Eq. 13, which increases the robustness of the
system. The two systems were separately modeled in
Systemvue for electromagnetic simulation and structure
analyses of the generated vortex electromagnetic wave,
which subsequently demonstrates that the proposed sys-
tem has achieved quite good results. It can generate vor-
tex electromagnetic waves of various modes in the range
of l ≤ N/2−1, and control the beam pointing with high
precision. Future work is expected to focus on achiev-
ing sidelobe suppression, and further optimization of the
system structure.
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