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Surface Integral Computation for the Higher Order Surface Integral
Equation Method of Moments

Sanja B. Mani¢ and Branislav M. Notaros

Electrical & Computer Engineering Department
Colorado State University, Fort Collins, CO, USA
smanic@colostate.edu, notaros@colostate.edu

Abstract — This paper presents extraction technique
applied to the double higher order surface integral
equation method of moments and discusses the
numerical results compared with previously implemented
extraction method and numerical Gauss-Legendre
integration.

Index Terms — Double higher order method of
moments, integral accuracy, integration extraction
technique, surface integral equation.

1. INTRODUCTION

This paper presents our ongoing study of
convergence behavior of near-singular (potential) and
near-hypersingual (field) integrals for double higher
order large-domain surface integral equation method of
moments (SIE-MoM). The fast and accurate integral
computation that will effectively give the MoM matrix
entries is essential in the computational electromagnetics
(CEM). The main challenge arises with small source-to-
field distances which often occur in microstrip and
printed circuit design but are part of almost any model
analysis. The technique for integral evaluation presented
here uses the singularity extraction method. The
analytically evaluated integral of the principal singular
part is computed over a parallelogram which surface is
defined to be similar to the surface of the generalized
quadrilateral in the near area of the singular point.
Numerical integrals over parallelogram and quadrilateral
are using Gauss-Legendre quadrature formula.

Il. THE METHOD

A. 2D double higher order (DHO) integrals

In the DHO SIE-MoM the 2D surface integrals
are defined on the Lagrange-type generalized curved
parametric quadrilateral MoM-SIE surface elements (in
Fig. 1) defined in the parametric u-v domain as [1]:

Ky Ky
r(u,v) = erklukvl ;

k=01=0
where ry are vector coefficients and K, and K,
are geometrical orders (Ky, Ky > 1). The current is

for -1<u,v <1, (1)
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approximated by higher order polynomial basis functions
[1] leading to 2D integrals over the quadrilateral having
the following form:

=0 o [

IR dudv, (2)
where s and hs represent smgular and hypersingular
integrals respectively, i and j are arbitrary polynomial
orders of the basis functions, B is propagation
coefficient, f is the operating frequency, ¢ and p are
permittivity and permeability of the dielectric medium
respectively and R is the distance of the source point
from the field point.

Fig. 1. Quadrilateral element.

B. Parallelogram for the extraction technique

The quadrilateral element and the parallelogram
constructed at projection point (Uo, Vo) are shown in Fig.
2. The distance of the point on the parallelogram and
singular point is defined as:

RZ =d®+alAu” +alAv® +2a,a, CoscAUAV,  (3)

where a,, av and cosa are computed to take into account
the curvature of the quadrilateral element, Au = u-u,
Av = v-vg and d is the distance between singular point
and the close point projection on the quadrilateral element.

C. Taylor’s expansion and analytic integration
The relation between quadrilateral and parallelogram
parametric surfaces is given by:

R(u,v)? =R2(u,v) +t(u,v) , R(U,v) = Ro/1+ x(u,v) , (4)

where x(u,v) = t(u,v)/Rs?(u,v). The singular and

1054-4887 © ACES
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hypersingular parts of integrands for the integration
over the parallelogram are represented through Taylor’s
expansion over x having in mind (4). Analytical integrals
are computed by dividing parallelogram into triangles
and using recursive formulas similarly to the procedure
described in [2].

Fig. 2. Quadrilateral patch and parallelogram constructed
at projected point.

D. Projected points outside of the patch

For the case of large and negative 2a,a,co0SaAUAV
contribution in (3), [x(u,v)| becomes large because
Rp?(u,v) is taking a small value. As a result, the Taylor’s
expansion over x does not approximate the (hyper)
singular function well. In this situation, when the
projection point is outside of the element domain, the
parallelogram is constructed using parameters at the
closest point, i.e., the most singular point on the
quadrilateral. For the large values of [x(u,v)|, the patch
is divided into four parts and the extraction method is
applied to each part separately (example in Fig. 5).

Singular integral

o -_—-‘—__"———-—-—.__

= 8
107 = New Extracton
==0Id Extraction
A2t = Gauss-Legandre integration
14
A6 L
2 4 1 8 10 12 14 16 18 20

Fig. 3. Singular integral convergence for up = 0.1,
Vo=-0.1 and i=0, j=0 orders of the basis function.

I11. RESULTS
The results shown in Figs. 3-5 are computed for
second order curvilinear patch (one of the six patches

-10 =—MNew Extracton

ACES JOURNAL, Vol. 34, No. 2, February 2019

modeling 1 m radius sphere) shown in Fig. 2. The
integral convergence is obtained for d=5e-7 and
=0.77546 and results are compared to Gauss-Legendre
numerical integration and previously implemented
traditional (old) extraction technique.

Singular integral

= 0ld Extraction
= (Gauss-Legandre integration

Fig. 4. Singular integral convergence for uo = 0.1,
Vo=-0.1 and i=6, j=6 orders of the basis function.

The NGL label on the graphs represents the square

root of the number of Gauss-Legendre points used
for the numerical integration over quadrilateral or
parallelogram. The relative convergence error is

computed as d = Ioglo‘l T‘/m , where 1 is the integral

obtained using described extraction method with high
value of Gauss-Legendre points and | represents the
integrals as function of NGL.

Results in Fig. 5 are computed for the point

described in part D of previous section and the
improvement in convergence is shown for the divided
patch method.

Hypersingular integral

0
-2
4
6
-8
-10 = New Extracton
==0Id Extraction
12 = (Gauss-Legandre integration
B Divided New Extraction
-14
-16
2 4 [ 8 10 12 14 16 18 20

Fig. 5. Hypersingular integral convergence comparison
for up = 1.1, vw=1.1 and i=0, j=0 orders of the basis
function. Patch is divided at (0.8, 0.8) point in u-v domain.
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IV. CONCLUSION

New extraction method is introduced and the
method is verified with results. The convergence
improvement is shown compared to the traditional
extraction technique as well as further improvements
achieved by dividing the patch. The convergence
improvement is due the integral of the difference of the
two functions defined over the constructed parallelogram
and quadrilateral being accurately evaluated with small
number of integration points.
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Millimeter-wave Frequency FDTD Simulation for
Error Vector Magnitude of Modulated Signals

Joseph Elliott Diener
Colorado School of Mines
Golden, USA
jdiener@mines.edu

Jeanne Quimby
National Institute of Standards
and Technology
Boulder, USA
jeanne.quimby@nist.gov

Abstract—At millimeter frequencies, a simulation of
propagating complex modulated signals through an environmental
channel can be computationally prohibitive using the finite
difference time domain method. A transfer function approach
known as the “grid impulse response” method uses a delta-
function as a source signal to solve for the transfer function of the
finite difference time domain grid. Once the transfer function of
the channel is known, any number of source signals of differing
lengths, such as those involving M-ary quadrature amplitude
modulation may be used to estimate the propagation of a complex
modulated signal through the environmental channel. Numerical
investigations show that the maximum error between the two
approaches can be very small. Simple environmental channels
are used to present the error vector magnitude at mmWave
frequencies obtained from the grid impulse response method.

Keywords—EVM, FDTD, QAM.

. INTRODUCTION

Modern millimeter-wave communication systems have
complex hardware and modulation schemes that can be modeled
using finite difference time domain (FDTD) directly by
propagating the source signal through a simulated channel. Using
the full FDTD approach will be a computationally-demanding
task for dense FDTD grids propagating long-duration signals
due to the gridding requirements based on the very small
wavelengths found at millimeter-wave frequencies. Authors in
[1-2] show that transfer functions derived from the system
response to a delta-function source signal can be used to predict
the response of the 1D FDTD grid for an arbitrary input. Perrin
et al. use a similar technique to predict the grid response in 3D
[3]. We extend this previous work into the millimeter-wave
frequencies and show numerically that a delta-function excitation
of the grid can be used to obtain the transfer function of the
FDTD grid. Once obtained, the transfer function can be used to
solve for the signal received at any grid point when the source
is excited by an arbitrary source signal. This approach is known
as the grid impulse response (GIR) method. We will show the
use of the GIR method to calculate the distortion of a modulated
signal using error-vector-magnitude as the metric of distortion.

Il. THE TRANSFER FUNCTION AND GRID IMPULSE RESPONSE
We define the transfer function of the FDTD grid as,
F(RX(t))

T = 5%y

1)
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Atef Z. Elsherbeni
Colorado School of Mines
Golden, USA
aelsherb@mines.edu

Kate A. Remley
National Institute of Standards
and Technology
Boulder, USA
kate.remley@nist.gov

where F is the fast Fourier transform, RX is the time-domain
sampled signal at a point of interest in the FDTD grid, TX is the
source signal used to excite the FDTD grid, and T (w) is the
transfer function. It is often more convenient to work with the
time domain representation of the transfer function, the grid
impulse response (GIR) given by:

GIR(t) = F (T (w) ). (2)

Note that for a delta-function source signal incident on the
FDTD grid, the GIR is directly obtained by sampling the grid,
GIR(t) = RX(t). Once the GIR is found, any signal of interest
can be solved at the RX sampling point by convolution, given
by:

RX carcutatea(t) = GIR(t) * TXarbitrary ®), 3)

where * indicates convolution, and RX .qicuiatea 1S the predicted
signal obtained from the arbitrary signal source TXarpitrary -
This formulation is most useful in solving for signals where the
number of time steps needed to inject the signal into the grid is
much larger than the number of time steps needed for the GIR
to converge.

I1l. NUMERICAL DEMONSTRATION OF ACCURACY

We used an M-ary quadrature amplitude modulation (M-
QAM) signal to examine the accuracy of the GIR method. The
FDTD code from [5] is used for all simulations, run in single
precision. A source transmitting an M-QAM signal is placed in
free-space terminated in either convolutional perfectly matched
layer (CPML) [6] or perfect electrical conductor (PEC)
boundaries. The signal is a 16-QAM modulation, 10 GSym/s,
with five symbol durations. The CPML is eight cells thick. A
simulation using the full FDTD approach and another using
the GIR method are compared. The signals at a given point of
interest in space as a function of time-step are recorded for both
methods. The received signal from the full-length simulation
RX¢u is compared with the predicted signal from the GIR
method. The signals are compared with an error metric defined

by,
Error = |RX;u — RXgir| - 4)

RXpyy has its maximum amplitude normalized to 1, and RXgir
is normalized using the same normalization constant. The free
space propagation case is shown in the solid line in Fig. 1. At
500 time steps, the jump in the figure is due to the arrival of the

1054-4887 © ACES



DIENER, QUIMBY, REMLEY, ELSHERBENI: MILLIMETER-WAVE FREQUENCY FDTD SIMULATION

transmitted signal at the receiver. The signal difference previous
to this time step is due to numeric noise. The GIR determination
uses 1816 time steps. Through time step 1816, the error is less
than 1076, At time step 1817, the error increases by ~10x, with
a maximum error of approximately 1073 from time step 1888
and beyond. Thus, for time steps less than or equal to the number
of time steps used in the full FDTD simulation, the GIR method
will capture the grid response with the error of a predicted signal
< 107°. For time steps after this point, the error will reflect the
degree to which the long-term GIR has been captured. When the
GIR has begun to converge, the error for future time steps is
relatively low (~1073), and will be reduced further when the
grid is sampled for more time steps. When the long-term GIR
has not been captured, the error for future time steps will be
large. This is shown in the dashed line in Fig. 1, where the
CPML boundaries are replaced with PEC walls to simulate a
metal enclosure shown by the Box results. Through the time step
of the GIR simulation, the response of the grid is captured well
(< 107% error). The maximum error very quickly approaches
0.5 for time steps after this point, corresponding to essentially
no agreement between predicted and actual signals. This is due
to the resonant nature of the box, and shows the transfer function
method can fail when used inappropriately.

10° w

GIR Limit

|Signal Difference (Normalized)|

0 500 1000 1500 2000 2500 3000
Time Step

Fig. 1. Error between full-length FDTD simulation, and predicted response using
the GIR method. Dashed line shows the PEC box case, while the solid line shows
the free-space case. Truncated at 3000 timesteps for clarity.

IV. ERROR VECTOR MAGNITUDE CALCULATION

The GIR method is an excellent compromise between
accuracy and computational expense for determining distortion
in a modulated signal from a channel. By creating a modulated
signal and convolving with the GIR, the effects of the channel
will be seen on the received signal. This can show channel
effects such as path loss, power delay profile, and the error
vector magnitude (EVM) [4] introduced by the channel.
Application of the technique to an EVM calculation is shown
using two identical dipole antennas operating at 90 GHz as a
TX/RX pair in a free-space channel and in a channel with an
infinite ground plane below the antennas. The distance between
the two antennas is swept through 0.12 m. A 1000 symbol,
duration 16-QAM signal is the excitation and the signal is post-
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processed to yield the EVM. The mean EVM is shown in Fig. 2.
The ground-bounce case shows significantly increased distortion
resulting from the reflected signal, with two distinct peaks
appearing. These peaks are not present in the free-space case,
and so are solely attributable to the reflected signal from the
ground-plane.

5 T : .
= Ground Bounce
=—=-Free Space
4l p
S
s 3
>
L
g2
[0}
=

-
T

~

0 N o T e ] e e s ) o s o

0 0.02 0.04 0.06 0.08 0.1 0.12
Seperation Distance (m)

Fig. 2. EVM for a dipole-dipole case using 16-QAM signal, with results calculated
by the GIR. Distinct peaks are seen from ground-bounce effects.

V. CONCLUSION

We have shown that the use of transfer functions in the full
3D FDTD grid can obtain long-term grid responses wit accuracy
less than < 107%. An understanding of the error in such an
approach has been introduced, showing clear cases where the
GIR is not satisfactory. Through the use of the transfer function
of the grid, simulations of the modulated signals can be solved
rapidly, and channel effects on the EVM of the signal seen
directly.
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Abstract—A new method for calculating the geometric sensitiv-
ities of curvilinear finite elements is presented. Approximating the
relevant metric tensors by hierarchical orthogonal polynomials
enables the sensitivity matrices to be integrated analytically. The
resulting numerical method is based on pre-calculated universal
matrices and achieves significant savings in computer runtime
over conventional techniques based on numerical integration.
Moreover, there exists a representation limit for the geometry,
i.e., the degree of basis functions fully determines a critical
order of the geometry expansion, beyond which the derivatives
of the finite-element matrices will remain constant. To validate
the suggested approach, a numerical example is presented.

Keywords—curvilinear, eigenvalues, finite elements, hierarchi-
cal, sensitivity, universal matrix.

I. INTRODUCTION

Higher-order finite elements (FEs) are attractive because
they yield exponential convergence in case of smooth fields.
However, to harvest their full potential, curvilinear boundaries
must be taken into account. Typically, the resulting metric
terms do not admit analytical integration of the FE matrices.
Numerical integration is possible, though computationally
expensive. An alternative is polynomial interpolation or ap-
proximation of the metric terms followed by exact integration.
The resulting algorithms [1], [2] achieve significant savings in
computer runtime, by utilizing pre-calculated universal matri-
ces (UMs) [3]. Applications such as sensitivity analysis and
gradient-based optimization require not only the FE matrices
but also their derivatives with respect to the parameters [4], [S].
This paper presents a procedure for computing such derivatives
at low computational cost. It employs hierarchical UMs and
applies to both straight-sided and curvilinear FEs. The method
will be demonstrated by reference to the H/(curl) shape
functions of [6].

II. MODEL PROBLEM

Consider a cavity resonator 2 whose boundary 'y is a
perfect electric conductor (PEC). Maxwell’s equations lead to
the following eigenvalue problem (EVP) for the modal electric
field E and the corresponding free-space wavenumber k:

(1a)
(1b)

Vx (p'VxE)—keE=0
nxE=0

in €,
in FE
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Herein p, and e, denote the relative magnetic permeability
and electric permittivity, respectively. The weak formulation
of the EVP (1) reads:

/V><E~u;1V><wda:—k2/E~srwdw:0
Q Q
Vw € Hg(cur; Q,T'g). (2)

FE discretization using a set of H (curl) basis functions w",
where ()™ indicates the polynomial degree, leads to the
algebraic EVP:

(S — k*T) v =0, 3)
with eigenvector v. Herein the stiffness matrix .S and the mass
matrix 1" are given by:

(S0 = /QV xw]' - p, 'V x w) de, (4a)

[T aq = / w,' - e,wy dz. (4b)
Q

Provided that p,., €, € RT and both matrices are real symmet-
ric, S and T is positive definite. Let S and T' depend smoothly
on a parameter 7, and let the considered eigenvalue k? be of
multiplicity one. Then, according to [7], the sensitivity of k2
with respect to 7 is given by:

0 0

0
—k=wv] | =S —k}—T v, 5
ar T Y <87’S L or )'u, )

provided that the eigenvectors are normalized according to:
vl Tv; = I. (6)

Thus, sensitivity analysis requires the considered eigenpair
(k?,v;) as well as the matrix derivatives - S and 2T

III. HIERARCHICAL UNIVERSAL MATRICES

In an unstructured mesh, FEs of different sizes and shapes
are present. It is customary to compute the contributions of
a single FE €., i.e., Athe element matrices S, and T, from
a reference domain 2. equipped with local coordinates ¢.
Let w7 () denote the basis functions on 2. and J(¢) the
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Jacobian of the geometry mapping. By means of the metric
tensors A'(¢) and A%(¢) defined by:

A =TT Te, 71, (7a)
A? =g Tt aT, (7b)

the element matrices S, and T, take the form:
Smn / v N&T ’\’m —’A\va % @(IIL d§07 (83)
[T, aq = /ﬁ @ - A dep. (8b)

In [3] a hierarchical basis of scalar polynomials bf(cp) which
are pairwise orthogonal on (). was introduced:

1 for (k1) = ;
/ bf(w)bf(@ds@:{o o (k0= (i),
f2e else.

Here (-)* gives the polynomial order, and (-); denotes func-
tions of same order. Expanding A(") in the basis {b}'} leads
to:

o L(k)
AO (o ZZK,@M pe, (10)
k=0 l=1
wherein _/AXM stands for a constant matrix-valued coefficient
and L(k) for the number of homogeneous polynomials_of

order k. Thanks to orthonormality (9), the calculation of Ag;

reduces to:
kil = /AK(%’)bfC dep.
Q

In the general case, the evaluation of (11) requires numerical
integration. Note that this is the only source of error in the
proposed method.

Eq. (10) yields a polynomial representation for (8), which
hereby becomes accessible to analytical integration. We thus
have:

(1)

m+n—2 L(k) .

st= 0 N [AR] smt.
k=0 =1 i,
m+n L(k)

T = 3 SN (AL T a)

wherein S7"* and T}7"* are metric-independent UMs. They
are independent of the geometry and need to be computed
only once. The UMs inherit the hierarchical structure of the
basis functions [6]. Thanks to orthogonality, the results of the
truncated sums in (12) are exact; see [3].

IV. UNIVERSAL MATRICES FOR SENSITIVITY ANALYSIS

When the geometry is parameterized by 7, the Jacobian J
and, in consequence, the metric tensors A®) become 7 depen-

207

dent, whereas the w""(¢) remain unchanged. In view of (7)
and (8), the derivatives of the element matrices read:

0 ~ .
Sm" / Vo, x @l EAQW x wy dep, (13a)

8 0 ~

_—_[mn — Al o~ ) 1

87'[ e }aq /ﬁe a 87’ d‘P ( 3b)

The structure of (13) implies that %S and a%T may be
constructed from UMs too, by a method similar to Section III:

The polynomial expansions of %A(') in terms of bf read:

6 S Ak

Substituting the series expansion (14) for the derivatives of
the metric tensors in (13) leads to polynomial representations
which, again, allow for analytical integration. We arrive at:

m+n—2 L(k)
757"”: kz IZZ[ ] Shrt, (15a)
0 1 4,7
m+n L(k)
=Y ZZ[ AM} Tk, (15b)
k=0 l=1 14,5 ij

Eq. (15) provides an efficient procedure for computing the
matrix derivatives, based on the same UMs as (12). It can be
shown that metric expansions of order m+n—2 and m-+n for
S and T, respectively, yield exact results; see the Appendix
for a detailed derivation. Hence, the maximum order of the
metric expansion required in the general curvilinear case is:

for 257

k=2p—2 5 (16a)
k=2p for 2T. (16b)
or

A. Sensitivity with Respect to Geometry Parameters

Let the geometry be described by H'! interpolatory FE basis
functions L;(¢), using the parameter-dependent locations of
the element nodes 7;(7) as interpolation points. By denoting
the matrix of node coordinates by R(7) and the vector of basis
functions by L(¢), the position vector x(7) takes the form:

x(7) = = 71i(r)Li(¢) = R(T)L(y). (17
Thus, the derivative of the Jacobian reads:
95 0y 4r_ 1|9 pr
8J 8V¢f [VL][aTR}, (18)
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and the derivatives of the metric tensors A' and A2, which
are needed in (13), are obtained by:

~ ~ T
aEAl =Altr [J*;J] — || (J—T%]J—Ter.]*)
T T T
—|J| (J_TETJ_ngJ_l) , (19a)
T
8A2_ 1 (0 o —18JT
EA = |J| (aTﬂr J+Jp, o
~ A2 [J—la.]] . (19b)
or

B. Computational Cost

In the following, N(p) denotes the number of scalar poly-
nomials up to order p and G(p) the number of interpolation
points of a quadrature method for the reference tetrahedron
which is exact for polynomials up to order p; see [8].

With the present method, computing the derivatives of the
element matrices involves two steps: The first is the k-th order
expansion of the metric tensors according to (10) and (11),
respectively. This is computationally cheap and will not be
further considered.

The second step is the actual calculation of %S and %T.
Since the polynomial expansions for the metric tensors allow
(13) to be integrated analytically with the help of UMs, the
numbers of scaled matrix additions Ag and Ar are solely
determined by the number of metric coefficients Ay; in (10)
and (14): Each metric tensor is a symmetric 3 X 3 matrix, with
six independent entries. Hence, the number of coefficients is
6N (k), and we have:

As = 6N (k) "2 6N(2p —2) for —88 S, (20a)
T

A = 6N (k) 2 6N (2p) for —aa T. (20b)
T

Further optimizations are possible by exploiting the fact that,
thanks to the hierarchical structure of the considered FE basis
functions, many of the integrals (13) are of lower order.

For comparison, consider methods that compute the ele-
ment matrices B%S and %T by numerical integration in
the curvilinear case. Eq. (13) implies that the quadrature rule
ought to be exact for polynomials of order 2(p — 1) 4+ k and
2p + k, respectively. Thus, the resulting numbers of scaled
matrix additions, A%""™ and A7, are:

A — 6G(2p + k — 2) & 6G(4p — 4),
Amm — 6G(2p+ k) "L 6G(4p).

(21a)
21b)

Table I and Table II compare the numerical cost of the UM-
based scheme (20) and numerical integration (21), for the 8%5
and %T matrix, respectively. The quadrature method of [8]
is used. The superiority of the suggested approach is evident.
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TABLE I
NUMBER OF SCALED MATRIX ADDITIONS FOR THE STIFFNESS MATRIX

Method | FE Order Order of Metric Expansion k
D 0 1 2 3 4 5 6
Num. 1 6 6 24 48 84 84 144
integ. 2 24 48 84 84 144 216 276
3 84 84 144 216 276 366 486
This 1 6 6 [§ 6 6 6 6
work 2 6 24 60 60 60 60 60
3 6 24 60 120 210 210 210

TABLE II
NUMBER OF SCALED MATRIX ADDITIONS FOR THE MASS MATRIX

Method | FE Order Order of Metric Expansion k
P 0 1 2 3 4 5 6
Num. 1 24 48 84 84 144 216 276
integ. 2 84 84 144 216 276 366 486
3 144 216 276 366 486 654 840
This 1 6 24 60 60 60 60 60
work 2 6 24 60 120 210 210 210
3 6 24 60 120 210 336 504

V. NUMERICAL EXAMPLE

We consider a lossless spherical resonator, with the material
properties of free space and a perfect electric conductor on
its outer boundary. The radius r of the sphere depends on a
parameter 7,

r(t) = (14 7)ro, (22)

wherein the nominal radius r is taken to be ry = 1 m. The goal
is to compute the sensitivity of the resonance eigenvalue k2
of the dominant mode with respect to 7.

To avoid technicalities with the analysis of convergence
rates due to eigenvalues of higher multiplicity, only one quarter
of the structure is modeled. Thereby, the symmetry planes
are taken to be perfect magnetic conductors. The structure
is discretized into 512 tetrahedra, using piecewise 3™ order
polynomials for the element shapes. The reference values
for the numerical studies below have been obtained from
analytical calculations [9].

Fig. 1 presents the relative error in the sensitivity of the
dominant eigenvalue: High-order FEs yield the optimal rate of
convergence only if the curvilinear boundary is approximated
well enough, i.e., if the approximation orders of the metric
tensors A' and A2 are chosen correctly. It is also interesting
to see that approximation by constant metrics (k = 0) performs
much better than conventional interpolation by straight-sided
tetrahedra.

Fig. 2 demonstrates that increasing the metric approximation
beyond a FE-order specific limit does not improve the solution,
because the FE matrices are sharp already. Beyond this point,
the error in the solution is solely due to the approximation
properties of the FE basis.
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Since the fields are smooth, the rate of convergence of the
eigenvalue sensitivity %kQ is expected to be exponential in
the mesh parameter h. The rates obtained from the authors’
numerical data, for metric expansion order k = 6, are of order
O(h?:947) and O(h?:°7P) for basis function order p = 2 and

p = 3, respectively.
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Fig. 1. Relative error in sensitivity of dominant eigenvalue k2 versus order
of FE basis p. Parameter: order of metric approximation k.
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Fig. 2. Relative error in sensitivity of dominant eigenvalue k2 versus order
of metric approximation k. Parameter: order of FE basis p.

VI. CONCLUSIONS

An improved method for computing the sensitivity of FE
solutions with respect to geometric parameters has been pre-
sented. Its key feature is the use of orthogonal hierarchical
polynomial expansions for the metric terms present in the FE
matrices. This allows the element matrices and their derivatives
to be obtained from precomputed universal matrices, even in
the curvilinear case. In consequence, the computational costs
of the the proposed method are lower than those of traditional
methods which use numerical integration. Moreover, it has
been shown that there exists a critical order of the metric

expansion, which is determined by the degree of the FE basis
functions, beyond which the FE matrices and their derivatives
will remain constant.

The validity of the suggested approach has been demon-
strated by a numerical example, for the sensitivity of resonance
wavenumbers.

VII. APPENDIX

Substituting the hierarchical expansion (14) for the metric
tensors in (13) leads to UMs of the form:

STy — /ﬁ (Vo x @)1, 0 [V x @] de. (230)
[T751"laq =/A [wq']; b [wy] ; de. (23b)

e

Let P9 denote the space of scalar polynomials of order g

~

on ().. The products of (the curl of) the basis functions in
(23) are readily seen to satisfy:

Ve x wl]; [V x 13;‘]], € pmtn=2 (24a)
(@], [zﬁ,’;]j e pmtn. (24b)
Expressing these in the hierarchical basis {b]} yields:
m+n—2
[V x wg']; [V % @;L]j = Z Zafb]i), (25a)
D i
m—+n
@y, [wy], = SN e, (25b)
P [

with constant coefficients o and 77. In consequence, the

entries of the UMs of (23) take the form:

m+n—2
(ST ag = > Y oF / Wb dp,  (26a)
p i Qe
m—+n
(26b)

=S [ than
P % e

Thanks to orthogonality (9), the integrals in (26a) vanish for
k > m + n — 2 and those in (26b) for k > m + n. This
completes the proof of (16).
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Abstract—A new Partial Element Equivalent Circuit formula-
tion based on Hertz potentials and the Cell Method is presented.
Conductive, dielectric, and magnetic linear-homogeneous media
are considered by means of conduction, polarization, and mag-
netization current densities. The use of edge unknowns leads to
reduce system size with respect to typical face-based approaches.

I. INTRODUCTION

A large body of literature shows that integral methods are
particularly suited to the solution of high frequency electro-
magnetic problems (EM) involving large domains with the
characteristics of vacuum. In particular, the Partial Element
Equivalent Circuit (PEEC) method has been shown to be well
suited for the analysis of electromagnetic devices, such as
printed circuit boards and antennas. The aim of this work
is to present a novel 3-D Hertz-PEEC formulation, including
conductive, dielectric, and magnetic media. This approach is
based on the theory of Hertz potentials [1] and magnetization
currents for the magnetic media [2], [3], while in literature
Amperian currents [4] or the magnetization [5] are applied.
The discretization of the formulation is obtained by means
of the Cell Method (CM) [6] and the current density vector,
which is the only unknown, is expanded by Whitney face
functions [7]. The proposed approach leads to a unified
treatment of magnetic and dielectric media which can be
handled with a single set of robust and efficient semi-analytical
integration routines. The approach is thus capable of solving
EM problems over a larger frequency range compared to extant
PEEC approaches for magnetic media [5]. Furthermore, the
formulation uses edge unknowns, leading to the reduction of
the linear system size with respect to other approaches.

II. INTEGRAL FORMULATION

Conductive, dielectric, and magnetic domains Q., Q4, and
Q,, (with boundaries I'., I'y, and I, respectively) are con-
sidered in the formulation. The domains have no intersection
and their disjoint union is Q = Q. LI Q4 L Q,,.

When conductive, dielectric, and magnetic media are con-
sidered, the following constitutive relations can be introduced:

Jr=0cEin Q. D =gE+Pin Q,

: )]
B = yoH+uoM in Q,,,
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where J¢ is the conduction current density, E and H are the
electric and the magnetic field, D is the electric displacement
and B is the magnetic flux density, o is the conductivity, &g
and po are the vacuum permittivity and permeability. The
polarization P and the magnetization M are introduced as
equivalent sources in vacuum, so the effects of dielectric and
magnetic media are taken into account. With the introduction
of (1), following the approach and notation of [8] (chap. 5, 7),
Maxwell’s equations in frequency domain can be re-written in
a more symmetric form, avoiding the use of D and B:

V-E=g (o +0p), ~VXE =], +iouH,

_ 2
V : H = Ho lgm*»

VXxH=Jr+J, +iwgk,
where oy is the free electric charge density, J, = iwP and
op = —V - P are the polarization current and bound dielectric
charge densities, J, = iwpoM is the magnetization current
density and g, = —V - yoM is the bound magnetic charge
density. As shown in [1] and [9], it is possible to write the
electric field E and the magnetic field H as:

E = —(iw)*ll, — Vg, — &'V x (iwll,,) + Eq,

.2 . . 3)
H=-(iw) I, -V, + 1y~ VX (iwll,) + Hy,

where II, and II,,, are the Hertz electric and magnetic vector
potentials, ¢, and ¢, are electric and magnetic scalar poten-
tials and Eg and Hy are imposed sources.

By defining A, = iwll,, and A,, = iwll,, as “new” electric
and magnetic vector potentials, applying Lorenz gauge, V -
A, = —iweoope, V - Ay = —iweoloem, and letting (3) into
(2), four partial differential equations can be obtained:

Oge = &0~ ' (0f + 0p),
O@m = o Oms

DAE = MOJes
DAm = SOJm*a

4)

where J, = Jy in Q. and J. = J, in Qq, O = (1'(4))261—2 -v?
is the d’Alembert operator and ¢ is the speed of light. The
solution of the first equation of (4) is:

Ac(ry) = 1o /Q Jo(t)g(tr.ry)dr, 5)

where ry is the field point, r, is the integration point and

—iwe ey —rx| .

g(rye,ry) =% CEmEmEs the scalar retarded free space Green
. y T Tx, . . .
function. The solution of the other three equations in (4) is

obtained likewise (5).
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ITII. CELL METHOD DISCRETIZATION

The electric domains Q. and Q, are discretized into primal
tetrahedral grids Go. and Gq,, consisting of n.,ng nodes,
ec,eq edges fu fa faces, and v.,vg volumes. Then, dual
grids Go, and Go, can be obtained by taking the barycentric
subdivision of Go. and Gq, [10]. The same approach can
be applied to the magnetic domain €, but in this case
Ggm is chosen to be made up of tetrahedral elements, while
Ga,, 1s obtained by its barycentric subdivision. The following
incidence matrices can be obtained: Gq, (edges to nodes),
Cq,, (faces to edges), and Dq, (volumes to faces), on Gq,,,
where a = c¢,d, m indicates the domain. Dual matrices can be
obtained for QQ , l.e., G“ C“ D“ , where the superscript
a indicates that the matrlx is augmented [10]. To build the
CM formulation, following arrays of degrees of freedom are
introduced:

« Je = (e,) on faces f; € Go.., je = [ Je - dS,
. .lm* = (jm;) on faces f; € G, jm; = [z Im - dS,
« h=(I;) on edges e; € Ga,,, hi = [e_ H-dl,

o &=(€;) on edges ¢; € ggcugd, ¢ = /é E-dl,
L] am:(ami) on edges eiEQQ"’" am _‘/ A dl
« 4 = (d,,) on edges & € Go,q,, ¢i = f A

. ¢e = (d)e ) on nodes 7i; € gQ Qs ¢e, = Soe(rn,)

M ¢m - (¢mi) on nodes n; € ng’ ¢mi - ‘pm(rn,—)-

The coupling between the domains is enforced by weakly
imposing (1):

W - (peJe(r) — E(r))dr =

Q. UQy (6)

/Q W (o (1) — H(O)) =

where p, = (0.)"! in Q. and p, = (iweo(e, — 1))} in Qq,

me = (iwpo(py—1))7! wf is the Whitney face basis function.
By expanding J. and J,,» with wf and letting (3) into (6), the
following system is obtained:

7, Zp
, 7
[Z21 7y ?
where:
[ le = Re + i(IJLe leg qu Dgcl—lgd,

e Zir =M/5,Cq.u0,Lem,

e 2y =-My;,,Cq,,Lime, _

e Zn =R, +iwL,, - %Ggmpmngm

R, L, and P are the “traditional” PEEC resistance, in-
ductance and potential matrices, respectively, Lem and Lipe
are “inductance” matrices representing the coupling between
electric and magnetic domains, whereas M., and M, are
mass matrices. Then, the system can be solved by applying a
change of variables (from faces to edges of the mesh) and a
projection into a reduced set of equations [4].

IV. NUMERICAL RESULTS

The 3-D Hertz-PEEC code has been developed with
MATLAB® for the system assembly and data handling,

ACES JOURNAL, Vol. 34, No. 2, February 2019

while MEX-FORTRAN functions combined with OpenMP
libraries have been adopted for the computation of the matrix
coefficients and post-processing.

The code has been validated on several benchmarks, includ-
ing the case, shown here, of two spheres with 1m radius, a
dielectric one (g, = 2) and a magnetic one (y, = 10) placed
3m apart on the y-axis and excited by a linearly polarized plane
wave Ey = e7*o¥u,. Where ko = 27 f/Eofo, f = 30MHz.
The magnitude of the real and imaginary part of the scattered
electric field has been compared with the Radio-Frequency
module of COMSOL®) with good agreement (Fig. 1). Small
discrepancies are due to the sphere meshes required by PEEC
and FEM, the intrinsic differences of the two approaches, and
the numerical post processing adopted for PEEC.

15
A5 -10 5 0 5 10 15
15
018
016
10
014
5 012
01
4
0.08
5 006
0.04
-10
002
-15,
A5 10 5 0 5 10 15

Fig. 1. Scattered Electric Field magnitude V/m, xz-plane, dimensions in m.
Left: 3-D PEEC-Hertz. Right: COMSOL®). Top: R part. Bottom: J part.
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Abstract — We present methods for quantifying
uncertainty and discretization error of numerical
electromagnetics solvers based on adjoint operators and
duality. We briefly introduce the concept of the adjoint
operator and describe applications of adjoint solutions
for predicting and analyzing numerical error and
approximating sensitivity of a given quantity of interest
to a given parameter. Forward solutions are based on the
higher order finite element method (FEM).

Index Terms — Adjoint methods, computational
electromagnetics, finite element method, scattering;
radar, sensitivity analysis, uncertainty quantification.

1. INTRODUCTION

Computational error estimation, model sensitivity
prediction, and optimization are growing areas of interest
in the field of computational electromagnetics. While full
wave numerical methods using the finite element method
(FEM) are ubiquitous in the field, analyzing solutions
from these methods is challenging due to geometric
discretization error, field order expansion error, and
lengthy computation times. Problems requiring numerical
methods typically lack analytical solutions, making
computational error difficult to discern from measurement
error when comparing model results to real-world data
where error analysis is desired. Meanwhile, prohibitive
computation times make techniques like Monte-Carlo
simulation computationally untenable where model
sensitivity analysis and optimization are desired.

This paper focuses on an application of adjoint
methods toward sensitivity analysis for computational
electromagnetics problems. Specifically, it presents an
example of an application of an adjoint operator to
quantify sensitivity of a quantity of interest (Qol) to
perturbations in an input parameter. We use the sensitivity
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information to predict the Qol over the parameter
domain. The computational modeling, both for forward
and reverse solutions, in the given example was performed
using a double-higher-order FEM solver [1].

I1. THE ADJOINT SOLUTION AND ITS
APPLICATIONS

To define the adjoint operator for a given problem,
we first put the problem in variational form. If the
problem is nonlinear, we use the integral Mean Value
Theorem to write the problem in linear form. For the
illustrative dielectric scatterer problem, we consider the
solution of the Dirichlet boundary value problem:

Find E* € H*(the space of L? functions with L2 first
derivatives) such that the variational formulation of the
following holds:

VXﬁ;lVXESC— k02§r Esc — —VXﬁ;lVXEinc-i- kozgr Einc’ (13)
nxE* =0, (1b)

where the former equation holds through the volume of
the domain and the latter holds on the boundary of the
domain. This may be stated in linear operator form as:

Lv =f. 2

The adjoint operator of L is then the operator L* which
satisfies:

(u,Lv) = (L*u,v), (3)

with angle brackets denoting the L2 inner product

between two vectors. The adjoint problem may then be
formulated as:

L'v=p, 4)
where p denotes a vector representation of a linear
functional defining a Qol. A solution for one such adjoint

problem is presented in Fig. 1 for scattering from a 1m-
radius lossy dielectric sphere with relative permittivity
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£=2.25-1i. Here, the incident wave was chosen to arrive
from 6 = 90°, ¢ = 0° and was modeled to be 6-polarized
at 300 MHz with unit electric field amplitude. Figure 2
shows the magnitude of the adjoint solution.

Scattered Electric Field, (Real, z.

O

Adjoint Solution - Backscattering (Real, z-component) Adjoint Solution - Backscattering (Imaginary, z-component

Scattered Electric Field, (Imaginary, z-component)

X(m)

X (m) X (m)

Fig. 1. Solutions to the scattering problem for a lossy
dielectric sphere of g=2.25-1i and radius 1 meter in free
space. Domain terminated with perfectly matched layer
with perfect electric conductor (PEC) exterior boundary.
Incident wave was chosen to arrive from 6 =90°, ¢ = 0°
and 0-polarized at 300 MHz with unit electric field
amplitude. Solutions to the adjoint problem are given
below the corresponding forward solution.

Adjoint Solution - Backscattering (Magnitude, z-component)

051

Fig. 2. Magnitude of the z-component of the adjoint
solution for the problem described in Fig. 1. The areas
most affecting the backscattered field lie in the region
facing the radar receiver and the Arago spot. Z = 0 cross
section is given.

I1l. FURTHER RESULTS AND
DISCUSSION
Given the forward and adjoint solutions at a nominal
value of a parameter, values of a desired Qol may be
approximated linearly around this parameter value using

ACES JOURNAL, Vol. 34, No. 2, February 2019

the adjoint to estimate the derivative of the Qol at the
parameter. In [2], this approach is used to construct
piecewise linear approximations to the Qol response
over the parameter domain in the higher-order parameter
sampling method (HOPS). In Fig. 3, we show HOPS
results for a 1D analogue of the problem described in
Fig. 1. Here, the Qol is the amplitude of the reflected
field, and the parameter is the radius of the dielectric
scatterer.

Reflected Wave over Range of Interest
04 T T T

—Real Part 5-point HOFS e
——ImaginaryPart 3-pointHOFS -
| |~ —-Real Part Exact ~
—-—-Imaginary Part Exact -

=
[N}

=
M
\

=
= -
T

&

Amplitude
(normalized to incident plane wave)

42

A3

M .95 .98 1 102 104 106
Scatterer Radius (m)

Fig. 3. Amplitude of reflected field calculated using
HOPS on adjoint information generated from 1-D
higher-order FEM solutions to a lossy dielectric scatterer
problem. Qol is amplitude of reflected field and parameter
of interest is dielectric scatterer radius.

Figure 4 gives another illustrative example for the
same Qol, in this case with respect to the parameter of
scatterer conductivity. In both Figs. 3 and 4, we also
plot the exact Qol response for which HOPS exhibits
excellent agreement. For multiple parameters, we can
similarly reconstruct gradient information about the Qol
using adjoint solutions. This gradient information allows
for faster optimization methods to be employed to
optimize a Qol with respect to a set of input parameters.
Such information can also be used to reconstruct the
underlying relationship between the desired Qol and the
given set of input parameters, as shown in Fig. 3 and Fig.
4. An adjoint solution, as given in Fig. 2, may also be
used directly to determine areas in the computational
domain most affecting some Qol. As expected, for the
spherical lossy dielectric scatterer in Fig. 1 the magnitude
of the adjoint solution is highest in the region facing
the radar receiver and the so-called “Arago Spot” at the
center of the opposite face.

Further work will concern utilizing such information
for targeted mesh refinement and higher field-order
expansion to improve forward solutions.



Reflected Wave over Range of Interest
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Fig. 4. Amplitude of reflected field calculated using
HOPS on adjoint information generated from 1-D
Galerkin FEM solutions to a lossy dielectric scatterer
problem. Qol is chosen as the magnitude of the reflected
field. This is shown with respect to changes in
conductivity of the lossy scatterer.
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Abstract—We investigate the impact of placing a thin flat
radome in front of an amplitude-only direction finding (AODF)
antenna system. The considered system consists of two identical
Ka-band, air-filled horn antennas squinted off boresight by 30° for
direction finding (DF) error within £0.82°/dB over a field-of-view
(FoV) from -20° to +20°. Computational results with various radome
materials, thicknesses, and placements indicate that it is possible
to maintain excellent DF performance if radome is properly
designed and located.

Keywords—amplitude only direction finding, antenna radome,
horn antennas, millimeter-wave antennas.

I. INTRODUCTION

Radomes are often desired to provide mechanical and
environmental protection of antenna front-ends in air-borne
warfare, communication, and sensing applications. A properly-
designed radome should provide the required protection with
minimal influence on electrical performance [1]. The design
challenge varies with the acceptable compromise between the
level of protection and electrical transparency as allowed for
a specific application. In amplitude-only direction finding
(AODF) systems, any alteration of radiation performance is
carried to the DF performance in terms of accuracy, field of view
(FoV), and bandwidth. Therefore, a careful radome design is
essential in order to avoid any degradation of radiation patterns,
such as rippling and beamwidth instability.

In this paper we investigate the effect of thin, flat radomes
on AODF antenna system operating in the Ka band (26.5-40
GHz). The system consists of two nearly-sectoral horn antennas
squinted off in the H-plane to provide two differential beams
suitable for low-error DF over -20°—20° FoV. The plane-wave
analysis suggests that lower radome permittivity and thickness
entails minimal degradation of radiation and, thus, DF
performance. This is computationally validated by full-wave
simulation in HFSS [2] with the radome placed flush over horn
aperture. However, since the radome exists in the near field of
the antenna, it is found that far-field performance can also be
controlled by adjusting the separation between the radome and
horn aperture. Subsequently, excellent DF performance can be
maintained with thicker radome sheets.

Il. HORN AND SYSTEM CONFIGURATIONS

Fig. 1 shows the configuration and far-field performance of
a stand-alone, nearly H-sectoral horn antenna designed for
smooth and stable H-plane patterns over the entire Ka band. By
This research is supported by the Office of Naval Research (ONR) award
#N00014-15-1-2111.
Submitted On: September 30, 2018
Accepted On: October 3, 2018

squinting two horns off in the H-plane, two distinctive beams
suitable for DF scanning are produced. Fig. 2 shows an AODF
front-end system with 30° squinted antennas. The direction
finding function (DFF), in dB, is the difference between voltage
amplitudes at antenna ports or, alternatively, the difference
between realized gains of the generated beams. The quality of
DFF is determined by its slope (dB/°), shown in Fig. 3, which is
inversely proportional to DF errors (°/dB). As seen, the
minimum slope is 0.61 dB/°, which corresponds to a maximum
DF error of £0.82°/dB. The purpose is to maintain similar or
close DF performance after radome is introduced.

25— 7] 20

Realized Gain [dBi]

- =20+ - i
7.11 3.56 60 -40 20 0 20 40 60

[alldimensionsare in mm] 41

Fig. 1. Configuration of a stand-alone horn antenna (left) and its H-plane
radiation patterns (right, 15 curves, 26-40 GHz, 1-GHz step).

YSTE

DFF = |Gz| - |Gl| [all in dB]

[dB]

Fig. 2. AODF configuration (left) and DFF performance (right).

15

DFF Slope [dB/°]
Min DFF Slope within
oV [dB/°]

%% 28 30 32 34 36 3 40
01[°] Frequency [GHz]

I

ig. 3. DFF slope (left) and its minimum in -20°-20° FoV (right).
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I11. RADOME PERMITTIVITY AND THICKNESS

Initially, the permittivity and thickness of radome are
investigated by means of full-wave simulations with various
radome types. Specifically, three, commercially-available,
dielectric sheets are considered: Rogers RO5880 (& = 2.2) of
0.125-mm thickness, Kapton (& = 3.5) of 0.125-mm thickness,
and SHEERGARD™ SX-12 (& = 2.35) of 0.4-mm thickness.
All of these sheets are placed flush to the horn aperture, and
computational results are presented in Fig. 4 as curves of
minimum DFF slope. It is found that the RO5880 radome
maintains the best DF performance compared to the higher
permittivity Kapton sheet and to the thicker SX-12 composite.
This result is expected because thinner and lower permittivity
sheets correspond to lower reflection coefficients as analytically
predicted by plane-wave analysis of the stand-alone radome
[3]. Fig. 5 shows that the RO5880 sheet reflects much less
energy compared to Kapton and SX-12; therefore, the total DF
performance resembles more closely to the originally designed
system with no radome.

= 4=

~

25) s

= 0

= 08

()

[N

/=

£ 0.6

i RADOME
2 0.4+

Qo : H ;

o === RO5880(g,=22./=0.125 mm) |
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Fig. 4. Minimum DFF slope after applying various radome sheets flush to horn
aperture.
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Fig. 5. Reflection coefficient amplitude of a TE plane wave impinging upon
various radome sheets.

It is worth to mention that the outcome from the preceding
investigation is typically conflicting with mechanical durability
that requires more dense radome material (i.e., higher &), higher
thickness, or both. Half-wavelength radomes and sandwich
arrangements [4] are common choices to increase radome

durability at the expense of limiting the bandwidth or field of
view, especially for low-error DF applications. Nevertheless,
designing radomes based solely on plane-wave analysis ignores
the fact that the radome exists at the near field of the antenna
and that there might be additional effects of the radome other
than energy reflection. Thus, a computational study of radome
location is essential in order to choose the best placement of a
desired durable radome sheet (such as SX-12).

IV. RADOME SEPARATION

Fig. 6 shows DF performance with an SX-12 radome placed
at a separation distance S from the horn aperture. It is evident
that performance varies significantly with S, which should
not be the case if the plane-wave analysis is an accurate
approximation of radome effect. The shown results demonstrate
that it is possible to maintain a very high DF accuracy if the
SX-12 sheet is placed 5mm away from horn aperture. Despite
the added installation complexity (a foam sheet is needed for
separation), this radome arrangement presents a more durable
choice than a thinner RO5880 flush to the horn. Since radome
placement primarily affects the near-field distribution, a new
computational study is required when any modification is applied
to antenna structure, radome material, or AODF geometry and
performance requirement.

1

0.8 5 = L\ A

0.6t 3 T

041 s
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0 | e =8 mm
26 28 30 32 34 36 38 40

Frequency [GHz]

Fig. 6. Minimum DFF slope after applying SX-12 radome at a separation
distance S from horn aperture.

V. CONCLUSION

Impact of placing a flat radome in front of an amplitude-only
direction finding system is investigated. While thinner, lower-
permittivity radomes are preferred, it is still possible to maintain
decent DF performance using thicker radomes if it is separated
properly from the antenna aperture.
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Abstract—Modeling terahertz plasmonic devices is a
multiphysics and multiscale problem. Due to high mesh density
in the electron transport regions, the simulation times are long.
In this work, we develop hybrid coupled finite difference time
domain (FDTD) methods for fast design of terahertz plasmonic
devices. The methods employ implicit solution (using Alternate
Direction Implicit), coupled with hydrodynamic modeling for
plasmonic applications. The theory, simulation and time-
improvement related results will be presented at the conference.

Keywords—FDTD, graphene, HEMT, hydrodynamic, plasmonic
modeling, terahertz.

. INTRODUCTION

2D electron-gas based terahertz electronics has gained
interest for terahertz operations such as mixing and detection.
Underlying phenomenon in these devices is plasma-wave
oscillations in the 2D electron gas (2DEG) channel [1]. These
2DEG based devices can be modeled using multiphysics
modeling tool that integrates the electromagnetic propagation
effects and electron transport effects within the devices [2].
This is often accomplished using finite difference time domain
(FDTD) based coupled models that integrate hydrodynamic
equations in their solution.

A typical 2DEG-channel has an electron density of 10! to
10*3c¢m™2. Therefore, the plasmonic wavelengths would be 10
to 1000 times smaller than that the free-space. This requires a
mesh-size in the order of 1/5000. As per Courant-Friedrich-
Levy (CFL) condition, FDTD time-step for this simulation is
10~%7s. This results in long simulations times using traditional
FDTD coupled hydrodynamic equations.

In this work, the time-efficiency of the traditional FDTD
based model [2] is improved using unconditionally stable FDTD
algorithms. First, we present Alternating Direction Implicit
(ADI) FDTD method [3] coupled with hydrodynamic equations
for terahertz plasmonic applications. Secondly, an iterative-
ADI based FDTD method [4] coupled with hydrodynamic
equations, is presented for efficient yet accurate modeling.
These methods are referred to as ADI-FDTD-HD and it-ADI-
FDTD-HD, respectively.

Il.  GOVERNING EQUATIONS FOR MULTIPHYSICS
MODELING

Solution requires modeling of electrodynamic fields via:

- oD L
VXH=E+]+O'E, and (€8]
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—

VXE = 0B *H 2)
= ot g .

For 2D TEz solution, electric field E = RE, + JE, is used.
Electrical and magnetic conductivity parameters, i.e., o and *,
are used for the modeling of anisotropic, perfectly matched

layer surrounding the domain. Electron transport in the channel
is modelled via hydrodynamic equations, given by,

ansh a]

2 = 3
dj a'at 'aax ' E an'd KT )
v n
—]+v—] ]_=_Q_x_i__. (4)
at dx 0Ox m, T m,

Here ngp is the sheet carrier density, j (= nshv) is the sheet current
and v is the electron velocity within the 2DEG channel. t refers
to the momentum relaxation time and m, is the effective
electron mass. g = 1.6x10—-19 C is the charge-magnitude of a
single electron. T is the electron temperature in the channel and
K is the Boltzmann constant.

Terahertz plane wave
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Fig. 1. GaN/AIGaN High Electron Mobility Transistor (HEMT) model
used for the performance evaluation of the algorithms. Left: Schematic
showing device-dimensions and excitation-method. Right: Simulation
domain and position of PML boundaries. (b) Plasmonic field obtained
at t=3ps, propagating away from discontinuity.
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I1l.  ADI-FDTD-HD AND IT-ADI-FDTD-HD METHODS

Note that solution of hydrodynamic equations is carried by
upwind discretization, similar to prior work in [2] and will not
be discussed here. The distinction of this work, use of ADI-
FDTD and it-ADI-FDTD methods, is briefly explained in the
following.

A. ADI-FDTD-HD Method

The ADI-FDTD approach uses a splitting-operator applied
on the electrodynamic equations to yield an implicit form
of difference equations [3, 4]. Notably, these equations are
tridiagonal and can be solved at a small computational cost. In
the meantime, the time-steps can be arbitrarily large, reducing
the simulation-times. In ADI-FDTD method, the accuracy is
perturbed by a second order terms (which is truncated so as to
achieve a tridiagonal system of linear implicit equations [5]).
This error term (so-called splitting error or truncation error) is
proportional to At? and second order spacial derivative of field
[3] (At is the time-step).

B. lterative ADI-FDTD-HD Method

The iterative method uses the basic ADI-FDTD method with
added iterative corrections to correct ignored At? term [4]. Note
that it-ADI-FDTD and ADI-FDTD are both O(At?) accurate.
However, iterative method has more accuracy due to correction
of additionally truncated term of the ADI method. The added
iterations come at some time-cost, but overall performance is
maintained over the traditional FDTD-HD method.

IV. PERFORMANCE COMPARISON

For performance bench-marking, we modeled a gallium
nitride (GaN) based High Electron Mobility Transistor
(HEMT) device under the influence of an incident terahertz
plane-wave excitation (freq. = 5 THz) (Fig. 1). A small gate
discontinuity is used for coupling of the incident terahertz
waves to the 2DEG channel. The channel and media parameters
are chosen as nsh=5 X 102 cm™?, €, = 9.5, m, = 0.2m, and
7= 1.14 ps (considering low temperature operation). The cell-
size along x-axis was chosen to be Ax = 4 nm in the channel
area. The minimum mesh of Ay =1 nm was used in vertical
direction. For outside the channel regions, non-uniform meshing
scheme was used, resulting in 1460 and 740 cells respectively
in the horizontal and vertical directions. Simulation is allowed
to run for 3 ps.

For comparison, the obtained channel-currents are plotted
in Fig. 2. The simulation-cases considered here are CN=300,
<CN=300, it=3>, <CN=300, it=7>. Here CN refers to Courant
Number and it refers to the number of iterations used for the
iterative case. That is, CN=300 case is for ADI-FDTD-HD
algorithm and rest are for it-ADI-FDT-HD method. As shown
in the plot, in ADI-FDTD-HD method the solution diverges
from the reference data, however errors are recovered by adding
more and more iterations. Specifically, for 7 iterations the
solution converges to the reference solution. Here, the reference
solution corresponds to the Yee’s FDTD method [6].
Comparison of total simulation times for various scenarios are
shown in Table I. As shown CN=300, it=7 case takes only half
of total simulation time taken by the original reference case.
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Thus, high degree of accuracy if achieved with almost 50%
decrease in simulation times. Note that CPU-time for ADI-
FDTD-HD cases may also be calculated by simply dividing the
it-ADI-FDTD-HD’s CPU time by corresponding it count. A
more rigorous analysis and results are can be referred from [7].

x10*

= FDTD-HD-ref
------- ADI-FDTD-HD: CN=300
===+ it-ADI-FDTD-HD: CN=300,t=3 | |
# it-ADI-FDTD-HD: CN=300,it=7
T T ; T

0.8 1 1.2 1.4 1.6 1.8 2 2.2 24
X [um]

Fig. 2. Channel current at 3 ps calculated using reference (FDTD-HD)
and proposed ADI-FDTD and it-ADI-FDTD schemes.

Table I. TiIME COMPARISON FOR IT-ADI-FDTD-HD METHODS

AT CPU-Time Per CPU-Time
(s) Time-Step (s) Total (Hrs)
FDTD-HD 3.24x10™® 0.35 )
it-ADI-FDTD-HD "
(CN=100, it=2) | S:24x10 1517 39.14
it-ADI-FDTD-HD "
(CN=200, it=4) | 54810 30.25 19.16
it-ADI-FDTD-HD "
(CN=300,it=7) | °7¥*10 53.11 4364

V. CONCLUSIONS

We have proposed efficient method for multiphysics
modeling using iterative-ADI-FDTD methods. For the devices
under consideration, the total simulation time was reduced by a
factor of 0.42 using it-ADI-FDTD-HD method, while nominal
3% error was registered. Overall, we maintained the accuracy-
levels with significant time-cost advantages as compared to
traditional explicit-FDTD modeling.
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Abstract — We recently developed a surface inte-
gral equation method where the electric field and
its normal derivative are chosen as the bound-
ary unknowns. After reviewing this formulation,
we present preliminary numerical calculations that
show good agreement with the known results. These
calculations are encouraging and invite the further
development of the numerical solution.

Index Terms — Boundary element method, elec-
tromagnetic scattering, surface integral equations.

I. INTRODUCTION

We have recently formulated a frequency do-
main surface integral equation method [1] that is ap-
plicable to penetrable closed surface scatterers. The
method has several unique applications and advan-
tages over the standard Stratton—Chu formulation
as discussed in [1]. In our formulation, we choose
the electric field (E-field) and its normal deriva-
tive as the boundary unknowns. This choice leads
to 12 scalar unknowns on the surface of the scat-
terer; for each homogeneous region we have three
scalar unknowns associated with the E-field and
three scalar unknowns associated with its normal
derivative. Similar to a typical surface integral equa-
tion formulation, our formulation is also based on
the Green’s theorem (Green’s second identity). This
formulation leads to siz scalar equations, and thus
it must be supplemented with siz additional con-
straints in order to have the same number of equa-
tions as unknowns. Three of these constraints come
from the well-known continuity condition of the E-
field across an interface and the other three come
from the recently derived continuity condition for
the normal derivative of the E-field [1-3].

In this paper, we numerically solve the above

*U.S. Government work not protected by U.S. copyright.
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discussed equations for several scatterers and com-
pare our results to the results obtained via other
methods. We also comment on the choice of the ba-
sis functions in the Galerkin’s method and its effects
on numerical convergence.

II. FORMULATION REVIEW

Consider a scatterer with permittivity é and per-
meability /. The space surrounding the scatterer is
assumed to be lossless with permittivity ¢ and per-
meability £, i.e., {,/i} € R. If we apply the Green’s
second identity to the scatterer and the surrounding
space, then, after setting the observation point on
the surface of the scatterer, we obtain:

E(S) —][Z [ 98 g ac:} s = %E(S*), (1a)

ON ON
2 2
][E [égﬁ —ég—ff SE®, (1)
where E is the incident E-field, f denotes the
Cauchy principal value integral, 3 denotes the sur-

face of the scatterer, 8% denotes the normal deriva-

tive, G is the free-space Green’s function, and S is
the observation point on X. In (1), the overset digit
indicates if the quantity is associated with the scat-

and

12
ds =

terer or the surrounding space, e.g., Eis the E-field
just inside the scatterer. In the Gaussian unit sys-
tem, the continuity condition for the E-field across
an interface can be written as [1]:

E=¢t (N E) N+ (sa E) S., (2a)
and the continuity condition for its normal deriva-
tive as [1]:

(v (v s (s, ) )
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where /i = /i / i, ¢ = € / €, N is the unit-normal point-
ing out of the scatterer, S, is the surface covari-
ant basis [4], and V® is the contravariant surface
derivative [4]. Notice that (2) is written in the Ein-
stein summation convention where the Greek indices
range from 1 to 2. Substituting (2) into (1b) and us-
ing Gauss’s theorem in two dimensions yields [1]:

%fz(?) :][z

+(1- ,3)][ (é-vé’) NdS, (3a)
b
where
2 1 r 1 1
E=E+(E'-1)(N-B)N. ()
Equations (3) and (1a) form a set of siz scalar inte-
gral equations with siz scalar unknowns, namely, E

1
and %E. This is the set of the integral equations
that we numerically solve in the next section.

III. NUMERICAL CALCULATIONS

We discretize the scatterers with flat triangular
elements and construct a basis for the E-field and its
normal derivative. We use piecewise constant basis
functions for each component associated with the
triangular surfaces. Thus, the number of unknowns
is six times the number of the triangular elements.
Furthermore, we use Galerkin’s method to discretize
the equations. In other words, the test and basis
functions are identical. It is worth noting that the
basis functions do not enforce any continuity condi-
tions for the E-field or its normal derivative along
the surface. Hence, it is clear that we cannot obtain
an optimal convergence rate. Moreover, we antic-
ipate that the sharp wedges may also cause some
difficulties. Finding a better set of basis functions is
an interesting question for future research.

The integral equation set given by (3) and (1a)
contains singular integrals. The gradient of the
Green’s function has the strongest singularity, and
we decompose it into the normal and surface deriva-
tive parts. With the help of integration by parts,
the latter one reduces to an integral over a triangu-
lar surface and a closed integral over the triangle’s
edges. We evaluate these integrals using the stan-
dard singularity extraction technique [5] in which
the singular part is calculated analytically and the
remaining part is calculated numerically. We solve
the resulting system of equations for the boundary
unknowns iteratively with the generalized minimal
residual GMRES method with the tolerance of 107°.

To assess the method, we compare the radar
cross-section (RCS) of a sphere in free-space meshed
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by 940 flat triangular patches with the Mie series
solution. Figure 1 shows the RCS of a dielectric
sphere with l;p =1,¢é=4, and i = 1, where p is
the radius of the sphere and Fig. 2 shows the RCS
of a lossy sphere with li;p =4, &= —2+1, and
[ = 1. From the figures, we see that our solution
agrees well with the Mie series solution in both the
dielectric case and the lossy case. More specifically,
the L2-norm relative error of the far-field || E|? in-
tegrated over a solid angle is 4.832 x 10~ for Fig. 1
and 9.360 x 1073 for Fig. 2. In general, the accuracy
of the solution depends on the shape, size, electric
permittivity, and discretization of the scatterer. The
current discretization scheme leads to a less accurate
solution with respect the mesh density than the con-
ventional Poggio—Miller-Chan—Harringto—-Wu—Tsai
(PMCHWT) formulation discretized with the RWG
functions. This is not surprising because our basis
functions are not the most optimal. This is discussed
in more detail in Section IV.

m -
K=}
0n
O
o
“*
&
-30 4
« SIE (E-plane) )\
O SIE (H-plane)
35 Mie (E-plane) *
Mie (H-plane) »
-40 I I I I I
0 30 60 90 120 150 180
0 [deg]

Fig. 1. (Color online) Comparison of the dielectric
sphere’s RCS as a function of the scattering angle
6 computed via the surface integral equation (SIE)
method with the Mie series solution.

Next, we investigate the stability of the method
with respect to the element size. Because our for-
mulation contains only weakly singular integrals, we
expect the condition number of the system matrix
to be almost independent of the element size. To
demonstrate this, we discretize a cube with and
without mesh refinement on edges as shown in Fig. 3.
The condition number for the equally triangulated
cube equals 117 and for the refined cube it equals
178. In the case of the PMCHWT formulation, the
corresponding numbers are 1.0 x 10° and 1.3 x 106,
respectively. Hence, the formulation based on the
field and its normal derivative is much more stable
than the standard surface integral equation formu-
lation without any regularization technique.
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Fig. 2. (Color online) Comparison of the lossy

sphere’s RCS as a function of the scattering angle
6 computed via the surface integral equation (SIE)
method with the Mie series solution.

-05 -05

05 -05

Fig. 3. The discretization of a cube with and without
mesh refinements is shown. The condition number
associated with the left-hand side cube is 117 and
the condition number associated with the right-hand
side cube is 178.

Finally, in Fig. 4 we compare the radar cross-
section of a dielectric cube computed via our formu-
lation to the standard PMCHWT formulation with
the RWG basis and testing functions. We see that
the two solutions approach each other with the de-
creasing element size.
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Fig. 4. Scattering by a cube discretized with

432 (top) and 1200 (bottom) triangular elements
computed by the new formulation (dash lines)
and by the standard PMCHWT formulation (solid
lines).

IV. DISCUSSION

We have shown that the discretization scheme
using the piecewise constant functions and
Galerkin’s testing gives a reasonable accuracy
for scattering problems involving large and smooth
scatterers. However, particularly at low frequencies,
the discretization scheme results in low accuracy.
This is because we have not exactly enforced the
zero divergence condition on the boundary surface.
The zero divergence condition can be enforced by
requiring that (4) holds on each surface patch.
Namely, we require that: [1]

/ N —dS /(N-E)ngs

II;

- / n*(S, - E)AC, (4)
o11,;



where W is the mean curvature tensor, n® is the
tangential surface vector perpendicular to OIl;, and
II; is the support of ith basis function. In the case
of a smooth surface, the last term on the right-
hand side cancels with the adjacent surface patches.
Thus, in this case, the normal components of the
basis functions can be combined such that the di-
vergence of the surface field is exactly zero. In the
case of a non-smooth surface, the last term on the
right-hand side does not cancel with the neighbour-
ing surface patches and therefore must be computed
explicitly. This requires using basis functions span-
ning a proper function space for the tangential field.
Such basis functions are outside the scope of this
paper and were not used in the present work.

V. CONCLUSIONS

We numerically tested a recently formulated sur-
face integral equation method where the electric field
and its normal derivative are chosen as the boundary
unknowns. The preliminary results presented here
are in agreement with the Mie series solution for
both dielectric and lossy spheres. Furthermore, the
method seems to be viable for numerical computa-
tions and may be further improved if we employ ba-
sis functions that enforce the continuity conditions.
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Abstract—We present a shooting-bouncing approach to ray-tracing
as applied to signal propagation modeling in electrically large
waveguides, such as underground mine tunnels at wireless
communication frequencies. The method is verified for a dominant-
mode rectangular metallic waveguide excited by a dipole antenna.

Keywords—communications, computational electromagnetics, high-
frequency, microwave, ray tracing, signal propagation, waveguide.

I. INTRODUCTION

This paper addresses application of computational
electromagnetics (CEM) to signal propagation modeling in
underground mines. One of our main approaches to the wireless
propagation analysis of underground mines, which is an
extremely challenging CEM problem, relies primarily on
shooting-bouncing rays (SBR) ray-tracing (RT).

Using traditional full-wave EM solvers for microwave
frequencies in an underground mine may prove impractical in
many cases due to computation run time required, as well as
memory requirements, depending on the particular technique
employed. Ray-tracing provides a significant decrease in
computational run time for these electrically large structures.
Ray-tracing methods enable propagation modeling in very
complicated scenarios such as railway stations, and they can
provide useful prediction of signal loss characteristics [1,4].

I1.RAY TRACING THEORY

The shooting-bouncing rays approach in RT involves
launching a set of test rays in all directions in which propagation
from the source can be expected. These rays are then traced
through the scene, and their intersections with objects in the
scene recorded. This method is described in detail in [1]. The
electric field at a desired location in the scene is then found
by employing an ideal plane wave approximation for each
ray. Then, using the reflection coefficients based on surface
parameters for each reflection, the final electric field at the
desired observation point can be approximated due to each ray
path between the source and observation point [3]. This process
may be repeated for several observation points to produce a 2D
or 3D field profile at a desired location in the scene.

When a 2D field profile is desired, we discretize the plane
of the desired field profile into a grid of uniform pixels or
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grid blocks. The complex-valued field vectors of all rays
intersecting a given block are added to approximate the total
field at that block due to the given source and scene geometry.
This process naturally approximates interference. While this
introduces phase and magnitude error, the error can be
minimized by ensuring the grid blocks are small relatively
to the wavelength, and that a large number of rays are used,
such that each block has a sufficiently high sample density to
accurately approximate the field.

The shooting-bouncing approach to ray-tracing is
advantageous because it is conveniently parallelizable which
allows for efficient and expeditious computations. This is
essential because it enables analysis of problems that require
very high ray counts to achieve sufficient sample density for
field convergence. Another benefit to the acceleration (by
parallelization) of ray-tracing is that larger structures can be
evaluated for signal propagation characteristics more easily and
more quickly. This technique may be further accelerated by
reducing the total cost of ray to facet (environment objects)
intersection tests. The rays that propagate in this model interact
with environment objects that cause the rays to be reflected.
These interactions with the environment can be optimized using
space-partitioning trees that efficiently store and access obstacles
located in the environment (similar to a binary search tree)
[1,2].

I11. RESULTS AND DISCUSSION

Testing of the ray-tracing method we developed was
conducted on a perfect electric conductor (PEC) rectangular
waveguide. This scene was chosen because of the ability to
compare with an analytic solution for verification. The
waveguide dimensions are chosen to be 0.5842 m x 0.2921 m,
and the waveguide was excited with a Hertzian dipole antenna
of unit peak field magnitude and frequency 350 MHz. The
observation plane was placed 50 cm from the source. Operation
frequency was chosen to only propagate the dominant TEj
mode in this waveguide.

This waveguide embodies a very challenging case for ray-
tracing, as it is PEC, so all reflections must be considered (this
is a completely convex scene), and it is not electrically very
large, as convenient in ray-tracing technique.

1054-4887 © ACES



TROKSA, KEY, KUNKEL, SAVIC, ILIC, NOTAROS: RAY TRACING USING SHOOTING-BOUNCING TECHNIQUE 225

The analytical solution for the dominant mode in the
rectangular PEC waveguide states that the electric field should
be uniform in the direction parallel to the short axis of the
waveguide, and vary with a half-cosine in the axis parallel with
the long axis of the waveguide. Figure 1 shows the result of the
ray-tracing method on this scene.

0Electric Field Magnitude in Waveguide 10M rays

y Position [cm]

25

40

x Position [cm]

Fig. 1. Magnitude of the electric field for the waveguide excited
with a Hertzian dipole at 350 MHz. The cutoff frequency for
the waveguide is 256 MHz, which only allows propagation of
the TE1o mode.

We observe in Fig. 1 the expected trends along both axes.
The magnitude varies only slightly along y for any x coordinate
in the waveguide, and the magnitude is peaked in x at the center
of the waveguide, and is relatively symmetrical about the center
of the waveguide.

The final electric field is found by summing a discrete
number of uniform plane waves at the observation plane. The
number of rays that intersect the observation plane determines
the number of plane waves. The solution generated by a ray-
tracing method should converge to the analytical solution as
the number of rays increases. Figure 2 shows the electric field
magnitudes for a cross section of the waveguide for varying
numbers of rays.

Convergence Based on Number of Rays
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Fig. 2. Electric field magnitude in the cross section of the
waveguide, with the waveguide parameters and excitation
frequency remaining identical to Fig. 1. The number of rays was
varied from 100 thousand rays to 10 million rays.

We observe from Fig. 2 the expected convergence of the
ray tracing results with increasing the number of rays in the
simulation. As the number of rays increases, the cross-section

magnitude begins to smoothen to a cosine. The analytical
solution states the electric field should be zero at the walls of
the waveguide. The ray-tracing method results in a symmetrical
offset of approximately 0.2 units on the edges. The offset is a
result of the loss of accuracy from sending a finite number of
rays resulting in a finite sampling density.

Each ray is terminated after a given number of reflections;
if it did not reach the observation plane within the reflection
limit, it will not contribute to a field at observation location. The
solution should converge as the number of permissible
reflections increases, as each additional ray that intersects the
observation plane increases the sampling density. Figure 3
shows the cross-sectional magnitude for varying number of
reflections.
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Fig. 3. Electric field magnitude based on the reflection order.
The waveguide parameters remain identical to Fig. 1. The
reflection order allowed varied from 1 to 25.

We observe from Fig. 3 a good convergence of the ray
tracing results to the offset cosine as reflection order increases.
The error is worst for low reflection order, and best for high
reflection order, as expected.
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Abstract—Micromagnetic simulations were carried out to
obtain stable oscillation of a spin transfer torque oscillator (STO)
inserted into the gap between the main pole and trailing shield of
a write head. We assumed a spin injection layer with in-plane
anisotropy. Results show that reducing the magnetostatic
interaction between the write head and the STO is the key to
obtaining stable STO oscillation.

Keywords—micromagnetic  simulations, microwave-assisted
magnetic recording, spin-torque oscillator, write head.

I. INTRODUCTION

Microwave-assisted magnetic recording (MAMR) [1] is
one candidate for next-generation perpendicular magnetic
recording [2]. Stable oscillation is one of the most important
factors for spin-torque oscillators (STO) used in a MAMR
system. We performed micromagnetic simulations and found
that the oscillation states of the isolated (without write head),
and integrated (with write head), STO models were different,
i.e., stable STO oscillations were hard to obtain primarily due
to the magnetostatic interactions between the STO and write
head [3].

In this paper, we investigate STOs utilizing a spin injection
layer (SIL) with in-plane anisotropy [4]. We also introduce a
STO tilted with respect to the medium plane, along with a tilted
main pole — trailing shield gap (tilted STO) to reduce the
magnetostatic interactions between the STO and write head.
Results show that the SIL with in-plane anisotropy worked
well when the STO was isolated. Whilst the integrated STO
only worked when the tilted STO was used.

II. CALCULATION MODEL

A micromagnetic model analysis was carried out considering
a STO utilizing transmission spin torque. We used the
commercial micromagnetic software (Fujitsu, EXAMAG
v.2.1, http://www fujitsu.com/global/about/resources/news/press-
releases/2015/0324-01.html).

The authors acknowledge the financial support from JSPS Kaken-hi
(16K06321) and Advance Storage Research Consortium (ASRC); software
support from JSOL, Japan.
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In Fig. 1, the isolated STO, without write head, used for
the calculations is shown. A double-layered STO was used,
with a non-magnetic interlayer (IL) placed between the field
generation layer (FGL) and SIL. Table I lists the main
parameters of the FGL and SIL that were used unless stated
otherwise in Sections III and IV. We modelled both soft and
hard, in-plane magnetic SILs. A uniform external field and
uniform injected current were assumed along the z-axis over
the STO volume. The STO was divided into cubes with 2.5 nm
sides. Note that we modeled an STO with 20 nm X 20 nm area
as it rotated stably with low injected current density, J, and low
external field.

P H apl
\ X
M| Mg | ‘—‘l’ Y
FGL IL SIL

Fig. 1. STO model used for the calculations. Double-layered STO with
transmission spin torque utilized.

TABLE 1. MAIN PARAMETERS OF FGL AND SIL USED IN THE CALCULATIONS

FGL SIL
47M ¢ 20 kG 6 kG
H, @ in-plane 31.4 Oe 31.4 Oe, 20 kOe
a 0.02 0.02
Exchange, A 2.5x107° erg/cm 0.75% 10 erg/cm
Thickness 10 nm 2nm

P, = 0.5, Width x height = 20 nm x 20 nm, Inter layer = 2 nm
* H: anisotropy field

1054-4887 © ACES
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III. RESULTS —ISOLATED STO —

In Fig. 2, FGL rotations under a 1 GHz, external field are
shown for soft and hard SILs, where the horizontal axis is the
time. The results are shown from ¢ = 0, initial state. The left
vertical axis shows M/M; for the in-plane (My) and perpendicular-
to-the-plane (M,) components of the FGL magnetization
averaged over the FGL volume, i.e., the FGL magnetization
rotated perfectly in the x-y plane when M,/M; = 1. As can be
seen, the FGL rotated well for both soft (Hx = 31.4 Oe) and
hard (Hx = 20 kOe) SIL materials with in-plane anisotropy,
which was quite different from STOs utilizing SILs with
perpendicular anisotropy [3].

—FGL My / Ms

"nmh‘ﬂ

N
o

ik "J'HWIHIIMWJmmllilm“mm MMW 0
W"‘. '|W|‘, AL ‘J[W lLE

Tlme [ns]

(a) SIL Hi =31.4 Oe (in-plane)

Hapi [KO€]

1 FGL My / M —FGL Mz / Ms —o—HapI 10
w» @
o
3 ! o0&
s \ ' H 3
T

-1 . -10

0 1 2 4
Time [ns]

(b) SIL H =20 kOe (in-plane)
Fig. 2. FGL rotations vs. time for soft and hard SILs. J = 3.0x10% A/cm?.
(a) Whole, perspective view
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(c) Arrangement of STO and write head

Main pole

Fig. 3. Schematics of write head and STO integrated into the tilted MP-TS
gap used in the calculations.

IV. RESULTS — INTEGRATED STO —

In Fig. 3, the STO was integrated into the main pole and
trailing shield (MP-TS) gap of the write head. We considered
both perpendicular STOs (STO perpendicular to the medium
plane (parallel to ABS)), and tilted STOs (STO tilted to the
medium plane). In the tilted STO, the magnetostatic interactions
between the STO and the write head were smaller than the
perpendicular STO. The STOs had the same parameters shown
in Table I.

In Fig. 4, FGL rotations vs. time are shown for the
perpendicular and tilted STOs when a 1 GHz coil current was
applied. It is seen that the perpendicular STO did not rotate
stably, while the tilted STO worked quite well. It is also seen
that the oscillation state of the integrated STO was quite
different from isolated one. This shows that an integrated STO
utilizing an SIL with in-plane anisotropy works only when
used in a tilted MP-TS gap.

1—FGLM /Ms —FGLMz/Ms —-H- -°-H|n-plane --MMF 16
'- o 3 V o

. 3
S

20 4 0=
= §
-1 " -16

0 1 3 4
Time [ns]

(a) Perpendicular STO: 8= 0°

—FGLMz /Ms

Hapl [kOe]

2
Time [ns]
(b) Tilted STO: 6= 40°

Fig. 4. FGL rotations vs. time. Integrated perpendicular and tilted STO models.
Applied MP-TS gap fields to FGL are also shown. J = 3.0x10* A/cm?, SIL
Hi =20 kOe (in-plane).
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Abstract—We consider nano-optical couplers that consist of op-
timal arrangements of nanoparticles to improve the transmission
abilities of nanowire systems with sharp bends. Previously, it was
shown that absence/existence of nanoparticles in a given grid can
be optimized such that the power transmission can significantly
be increased without curving the bend. In this contribution, we
present a detailed investigation and analysis of coupler perfor-
mances to critical geometric parameters. While the designed
couplers are robust against fabrication errors, numerical results
demonstrate a remarkable dependency of coupler characteristics
to particle types, as well as to bending geometry, due to strong
plasmonic interactions at short distances. These findings further
support the need for case-dependent optimization that must be
performed efficiently and accurately via full-wave simulations.

I. INTRODUCTION

Nanowires are natural components of nano-optical systems
as they enable long-distance transmission of electromagnetic
power via surface plasmons [1]-[7]. When they are straight,
smooth, and perfectly aligned, nanowires have excellent trans-
mission abilities for long distances with respect to the op-
erating wavelength [2],[6]. When they are bended, however,
reflection and diffraction at the bend regions may significantly
reduce the efficiency [3]. To alleviate this problem, nano-
optical couplers can be used to improve the power trans-
mission, especially when curved bending is not desired for
efficient usage of the available space. Recently, we showed
that robust couplers involving nanoparticles can be designed
such that transmission can be improved significantly even
through very sharp corners [7]. The designs were obtained
via optimization with genetic algorithms (GAs) supported by
full-wave solutions with surface integral equations and the
multilevel fast multipole algorithm (MLFMA) [8].

It is well known that plasmonic properties of metals at
optical frequencies lead to complex interactions and very dif-
ferent responses to excitations, in comparison to the behaviors
of metals at the lower (radio and microwave) frequencies.
For example, when nanostructures are close to each other, the
extraordinary coupling between them leads to useful abilities,
particularly for energy harvesting, focusing, and optical sens-
ing. At the same time, these strong interactions may increase
the sensitivity of designs to geometric properties. In this contri-
bution, we further investigate nano-optical couplers and their
optimal designs to improve the power transmission through
sharp corners. We show that the designed couplers are quite
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stable against fabrication errors, while particle geometries and
bending shapes can significantly change their performances.
Hence, a new optimization may be required depending on
the case, while the optimization trials must be performed
accurately for estimating the actual performances of candidate
couplers. In the following section, we briefly introduce the
simulation and optimization environment, followed by the
description of the optimization problems in Section III. Then,
Section IV presents optimization results and detailed analysis,
before our concluding remarks in Section V.

II. SIMULATION AND OPTIMIZATION ENVIRONMENT

The transmission problems involving nanowires and cou-
plers (nanoparticles) are modeled as three-dimensional struc-
tures and formulated by using surface integral equations in the
frequency domain. There are diverse choices for the formula-
tion [9]-[11], while we prefer the electric and magnetic current
combined-field integral equation (JMCFIE) [12] or the modi-
fied combined tangential formulation (MCTF) [13] for fast and
accurate solutions depending on the frequency. The surfaces
and integral equations are discretized by using triangles and
the Rao-Wilton-Glisson functions. The complex permittivity
values of the metals are extracted from experimental data [14].
The problems are solved iteratively, while the required matrix-
vector multiplications are performed via MLFMA. In addition,
electromagnetic interactions in plasmonic media (e.g., inside

6 Coupler
5 I p, I
| o
4 - - b | paii
Optimization —
~3 Frame
£ No Coupl
= o Coupler
=0 20
@
: ‘ 102
o 3
0 i -10
T~ Dipoles
0 1 2 3 4 5 6 0 1 2 3 4 5 6
x (pm) x (um)
Fig. 1. An optimization problem involving a transmission line (a pair of

Ag nanowires) with a 90° sharp bend. An optimal coupler that consists of
90 x 90 x 90 nm cubic nanoparticles is also depicted.
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nanowires) are truncated to improve the efficiency without
sacrificing the accuracy [15].

3
¢
£
p=}
E
x
©
=

Max: 12.4 dB
Mean: 6.5 dB

Fig. 2. Optimization results (couplers and power density distributions) when
the maximum power density and the mean power density inside the output
frame are maximized.

20 dBW/sm

Fig. 3.
optimal design (Fig. 2) are combined.

Power density distribution when the nearby nanoparticles in the

III. COUPLER OPTIMIZATION PROBLEMS

We consider transmission lines involving nanowires with
sharp (e.g., 90°) bends. As shown in Fig. 1, a given trans-
mission line is excited from one side and the power density is
observed inside an output frame at the other side. A coupler is
designed and located at the corner such that the power density
(either its maximum or its mean) at the output is maximized.
Optimization problems are solved by employing GAs, while
the required trials are performed as three-dimensional sim-
ulations via the MLFMA implementation. The couplers are
designed by considering an initial grid of nanoparticles and
deciding which particles need to be kept/extracted to maximize
the cost functions (e.g., maximum/mean of the power density
at the output). The GA implementation is integrated with
the MLFMA implementation by employing dynamic accuracy
control [16] in order the reduce the optimization time. In
addition, embarrassing parallelism is used by assigning simul-
taneous MLFMA solutions to multiple cores.
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Fig. 4. Power density distributions when the length of the nanowires is
10+ 10 pm and 20 + 20 pm: (a) Without a coupler and (b) with the coupler
in Fig. 2 designed for 5 + 5 pm nanowires.

20 dBW/sm

IV. OPTIMIZATION RESULTS AND COUPLER ANALYSIS

As optimization results in this paper, the main geometry
that we consider is a pair of 5+ 5 = 10 um silver nanowires
with 90° sharp bends at the middle, as shown in Fig. 1. Each
nanowire has a 0.1 x 0.1 pum square cross section. The trans-
mission line is excited by a pair of Hertzian dipoles located
on one side at 0.2 ym from the nanowires. The output frame
is selected as a 1.3 x 1.3 pum square area at 0.1 pm distance
from the nanowires. The frequency in the results of this paper
is selected as 250 THz, at which the relative permittivity of
Ag is approximately —60.8 +4.31:. As a typical result, Fig. 1
also depicts the power density inside the output frame when
no coupler is used. Most couplers are designed by using a
total of 13 x 13 Ag cubes with 90 x 90 x 90 nm dimensions
and 10 nm face-to-face distances, while we also consider
other types of geometries. In general, each optimization is
performed by using GAs for 200 generations on pools of
40 individuals, leading to a total of 8000 simulations per
optimization (omitting duplicate individuals).
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Fig. 5.
a curved bend with 0.4 pm radius of curvature.

Using the coupler, which is designed for a sharp bend (Fig. 2), for

A. Maximum Versus Mean Optimization

Depending on the application, the maximum or the mean
of the power density at the output can be optimized. It is
remarkable that coupler designs can significantly be different
depending on the optimization target, while the achievable
power values are often close to each other. Fig. 2 presents two
optimization results when the maximum of the power density
(second row) and the mean of the power density (third row)
inside the output frame are maximized. The no-coupler case
is also shown in the first row for comparisons. In addition to
power density distributions inside the output frame (second
column) and in the coupler region (third column), a general
view is shown for each case (fourth column), while the coupler
designs are presented in the first column. We observe that the
power transmission can significantly be improved by using
effective couplers. Specifically, the maximum power density
(in dBW/sm) can be increased from 8.2 dB to 12.4 dB,
while the mean power density can be increased from —3.1 dB
to 7.2 dB. We also note that optimization of the maximum
power density leads to 6.5 dB mean power density. Similarly,
the maximum power density reaches 12.0 dB if the mean
power density is maximized. In the following sections, we
consider the optimization of the maximum power density
(specifically the coupler in the second row of Fig. 2), while
this selection does not change the interpretation of the results
and conclusions.

B. Combination of Nanoparticles

Once an optimization is completed and an optimal design
is found, one may question whether the nanoparticles must be
kept as separated (as designed) or they can be combined (with-
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out any distance between them) as much as possible. This is
particularly interesting since such a combination may simplify
the fabrication process. As an example, Fig. 3 presents the
results when the nearby nanoparticles (cubes) in the optimal
design shown in Fig. 2 are combined. Comparing the results,
we observe that the performance of the coupler significantly
deteriorates. A close examination in the bending region shows
that the coupler with combined nanoparticles operates very
differently with cavities, in comparison to the well-designed
interactions between separated nanoparticles in the original
design.

Max: 8.9 dB
Mean: -0.4 dB

dB
Mean: 6.4 dB

.B

Mean: 6.9 dB

Maximum Opt.

Mean Opt.

Fig. 6. Optimization results (couplers and power density distributions) when

the maximum power density and the mean power density inside the output
frame are maximized for curved nanowires.

C. Performance of Couplers for Different Nanowire Lengths

The coupler designs presented in this paper are obtained
for a specific length of nanowires, i.e., for 5 + 5 pum. On
the other hand, they can still perform well for other lengths,
particularly for longer nanowires. As two examples, Fig. 4
depicts power density distributions for 10 4+ 10 pm and
20420 pm nanowires with sharp bends at the middle. Without
a coupler, the maximum power density inside the output frame
drops to 4.4 dB and 2.6 dB, respectively, from 8.2 dB for the
original (5 4+ 5 pum) case. Similarly, the mean power density
values are found to be —6.1 dB and —8.4 dB. Using the
coupler shown in Fig. 2, the maximum power density is kept
at 9.0 dB for 10410 pm nanowires and 3.8 dB for 20+20 pum
nanowires, while the corresponding mean power density values
are 3.4 dB and —1.9 dB, respectively. Investigating the power
density distributions in the coupler region, we observe that the
coupler operates similarly, by reducing the escaping power and
guiding the incoming wave through the bend, for different
nanowire lengths. It can be an advantage to use the same
coupler design for different nanowire lengths, while it is also
possible to repeat optimization trials for different nanowire
lengths (but this becomes computationally difficult for longer
nanowires).
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Fig. 7. Power density distributions when the height of the particles is changed
to 30 nm, 60 nm, 120 nm, and 240 nm for the coupler design in Fig. 2
involving 90 x 90 x 90 nm cubes.

D. Effect of Curving

It is well known that curving the bends can significantly
improve the power transmission along bended nanowires,
while our studies show that the radius of curvature must
be very large (at the cost of reduced compactness of the
bending region) to compete with the designed couplers. It
may be possible to use a coupler for a curved bend; but,
the optimization must be repeated due to the sensitivity of
coupler designs to the geometry of bends. As an example,
Fig. 5 presents the results when the coupler in Fig. 2 is used
for a curved bend with 0.4 pm radius of curvature. In order
to use the design, one of the cubes must be extracted since
it coincides with one of the curved nanowire. Since this cube
is a critical one, its removal leads to a remarkable decrease
in the maximum/mean power density to 11.1/5.9 dB (from
12.4/6.5 dB). These values are still much better than only
curving, leading to 8.9 dB maximum and —0.4 dB mean power
density values. But, a major problem occurs when the coupler
is used for the curved bend. The maximum power density
decreases to 7.1 dB (even below the value for the case of
sharp bend without a coupler), while the mean power density
stays at —0.4 dB (no improvement in comparison to only
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curving). These results show that, if the geometry of the bend
is changed, even to make it better by curving, optimization
must be repeated.

As an example to optimization trials for curved nanowires,
Fig. 6 presents the results when couplers are designed for
0.4 pm radius of curvature. It can be observed that the opti-
mization of the maximum power density leads to 12.4/6.4 dB
maximum/mean power density in the output frame, while these
values are 11.7/6.9 dB when the mean power density is max-
imized. Hence, once again, the designed couplers significantly
improve the power transmission, in comparison to the no-
coupler (but curved) case, i.e., 8.9/ — 0.4 dB. On the other
hand, the results are not better than those obtained for sharply
bended with couplers. This, in fact, shows the overall success
of the designed couplers, particularly for the sharp case, which
can improve the power transmission to high levels such that
curving does not provide an improvement anymore.

E. Sensitivity to Particle Geometries

Naturally, the electromagnetic characteristics of a coupler
strongly depends on the geometry of its particles. On the
other hand, the designed couplers in this study are quite
resistant to fabrication errors and deformations, as long as
the general shape of the particles does not change. As an
example, Fig. 7 presents power density distributions when the
height of the particles in the optimized coupler in Fig. 2 is
changed. While the original cubes have 90 x 90 x 90 nm
dimensions, we make their height 30 nm, 60 nm, 120 nm,
and 240 nm. We observe that decreasing/increasing the height
to 60/120 nm has little effect on the efficiency of the coupler.
A relatively poor performance is obtained when the height
is changed to 30 nm (one third of the original), while the
power transmission even for this case is not worse than the
one without a coupler. Increasing the height to 240 nm also
leads to visible deterioration in the performance of the coupler,
while it still provides improved transmission in comparison to
the no-coupler case.

In order to investigate realistic fabrication errors that may
cause corrugations on particle surfaces, we consider the results
for deformed cubes in Fig. 8. For the coupler design in Fig. 2,
the discretization nodes (used for numerical simulations) are
shifted randomly in the x, y, and z directions, while the shift
in each direction is limited to +2 nm. In addition to each
cube, nanowires are also deformed using a similar approach.
Uniform distribution is used for the randomly generated shift
distances. Fig. 8 shows the histogram of the shift distances, as
well as the obtained power density distributions, for two differ-
ent trials. It can be observed that corrugations have little effects
on the coupler characteristics. While these results demonstrate
the robustness of the coupler design, we emphasize that the
cubes are not allowed to touch each other in these trials,
which may have disastrous effects as shown in the combination
example above (see Fig. 3).

Despite they can be robust against fabrication errors, as well
as to modifications in simple geometric parameters such as the
height of particles, the particle geometry significantly affects
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Fig. 9. Using an optimal arrangement of cubic particles (coupler design in Fig. 2) for different particle geometries.

the characteristics and performances of nano-optical couplers.
As a demonstration, Fig. 9 presents the results when an optimal
coupler arrangement obtained for cubic particles (Fig. 2) is
used for different particle shapes (prisms). Specifically, we
test the arrangement for five different particles with different
cross sections (height is kept at 90 nm). We observe that the
transmission performance significantly drops, i.e., the coupler
design becomes useless, when employing different particles
instead of cubes. In fact, such couplers make the transmission
worse compared to the no-coupler case.

F. Optimization for Different Particle Shapes

In this work, using cubes to design effective couplers is not
an arbitrary choice. Our studies with different shapes consis-
tently show that the cube is one of the best geometries when a
regular grid is used, while other geometries are also possible.
As shown above, directly changing the particle geometry for
an optimized arrangement leads to very poor results. But,
it is possible to use alternative shapes by optimization. For
example, Fig. 10 presents four different couplers with different
types of nanoparticles when an optimization is performed for
each particle type to increase the maximum power density
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in the output frame. Specifically, in addition to the coupler
with cubic particles in Fig. 2, we consider triangular and
hexagonal prisms, again in 13 x 13 arrangements. It can be
observed that the maximum power density can significantly
be increased (compared to the no-coupler case) for all particle
types, while the optimal arrangement of nanoparticles strongly
depends on the particle type. As mentioned above, cubic
particles lead to a larger value for the mean power density,
while the performances are similar for the maximum power
density. Although not shown here, optimization of the mean
power density using alternative particles leads to relatively low
maximum power density values in comparison to the results
with cubic particles.
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Mean: 6.5 dB Mean: 1.9 dB Mean: 1.9 dB Mean: 0.9 dB
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Fig. 10. Power density distributions when four designed couplers involving
different types of nanoparticles are used.

V. CONCLUDING REMARKS

In this paper, we provide a detailed analysis of nano-optical
couplers that are designed for improving the power transmis-
sion along sharply bended nanowires. The designs are obtained
via GAs, while the optimization trials are performed accurately
and efficiently by using MLFMA. All results demonstrate
the effectiveness of the couplers that can significantly max-
imize the output power. Numerical results also show that the
designed couplers maintain their performances for different
nanowire lengths and they are robust against fabrication errors
(different heights and surface corrugations), while they are
sensitive to the main geometry of particles. In addition, the
particles need to be separated, as designed, without physical
contacts between them. It is possible to design couplers with
different particle shapes, while cubic particles provide the best
results for compact (e.g., 13 x 13) regular arrangements. De-
spite their relatively small sizes, the couplers are so effective
that curving within the coupler region does not further improve
the power transmission.
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Abstract — Consider the Maxwell’s curl equations
in fully bi-anisotropic and inhomogeneous media in
three dimensional (x,y,z) spatial Cartesian coordi-
nates. Let the media be characterized by 3 x 3 per-
mittivity, electro-magnetic coupling, magneto-electric
coupling, and permeability matrices &3*3(x,y,2),
€3 (x,y,2), ¢ (a,y,2), and p?*3(z,y, z), respec-
tively. Assume a harmonic time-dependence according
to exp(—jwt). The prime objective in this paper is to
establish that the Maxwell’s electrodynamic equations
jointly with the constitutive equations can be diago-
nalized, leading to the D—, and the associated sup-
plementary S—forms. A finitary algorithm involving
“structural,” ‘‘differential,” and ‘‘material’”’ matrices
has been proposed, and the existence of the D— and
S—forms proved by construction. In the accompanying
paper (Part II) the internal consistency of the D— and
S—forms has been shown, by proving their sharp equiv-
alence with Maxwell’s and constitutive equations.

Index Terms — Bi-anisotropic and inhomoge-
neous media, diagonalization, Maxwell’s equations,
supplementaion.

I. INTRODUCTION

A. Background and motivation

Recognizing patterns in the structure of fundamen-
tal equations in mathematical physics, identifying com-
monalities between seemingly different areas in physics,
and the dream of unifying schemes have ever since
been the driving force for many original work in sci-
ence and engineering. In pursuit of casting light on
fundamentals, it is also hoped that more systematized
and efficient algorithms for the numerical solution of
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increasingly more challenging problems will emerge.
This paper focuses on the two (governing) Maxwell’s
curl equations in fully bi-anisotropic and inhomoge-
neous media characterized by four 3 x 3 constitutive
matrices, in three dimensional (3D) spatial Cartesian
coordinates. The method is based on ‘“‘unpacking’ the
governing and constitutive equations, and identifying
irreducible ‘‘structural,” ‘‘differential,” and ‘‘material”
matrices, which not entirely coincidentally exhibit in-
triguing properties. The occurrence of identity matri-
ces of varying dimensions simplifies and systematizes
the derivations and provides clues to the deeper under-
standing of the underlying equations in mathematical
physics in general. In particular, the factorization of
the identity matrix into structurally complex forms can
be viewed as an enabling instrument to peer into the
fabric of the governing- and constitutive equations in
a myriad of ways. On the other hand, the appearance
of the 2 x 2 null matrix, as the ‘“‘complement’ to the
identity matrix simplifies the calculations.

The diagonalized (D) and supplementary (S)—forms
offer benefits from epistemological, theoretical, and nu-
merical points of view. In the course of investigating
other fundamental equations in mathematical physics,
these features have been discussed in greater length and
will not be repeated here [1]-[6]. It merely should be
pointed out that the D—form in spectral domain corre-
sponds to an algebraic eigenvalue problem. The calcu-
lation of a given problem’s eigenpairs is quintessential
to obtaining Green’s functions, and, as demonstrated in
earlier works, [1] and [2], to developing regularization
techniques for dealing with singularities of any order,
and thus to analyzing the near- and far-fields. The
existence of supplementary equations is a new result,
which allows factorizing the fields and minimizing the
complexity and cost of computations by relegating ex-
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pensive computations to post-processing processes. It
turns out that the D— and S—forms are both required
for proving their sharp equivalence with the originating
governing and constitutive equations, and thus their in-
ternal consistency. The accompanying paper (Part II,
[7]) focuses on the details using the “‘Occam’s razor.”

Diagonalization can be carried out in a variety of
ways, each aimed at illuminating certain desired fea-
tures of the governing and constitutive equations, and
of the resulting D— and S—forms. The description
of a strictly formal and ‘‘automatic” procedure would
require considerably more space. (The stringent ap-
proach was detailed in the author’s tutorial presenta-
tions at previous ACES conferences and recorded in the
ACES proceedings.) The current self-sufficient presen-
tation is compact and permits the reader to focus on
the essentials and appreciate interrelationships.

B. Organization of the paper

The remaining sections are organized as follows. Sec-
tion II “unpacks’ Maxwell’s curl equations in compo-
nent form in the (x,y, z)—Cartesian coordinates and
prepares them for further analysis by introducing nor-
malized variables. Section III introduces the ‘“‘essen-
tial,” ‘“‘nonessential,” and ‘‘auxiliary’ field variables.
In the process three ‘“‘structural,” and two ‘‘differen-
tial” matrices are identified, which play key roles in
obtaining the D— and S—forms. Section IV focuses on
the factorization of the constitutive equations, identify-
ing four characteristic ‘“‘material” matrices. Using the
developed preparatory tools, Section V constructs the
D— and S—forms. Section VI concludes the paper.

II. GOVERNING AND
CONSTITUTIVE EQUATIONS

Consider Maxwell’s electrodynamic equations with
the field variables having the conventional meaning,

oD
VXH—E‘FJ, (1&)
0B

Consider the constitutive equation in fully bi-
anisotropic and inhomogenous media characterized by
3 x 3 material matrices €3%3(z,y,2), £73(z,y, 2),
C3X3($7 Y, 2)7 and N’3><3('T7 Y, Z)7

D = ™% (z,y, 2)E + €7 (2,9, 2)H,
B = (7% (@,y,2)E + p (2, y, 2)H.

(2a)
(2b)

Assume a harmonic time-dependence according to
exp(—jwt), and ‘“unpack” the Eqgs. (1):
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0 —0. 0, H,y
0, 0 -0, H,
-0y Oy 0 Hj
D J1
= —jw | Do + Jo , (3&)
Ds J3
0 —0. 0, Ey B,
82 0 —835 E2 == jw BQ (3b)
9, 8 O s B;

For notational convenience, divide each of the above
equations by jw and introduce the ‘‘velocities” & =
jwzx, § = jwy, and Z = jwz. Thus, 0,/(jw) = 0z,
Oy/(jw) = 0y, 0./(jw) = J5. Furthermore,, introduce
the “charges” J, = Ji/(jw), J2 = Ja2/(jw), and J3 =
J3/(jw). Write Egs. (3) component-wise, and employ
the introduced ‘‘velocities”” and the ‘‘charges,”

—0:Hy +05H3 = —Dy+Jy, (4a)
O:Hy, — 8:Hs = —Ds+ Jo, (4b)
—03H, + 0;Hy = —D3+J3, (4c)
—8:Ey + 93B3 = By, (4d)
0:E1 — 0;E3 = Bs, (4e)
03B, +0:Ey = Bs. (4f)

1. ESSENTIAL-, NONESSENTIAL-,
AND AUXILIARY VARIABLES

The main objective in this paper is the diagonaliza-
tion and supplementation of the governing and consti-
tutive equations with respect to the arbitrarily chosen
z—axis. To this end, the first step consists of identify-
ing the ‘‘essential-,” ‘‘nonessential-”’, and ‘‘auxiliary’
field variables. When diagonalizing with respect to Z,
the field variables associated with 0z are referred to as
the “essential” field variables. Inspecting Egs. (4) it is
easily seen that the electromagnetic field components
FEy, Ey, Hy, and Hy are accompanied by 0;. The re-
maining components E3 and Hj are referred to as the
“nonessential” field components. Equations involving
0:E1, 0:Es, 0:H,, and 0;Hs, are, respectively, (4e),
(4d), (4b), and (4a). The Egs. (4c) and (4f) do not in-
volve the partial derivative J;. Next, reshuffle the order
of the Egs. (4) to reflect the successive appearances of
the terms 0; F1, 0;:F>, 0;Hy, and 0;H», and subdivide
the Egs. (4) into the systems of equations,

0:Ey —0;E3 = B, (5a)
—0:E5 + 337E3 = DB, (5b)
O:H, —0;Hy = —Dy+ Jo, (5¢)
—0:Hy +03H3 = —D;+Jy, (5d)
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—Ds + Js,
Bs.

—6QH1 + 03 Ho
*agEl + 0z E5

Bringing the terms accompanied by 0; to the R.H.S.
and rearranging,

By + 0z FE3 = 0:Fq, (

—By + 8;F3 = 0:Ey, (7b
—Dy + 03Hs + Jy = 8:Hy, (7c
Dy + 03H3 — J, = 0:H, (7d

Dy = 9yH, — 0:Hy + J3,
B3 = —8gE1 + 0;: Fs.

Inspecting Eqgs. (7) it is seen that the components of
the fields D and B are not accompanied by any par-
tial derivatives at all. The components of D and B are
referred to as the “‘auxiliary’ field components, and,
in the framework of diagonalization and supplementa-
tion, they have to be eliminated from the equations.
It should also be noted that Egs. (7) containing the
0z —derivative, involve the components D1, Dy, By, and
B;. On the other hand, Egs. (8) not containing the
0s—derivative, involve the components D3 and Bs. In
virtue of these findings the following representations for
(7) and (8), respectively, offer themselves:

0 0 o0 1 Dy 0z O
0 0 —1 0| Dy| |0 0|[E
0 -1 0 0 By 0 0z H;
1 0 0 O B, 0 05 |——>—
N N et v
P4><4 q)(\‘\ ngz
0 0 } By
0 0 1| | B
i 00 []a Wl (92)
-1 0 |~ H,
—_— ! ——
P4><2 ‘I’(U
Ey
D3 | 0 0 05 —0s Es
B3 o —8g 8;0 0 0 H1
@J_ Q2><4 H2
c c \—v—/
w!
RN (9b)
INNGS
~—— jL
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Using the introduced matrices and vectors, as indi-
cated in Egs. (9), the following compact forms can be
established, which build the basis for our analysis,

P+ QW) + PP = 0; W],
q)l_ _ Q2X4‘Il” _’_P2><1jl_.

(10a)
(10b)

Comments: The matrices P**4, P**2 and P?*! in
(9) are ‘“‘universal structural” matrices, in the sense
that their structures are independent of the diagonal-
ization with respect to Z, ¢, or Z. The matrices Q**2
and Q%** (and their counterparts Q%2 and Q2*4, and

+*% and Q2**) are matrix differential operators, pos-
sessing an ‘“‘intriguing” property, as will be shown in

Part II, [7]. The field vector ®! (along with its coun-
terparts \IIL‘ and \IIL‘) is an “‘essential” field vector. The

essential field vectors \Ilﬂ, \Illl, and \IIL‘, respectively,
arise in the D.—, D,—, and Dy,—forms. Their associ-
ated field vectors \Ilj‘, Wl and \Ilﬂ‘, are ‘‘nonessen-
tial” field vectors. The nonessential field vectors W,
\Ili, and '11#7 respectively, arise in the S.—, S,—, and
Sp—forms. Furthermore, '~I>ﬂ and & (along with their

counterparts <I>ll and <I>j‘, and <I>,L| and <I>§‘) are auxil-

iary field vectors. Auxiliary vectors must be eliminated
from the (D, Sc)—, (D4, Sa)—, and (Dy, Sp)—forms.

IV. CONSTITUTIVE EQUATIONS

“Unpacking” the constitutive Eqgs. (2a) and (2b),

leads to:
Dy [ e e12 es | [ Bx ]
Doy = €21 €22 €23 E,
Ds | €31 €32 €33 | | B3 |
[ &1 & &G | [ Hi ]
+ §o1 S22 o3 Hy |, (11)
L &1 S32 &3 | | Hs |
By [ ¢ G2 G Ey
By = Co1 G2 o3 Es
Bs | Ga1 G2 33 E3
I H11 Hi2 H13 Hy
+ H21 22 23 Hy |, (12)
| M31 P32 433 Hj
respectively. The aforementioned categorization

(grouping) of the field vectors suggests partitioning
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Egs. (11) and (12), respectively, into:

D4 _
Do -
J’_
Ds =
+

B,
Bs o
+
By =
+

[ €11
€21
[ &1

&1
[ €31

[ &

[ C11
Ca1
[ H11

H21
[ G

[ H31

€ E €
SR ]e
IR P Y
€32 } [ g; ] +es3F3

€32 ] { g; } + &33Hs3, (13b)
(12 Ey C13
C22}{E2]+[C23}E3
#12}{-7{1}4_{#13]}] (14a)
H22 Hy H23 & A
(a2 | { g; ] + (33F3

pis2 | [ Z; } + p33Hs. (14b)

Equations (13) and (14) can be written more com-

pactly in the forms:

D3

and

By
_ enn €12 & &2 E,
€91 €22 a1 &a2 H;
Hy
e13 &3 E;
15
* {523 523][15’3}7 (15)
By
E
= [531 g3z a1 532] H?
Hy
E
+ [ es3 &ss | [ Hi}’ (15b)

8- ¢ & n ]
B; G G2 po1 p22
s leen]

Bs = [ (a1 Cs2 ps1 ps2 |
£l ]| ]

Combining (15a) with (16a),

D, ein €12 & &2
Do . €21 €22 o1 22
B N Ci1 Ci2 p1r pa2
Bs | Co1 Ca2 po1 po2
N———
3! MAx4
€13 &13
n €23 &23 [ Es ]
Ci3 a3 Hs |’
| C23  p23 o
MﬁXQ ‘

E,

H,y
Hy

by
Es
H,
Hy

v

(16a)

(16b)

(17)

Employing the “‘material’” matrices M2*4 and M2*2,

B = Ml M

Similarly, combining (15b) with (16b),

D3 €31 €32 &1 32
Bs (31 (32 31 M32
——
(}LL Mf x4

€33 £33 L3

(33 133 Hj
—————— A —

Mg X2 \I,i

and the fields ®!, @l and ¥ as indicated in (17),

(18)

Employing the “material’” matrices M2*4 and M2*2,

) =M>wl 4 MPAw

and the fields ®, @/ and ¥, as indicated in (19),

(20)
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Preliminary summary: For easy reference, the gov-
erning equation dressed in the forms in (10), and the
material equations formulated in the forms (18) and
(20), are summarized below:

Pl 4+ Q2w L P2l = 9,0l (21a)
& = QX! + PPt (21b)
!l = Mol L M 2wl (21c)
& = M2l L M2t (21d)
The governing Eqgs. (21a) and (21b), and the consti-
tutive Egs. (21c) and (21d), express the set of electro-
magnetic field components (Fy, Es, E3, Hy, Ho, H3) in
terms of the essential \Il! = [Ey, By, Hy, Hy)" and
nonessential field components ¥ = [Es, Hs]T. Fur-
thermore, the differential operators are factorized into
the (0z,05)—dependent operators Q2** and Q%2 and
the partial derivative 0;. It should also be noted
that in addition to the essential- and nonessential
field components, the auxiliary field components <I>¢|:‘ =
[D1, Dy, By, By]"T and ® = [Ds, Bs]” appear in the
equations. Within the developed framework, auxiliary
field variables must be eliminated from the Eqgs. (21).
The rationale for this stems from the fact that the aux-
iliary field components are, by definition, not accom-
panied by any spatial partial derivatives. The elimina-
tion of the auxiliary field components leads to the de-
sired diagonalized D.— and the associated supplemen-
tary S.—forms. The next section presents the details
involved in the manipulations. Thereby, the individual
steps will be explicated and the results interpreted.

V. THE D.— AND THE ASSOCIATED
S.—FORMS

Substituting (21¢) into (21a), and equating the terms
at the R.H.S. of (21d) and (21b),

P4><4 {MZCLX4‘IJ! +M461X2\Ilj_} +Qﬁcl><2\]:li_
+P>2Jl = 9.0l

M2l v22wl = Q24w P2 L (22D)

The nonessential field vector \Ilcl must be eliminated
from (22a) to obtain the D.—form. To this effect (22b)
is employed, which is preferably rewritten in the form,

M22w) = (M2 + Q) wl + P2 jL. (23)

(22a)
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A. Physical realizability condition

In view of (23) it is immediate that for expressing ¥
in terms of \Ilﬂ and the source term J1, the existence of
the inverse of M2*2 must be assumed. Consequently,

det {Mz“} (33 M33

= e33133 — (33833 # 0.

To obtain the S,— and D.—forms it is merely re-
quired that the condition stipulated in (24b) is valid.

det { €33 Las ] (24a)

(24b)

B. The S.—form
Multiplying (23) by [Mg“]_l from the L.H.S.,

~1
‘I’i — [M3X2] (—M§X4 + Q§X4) ‘Illc‘
-1 ~
+ M2 PP (25)
This is the desired S.—form. It expresses the
nonessential field components ¥ in terms of the es-
sential field components ¥/ and the source term J.:
given J, once \I'J:‘ has been determined, the nonessen-
tial field vector W can be obtained according to the
inexpensive post-processing step expressed in (25).
C. The D.—form

Focus on (22a) and pull the \Ich—terms together,

P4X4M4X4\If” + (P4><4M4><2 + Q4><2) \I,J_
+P4X2jﬂ _ 32‘I’ﬂ~ (26)
Substituting (25) into (26) allows the elimination of
the nonessential field vector \Ili,
P4x4M3x4‘I,!+ (P4x4ng2+ng2) {[ngz]—l
% (_M3><4 + ng4) \Ilﬂ + [Mgw]*l P2><1jCL}
+P2Jl = p.wll. (27)
Factoring out the lIlﬂ—terms and rearranging lead to
the D.—form,
{P4X4M3X4 i (P4X4M3X2 + sz)
% [Miw]fl (_sz4 n szzx) }\Ilﬂ
+ <P4><4M4x2 + Q4><2) [szz}*l p2x1jL
+P2Jl = gl (28)

This is the desired D.—form, involving the essential
field vector ®!l and the sources terms J and J I.



VI. CONCLUSION

Maxwell’s electrodynamic equations were considered
in fully bi-anisotropic and inhomogeneous media in
three spatial dimensions. A harmonic time dependence
according to exp(—jwt) and an (z,y, z)—Cartesian co-
ordinate system were assumed. It was rigorously es-
tablished that the Maxwell’s equations along with the
constitutive equations can be transformed into the
diagonalized (D—) and the associated supplementary
(§—)forms. To this end, three ‘“‘structural,” two ‘‘dif-
ferential,” and four ‘“‘material,” matrices were intro-
duced and their properties discussed. It was shown that
the conditions e — &:iCii # 0 (1 = 1,2, 3) suffice to
construct the D— and S—forms. It was alluded to the
fact that the derived forms play eminent roles in devel-
oping regularization techniques for dealing with infini-
ties arising in computational electromagnetics and cal-
culating the near- and far-fields. The utilitarian prop-
erties of the D— and S—forms have been detailed in the
author’s earlier works [1]-[6]. The proof of their sharp
equivalence with the combined Maxwell’s and consti-
tutive equations, and, thus, their internal consistency,
has been provided in the accompanying paper, [7].
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Abstract — Consider fully bi-anisotropic and in-
homogeneous media supporting the electromagnetic
wave propagation. Assume an (z,y, z)—Cartesian co-
ordinate system and a harmonic time-dependence ac-
cording to exp(—jwt). In the accompanying paper
(Part I) it was shown that the Maxwell’s equations
can be diagonalized with respect to the z—axis, re-
sulting in the D.—form. Furthermore, the existence
of the associated supplementary matrix equation, the
S.—form, was demonstrated rigorously. In the present
paper ‘‘structural,” ‘‘differential,” and ‘‘material’’ ma-
trices have been introduced to explicate the (D,, Sq)—,
(Dy, Sy)—, and (D,, S.)—forms, relative to the x—, y—,
and z—axes, respectively. As the pinnacle of the the-
ory, it has thoroughly been established that the de-
rived combined (D., S.)—forms are sharply equivalent
with the joint Maxwell’s and constitutive equations,
and thus internally consistent. The presented proof is
relative in the sense that its validity hinges on the con-
sistency of Maxwell’s equations and the material real-
izability conditions.

Index Terms — Bi-anisotropic and inhomoge-
neous media, diagonalization, Maxwell’s equations,
supplementation.

I. INTRODUCTION

Natural laws in their originally-conceived manifes-
tations, and more generally, the process of theory
construction, occasionally mirror the contents of ex-
periments and their underlying assumptions. The
Maxwell’s curls equations offer themselves as an
archetypical example. They explicate the Faraday’s
and Ampere’s experiments, in an awe-inspiringly el-
egant manner, and expose the intricately interwoven
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links between them. On the other hand, not only in
logic, but also in mathematics and physics, when con-
structing theories, one is concerned with the internal
consistency of formulations and equations, beside the
existence and uniqueness of their solutions. In the
1930’s several other epistemologically groundbreaking
ideas emerged, e.g., completeness, consistency, prov-
ability, and computability, [1], promoting the concepts
of, e.g., finitary algorithms, and down the road, com-
plexity and optimality of algorithms for obtaining ac-
curate, robust, and accelerated numerical solutions to
engineering problems. In the context of Maxwell’s
equations, a fundamental question arises as to whether
Maxwell’s equations’ necessarily-heuristic nature ren-
ders them, as they stand, optimal for theorizing, algo-
rithms design and computations. Concerning theoriz-
ing and algorithm design, the answer depends on the
specificities of the theoretical investigations one might
be interest in. However, when ‘‘taming’ infinities and
dealing with divergences in computations, the diagonal-
ized (D—) and supplementary (S—) forms are consider-
ably more adequate, for reasons substantiated in [2] and
[3], and the references therein. This paper completes
the exposition in [2] and proves the internal consistency
of the D— and S—forms by showing the sharp equiva-
lence of the D— and S—forms with the Maxwell’s and
constitutive equations.

The paper has been organized as follows. Section
IT starts with introducing three ‘“‘universal structural”
matrices. The attribute ‘“‘universal”” points to the fact
that the introduced matrices are independent of the
spatial direction along which the diagonalization and
the associated supplementation take place: the struc-
tural matrices are the same, irrespective of which pairs
(Da,Sa), (Dy,Sp), or (D.,S.) are constructed. The at-
tribute “‘structural’ alludes the fact that the entries of
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the matrices, being 0 or 1, merely serve as place holders.
Following a discussion of the properties of the struc-
tural matrices, a theorem has been stated which formal-
izes and completes the results obtained in [2]. The ex-
pressions for the diagonalized- and supplemented forms
with respect to the x—axis have been stated, and the
counterparts with respect to the y— and z—axes have
been obtained by cyclic permutations of indices and
variables. The theorem comprises Parts I, II, and III,
which are dedicated to (D,,S,), (Dy, Sp), and (D, S,),
respectively. In each part the corresponding matrix dif-
ferential operators and material matrices have been de-
fined and their properties explained. A reference to the
proof in [2] completes this section. Section III proves
the internal consistency of the diagonalized- and sup-
plementary equations in terms of the (D.,S.)—forms.
Section IV concludes the paper.

II. 3D DIAGONALIZATION AND
SUPPLEMENTATION OF
MAXWELL’S EQUATIONS

It is assumed that the reader is acquainted with the
notation introduced in [2]. Define the following ‘‘uni-
versal structural”” matrices:

0 0 0 1
0 0 -1 0
pixd 0 -1 0 ol (La)
1 0 0 0
[0 0
0 0
P4><2 0 . , (1b)
-1 0
Pt = | L (1c)

The following relationships do not play any direct
role in the diagonalization- and supplementation pro-
cesses. Nevertheless, their underpinning unified con-
nection to identity matrices deserves to be mentioned,
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Here, IV*N refers to the N x N identity matrix.

Theorem: Consider the

Maxwell’s equations in fully

bi-anisotropic and inhomogeneous media.
Part A: Define the matrix differential operators:

2x4 [ 0 0 62 3y
Qa - I _ai 8@ 0 0 ’ (3&)
— gg 0
;0
Qixz = 0 ag (3b)
0 0:

Observe the “intriguing’” interplay between the en-
tries of the matrices Q2** and Q**? leading to,

2X4M4AX2 O 0
Qa Qa _|:0 0

Here 02*2 refers to the 2

:| — @2><2.

x 2 null matrix.

Define the following material-specific matrices:

M4><4

4x2
M,

2x4
M;

2X2
M;

€22
€32

Ca2
| Gs2

€21
€31

a1
| (1

€12

C12

€11

| i1

€23 &oo  &o3
€33 &322 E33
, 5
Ca3  p22 23 (52)
(33 HM32 33
§21
31
, 5b
H21 ( )
H31
ez 12 &3
, 5
Gz P12 ,U13:| (5¢)
&
5d
i (5d)

Define the essential, ¥/

, and its associated nonessen-

1 0 0 0
ax\T (paxa 0 1 0 0| _ raxa
(PX)(PX)_ 00 1 0 _]IX,(Qa)
0 0 0 1
(P4><2)T (P4><2) _ [ (1) (1) :| HQXQ, (Qb)
(P2><1)T (P2><1) [1] — ix1 (2)

tial, lIlal, field vectors according to,

lIIQ - [E27E3aH27H3]T7
U, =[F, Hi]".

Then, the following D,— and S,—forms hold valid.
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The D,—form:
{P4><4M3><4+ (P4><4Mi><2 +Q3X2)
« [ngz]fl (_Mixz; + Qi“) }‘I"JL
+ (P4><4M3><2 + Q§x2) [Mzm]*l P2><1J~aL
P2l = g, wl (7)
The S,—form:
oo MY (M Q) )
+ (M2 TRk (8)
Part B: Define the matrix differential operators
7% and Q*?, the material matrices M, 4, M, *?,
M and M;*?, and the field vectors \IIL‘ and Wi,

by performing the cyclic permutations & — g, § — Z,
Z—>x,1—-22—-3,3—1,anda — b.

Matrix differential operators Q;** and Q;**:

2x4 [ 0 0 82 785

e A T N
[ o: 0
dz 0

4x2 T

b - 0 32 (Qb)
L0 0

The following relationship holds valid,
2x4y4x2 2x2
b>< b>< — @ X .

(10)

Material matrices M, **, M}*?, M2**| and M} *%:

€az €31 &33 &3
MAXE €13 €11 &3 &n . (la
b (33 (31 W33 W31 (11a)
L 13 Ci1 g1z 11
[ €32 §32
MAX2 €12 §12 , 11b
b (32 H32 ( )
L G2 pa2
M2X4 €23 €21 &o3  &ou 7 e
b L G2z Ca1 23 p21 ( )
M2%2  — [ €22 &2 ) (11d)
b L Co2  pa2
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Field vectors \IlLl and \I’bL:

(12a)
(12b)

| = [Es, By, Hy, Hy]”,
Ui = [Ey, Hy)".

Then the following D,— and S,—forms hold valid.

The D,—form:

{P4x4ng4+ (P4x4ng2 +Q;1x2)
x M2 (M4 Q) L)

+ (P4><4M§><2 + ngz) [Mi“]_l P2><1ij

+PP2J) = 9,0 (13)
The S,—form:
W - (Mg w)
+ o [MPE TP L, (14)

Part C: Define the matrix differential operators
Q2*4 and Q2%*2, the material matrices M2*4 M2*2
M2%4 and M2%2, and the field vectors ¥/ and ¥},
by performing the cyclic permutations z — 3, y — Z,
Z—>T,1—522—-3,3—1,andb— c.

Operator matrices Q2** and Q2*2:

0 0 03 —0s

Q3X4 = *8@ Oz Oy Ox 5 (153>

[ 0: 0

d; 0
Qe = | V) (15b)

0 Oy

The following relationship holds valid,

QiX4Q§X2 — ©2><2. (16)



Material matrices M2*4, M2*2 M2*4, and M?2*2:

[ e11 ez & o
Mix4  — €21 €22 &o1 &ao ’ 17
€ Cir G2 pr paz (172)
L Co1 Co2 p21  pao
[ €13 &13
MAX2  — €23 §23 (17b)
¢ Gz piz |’
| C23  pas
M2X4 — €ar €32 &3 a3 7 17
¢ | G311 Q32 p31 a2 (17¢)
Mzw _ [ 233 33 } ) (17d)
| 633  M33

Field vectors \Ilﬂ and lIli‘:

Ol = By, By, Hy, Ho)7,
Ul = [Es, Hs].

(18a)
(18b)

Then the following D.— and S.—forms hold valid.
The D.—form:

{P4><4M4><4+ (P4><4M4><2 +Q4x2)

« [M(ij]fl (_szzx 4 Q§><4) }‘I’ﬂ

+ (P4x4M4><2 + Q4><2) [M2x2]*1 p2x1jL

+P2Jl = 9wl (19)
The S.—form:
\Ilf _ [Mzm]—l <7sz4+Q3x4) ‘I'ﬂ
+ M) T PR (20)

Proof: The constructions of the D.— and S.—forms,
expressed in Egs. (19) and (20), respectively, were per-
formed in exhaustive and painstaking detail in [2], rig-
orously proving the claims in Part III. The proofs of
Parts I and II follow from the proof of Part III by suc-
cessive cyclic permutations as mentioned above.

IITI. ON THE CONSISTENCY OF
THE D.— AND S. FORMS

In this section it is rigorously shown that the derived
D.— and S.—forms are, taken jointly, sharply equiv-
alent with the originating governing and constitutive
equations, and thus internally consistent.
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Theorem: The D.— and S.—forms given in Egs. (19)
and (20), respectively, are, taken together, sharply
equivalent with Maxwell’s equations and constitutive
relationships, and thus internally consistent.

Proof: The D.— and S.—forms given in Eqs. (19)
and (20), respectively, are the starting point. Writing
the D.—form more explicitly,

P4X4M3X4‘Pﬂ + (P4><4MZCL><2 +Qécl><2)

% [Miw]fl (_Mzm + ng4) ‘I’ﬂ

+ (P4><4M4><2 + Q4><2) [M2><2}_1 p2x1jL
+P2Jl = @l (21)
Rewriting the S.—form,

[MEXQ}_l (_ng4 + sz4) ‘I’U
— Wl - M2 PG (22)

Using (22) for the term in the second line in (21),

P4X4M4X4\Il” + (P4><4M4><2 +Q4X2)
% (\I,J_ _ [M2><2]_1 P2><1jJ_>
+ (P4><4M4><2 + Q4><2) [M2X2Tl p2x1jL

+P2Jl = gl (23)

Terms associated with J} drop off,

P4X4M3X4\Ilﬂ + (P4><4M4Cl><2 + QZCLXZ) \I,j_

+P4><23! _ 82\1’! (24)
Rewriting and factoring out P4*4,
pix4 (ngzl‘pﬂ + Mzcllel,cl) + QZLM‘I’CL
=3l
+P2Jl = 9wl (25)

Recognizing the indicated term in (25) to be equal
to ®!! (defined in [2]),
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Pl + Q12w L P2Jl = 5.l (26)
Multiplying (20) from the L.H.S. by M?2*x2,
M2 = (M2 4+ QYY) el + PPN (27)
Rearranging (27),

M2+ M22w ) = Q4w + PP (28)

—at
Recognizing the indicated term in (28) as ®F (de-
fined in [2]),

@ = QX+ PP (29)

Taking the derivative with respect to z of both sides,
unpacking '1>CL and lIlﬂ, and noting J* = J3,

By

s [ g: } = 0;Q>4 ff? +0:PP*V 5. (30)
H,

Using the commutativity relationships,

0:Q2*" = Q210:, (31a)

0;P?*t = P2X1p;, (31b)
equation (30) transforms into,
£y

D E =

0: [ B; } = Q¥10; Hi +P>10: 05 (32)

H,

Remembering the definition \Ilﬂ = [Ey, By, Hy, H]T,
[2], and considering (26), Eq. (32) reads,

D,
| Ds _ (2x4 ) paxa | D2 ax2 | Es
62{33} = QT E B | TR Hj
By
+ P2 ;;HJFPM@L. (33)

Here, <I>L!7 \Ilcl7 and J ﬂ have been unpacked for greater
clarity. Written more explicitly,

ACES JOURNAL, Vol. 34, No. 2, February 2019

Dy
B D3 2Xx4p4ax4 D2
(5] -ww |
By
E J
2Xx4M4x2 3 2x4Pp4x2 1
P ~

In (16) it was established that Q2*4Q%*2? = Q%*2,
with 02*2 being the 2 x 2 null matrix. Thus (34) reads,

D,
} Ds _ ()2X4p4x4 Dy
aZ[B3 ] =Q7F By
By
—|—Q2X4P4X2 |: j} :| + P19 J;. (35)
2
Considering,
Q2xipixd
0 0 0 1
_ 0 0 8g —05 0 0 -10
1 0 0 O
(36a)
| =0z —03 O 0
L0 0 -0 —33?]’ o)
and
Q2x4pixd
0 O
_ 0 0 ay —0z 0 0
_[8@ 0 0] 0 1 | BT
-1 0
_ | 9z 05
_[ % 0 } (37b)

Dy
a~ D3 o —85 ag 0 0 D2
? B3 o 0 0 —635 —8g B1

By

9 05 1[4 1], s
kAR (38)
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Multiplying out,

0:;Ds . —03 D1 — 03Dy
8533 o —6&31 — agBQ
i Oz J1 + 8@J2 T 03 J3 ' (39)
0 0
Writing component-wise,
05D3 = —550D1 — 8€,D2
+85cj1 —|—8gj2 —|—agj3, (403)
0:B3 = —03;B; — 05Bs. (40b)

Rearranging, remembering the definitions 0z =
Op/jw, 05 = 0y/jw, and 03 = 0,/jw, introduced in
[2], assuming w # 0, and multiplying by jw,

divD = divJ, (41a)
divB = 0. (41b)
Remembering the definition of J = J/(jw), [2],
. 1
divD = div—1J. (42)
Jw
Multiplying by jw(## 0),
jwdivD = divJ. (43)

Considering the electric charge conservation law,

dp
divl+ —=0
1wd + ot ,
and recalling the exp(—jwt) time-harmonic assump-
tion, Eq. (44) can equivalently be written in the form,

(44)

divJ = jwp. (45)
Thus, Eq. (43) results in,
JjwdivD = jwp. (46)
Dividing by jw(## 0),
divD = p. (47)

Summarizing our results, it can be stated that by
assuming the charge conservation law, Eq. (44), and
using the derived D.— and S.—forms, Maxwell’s diver-
gence equations have been established,

divD = p,
divB = 0.

(48a)
(48b)

This completes the relative proof of the internal con-
sistency of the drived D.— and the associated S.—
forms, in virtue of their sharp equivalence with the orig-
inating Maxwell’s equations and the constitutive equa-
tions, characterizing fully bi-anisotropic and inhomoge-
neous media.

IV. CONCLUSION

In the accompanying paper, [2], it was shown that
the Maxwell’s equations in fully bi-anisotropic and in-
homogeneous media can be diagonalized resulting in
the D—form. In addition, the existence of an associ-
ated supplementary equation, the S—form, was demon-
strated. In this work it was stringently proved that the
derived (D,S)—forms are internally consistent, based
on the fact that they are sharply equivalent with the
originating Maxwell’s equations and constitutive rela-
tionships. A relative consistency proof was presented
which proceeded along the following line of argument:
(i) It is a known fact that the Maxwell’s curl equa-
tions together with the electric charge conservation law
imply the Maxwell’s divergence equations. (i) Within
the framework of the classical electrodynamics it is as-
sumed that the Maxwell’s equations are self-consistent
(internal consistency). (iii) Employing the D— and the
S—forms constructed in [2], and utilizing the charge
conservation law, this paper established the Maxwell’s
divergence equations. (iv) The sharp equivalence of the
D— and the S—forms with Maxwell’s curl equations,
and the consistency of Maxwell’s curl equations, imply
the consistency of the D— and S—forms. The discus-
sion in [3] provides a glimpse on possible wide-ranging
implications of the proposed theoretical framework.
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Abstract — Consider Maxwell’s homogeneous curl
equation V x E = 0 for the electric field vector E
and the inhomogeneous divergence equation V - D =
p for the dielectric displacement vector D and the
charge density function p in the static limit. As-
sume an (z,y, z)—Cartesian coordinate system. Con-
sider the constitutive equation D = & E, with the
3 x 3 position-dependent positive-definite permittivity
matrix e(z,y, z) modeling fully anisotropic and inho-
mogeneous dielectric media. This paper proves that
VXE =0and V-D = p along with D = ¢ E are
diagonalizable with respect to the arbitrarily chosen
z—axis leading to the D.—form. The existence of an
associated supplementary equation, the S.—form, has
also been demonstrated. Finally, it is shown that the
constructed (D.., S.)—forms are sharply equivalent with
the originating set of equations Vx E =0, V-D = p,
and D = € E, and, thus, internally consistent. The
proof scheme is relative in the sense that its validity
hinges on the consistency of Maxwell’s equations in the
static limit and the material realizability conditions.

Index Terms — Anisotropic and inhomogeneous
dielectric media, diagonalization, electrostatic field,
supplementation.

I. INTRODUCTION

In the accompanying paper, [1], Maxwell’s electro-
dynamic equations in linear fully bi-anisotropic and
inhomogeneous media were analyzed. It was demon-
strated that the governing (G) and constitutive (C)
equations can be diagonalized (D—form) with refer-
ence to any arbitrary direction in space. Furthermore,
it was shown that there exists a unique supplemen-
tary equation (S—form) associated with the D—form.
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The existence of (D, S)—forms was established by con-
struction. In [2], it was rigorously proved that the
constructed (D,S)—forms are sharply equivalent with
the originating set of equations (G,C). Assuming the
consistency of (G,C), it was then concluded that the
(D, §)—forms are internally consistent. The present pa-
per considers Maxwell’s VX E = 0 and V-D = p equa-
tions in the electrostatic limit. Fully anisotropic and
inhomogeneous dielectric media characterized by the
3 x 3 position-dependent positive-definite permittivity
matrix e(z,y, z) have been assumed. The constitutive
equation D= eE relates the dielectric displacement vec-
tor D to the electric field vector E. Rigorous proofs of
existence and internal consistency of the (D, S)—forms
substantially refine the related discussion in [3]. The
merits of the (D, S)—forms have been alluded to in [1]
and [2], and the references therein, and will not be re-
peated here. Nonetheless one outstanding feature of the
D—form deserves mentioning: the D—form automati-
cally gives rise to the “interface conditions.” This fun-
damental property has been detailed in [3]. Despite the
fact that the paper is self-sufficient, the reader would
most likely benefit from acquainting themselves with
the contents of [1] and [2].

The paper has been organized as follows. The brief
Section II fixes the overall notation. Section III ex-
plains the construction of the (D, S)—forms, by stating
and proving a theorem. Section IV is devoted to the
consistency analysis of the constructed (D,S)—forms.
Thereby, a second theorem will be stated and a relative
proof will be provided. Sections III and IV consider the
z—axis as the direction along which the diagonalization
is performed. The letter ‘‘c,” used as a suffix or super-
script, signifies the fact that the chosen direction has
been the z—axis. In the Appendix the formulae cor-
responding to the z—, y—, and the z—axes have been
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summarized. Correspondingly, the formulae have been
equipped with the letters “‘a,” “b,” and “c.” The “‘a-”’
and “‘b-"" related formulae have been obtained from the
formulae derived in Sections III and IV, by cyclic per-
mutations 1 - 2,2 —-3,3—1,a —>b,b—c, c— a.
Section V concludes the paper.

II. MAXWELL’S EQUATIONS IN
THE STATIC LIMIT

Consider the set of equations (G,C),

V xE =0, (1a)
V-D=p, (1b)
D =¢(z,y,2)E. (1c)

A sufficient condition for V x E = 0 to be valid is:
E=-Vop, (2)

with ¢(z,y,2) being the electric potential function.
Utilizing matrix notation and ‘‘unpacking” the Egs.
(2), (1b) and (1c), respectively,

E1 = —0,p, (3a)

EQ = - y<)07 (gb)

E3 = —0:9, (30)

81D1 + 8yD2 + 8ZD3 =P, (4)
Dy =enEy +e12E2 +€13E3, (5a)
Dy = e51Ey + €22Fs + €93 F3, (5b)
D3 = e31E1 + e32E2 + 33 E3. (5¢)

II1. 3D DIAGONALIZATION AND
SUPPLEMENTATION ALONG
THE Z—-AXIS

Consider the governing Eqs. (3) and (4) along with
the constitutive Egs. (5). Focus on the z—axis. The ob-
jective in this section is to prove, by construction, the
existence of the diagonalized (D.) and the associated
supplementary (S.) forms, with (D, S.) being sharply
equivalent with the originating set of equations (G,C).
Recall that the suffix “‘c’’ signifies the z—axis. Not sur-
prisingly, the partial derivative 0, shall play a signifi-
cant role in the presented arguments and derivations.
Diagonalization with respect to the x— and y—axes are
specified by the suffixes ‘“a’”” and *‘b,” respectively, with
0 and 0, being the main players.

Theorem: The set of equations (G,C) can uniquely
be transformed into the (D,, S.)—forms.

Proof: The strategy for proofing the existence of the
D.— and S.—forms amounts to constructing them. The
first step in obtaining the D.— and S.—forms is to iden-
tify field components which are accompanied by 0,.
Simple inspection shows that these are ¢, Eq. ( 3c),
and D3, Eq. (4). The proof requires partitioning the
field variables into certain categories, introduced next.

Essential field variables: Field variables accompa-
nied by 0, are referred to as the “‘essential” field vari-
ables. In the current context, these are ¢ and Ds.

Nonessential field variables: The remaining two
components of D; i.e., D1, and Do, are referred to as
the “nonessential’ field variables.

Auxiliary field variables: Equations (5) do not in-
volve any spatial derivatives. More importantly, the
spatial derivatives of the components of E do not arise
in neither the governing nor the constitutive equations.
Fields of this kind are referred to as the ‘‘auxiliary”
field variables.

In the (D,S)—framework, auxiliary field variables
must be eliminated at once. This requirement prompts
substituting (3) into (5),

Dy = —£110p — 6128y<,0 —€13020, (6a)
Dy = —£910,p — 52281/80 - 6238,290’ (Gb)
D3 = —£310,0 — €320, — £330, . (6¢)

In virtue of the positive-definiteness of €, €;; # 0
(i =1,2,3). Dividing (6¢c) by €33 and rearranging,

1
<€“@5”@)¢1%_3M. (7)
£33 £33

€33

Introducing the operators,

€31 €32
§ =29, — 29, 8a
=0, - 20, (8a)
1
Gy =——, 8b
f2 =~ (8D)

equation (7) can be written compactly,
Li1e+ Li3Ds = - ()

This completes the construction of the first of the two
equations which constitute the D,.—form.
To obtain the missing counterpart, rewrite (4),
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[ -0, -0, ] [ g; } +p=0.Ds. (10)
For this equation to qualify as a D.—form, the non-
essential field variables D, and Dy must be expressed
in terms of the essential field variables ¢ and D3. To
this end, consider (6a) and (6b) and eliminate the term
0,¢ from their R.H.S. Fortunately, an expression for
0, in terms of p and Djs is already available, Eq. (9).
Substituting for d,¢ from (9) into (6a) and (6b),

Dy = —€110.0 — €120y

—e13 (L1 + LI,D3), (11a)
Dy = —€210,0 — €220y

—e23 (L1190 + L5D3) . (11b)

Or, equivalently,

[ D, } —e110; — €120y — €13L5,

D, | T ¥
2 —€910, — 52233; - 823551

—e13L1,

—+ D3.

| —e23L1

(12)

Employing the explicit expressions for £§; and L{,,
Egs. (8),

D,
D,
R PR -

£23€ €23€3:
—(521—M> az_ (EQQ—M) 8y

€33 €33

€13
£33
1 Ds.
£23
€33

Introducing operators A$; (i,j = 1,2),

€13€31 €13€32

C

«411 = - (511 - Or — | €12 — 3y7
3

£33 €3
(14a)
€
§2 = £7 (14b)
€33
51 _ _ (521 _ 623531) 9, — (522 _ 623532) aw
£33 €33
(14c)
. €
Sy = —2, (14d)

€33
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equation (13) can be written compactly,

5] .|

This concludes the construction of the supplemen-
tary equations, the S.—form, expressing the nonessen-
tial components D7 and D, in terms of the essential
variables ¢ and Ds.

c
All

i [ (15)

c c
21 22

Substitute (15) into (10) to eliminate the nonessen-
tial field variables Dy and Do,

Aiy At
S {Dg}
A5 A%
+p= 6ZD3. (16)
Defining the composite operators £5; and L$,,
91 = —0, AT — 0y A5, (17a)
92 = —0. A7y — 3yA§2, (17b)

(16) leads to the second equation of the D.—form,

[ L5, 59 ] [ l;pg } 4+ p=0,Ds. (18)

Combining (9) with (18),

{503%{2]3{53]- (19)

This completes the construction of the D,.—form.

c c
’Cll ‘612

c c
‘CQI £22

IV. THE INTERNAL
CONSISTENNCY OF THE D.—
AND §.—FORMS

Theorem: The constructed D.— and S.—forms, Eqs.
(19) and (15), respectively, are internally consistent.

Proof: The proof strategy consists of demonstrating
that (D, S.) is sharply equivalent with (G,C): The
derivation of (D.,S.) exclusively requires the entirety
of (G,C). Conversely, (G,C) can exclusively be obtained
from the entirety of (D, S.).

Consider the S.—form, Eq. (15). Apply the operator
[0 Oy from the L.H.S.,
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o0 5]

Ag, AS ) ]
~[o o)A AR 2 ]
[ y]{ 21 22][D3

- [ Dp S, + 0, A5,

_rc
‘621

(20a)

0 ATy + 0y A5y ©
Dy |-

(20b)

_rec
‘[’22

In view of definition equations (17), and recogniz-
ing the appearance of the operators —£§; and —L$, in
(20b), as indicated,

[ 0 ay}{g;]z—[.cgl 52}{53]. (21)

Considering (18); i.e., the second equation of the

D.—form, the R.H.S. of (21) equals p — 9,D3. Thus,
(21) results in,
0Dy + 0yDoy = p— 0, Ds. (22)
Or, written more compactly,
V.D=p. (23)

Fact 1: The second equation of the D.—form and
both equations of the S.—form allow reproducing the
Mazwell’s divergence equation for D.

Next consider the first equation of the D.—form, (9),
which in view of the definition equations of £§; and
LS5, given in Egs. (8), leads to,

<—€3laz - E”ay) o— Dy = 0.0 (24)
€33

€33 €33
Multiply both sides of (24) by e33, and rearrange,
D3 = —e310,¢ — €320y — €330 (25)

Define the electric field components E; (i = 1,2, 3),

Ey = —0,0, (26a)
E2 = - y‘P: (26b)
E3 = -0, (260)

which are sufficient for the validity of V x E = 0. Then,
(25) leads to,

D3 =e31E1 4+ e32F5 4 €33F5. (27)

Fact 2: The first equation of the D.—form to-
gether with the sufficient conditions for the validity of
Mazwell’s curl equation for the electric field (VxE = 0)
allow reproducing the third constitutive equation.

Comment: Thus far Maxwell’s equations V x E =0
and V - D = p and the third of the constitution equa-
tions have been reconstructed. The reconstruction of
the first- and the second constitutive equations will
complete the proof of the sharp equivalence of the
(D., S.)—forms with the originating governing and con-
stitutive equations (G, C).

Consider the S.—form, Eq. (15). Consider the ex-
plicit expressions for the operators Af; (i,j = 1,2),
(14). “Unpacking” AS;, leads to,

177

D, = - (811 - 813531) Oz
€33
B <€12 B 513&32) By + D, (28)
€33 €33
Dy = — <€21 - 523631) Oz
€33
£93E €
— <52 — 23 32) 8y + ﬁl)g (29)
€33 €33
Rearranging (28) and (29),
Dy = —£110:0 — €120y
€ € 1
+ €13 {315} + 323;;] ®+ [} D3 5, (30)
€33 €33 €33
| — ——
=—Lf; =—Lg,
Dy = —€210,p — €220,
E: € 1
+ e23 {31505 + 3233,/] »+ [} D3 5, (31)
€33 €33 €33
=—Lf =—L{,

where the operators —L¢; and —L{, have been identi-
fied, as indicated. Simplifying,

D, = —51139590 - 81237;90

—e13[Li1p + LI Ds), (32)
—_—
=6ztp
Dy = —£910,p — €220,
—e23[LY1¢ + L5 D3]. (33)
—_—

=0.¢
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Recognizing the first equation of the D.—form, Eq.
(9), as indicated in (32) and (33),

D1 = —81181-@ — 6128y<p — 81382@, (34&)

Dy = —e210, — €220, — €230.p.  (34b)
Together with the stipulated conditions (26),

Dy €111 + e12kn + e13E3, (35a)

Dy = e91E +e99F) + ea3F3. (35b)

Fact 3: The two equations of the S.—form, the first
equation of the D.—form, and the sufficient conditions
for the validity of V x E = 0; i.e., By = —0yp, Fy =
—0yp, and B3 = —0,p, were used to reconstruct the
second- and the third constitutive equations.

Consequently, in virtue of (35) and (27) the complete
set of constitutive equations has been reconstructed,

D =cE. (36)

The analyses in Sections III and IV complete the
proof of the sharp equivalence of the constructed
(D.,S.)—forms with the Maxwell’s electrostatic equa~
tions and the constitutive equations in fully anisotropic
and inhomogeneous media. Consequently, postulat-
ing the consistency of the Maxwell’s equations in the
electrostatic limit along with the material realizabil-
ity conditions, it can be inferred that the constructed
(D.,S.)—forms are internally consistent. This com-
pletes the proof of existence of the (D, S.)—forms and
the relative proof of their internal consistency.

V. CONCLUSION

Governing (G) and constitutive (C) equations in
mathematical physics can be diagonalized (D—form)
with respect to any chosen direction in space. The
fact that there also exists an accompanying dual sup-
plementary equation (S—form) associated with the
D—form is a recent result. This paper focused on
the important electrostatic limit, by considering fully-
anisotropic and inhomogeneous dielectrics in three spa-
tial dimensions. It completes the (D, S)—treatment of
the Maxwell’s electrodynamic equations presented in
[1] and [2]. Furthermore, it substantiates the discus-
sion in [3] by rigorously discussing the consistency of
the derived (D, S)—forms. Selecting the z—axis, it was
rigorously established that the system of (G,C) equa-
tions can be partitioned into the (D, S)—forms. It was
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also demonstrated that the (D,S)—forms are sharply
equivalent with the (G, C) equations and thus internally
consistent. In carrying out the proofs it was required
that diagonal entries of the permittivity matrix e must
be non-zero, a condition which in virtue of the positive-
definiteness of € is satisfied. The diagonalization and
supplementation of magneto-static fields will be rigor-
ously treated in an upcoming work.

VI. APPENDIX

Diagonalization and Supplementation with respect to
the r—axis:

A. Operator matrix entries for the S,—form

(111 _ (622 _ 521612) 5’y B (623 o 521613> 327
€11 €11
(37a)
7 =2, (37h)
€11
gl __ (532 _ 631512> ay _ (833 _ 631513> 627
€11 €11
(37¢)
2, =2 (37d)
€11
A A¢
Dy _ 11 12 o (38)
D3 Dl '

a a
21 "422

B. Operator matrix entries for the D,—form

€12 €13
4 =29, - 29, 39a
b=t (392)
1
4y = ——, 39b
= (390)
51 = —0y Al — 0: A3y, (39¢)
L5y = —0y ATy — 0, A%, (39d)

I IFA PR

Diagonalization and Supplementation with respect to
the y—axis:

a a
21 22
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C. Operator matrix entries for the S,—form

b £32€23 £€32€21
A11 = - (533 ——]0.— | €31 — [

€992 €22
(41a)
Ay =22 (41b)
€22
A81 _ (813 o 512623> 9, — (511 . 512621) 8%
€99 €22
(41c)
Aby =12, (41d)
€22
Ab, oAb
D _ 11 12 o (42)
Dy Dy |-

b b
"421 'A22

D. Operator matrix entries for the D,—form

L =By 2y 43a
11 - - (43a)
chy——1 (43b)
12 9
€22
£gl = _6zv4l1)1 - 8z-Agla (430)
L8, = —0.A%, —9,A%, (43d)
Loy L, [
® 0 ®
+ =9 . (44)
5l+le]=al 5]
ch, s, 2 P 2

Diagonalization and Supplementation with respect to
the z—axis:

E. Operator matrix entries for the S.—form

e = <€11 _ 513531> 0, — <€12 813632> d,,
€33
(45a)
c €13
12 = — (45b)
€33
< = <€21 _ 623631> 9, — <€22 _ 623632> 8%
£33 1S
(45¢)
c €23
22 = T (45d)

-Afl T2
_ ¥
A$s

c
21

F. Operator matrix entries for the S.—form

€32
= ——0, — —=0,, 47a
=, - 229, (472)
1
S = ——, 47b
= (47)
91 = =0, A7y — 0y A5y, (47c)
59 = =0, Afy — 0y A3, (47d)

c c
L5 Loy

3]+[2)-2 2
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Abstract—An algorithm to perform a mode tracking for
parameter dependent eigenvalue problems in computational elec-
tromagnetics is presented. It is based on a Taylor expansion using
the derivatives of the eigenvalue and the eigenvector and allows
distinguishing between intersection and touching points in the
eigenvalue curves. The method is applied to discretizations with
both the finite integration technique (FIT) and the finite element
method (FEM), leading to simple and generalized eigenvalue
problems, respectively. The applications include the calculation of
the Brillouin diagram for a periodic structure and the variation
of a material parameter in a filter structure.

Keywords—Eigenvalue Derivatives, Finite Element Method,
Finite Integration Technique, Mode Tracking, Parametrized
Eigenvalue Problems.

I. INTRODUCTION

Within the last decades a number of efficient algorithms for
the solution of eigenvalue problems (EVP) in electromagnetic
field simulation have been proposed. A particular class are
EVP with a dependency of one or more parameters such as
material constants, geometric properties, or the phase shift of
Floquet modes [1] in periodic structures. In most cases, we
can assume a continuous relation between the parameter and
the eigenmodes, and it is desirable to reflect this fact also
in the solution approach, i.e., to provide algorithms which are
able to track an eigenvalue along the variation of the parameter
within a certain range. As a special challenge for such a mode
tracking method it should be able to follow the eigenvalue
curves also in the vicinity of intersection and touching points,
where the curves of two eigensolutions come close to each
other.

In this paper, we present a mode tracking algorithm for
parametrized EVP which uses the sensitivity of eigenvalues
and eigenvectors w.r.t. the parameter, described by their deriva-
tives. It is applied to two generic types of applications given
by a traveling wave tube with periodic boundary conditions
and a dielectric filter with a sweep of the permittivity in a
specific part of the structure.

A first efficient method for the calculation of eigenvalue
and eigenvector derivatives has been published by Nelson
in 1976 [2] and was extended for non-simple eigenvalues
by Dailey in 1989 [3]. A simple sensitivity analysis of a
waveguide has been calculated in [4]. In [5] it was shown how
to extend this method to higher-order derivatives and it was
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applied to periodic structures, where the parameter is defined
by the phase advance between two boundaries. A related mode
tracking technique for the calculation of band structures in
photonic crystals has been presented in [6].

The new mode tracking algorithm presented in this paper
combines all these ideas and can be applied to a general
parameter dependency of an EVP. It is based on a point by
point sampling using Taylor expansions, and a correlation fac-
tor is introduced to distinguish the different eigenmodes near
intersection and touching points. To broaden the application
range of the method, an extension for generalized eigenvalue
problems (GEVP) is shown.

The paper is organized as follows: In Sect. II a short
overview of the basic formulas and an extension for the eigen-
value and eigenvector derivatives of GEVP is given, followed
by the introduction of the mode tracking algorithm in Sect.
II. In Sect. IV we introduce the physical background of our
eigenvalue formulations and discuss the numerical results for
two different applications: The Brillouin diagram of a periodic
structure is based on a model using the finite integration
technique (FIT), leading to mode tracking for a simple EVP.
In the second example the eigenmodes in a dielectric filter
are calculated for a variation of some permittivity values.
Here, we use a finite element (FEM) model, resulting in the
mode tracking algorithm for a GEVP. Finally, a conclusion
and outlook for further improvements are given in Sect. V.

II. EIGENVALUE DERIVATIVES

A. Simple Eigenvalue Problems

We start with the left and right EVP,

vy (A = AI) =0, (A—AN)x =0, (1)

where I is the identity matrix, and the matrix A as well
as the eigensolution {x,y" A} depend on the parameter p.
The eigenvectors fulfill the relation y”x = 1. Differentiating
n times w.r.t. the parameter p and applying some algebraic

1054-4887 © ACES
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transformations yields the n-th order eigenvalue derivative
(denoted by () for details of this derivation see [5D:

A = yH Ay

n—1
el
=1

Note, that for the n-th order derivative in (2) all previous
derivatives of the eigenvalue, eigenvector and system matrix
are required. However, once this information is available, the
formula can be evaluated with very little effort just by matrix
vector multiplications.

The n-th order eigenvector derivative is given by a similar
formula:

n—1 n

A - ADx™ = — ( ) (A<"—k> - )\("‘k)I) xM. (3)

(A - A1) kZ:O L (
Here, a linear system with rank defect has to be solved, appro-
priate techniques are given, e.g., in [2], [3]. Since the matrix
to be inverted in (3) remains the same for each n, a matrix
decomposition technique is efficient if higher order derivatives
are required. Further, such techniques can be combined with
model order reduction for a faster calculation as described in

[5].
B. Generalized Eigenvalue Problems

To extend the formulas above to a GEVP we start again
with the eigensolution {x,y™, A} of the left and right GEVP,

y? (A~ )B) =0, (A—)B)x =0, “4)

respectively, with y#Bx = 1. The eigensolution as well as
both system matrices A and B might have a dependency of
the parameter p. Differentiating the GEVP w.r.t. this parameter
using the chain rule leads to some additional terms compared
to the case of a simple EVP. Still, the approach is very
similar to the one for simple EVP in [5]. The right GEVP is
differentiated n times, and by reordering the terms we obtain
the formula for the eigenvector derivative as:

(A - B)x(™ =

n k
B (Z) Cy (’f> ADBED | k) (5)
k=1

J
Multiplying from the left with the left eigenvector 3 the
highest order derivative of the eigenvector vanishes, and by
reordering the terms we find the derivative of the eigenvalue:

n—1
n _
A = 3 <k> <yH Ay (n—F)

=0

k=1
=1
_ [Z ( ‘>)\(j)yHB(kj)X(n—k) + /\(k)yHBX(n—k)])
—o \J
J
n—1 n ‘
UNCN ( ) NG — ©
i=o N
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Again, this long formula only contains matrix vector multipli-
cations and can therefore be calculated with little effort. As a
cross check, (6) simplifies to (2) if B =1 and B =0 (Vi >
0) are chosen as in the case of a simple EVP. The same holds
for (5) compared to (3). Moreover, and analogously to the
simple EVP in (3), the matrix to be inverted in (5) remains
the same for each order n, allowing similar techniques for an
efficient implementation as described above.

C. Polynomial and Nonlinear Eigenvalue Problems

With its extension to GEVP, there is also the possibility
to apply this algorithm to polynomial eigenvalue problems
(PEVP), where higher powers of the eigenvalue A\ appear
in the formulation. Such PEVP (quadratic, cubic, etc.) arise,
e.g., from discrete models including dispersive materials (with
rational functions in w for the permittivity) or a perfectly
matched layer (PML) boundary condition in its classical form.
A couple of such problems are described in [7]. In principle,
a PEVP can always be transformed into a GEVP with larger
dimension, which allows its solution using the presented
mode tracking algorithm. However, more efficient approaches
without doubling the matrix dimensions may exist.

The next step of generalization are nonlinear EVP with an
arbitrary, non-polynomial dependency of the eigenvalue in the
formulation. Such problems appear, e.g., for models with a
special radiation boundary condition for waveguide problems
and have been briefly discussed in [8]. Of course a general
expression for the eigenvalue derivative of such formulations is
not available. However, they may be tackled using linearization
approaches in an expansion point with a limited range of valid-
ity, which again makes the method presented here a candidate
for mode tracking. However, the general properties of such
non-linear EVP can be quite different from the standard case,
and thus this scenario still needs to be tested.

III. MODE TRACKING ALGORITHM

The mode tracking algorithm can best be explained by
Fig. 1. First a starting point is chosen at an arbitrary p €
[Pmins Pmaz)- In this point, the EVP is solved and the mode &
for the tracking is selected. (For simplicity, the index k for the
chosen mode is omitted in most of the following formulas.)

As an initialization step, the derivatives of the system
matrices A(i),B(i) of the EVP as well as the derivatives of
the eigensolution {x(*) A()} are required. Note that for some
simulation models the matrix derivatives can be computed
analytically (such as in our first example in Fig. 2, see below).
If no analytical formulas are available, some additional compu-
tational effort is necessary to calculate the matrix derivatives
numerically, using, e.g., a simple finite difference approach
(such as for our second example, Fig. 4). Once the derivatives
of the system matrices are available, formulas (2) and (3) for
the simple EVP, or (6) and (5) for the GEVP, respectively, can
be evaluated.

In the next step, a step width Ap is determined, depending
on the derivatives of the eigenvalue and eigenvector. The
smaller the derivatives are, the larger the step width can be
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do until the whole tracking is done:
e choose start | (-------------"--------------—-

point for p | Totormina calculat{e new
. AW (BO), O,
e solve EVP stepwidth Ap x@ at p+ Ap

accept new A,
x with highest
pi, recalcu-

[ accept new A, x ]

e calculate

/ \ok

get

[ )\approa: y Xapprox

n.ok
]Ap i[

A x (@)

perform Back-

resolve EVP
at p + Ap and

ward check ]

AO,(BY), ||
Fig. 1. Flowchart of the mode tracking algorithm.

chosen and vice versa. This step width control is important to
prevent errors due to a too high step width at intersection
or touching points, where the eigenvector derivatives are
typically huge. On the other hand, a too small step width can
considerably increase the numerical effort.

After the step width Ap has been chosen, approximations
Aapproz Of the eigenvalue and Xqppr0. Of the eigenvector at
the point p + Ap are computed, using the eigensolutions at p
and the Taylor expansions:

8n

>\appro:1: = f ( ,)\, ey apn)\> , (7)
o

Xapprox = f (p, X,y apnx> . (8)

Using these approximations, the new derivatives of this eigen-
pair at p + Ap can be calculated. To do so, the new matrix
derivatives at p + Ap have to be computed first as explained
above.

To control the quality of the approximations involved,
a backward check is performed (see, e.g., [6]): A Taylor
expansion at the new expansion point p + Ap is evaluated
for the previous point p using the new derivatives at p + Ap.
The deviation between the previous eigenvalue A(p) and
the backward approximated eigenvalue Aqpprox backward from
p+Ap has to be smaller than some predefined tolerance. When
the difference is small enough, the eigenpair approximation
as well as their derivatives are considered to be correct,
and the point p + Ap is used as a new starting point p to
continue the tracking procedure. If the backward check for the
eigenpair approximation (and their derivatives) fails, i.e., the
backward approximated eigenvalue is not close to the original
eigenvalue, the step width Ap needs to be corrected. Using a
new, smaller step width, the previous steps are repeated until
the backward check succeeds.

Up to this point, the algorithm works in a purely recursive
manner, and small deviations in every step may sum up to
an error which at some point can no longer be tolerated. A
suitable indicator to check the quality of the solutions is the
residual of the eigenpair at each p. Since no corrector equation
is not used here to decrease this error, every couple of steps
of this algorithm the EVP has to be solved newly to eliminate
this error. Here, the main challenge is to identify the proper

late A, x(® 3

calculate p;

eigenmode from this new solution. At some points within the
parameter range, a couple of eigenvalues can be very close
to each other or may even coincide. To identify the correct
eigenpair a correlation factor,

H
X7 X,
k Sapprox
)

Pk = T < 11°
1%k [[Xapprox |

is introduced as the normalized scalar product between the
approximated eigenvector and the eigenvectors from the re-
calculated EVP. This factor is computed for all candidates
from the recalculated solution of the EVP, and the eigenmode
with the highest pj is accepted as the proper mode. The new
eigenpair is also used as a new starting point for the tracking
procedure, and the corresponding derivatives are calculated.
In this way, the recursive error is eliminated every couple of
steps.

This tracking procedure is repeated until the end of the
interval of parameters p is reached. This completes the mode
tracking, and solutions for each calculated point on the eigen-
value curve are available. In contrast to the standard procedure
with a simple parameter sweep, the number of full EVP
solutions can be considerably reduced.

IV. NUMERICAL RESULTS
A. Traveling Wave Tube (TWT)

The first example to test this algorithm is a so-called trav-
eling wave tube (TWT), taken from the library of application
examples of the commercial tool CST Microwave Studio [9],
see Fig. 2.

The discrete model consists of a small longitudinal section
of this TWT, and periodic boundary conditions are used at
the front and the back plane. A predefined phase lead for the
tangential fields at these boundaries defines the eigenmodes of
the model to be *macroscopic’ waves, and the eigenvalues their
(squared) angular frequency. Varying this phase angle between
0 and 180 degrees, the correlation of the phase advance and the
eigenfrequency defines the dispersion diagram (or Brillouin
diagram) of each mode. Additionally, the electric fields (the
eigenvectors) are of interest, e.g., to analyze their interaction
with charged particles within the TWT.

The standard procedure to compute the Brillouin diagram
is to solve the EVP many times for a number of phase angles.
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Here, however, we interpret the phase angle as the parameter
of a parametrized EVP and apply our mode tracking algorithm.

Fig. 2. Simulation setup with periodic boundaries at the front
and back plane.

The model is discretized using the finite integration tech-
nique (FIT, [1]) on a Cartesian computational grid. The state
variables in the FIT are the grid voltages € and h, defined
as the line integrals of the electric field and the magnetic
fields along the edges of the primary and the dual Grid
G,G, respectively. Using these definitions, FIT transforms
Maxwell’s curl equations in frequency domain (for linear,
isotropic and non-dispersive materials, and without currents
and space charges):

curl E = —jwuH, curl H = jweE, (10)

(with w the angular frequency, E, H the electric and magnetic
fields, €, 1 the permittivity and the permeability, and j the
imaginary unit) into matrix-vector equations, the so-called
Maxwell’s Grid Equations:
Ce = —jwM,h, C'h = jwM.e, (1)
Here, C denotes the discrete curl operator, and M, and M,
are the discrete material matrices. For a Cartesian grid with n,,
grid points the discrete field vectors have approximately 37,
components, and the dimension of the matrices is approxi-
mately 3n, x 3n,. Eliminating h in equations (11) yields the
discrete electromagnetic eigenvalue problem:
(C"M;;'C — w’M.)e = 0. (12)
It’s a unique property of the FIT that the material matrices M,
and M,, are diagonal and can be easily inverted. Thus, (12)
can be transformed into the simple EVP:
(M;'C"M,,'C — w’T)e = 0. (13)
The periodic phase shift between the tangential fields at
the front and the back plane is described by the Floquet
condition: It maps the electric field from one boundary,
€1, to those at the other one, €,, multiplied by the phase
shift: €, = @sexp (jp). With this relation, the tangential
electric components at one side of the mesh are no longer
independent degrees of freedom and can be eliminated from
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the formulation. This leads to a reduced vector €,.4 with a
reduced dimension.

The phase shift — the parameter p of the EVP — is formally
included into the matrix formulation using a sparse matrix
L. (p) as described in [7] or [10]. Additionally, the permittivity
matrix has to be slightly modified in its dimension as well as
in its values at the boundary. This leads to the parametrized
EVP:

(M—l LY (p)C"M;; ' CLy (p) —UJQI) Grea =0, (14)

e,per o

=Acc(p)

which can be tackled by our mode tracking algorithm. Note
that the parameter dependency of this formulation is concen-
trated in the L, matrices, which makes it easy to compute the
matrix derivative analytically.

The example shown in Fig. 2 is discretized using n, =
46.787 grid points, resulting in approximately 140.000 degrees
of freedom in the eigenvalue equation. The geometric model-
ing is performed within the CST software, and the mesh and
matrix data are imported into Matlab [11], where the periodic
boundaries and the mode tracking have been implemented.
The problem size of this model is still quite small, and all
computations can be performed on a standard computer. (CPU
times are not reported here since the implementation has not
been optimized so far.)

The simulation results are shown in Fig. 3. First some
modes around a target frequency are calculated using Matlab’s
standard eigenvalue solver, and a mode in the middle of this
part of the spectrum is chosen for the mode tracking algorithm.
Additionally, the plot shows some more eigenvalues which are
close to the chosen mode, and of course there exist a large
number of further eigenvalues inside the spectrum. They do
not affect the analysis of the targeted eigenmode and are not
plotted to ensure the readability of the figure. The reference
curves (in gray) in the figure are obtained by a multiple
solution of the EVP for parameter values covering the phase
shift between 0 and 180 degrees. The red curve is calculated
from the mode tracking scheme as described above. As a first
result we can state that both solutions agree very well although
most of the results of the mode tracking scheme originate from
Taylor expansions rather than from full EVP solutions.

A zoom of an interesting section of the dispersion diagram
is shown in the bottom right corner of Fig. 3. As mentioned
previously, the algorithm detects an intersection as well as
a touching point and properly tracks the eigenvalue through
these challenging domains. Note that such a tracking is not
available from the reference solution: The standard strategy
to multiply solve the EVP fails to distinguish between these
intersection or touching points, although the parameter step
width is very small and a correlation factor between two
solutions is used. The reason is that even when the two
solutions of the EVP are close to each other and the changes in
the eigenvalue are quite small, the changes in the eigenvector
become very high at intersection and touching points, as
well as their derivatives. As a consequence, the eigenvector
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correlation between two solutions can become very unstable
and unable to identify the correlation between the modes.

—eo— full EVP
= %= Modetracking

win Hz

,A,,jl

135 180

0 45 90

Fig. 3. Mode tracking of a chosen mode of the periodic
structure within the spectrum with a zoom on the black
marked section of interest.

The correlation factor p introduced in the previous section,
however, does not show this weakness, since it does not rely
on two nearby vector solutions calculated separately, but on
the solution at one point and the approximation of this solution
which is obtained from the previous one. This method is very
robust in detecting the proper eigenmode.

B. Dielectric Filter

The second example is a dielectric filter which has been
reported in many publications so far and may serve as a quasi-
standard application for the simulation of highly-resonant
microwave devices. Here we do not calculate the transfer
behavior related to the two input/output ports, but only the
relevant eigenmodes which are dominated by two dielectric
rings with high permittivity. More details of the structure and
all geometric dimensions are given in [12].

This example, as shown in Fig. 4, is modeled using the
finite element method (FEM) on a tetrahedral mesh and first-
order edge-elements w;. The parameter considered here is
the permittivity of the ceramic resonator rings. To obtain a
more challenging situation of the parameter dependency of the
eigenmodes, including an intersection point, the investigated
range was shifted from the original value e, = 38 to an
interval around e, = 57.

The theory behind the finite element discretization is not
repeated here and can be found, e.g., in [13]. The FEM model
has n. = 130.872 non-zero edge-elements, and the resulting

EVP is a generalized one, reading:
(A —w’B) (E;) =0, (15)

where the electric field E(r) = ), E;w;(r) is represented
by the degrees of freedom (F;) with ¢ = 1...n.. The
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matrix A denotes the stiffness matrix and B the so-called mass
matrix, respectively, with entries as reported in [13]. The main
difference to the FIT formulation is that in FEM the matrix B
holding the permittivity information is not a diagonal matrix
and thus can not be efficiently inverted. Therefore the extended
mode tracking variant for GEVP has to be used here.

0.005 )

0.005

-0.01

-0.02

-0.03 N 1073

Fig. 4. Simulation setup of the dielectric filter, with different
permittivity for the inner rings.

The derivatives of the matrix A and B are calculated
numerically using a finite different (FD) approach. This results
in a slightly increased computational effort compared to the
case of matrix derivatives which are available analytically.
Note, however, that the way these matrix derivatives are
calculated does not play an important role in our mode tracking
algorithm. Also, the algorithm is not limited to a specific kind
of discretization technique.

1010
3.3 \ \
e full GEVP
1=qg =" | =3¢ Modetracking
3.2 : :
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= 3.2 ° -
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° Ss
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52 54 56 58 60 62

Erings

Fig. 5. Mode tracking of a chosen mode of the dielectric
filter within the spectrum with a zoom on the black marked
section of interest.

The results of the mode tracking algorithm for the dielectric
filter are shown in Fig. 5. A mode with some candidates for
intersection or touching points inside the parameter range is
chosen for the analysis. As for the previous example, only a
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small part of the eigenvalue spectrum is plotted for readability.
Again, on the right bottom of Fig. 5 a zoom of the black
dashed section is depicted. In contrast to the first example,
the modes in the dielectric filter interact only weakly with
each other due to the more separated geometric distribution
of the corresponding fields. Thus, the eigenvector changes do
not become as large as in the first example in the intersection
points, and a larger step width can be chosen by the algorithm.
Again, the intersection points are handled properly by the
algorithm also in this case.

V. CONCLUSION AND OUTLOOK

A mode tracking algorithm for parametrized eigenvalue
problems in computational electromagnetics has been pre-
sented. It can be used for simple as well as generalized
EVP and thus be applied to discrete models from different
discretization methods such as the finite integration technique
or the finite element method.

A significant advantage of the new algorithm is its ability
to handle intersection and touching points within eigenvalue
curves without any additional post-processing, which is often
necessary for comparable approaches. Furthermore, the pre-
sented algorithm is not limited to periodic structures with
varying phase shift or changes in the permittivity, and it
has been successfully tested with other parameter dependent
problems like geometric variations. The presented formulas
for generalized eigenvalue problems open the path to tackle
also nonlinear EVP using a linearization as described in Sect.
II-C. A next step could be to find a formulation for polynomial
EVP without using linearization.

Finally, the method should also be easily extendable to mode
tracking in EVP which depend on more than one parameter.

REFERENCES

[1] T. Weiland, “Modes in infinitely repeating structures of cylindrical sym-
metry,” Proceedings of the International Linear Accelerator Conference,
pp. 292-295, 1986.

[2] R. B. Nelson, “Simplified calculation of eigenvector derivatives,” ATIAA
Journal, vol. 14,9 pp. 1201-1205, 1976.

[3] R. L. Dailey, “Eigenvector derivatives with repeated eigenvalues,” ATAA
Journal, vol. 27,4, pp. 486—491, 1989.

[4] N. Burschipers, S. Fiege, R. Schuhmann, and A. Walther, “Sensitivity
analysis of waveguide eigenvalue problems,” Adv. Radio Sci., vol. 9,
pp. 85-89, 2011. doi:10.5194/asr-9-85-2011.

[5] P. Jorkowski and R. Schuhmann, “Higher-order sensitivity analysis of
periodic 3-D eigenvalue problems for electromagnetic field calculations,”
Adv. Radio Sci., 15, pp. 215-221, 2017. doi:10.5194/ars-15-215-2017.

[6] D. Klindworth and K. Schmidt, “An efficient calculation of
photonic  crystal band structures using Taylor expansions,”
Commun. Comput. Phys., vol. 16,5, pp. 1355-1388, 2014.
doi:10.4208/cicp.240513.260614a.

[71 B. T. Bandlow, “Zur Berechnung elektromagnetischer Eigenwertprob-
leme in der numerischen Simulation von Nanostrukturen mit peri-
odischen und transparenten Randbedingungen,” Ph.D. Thesis, Univ.
Paderborn, Germany, 2011. urn:nbn:de:hbz:466:2-110.

[8] C. Schenker, P. Jorkowski, K. Schmidt, and R. Schuhmann, “Solution
of nonlinear eigenvalue problems in electromagnetic field computation
using contour integrals,” Book of Abstracts of Kleinheubacher Tagung,
25.-27.09.2017, pp. 33-34, 2017.

[9] CST Studio Suite 2018, CST - Computer Simulation Technology
GmbH, Darmstadt, Germany. http:\ \www.cst.com

[10] R. Schuhmann, “Periodische Riander mit FIT: Operatorbasierte Schreib-
weise,” TU Darmstadt, Internal Report, 2002.

[11] MATLAB R2017b, The MathWorks, Inc., Natick, Massachusetts, United
States. http:\ \www.mathworks.com

[12] J. R. Brauer and G. C. Lizalek, “Microwave filter analysis using a
new 3-D finite-element modal frequency method,” IEEE Transactions
on Microwave Theory and Techniques, vol. 45,5, pp. 810-818, 1997.
doi:10.1109/22.575605.

[13] J.-F. Lee and R. Mittra, “A note on the application of edge-elements
for modeling three-dimensional inhomogeneously-filled cavities,” IEEE
Transactions on Microwave Theory and Techniques, vol. 40,9, pp. 1767—
1773, 1992. doi:10.1109/22.156603.



258

ACES JOURNAL, Vol. 34, No. 2, February 2019

Parametric Models for Signature Prediction and Feature Extraction

Julie Ann Jackson

Department of Electrical and Computer Engineering
Air Force Institute of Technology, Dayton, OH 45433, USA
julie.jackson@afit.edu

Abstract — This paper compares and contrasts numerical
electromagnetic (EM) prediction methods and parametric
scattering models for radar signature prediction and
feature extraction.

Index Terms — Attributed scattering centers, radar cross
section, radar feature extraction, scattering prediction.

I. INTRODUCTION

Both radar model validation and target recognition
applications require accurate, and preferably fast,
signature prediction methods, as illustrated in Fig. 1.
Prediction methods are nonparametric (e.g., numerical
electromagnetic prediction codes) and parametric (e.g.,
attributed scattering centers). Choice of method should
be based on the trade space between model accuracy
and computational efficiency. Computational efficiency
includes not only the ability to quickly compute the
prediction model (the forward problem) but also the
complexity and feasibility to extract signatures from
measured data (the inverse problem). Numerical
electromagnetic (EM) prediction methods are geared
toward the forward problem, while parametric models
(PMs) have been developed with the inverse problem in
mind. The complexity-accuracy trade space for each
model type is qualitatively depicted in Fig. 2.

1. SIGNATURE PREDICTION

EM numerical prediction techniques include method
of moments (MoM), differential techniques, integral
equation solvers, shooting and bouncing rays (SBR)
geometric/physical optics (GO/PQO), and many other
methods, discussed in [1-5]. Computation time varies
with the electrical size of the target and is extended by
the time it takes to draw/import and facetize/mesh a
target model. A method to speed up the EM part of SBR
is given in [6], and [7] provides a technique to extend
single frequency computations over a band of frequencies.
An attempt to speed the drawing portion is provided
in [2], which converts a picture into a facet model.
Alternatively, [2] lets users build simple targets by
combining primitive shapes, which can be characterized
by PMs.

Submitted On: September 17, 2018
Accepted On: January 1, 2019

Target Recognition

1
Scattering ' Radar
CAD ‘ Data -
Model Prediction ‘ Collection
Extract
FeatureS 3D ASC features

2

1
1

1
Update CAD| |
Process :
1

1

1

1

1

ATR

Refine model based on
measurements

1

1

1

1

1

1

1

! i &
: Compact target des}:ri ption M
1

' 1
1

1

1

1

1

1

1

Target ID ﬂ

Fig. 1. Process flow diagram for signature prediction
(forward problem) and signature extraction (inverse

problem).
Qi ' !
= z oe
L J
(b) 2D Attributed Model

(a) Isotropic Point Model

oJiP- 1 5
"‘.,27.‘ Ai= 2

(d) EM Solver

(¢) 3D Attributed Model

Primitives Extraction
Computational

Complexity

Fig. 2. Scattering models and notional complexity vs.
accuracy trade space.

Scattering Prediction

Computational

Complexity

H

e d

Electromagnetic

Electromagnetic
Accuracy

Accuracy

1054-4887 © ACES



JACKSON: PARAMETRIC MODELS FOR SIGNATURE PREDICTION

PMs developed for signal processing tasks may also
be used for signature prediction. The isotropic point
model is characterized by scatterer position and radar
cross section (RCS). The isotropic point model is a key
assumption in radar imaging; however, realistic scatterer
persistence is typically less than 20° [8]. The monostatic
2D attributed scattering center (ASC) model [9] is
parameterized by frequency, polarization, aspect (along
the length of the target), and length. Other monostatic
models include the Huynen and Cameron decompositions
that break monostatic polarization responses into
primary forms [10-12]. Bistatic canonical shape models
parameterized by type, size, and orientation capture 3D
physical geometry and model frequency, polarization,
and azimuth and elevation aspect dependence [13]. The
canonical models are built from products of planar
solutions for strip, dihedral, and circular scattering
mechanisms [14], [15] to approximate the 3D solution.
A full analytic 3D GO/PO solution for bistatic scattering
from a dihedral is given in [16]. EM predictions, PMs,
and measurements of a dihedral are compared in [17];
PMs took milliseconds to compute, while MoM took
hours.

PMs are extremely fast because the equations are
written analytically and do not need a numerical solver
like EM methods. However, accuracy is limited by
underlying GO/PO and planar assumptions; edge
diffraction, traveling waves, etc. are not included. Also,
the dihedral and trihedral models are defined only within
the interior of the corner, though plate models could be
combined to model the back sides. Furthermore, PMs
do not capture interactions between scatterers. Thus, a
major challenge for using PMs for prediction is how
to break a complex target into scattering primitives.
For example, constructing a vehicle's sides with plates
neglects vehicle/ground interaction, which is better
modeled with dihedrals.

I11. SIGNATURE EXTRACTION

Numerical EM techniques are not suited to signature
extraction since each iteration in an optimization would
require update to the facet model and re-run of
computationally expensive prediction code. However, as
shown in Fig. 1, other feature extraction methods can be
used along with model refinement and EM predictions
for RCS signature validation.

Parametric methods were developed with signal
estimation techniques and target recognition applications
in mind. Parameters may be estimated from measured
data, though estimation complexity increases with model
complexity. Isotropic points may be estimated using the
CLEAN algorithm [18], [19]. Two-dimensional ASCs
may be estimated using Prony's method or matrix pencil
method [9]. Canonical shape primitives are more difficult
to extract since shape selection and parameter estimation
are coupled; however, an initial iterative approach is

given in [20]. Other approaches to parametric model
extraction include Expectation-Maximization [21], sparse
dictionary techniques [22-24], and ray-tracing methods
[19], [25]. Limited data from practical radar flight paths
complicates the classification and estimation problem, as
illustrated in [26], since objects may look similar for a
narrow-angle data slice.

IV. CONCLUSION

We have provided an overview of numerical EM
prediction versus PMs. While PMs are limited to simple
scattering mechanisms, they are fast and well-suited to
signature extraction. Numerical EM codes enable high
fidelity prediction of complex targets; however, it is
not computationally feasible to use EM methods for
signature extraction. Thus, one should choose a signature
prediction method depending on the application.
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Abstract — A dual band FSS based on array of double
square ring shaped resonators has been proposed. The
proposed structure represents a wide-angle perfect the
WI-FI signals and screen room applications. Simulation
results show polarization independency for both rejection
bands.

Index Terms — Dual band-rejection, wide-angle rejection,
WI-FI signal blocker.

I. INTRODUCTION

A Frequency Selective Surface (FSS) is a two-
dimensional frequency filter exhibiting reflection and
transmission properties that are analogous to electronic
frequency filters. FSS characteristics can be engineered
to represent band-pass, band-stop, low-pass, or high-pass
characteristics depending on design [1].

The advantage of the symmetry of the structural has
been implemented to create the polarization independent
resonant filter. Basically, to design a FSS, we have to
maximize the rejection level at the desired frequency.
It is equivalent to minimize the transmission (T) and
maximizing the reflection (R) coefficients. In this
paper, a planar FSS has been proposed. It rejects the
electromagnetic waves at nearly 2.45 (GHz) and 5 (GHz)
with rejection rate of 98% and 99%, respectively. It is
observed that the structure represents Single Negative
Metamaterial (SNG) behaviors at rejection resonant
frequencies. FSS is polarization insensitive for both
transverse electric (TE) and transvers magnetic (TM)
waves. The simulation results represent good stability
for different radiation angles and polarization. Many
proposed FSS filters are designed for single frequency
[2], and most of them do not have the simplicity in
construction and rejection independent from frequency
like proposed metamaterial absorbers [3].

1. DESIGN AND SIMULATION
The proposed FSS is an array of unit cell, which is
considered as a double ring square shape Fig. 1.

Submitted On: October 9, 2018
Accepted On: October 20, 2018

The metallic structures on the top of the substrate
are chosen as copper, the electrical conductivity and
thickness are 5.8x107 (s/m) and 0.04 (mm), respectively.
The substrate of absorber is FR4 (¢, = 4.38,tan 5 = 0.025 )

with 2 (mm) thickness.

<
« a

\ 4

Fig. 1. Unit cell geometry and design parameters:
a=b=25mm, L=12.25mm, w=2mm, and p=1mm.

The simulation is done by full wave commercial
software CST [4] with periodic boundary conditions.
The floquet boundary conditions perpendicular to the
plane of the FSS are placed to simulate different incident
angles Fig. 2.

The Sz and Si1 parameters which represent the the
transmission and reflection respectively are shown in
Fig. 3.

The structure benefits from the symmetry so an
independency of polarization and incident angle is
expected. In order to investigate the influence of incident
angle on the performance of the FSS, the absorption
under different polarization incident wave for azimuth
and elevation plane is presented in Fig. 4. The results
show a good stability for different angle of incident and
polarization.
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Fig. 2. The power reflection coefficient versus groove.
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Fig. 3. Simulated reflection and transmission of the
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S-Parameters [Magnitude in dB]

—— (theta=0)
— (theta=10)
— (theta=20)
— (theta=30)
T7# —— (theta=40)
— (theta=50)

Frequency / GHz

(b)

Fig. 4. Transmission at the different incident angles
ranging from 0 to 80 Phi (a), and O for 50 Theta (b), with
respect to FR4 plane.

I11. THEORY

The structure shows maximum negative imaginary
part of refractive index at resonant frequencies while the
real part of refractive index is close to zero as shown in
Fig. 5. Proposed FSS behaves like a SNG metamaterial
at resonant frequencies and represents a high attenuation.
Neglecting the losses, we see that when refractive index
is purely imaginary at resonance frequencies the wave
vector is also purely imaginary and the wave is strongly
attenuated inside the slab [5]. This high attenuation
constant results in a high mismatch and totally reflection
of incident wave.

Real and Imaginary Part of Refractive Index

~ - = Re(n)
RS =—Im (n)

Refractive Index

Freq (GHz)
Fig. 5. Real and imaginary part of refractive index for
normal incidence.



1V. CONCLUSION

The proposed symmetrical unit cell based on double
square shapes represents a high level of rejection for dual
WI-FI bands. Simulations demonstrated that due to the
symmetry of structure the resonant frequency of rejection
is independent of incident angles for a wide range both
in azimuthal and elevation planes. In addition, FSS
represents single negative metamaterial properties at
resonance frequencies. The optimization of transmission
bandwidth especially at five (GHz) can be a part of
further research.
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Mathematical Relationship of an Isotropic Point
Source and the Spherically Distributed Antenna Array
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Abstract—This work investigates beam pattern behavior of
an isotropic point source and a collection of sources distributed
amongst a spherical volume. Pattern behavior is compared to
the tapering of a plane wave expansion of spherical waves
demonstrating self-adjoint characteristics. Beampatterns of atomic
like orbitals and Zernike polynomials are provided as connections
to common applications.

Index Terms—Distributed beamforming.

I. INTRODUCTION

Circular and spherical random arrays were first analyzed
by Panicali and Lo mainly by using the variance, mean and
correlation between elements [1]. A more insightful analysis
was considered by [2] approximately a decade later with further
examinations of circular [3]-[4] and spherical [5]-[10] array
geometry.

This work presents a derivation of the exact and approximate
array factor and mean-valued radiation pattern for spherically
and circularly distributed random arrays from [11]-[12].

II. FORMULATION OF THE EXACT ARRAY FACTOR

The exact array factor can be shown as:

1< 1 J kr.?w 22
jkR i —2xcosy,
Rn)_ 261 n — Ee! X" =2xcosy, ’x_rn/r
N NS

n=l1

F (6.4

(1)

cos = cosy, =sinfsinb, cos(p—¢, )+cosfcosf, =77,

Since r is not a part of the integration it is placed into the
term £ (eqn. 4, [11]) such that S = 2nAfr/c. Next, integration is
done over the spherical volume of an isotropic point source
located on the z axis by (2), and (3) [1]{12]. Due to the
change of variables (x = r,,/ r) one obtains the multiplication of
> in (4), which reduces to (5) over its circularly symmetric ¢
integration:

cosﬁz(cosy/” Gn:OO):A-fn:cosﬁ, 2
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(5

Substituting u = [1+x? — 2x cos 8], u du = x sin 6 d@ into
the @ integration simplifies (5) to (6) and further reduces to (7)
[12]:

x' 1+x

2ﬁr3jxdx j exp[—jlb’u]udu , (6)
0 oy

x

zr’ f xdx{e(_jﬂ(lu))[lffﬁ(lﬁ)] _ A=) [1+A—] } / B (D
0

The final integration is divided into two regions due to the

absolute value of (8) and reduces to (9) for x” > 1 and 8= Sx":
1

I xdx { AU [147p ()] _ (-iBl=+]) [lw'ﬂ\l—x\]} +

r 0
— | . » (®

x

jxdx {e(-_/ﬁ(1+x))[1+jﬂ(l+x)] _ e(-jﬂ\]-x\) [1+jp1-x] }
1
27 jO +
F. = 47zj(r/,3)3 e’ (1 +jO - 62/2)(cos/3 —3sincf)+ ¢ (9)
6* (cos B—sincf)/2

For x” <1 the term |1 — x| simplifies to (1 —x) and provides:

Fo =22 (2je ) g SVl A P
Ocosb(j+3/p)

In the two-extremes of large and small x’, (10) reduces to
(11) and (10) to (12), respectively:

F=6\(0-sin0) +(1-¢°2—cos6)’ [ )
_x'<<l = _3\P COS(\P)—::;Sin(‘P) = 3t1nc(‘}’) , (12)
(¥)

where W = = fx" = f A/r = k A, is taken over all angular
space (6, ¢). This validates Fig. 5 of [10] and yields a
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graphical solution of 1.815, and agree with analysis provided
in Fig. 3 of [2]. Expansions of this work in the Fresnel region
were investigated in [5]-[6].!

We diverge by the approximation since we do not take an
integral over the exact space of R, but its expansion of (1).

What is odd about this solution is the lack of pattern
multiplication. No pattern multiplication exists due to a
substitution from angular space to ¥ — space.

A sphere is composed of two symmetries a ball and a shell.
The ball describes a azimuthal planar distribution in the x an 'y
axes. The shell describes elevation symmetry in the z axis.

In addition, a sphere is composed of two types of symmetry
a ball containing the interior of the sphere and rings comprising
the outer shell of the sphere [5]-[10].

Compound random variables explains the true solution of
a spherically distributed array. Pattern multiplication of the
symmetries differs from historical works of [14]-[15]. We
also note corrections to works of [3], [4] and [10] in Figs. 17—
21 and Figs. 41-42 of [9].

A second method of deriving (12) is provided in [9] where
integration of a plane wave is expanded as a sum of spherical
waves in a spherically-symmetric volume:

NN N
= 2L

V=3/4r, K=kAcosy, cosy =(i-F)
n=t(6,,4 )=-sinb,cos@x+sinb, singy +cos 6,2
F(0,4)=sinBcosgx +sinOsingy + cos Hz.

2/+1 )i, (kr)P, (cosy )r? sinfdBd¢
(13)

The spherical Hankel function of order zero %y (/=0) represents
the spherically symmetric wave field. Hence, upon integration
of a spherically uniform distribution one obtains the zeroth
order mode:

j [77]. () (21+1)jy (kar )R, (cosy ¥ sindddg "

=3Tmc(kA).

III. MEAN VALUED RADIATION PATTERN

The expected beampattern for any geometrically bound
topology has been shown in [1] by taking the expected value
of the array factor | F (W¥)?| across the unit interval [-1, 1].
Hence, for a volumetric random variable x this provides the
characteristic functions (1), which are orthogonal in all three
axes and uncorrelated. Hence, the analysis involves the
characteristic functions of the aperture distribution [9], [10]
and [14]:

U= ﬁ+(1——JA| AP AW :—+(1——jA|‘{’| (15)

Reciprocity applies to (12) such that the near field of a
receiving array equals the far field of a transmit array.

The square magnitude of the characteristic function describes
the main-lobe behavior of the array and, analysis of the
radiation characteristics of random arrays relies on finding
the characteristic functions of the aperture distribution. An
example of (15) is applied to a spherical distribution of
radiators as illustrated in Fig. 1. Verification of the pattern is
obvious as a spherical distribution is remains consistency in
its pattern behavior in both; 6 and ¢-cut planes and when
scanned.

Array Pattern 3D [dB]

-1
-15
1-20
:D
45
50

Zenith Scan (8,=0°, ¢,=0") r.o

AL

Array Pattern 30 [d8]

Fig. 1. Mean radiation pattern and cartesian coordinate
distribution functions of a volumetric antenna array scanned
from zenith to the meridian elevation angle.

IV.  PHYSICAL EXPLANATION

Taking the expected value of a random array is analogous
to taking the average over all realizations of possible element
placement. Mathematically, one may sample any topology
using the inhomogeneous wave equation with point sources:

Viy+ky =y 5(F-7). (16)
For the reference element the solution is:
e—jkr

= . 17

Arr

Otherwise the solution becomes an offset from the origin as:
N a/‘k‘rfrn‘
e

v=> (18)

The solution of (18) is approximated using a binomial
expansion assuming equal path loss (19). For N elements, we
find (20):

W= ef’”n(““l’n) , (19)

— jkr

drr )45

The solution of the n” element is out of phase by the angle
w». Beamsteering is achieved by imposing the linear steering

ke, (7, (7(0.0)~(0.)))

factor, cos w,. We obtain e . Upon phase
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correction these sources are now isotropic with equal
amplitudes and propagate waves that intersect at alternating
maxima and minima as shown in Fig. 2. A Fourier Transform
pair describes the superposition of the constructive destructive
interference of the particle nature of the wave, which is easy to
visualize in the Fraunhofer region.

As the number of sources grows to infinity (N—w0) the
discrete pattern converges to a continuous aperture solution.
However, when N does not approach infinity the solution is
the expected value and is illustrated in Fig. 3. The difference
in relations yields a convergence factor of (1/N) between the
aperiodic array and continuous aperture where the former is
the characteristic function on a pedestal (1/N).

@® Constructive .

Two-Point Source

Interference Pattern ® Destructive . . .

5 )>> s

EN

3

Y 2

Source 1 Source 2 1

Fig. 2. Representation of constructive and destructive

interference.

Spherical Random

Normalized Radiation Intensity [dB]

55 HL A1 A |
-90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90

¢1°]

Fig. 3. Superposition diagram (top) converges to a continuous
aperture distribution (£7) as N—o (bottom).

A. Spherical Waves in Unbounded Space

The characteristic modes of the spherical harmonics are
derived from the fundamental solution of the Helmholtz
equation (21) in unbounded space,

0)5(¢-¢')

_5(r—r')5(9—
rr'sin @
= (k=) 47 =G, (77)

Q1)
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Thus, the fundamental solution (21) is a point source
and implies the self-adjointness property such that
G, (F,F')=G,(F.F). In other words, a spherical wave
converges to a plane wave in the far field and vice versa.

An expansion of (21) as a scalar plane wave composed of
scalar spherical waves can also be written as (22). From the
orthogonality property of the spherical harmonics, outgoing
waves are composed from multipole coefficients derived from
the pattern multiplication of spherical Hankel, Bessel and
spherical harmonics (23):

e (kn)A (k) [n<n]] &Y (604,)
G(G’rz)_jklzol{h(kf) (kr) [ >r]}m Y™ (6,.4,)°
)=k > i (ke B (kr) D Y (6.6')Y,.(6.9)

1=0,00 m=—I+|
ﬁq'w,m 0,8)G(F,F Q= jkh™ (kr)j, (kr')Y;, (6',4")
In the far field the term |F -r'| =~ 1’-n-r , where n is a unit

vector pointing in the direction of 7'. h{” (kr) can be reduced

(23)

F
in its asymptotic form such that:

o0
(=) akr) v,
1=0

m=—I+|

jkF ) Jjkr
& ek
Axr kr

e

+(0,9).(24)

The scalar plane wave expansion (25) is obtained by
canceling the factor exp(jkr)/r, taking the complex conjugate,
and rewriting via the well-known addition theorem (26):

e —axy ' (kr' 3 109 (09). @9
ek =Zw: (21+1), (kr")P,(cosy)
i ' Jaz (21 1), (kr' )Y (w), 26)

Yo (V/)zp'(COSV/)W"// —F.p

Higher order moments do contribute to our overall pattern,
but have a neglible impact.

B. Zernike Polynomials and Spherical Harmonics

It is possible to create patterns with multiple beams using
complex orthogonal phase variations. A nominal example in
UV-space is provided in Fig. 4.

Distributed orthogonality of this behavior is applied to the
plane wave expansion of y and angular (6, ¢) spaces of Fig.
5 and Fig. 6, respectively. Fig. 5 demonstrates y -spaces with
rotationally symmetric attributes, whereas Fig. 6 demonstrates
the self-adjoint properties of spherically distributed arrays
(SDA). For example, a spherical wave converges to a plane
wave as the modal order increases while the point source
converges to a spherical wave.
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Fig. 4. Multiple beam patterns and distributed orthogonality.

The Legendre polynomials, which are orthogonal to the L2
inner product on the interval -1<x<1, are the eigenfunctions of
the Hermitian differential operator. They arise naturally in
multipole expansions analogous to the monopole, dipole and
higher moments of the spherical harmonic solutions, yielding
the beampattern characteristics in Fig. 7. Furthermore,
achievable pattern behavior is verified from HFSS simulations
using 32 monopole element radiators steered at the meridian
elevation angle in a normalized spherical aperture, 4/4=2.78
for select orbital distributions.

Fig. 5. Plane wave expansion in UV — space.

The three-dimensional Zernike polynomials are likewise
composed of angular solutions of an orthogonal sequence
defined on the unit sphere. In two-dimensional space, Zernike
polynomials are commonly used in optics to describe
aberrations of the cornea or lens from the nominal spherical
shape (resulting in refraction errors). Examples include a
circularly distributed array (CDA) as illustrated in Fig. 7.

Closed form solutions of the patterns are provided in [9].
Lastly, they can represent properties of an image with no
overlap of information between their moments as illustrated by
Fig. 8. A final illustration of the beampatterns generated from
the atomic like orbitals is shown in Fig. 9 as these distributions
apply to the spherical zone of probability describing an
electron's location.

-40 -30 -

Fig. 6. Comparison of the modal summation of (25) applied to
a point source in angular space, top and SDA, bottom.

V. CONCLUSION

The decomposition of (21) can be used to obtain the
individual moments of the field at a given distance away
from the source. These solutions formulate a series of basis
functions for determining the array factor such that:

1. Monopole moments in the Fraunhofer region (R>2D/);
2. Monopole + Dipole moments in the Fresnel region
with the first two spherical Hankel functions;
3. Monopole + Dipole + Quadrupole + Higher order
modes in the near reactive field region;
and for a spherically distributed antenna array we reduce the
number of basis functions of the pyramid of Fig. 8 and apply
the spherical addition theorem (n as the n™ element) by:

!
Rleosy =7 =57 300 (6,8, W (G the). (21)
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Abstract—A simple ultra thin multiband antenna is introduced.
The proposed antenna with four bands covers many wireless
applications. The proposed antenna has simple configuration
including two open L-shaped slots to create resonat mode at
GSM and GPS bands and also two rectangular slots on the
radiating element for creating multi resonant modes to meet the
specifications of mentioned frequency bands. According to the
simple, small and planar configuration, the proposed antenna
design is inexpensive and can easily be integrated with the other
microwave circuit boards. The proposed antenna has the small
size of 10 mm and the total size of 120 mm x 60 mm x 0.5 mm,
promising to be used widely in compact and ultra slim handsets.

Index Terms—multiband antenna, planar configuration, wire-
less applications, wireless handset.

I. INTRODUCTION

Owing to development of mobile communication systems,
the design of modern antennas with compact size, multiband
operation, and integrability with other microwave circuits
has attracted much attention. As a result, various types of
multiband antennas have been reported [1]—[3]; however, by
having two or three bands, most existing antennas are unable
to cover more bands with one structure.

In this paper, we introduce a four-band slot antenna for
the GSM (890-960 MHz), Galileo (1563-1591 MHz), GPS
(157542 £ 5 MHz), Glonass (1602-1615.5 MHz), DCS
(1710-1880 MHz), PCS (1850-1990 MHz), UMTS (1920-
2170 MHz), LTE2300 (2305-2400 MHz)/LTE2500 (2500-
2690 MHz), WLAN (2.4-2.484/5.15-5.35/5.7-5.8 GHz ), and
WIMAX (2.5-2.7/3.4-3.7/5.2-5.8 GHz) applications. Also the
proposed antenna is able to cover some suggested bands of
5G systems including 3.3-3.8 GHz, 4.8-4.99 GHz, 5.150-
5.925 GHz, 5.925-7.025 GHz, 7.235-7.25 GHz, and 7.750-
8.025 frequency ranges [4]]. The proposed antenna covers
several applications which are narrowband and also provides
the essential bandwidth for higher data rate applications.

II. ANTENNA CONFIGURATION

Fig. 1 shows the structure of the proposed antenna. The an-
tenna is fabricated on a low-loss FR-4 substrate with dielectric
constant of 4.3, thickness of 0.5 mm and loss tangent of 0.02.
The antenna with a simple structure consists of a rectangular
radiation patch, an open L-shaped slot for 900 MHz band, a
horizontal open slot for GPS band and two rectangular slots
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Fig. 1. Configuration of the proposed antenna (unit: mm).
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Fig. 2. Comparison between the HFSS (version 15) simulated and measured
result of reflection coefficient.

for generating multi resonant modes to meet the specifications
of desirable frequency bands. It is notable that an open-end
slot can generate a quarter-wavelength resonant mode. Also, a
wide slot can create several resonance modes, and by merging
nearby resonance modes a wider bandwidth can achieved. The
proposed antenna occupies an area of 10 mm x 60 mm, while
the ground plane has an area of 110 mm x 60 mm which
is a typical system board of mobile devices. A comparison
between usage of lumped elements, structure, antenna size and
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Fig. 3. Radiation patterns of the proposed antenna at different frequencies
simulated by CST STUDIO SUITE 2017 Software.

5200 MHz

TABLE I
COMPARISON OF THE PROPOSED ANTENNA WITH RECENT WORKS

[Ref] 1] [2] [3]

(year) 2013) (2014) (2015) Proposed
Lumped
Element No No Yes No
Structure Planar Planar 3D Planar
Antenna size 78%0.6 115x0.5 120x0.8 120x0.5
(mm X mmXmm) x18 x15 x8 x10
6 dB 890-960 790-1061 800-1150 860-970
bandwidth 1570-2500  1650-2775  1700-2580  1560-2820
(MHz) _ 3132-6382 —  3180-4350
4400-8000

bandwidth of the proposed antenna with some recent studies is
illustrated in Table L. It is notable that simultaneously covering
all mentioned frequency bands with one structure is difficult,
somehow none of the antenna in [[I]-[3]] can achieve this goal.

III. RESULTS AND DISCUSSIONS

To validate the simulation results, the designed antenna is
fabricated and tested. The measured reflection coefficient S,
is compared to the simulated result in Fig 2. It is seen that
the bandwidths for |Si;| < —6 dB (or VSWR > 3) are
12.02% (860-970 MHz) for the 900-MHz band, 57.53% (1.56-
2.82 GHz) for the 2-GHz band, 31.07% (3.18-4.35 GHz) for
the 3.5-GHz band, and 58.06% (4.4-8 GHz) for the 5.5-GHz
band. Note that the |S11] < —6 dB as the specification of
the impedance matching bandwidth is widely acceptable for

practical internal antennas [1], [3]], [3], [6].
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TABLE II
SIMULATED GAIN AND RADIATION EFFICIENCY RESULTS
Frequency CST HFSS

[MHz] [Gain (dB)-Efficiency (%)]  [Gain (dB)-Efficiency (%)]

900 0.8-69.18 -0.7-76

2400 3.64-61.65 4.08-77

3500 1.14-45.7 0.99-49

5200 3.79-46.7 2.86-55

The simulated peak gain and radiation efficiency values of
the proposed antenna at different frequencies are presented at
Table II. The results which have been obtained from the HFSS
and CST softwares are almost close together and acceptable
for mobile devices.

Fig. 3. demonstrates the simulated radiation patterns of the
proposed antenna at 900 MHz, 2.4 GHz, 3.5 GHz, and 5.2
GHz. It can be observed that the radiation pattern of the
proposed antenna at 900 MHz is dipole-like radiation pattern
which shows that the radiation characteristic is stable at lower
frequency [5]. Moreover, the simulated radiation patterns are
almost omni-directional in the X-Z plane (with respect to
position of the proposed antenna in the Cartesian coordinate)
which are desired for the practical communication applications

[1]].
IV. CONCLUSION

In this paper, a simple planar multiband antenna
for GSM, Galileo, GPS, Glonass, DCS, PCS, UMTS,
LTE2300/LTE2500, WLAN (2.4-5.2-5.8 GHz), WiMAX
(2.5-3.5-5.5 GHz) and 5G applications is presented and dis-
cussed. The antenna has small, ultra thin, and simple structure.
We show that by inserting different slots with proper size in
the truncated radiation patch, good multiband features can be
achieved. It is also shown that the suggested antenna has good
radiation characteristics such as stable radiation patterns, high
radiation efficiency, and also acceptable gain values.
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Abstract - An approach to increasing the gain of a slot-
array antenna through the use of metamaterials is pre-
sented. The specific array antenna used in this study is a
2x4 resonant, slotted-waveguide array, although the re-
sults presented should be applicable to most arrays with
slot radiators. To achieve increased gain, a metamaterial
structure comprised of a split-ring resonator in conjunc-
tion with a wire structure was placed above the radiating
slots. Modeled results for this configuration predicted an
increase in directivity of 49%, and this result was subse-
quently validated by fabricating and performing meas-
urements on antenna arrays incorporating the metamate-
rials. The increase in directivity also resulted in in-
creased efficiency and sidelobe depth and yet did not de-
grade return loss. The measured results show that the
maximum gain enhancement of antennas with met-
amaterials increased by up to 58% with respect to the
control antenna which did not employ metamaterials.

Index Terms - antenna measurement, antenna modeling,
beamwidth, metamaterials, slotted antenna, split-ring
resonator.

I. INTRODUCTION

In the work reported here, metamaterial structures
were placed above the radiating slots in a slotted wave-
guide antenna (SWA\) array to increase the gain of the
array without increasing its physical size. The results,
both measured and modeled, show that a modest increase
in gain is achievable by using metamaterials.

In an approach similar to the one presented here, Ni-
cholson et al. [1] explored the use of split-ring resonators
(SRR), which behave as metamaterial structures, to cou-
ple energy through a resonant slot in the waveguide.
Their work was based on simulations, and they reported
that the approach showed potential improvement in gain.
However, their focus was to achieve improvement of
structural properties by reducing the slot length through
the use of a single SRR for each slot [1]. Although the
approach presented here is similar to the approach of Ni-
cholson, et al., there are two significant differences. One
is that the metamaterial used here includes a wire struc-
ture in addition to the SRR. The other difference lies in
the placement of the metamaterial structure. Specifi-
cally, their SRR was positioned in the radiating slot,
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while the metamaterial used here was positioned above
the slot. The likely advantages to this revised metamate-
rial placement are that it will be less complicated to as-
semble, and it will provide greater bandwidth. Another
recent paper introduced three split resonators inside the
waveguide to yield high gain and front-to-back radiation
ratio [17]. Again, this is also another application of the
SRRs inside a waveguide but not on the outside of slotted
waveguide antenna. Our application of SRRs on the out-
side of the slotted waveguide enhanced the directivity
and gain compared to that of a conventional slotted
waveguide antenna.

Computer modeling results using the metamaterial
structure and placement described above predicted an in-
crease in directivity [2]. To validate those modeled re-
sults, and to explicitly evaluate the effects of metamate-
rials on array performance, three 2x4 slot arrays were
modeled, fabricated and measured. One was a conven-
tional resonant-slot antenna, used as a control. The other
two antennas were slot arrays of nearly identical design,
having metamaterial structures positioned above their
slots in an orientation that maximized the coupling be-
tween the metamaterial and the slot. That maximum cou-
pling occurs when the metamaterial structure is either
parallel to the slot or at right angles to it. As is detailed
below, there were small variations in the slot dimensions
and location for the three antenna arrays, and those vari-
ations were necessary to make the antennas identical
electrically in terms of slot impedance.

The agreement between measured and modeled data
was reasonable for the three configurations, and those re-
sults show an increase in directivity and concomitant de-
crease in beamwidth for both of the metamaterial orien-
tations. The modeling software, High Frequency Struc-
ture Simulator (HFSS) by Ansys, showed a gain equal to
directivity since the waveguide was modeled using Per-
fect Electric Conductor (PEC) boundaries. Because of
this, the modeled directivity, rather than the modeled
gain, is used in this study. The antennas were optimized
using the model to achieve best directivity, return loss
and lower sidelobes.

1. MATERIALS AND METHODS
2.1 Resonant Slot Array Antenna
All three arrays studied used a half-height WR-90
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(0.9in x 0.2 in) rectangular waveguide as their input, with
wall thickness of 0.050in. They were designed to be op-
erational over the frequency band of 9.3 to 9.7GHz. The
8 slots were Ay/2 apart with shorted ends and thus per-
form as linear, resonant, slotted-waveguide antenna ar-
rays. The control antenna, the one without the metamate-
rials, is shown in Fig. 1 and was designed using Elliott’s
technique [3], although a computer model was used to
fine tune slot impedances.

Fig. 1. The control antenna is a conventional 2x4 slot-
array design without metamaterial structures: the array is
pictured on the left and the array as modeled in HFSS is
shown on the right.

The waveguide used to feed the arrays has an “a” di-
mension of 0.864in and a “b” dimension of 0.2in. As
seenin Fig. 1, the slots are placed on the broadside of the
waveguide and are separated by a distance compatible
with TEip mode operation. The offsets and slot dimen-
sions were optimized using HFSS to minimize return
loss. Minimal return loss will occur when the admittance
of each slot is purely real and the total admittance is
equal to characteristic impedance of the waveguide [4].
The slot dimensions for the finalized design of the con-
trol antenna are given in Table 1.

Table 1: Dimensions for the control slotted-waveguide

array
Dimension Offset (in) | Length (in)
Slot 1 0.08 0.610
Slot 2 0.09 0.615
Slot 3 0.09 0.615
Slot 4 0.08 0.610
Short distance 0.374
Slot width 0.126
Guide wavelength (A) 0.894
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2.2 Metamaterial Resonant Slot Array Design

Metamaterial Design: In 1964 Veselago introduced
the possibility of negative-refractive-index materials that
had no known existence in nature [5] at that time. He
proposed the possibility of configuring materials so as to
create a structure with a negative refractive index [5].
Several practical designs employing metamaterial struc-
tures exist today: Zhang and Deng [6] introduced a met-
amaterial transmission line structure with split-ring res-
onators (SRRs) along with complimentary split-ring res-
onators (CSRRs). Smith et al. demonstrated that a SRR
in conjunction with a wire structure would introduce
negative permeability and negative permittivity [7].

The metamaterial structure used in this work, referred
to as a unit cell and depicted in Fig. 2, follows the work
by Smith by including both a SRR and a wire structure
to create the metamaterial. The dimensions for the com-
ponents comprising the unit cell were adjusted to achieve
resonance at 9.5GHz as described below.

Unit cells can be joined with other unit cells to increase
the physical size of the metamaterial and for the work
presented, three co-linear unit cells where shown to pro-

vide the best results.

ubl]
[

Fig. 2. A single unit cell of metamaterial structure used
for this application, consisting of a SRR on the top layer
of the substrate and the wire structure on the bottom
layer.

The overall size of the unit cell SRR and the wire
structure is 3.31mm x 3.31mm x 0.5mm and was fabri-
cated on RO5880 substrate. The dimensions were deter-
mined using the Lorentz model for a SRR and the Drude
model for the wire structure [8]. Dimensions for the unit
cell structures can also be calculated using equations
published by Engheta et al. [9].

Using the dimensions from the models given above,
the unit cell was modeled in HFSS to assess its perfor-
mance characteristics as described below. Achieving res-
onance at the desired frequencies required iterating the
design with HFSS, and the dimensions identified in that
process are given in Table 2.
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Table 2: The unit cell dimensions to achieve resonance
at 9.5GHz; rough values were calculated using the Drude
and Lorentz models, and those values were refined using
a computer model to yield the results given above

Variables Dimensions (mm)
p 0.375
r 0.83
ax 331
ay 3.31

The configuration used to model the unit cell in HFSS
is shown in Fig. 3, where the input and output ports are
created using the software’s waveport function; those
ports are shown on the left and right faces of the compu-
tational space given in Fig. 3. In this particular configu-
ration, the Poynting vector will flow parallel to both the
SRR and wire structure, with the fields oriented as shown
in Fig. 3. The effect of the unit cell on the excitation is
given by the waveport’s S parameters, which are plotted

in Fig. 4.

PMC PMC

PEC

Fig. 3. Unit cell configuration modeled in HFSS: side
view (left) and a projection of the 2-port waveport exci-
tation set-up.

Magnitude(dB)

8.4 8.6 8.8 9 9.2 9.4 9.6 9.8 10 10.2
Frequency (GHz)

Fig. 4. HFSS S-parameter plot of the unit cell.

The modeled unit-cell S-parameters are plotted in Fig.
4, showing a magnetic-field resonant frequency of ap-
proximately 8.5GHz and a resonance frequency at
9.5GHz [8, 10]. Referring to Fig. 4, the closest imped-
ance match appears to be in the range of 9.4 to 9.7GHz,
which is coincident with the slotted waveguide antenna
resonant frequency. The following section uses the data
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in Fig. 4 to extract the effective permittivity and perme-
ability, showing that they are both negative within the
frequency range of interest.

The orientation of the unit cell with respect to the ex-
citation source as shown in Fig. 3 is analogous to posi-
tioning the unit cell at right angles to the plane of the slot.
This orientation for the unit cell is one of the orientations
investigated in this study. The other is where the unit cell
is rotated 90° such that the plane of the cell is parallel
with the right face. This rotated configuration was mod-
eled as well and provided nearly identical results to the
orientation of Fig. 3, and the enhancement to antenna
performance was also nearly the same for both orienta-
tions.

Metamaterial Characterization: The objective of this
section is to show that the unit cell used in this study be-
haves as a metamaterial. This is accomplished using the
S-parameters plotted in Fig. 4 to determine the cell’s ef-
fective permittivity and permeability.

A number of approaches exist in the literature to ex-
tract electromagnetic properties of a medium: (1) field
averaging (2) curve-fitting (3) the dispersion equation
and (4) S parameters [11]. The S-parameter method is
commonly used for this purpose.

Several methods of S-parameter extraction techniques
have been developed to characterize metamaterial struc-
tures. Those include (1) Nicholson-Ross-Weir (NRW)
method (2) Bloch-Floquet Theorem method. Ziolkowski
uses NRW method in his paper to retrieve effective me-
dium parameters [8]. However, the paper by Nicholson
et al. shows some limitations regarding the usage of the
method for narrow bandwidth [6]. Consequently, the
Bloch-Floquet method is used here to retrieve the essen-
tial parameters. The fundamental mode, TEjy, is the only
mode considered here.

Palandoken et al. describes the Bloch-Floguet method
used for extracting the parameters plotted below [13];
calculated effective permeability (Uer) and effective per-
mittivity (eefr) are given in Figs. 5 and 6, respectively. As
seen in Fig. 5, the real part of the permeability is negative
in the frequency range between the magnetic resonance
at 9.18GHz and the plasma frequency at about 11GHz.
The permeability curve shows that the highest magnetic
loss is close to the magnetic resonance frequency of
8.5GHz.

The magnetic resonance seen at 8.46GHz in Fig. 4 is
coincident with the resonance in the permeability and
permittivity curves shown in Figs. 5 and 6, respectively.
The imaginary part of the effective permittivity shown
in Fig. 6 is negative in the frequency range of about
8.25GHz 109.1 GHz. The Drude type response is seen to
be in the frequency range of around 8.5 to 9.2GHz as is



expected for a wire structure [14]. This response agrees
well with the results published by Liu et al. [15].
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—Imaginary
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Fig. 5. The real and imaginary part of the effective
permeability of the unit cell.
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Fig. 6. The real and imaginary part of the effective
permittivity of the unit cell.
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Fig. 7. The real and imaginary part of the phase of the
unit cell.

Based upon the effective permittivity and permeability
plots above, the unit cell in this paper can be represented
as a Lorentz-Drude model [15]. The phase diagram,
given in Fig. 7, shows the bandgap region in the same
frequency range where the real part of permittivity is
negative and the real part of the permeability is positive
[10]. This bandgap region is also evident in the S-param-
eter result in Fig. 4.

As seen in Figs. 6 and 7, the combination of the SRR
and wire structure has a clearly defined frequency range
where both the permittivity and permeability are nega-
tive. Smith, et al. [16] has shown that this characteristic
defines metamaterials, and hence it can be concluded
that the structure used in this study behaves as a met-
amaterial.
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Fig. 8. Top: array of three elements used for the applica-
tion. Bottom: the HFSS S-parameter results of met-
amaterial array.

As stated above, multiple unit cells can be added to-
gether to create a metamaterial of larger area. For this
study, three elements, as shown in Fig. 8, proved to be of
sufficient size to interact with the array slots. Modeled
results using four elements together showed distortion in
the radiation pattern and hence the use of a larger number
of unit cells was not explored further.

The gap between the individual unit cell structures is
crucial, and modeling results showed the optimal gap
size to be 0.004”. This gap size was used in the fabrica-
tion of the cells. The dimension of the SRR and the wire
is the same as that of the unit cells. The wire structure on
either side of the middle SRR is offset by about 0.001”
since this proved to yield the greatest directivity in sim-
ulations. The array was fabricated on a 3.1 mil Rogers
5880 substrate with €, of 2.2 and dielectric loss tangent
of 0.0009. The thickness of the copper deposition is 1 oz.
on both sides of the substrate. When compared to the S-
parameter results of a single unit cell in Fig. 4, the results
for the three-unit-cell configuration show the S reso-
nance at 8.46GHz is shifted to 9.17GHz, closer to the
desired resonance frequency at 9.5GHz. These two reso-
nances, the electric and the magnetic, reappear in the S-
parameter results of the array as shown in Fig. 10. Those
resonances occur at approximately 8.75GHz and 9.6GHz,
respectively.

The array three-unit-cell metamaterial structure was
evaluated by orienting it two different ways, one vertical
with respect to the slots and the other horizontal to the
slots. Either orientation appears to give approximately
the same benefits in terms of increasing gain, directivity
and narrowing the beamwidth.
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2.3 Orienting the Metamaterial Structures Vertically
with Respect to the Slots

In the vertically-oriented configuration, the three-unit-
cell metamaterial structure was positioned over each of
the radiating slots as shown in Figs. 9 (a) and 9 (b), where
the plane of the cell is at right angles to the plane of the
slot. The middle SRR of the array of metamaterial struc-
tures is located at the center of the slots. The height of
the metamaterial structures was optimized to give the
maximum gain.

Introduction of the metamaterial structure over the
slots changed the impedance of the slots. To compensate
for those changes, the computer model was used to esti-
mate slot dimensions that would be matched for this par-
ticular slot-metamaterial configuration. By optimizing
slot match, the return loss was also minimized. Those
new dimensions are given in Table 3 and were used in
fabricating the antenna array for the vertically-oriented
metamaterial tests.

Slot 4
Slot 3
Slot 2

Slot 1

Slot 4
Slot 3
Slot 2

Slot 1

Fig. 9. (a) HFSS model representation of slotted wave-
guide with metamaterial structures mounted vertically,
(b) picture of fabricated prototype of the vertically
mounted metamaterial structure, (c) HFSS model of the
horizontally-mounted metamaterial on top of the array
slots, and (d) picture of fabricated prototype of horizon-
tally mounted metamaterial structures
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Table 3: Array dimensions to achieve matched slots for
the vertically-mounted and horizontally-mounted met-
amaterial structure

Vertically Mounted |Horizontally Mounted
Dimension Offset (in)| Length (in) |Offset (in)| Length (in)
Slot 1 0.16 0.64 0.16 0.665
Slot 2 0.18 0.65 0.18 0.675
Slot 3 0.18 0.65 0.18 0.675
Slot 4 0.16 0.64 0.16 0.66
Short distance 0.44 0.36
Slot width 0.12 0.11
Distance of SRR
structures from slot 0.135 0.15
Guide wavelength (Aq) 0.894 0.894
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Fig. 10. Measured and modeled return loss for: control
antenna (top), metamaterial mounted vertically (middle)
and metamaterial mounted horizontally (bottom).

2.4 Orienting the Metamaterial Structures Horizontally
with Respect to the Slots

In the horizontally-oriented configuration, the same
three-unit-cell metamaterial structure was used, although
its physical orientation was rotated by 90° as shown in
Figs. 9 (c) and 9 (d). This configuration was optimized
to minimize return loss, resulting in the array dimensions



given in Table 3. As with the vertically-oriented met-
amaterial configuration, the middle SRR of the array of
metamaterial structures was located at the center of the
slots. The height of the metamaterial structures was op-
timized to give the maximum gain.

I1l. RESULTS

The three antenna arrays described above were manu-
factured at Cobham Advanced Electronic Solutions, Ex-
eter, NH to validate the modeled results. Those arrays
were fabricated using the design parameters described
above.

The far-field measurements were collected in a near-
field anechoic chamber with NSI test set-up using a cy-
lindrical scanner in a manner consistent with industry
standards.
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Fig. 11. E-Field radiation patten for the three antenna ar-
ray configurations: control (top), vertical (middle) and
horizontal at 9.6GHz.

3.1 Measured and Modeled Return Loss

The return-loss graphs for the three antenna arrays,
given in Fig. 10 show reasonable agreement between the
simulated and measured data for the frequencies of inter-
est (9.3t0 9.7GHz). A conclusion that can be drawn from
the S-parameter data in those figures is that all three ar-
rays are viable from an impedance match perspective.

The return loss measurements for all three antennas
showed the best match at 9.6GHz, and thus the radiation
patterns were measured at that frequency.
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3.2 Measured and Modeled Radiation Patterns

The modeled and measured radiation pattern data for
the E-plane and H-plane at 9.6GHz for the three antennas
are plotted in Figs. 11 and 12. As seen in the figure, there
is reasonable agreement between the model and meas-
urements for the three configurations. The sidelobes of
the metamaterial antennas are suppressed more than the
control antenna by 10dB.

There is an anomaly in the results that should be noted
here. The vertically-oriented metamaterial antenna has a
somewhat distorted pattern when compared to the simu-
lated in E-plane as can be seen in Fig. 11. The assumed
reason for this difference is that the metamaterial struc-
ture is flexible and was observed to be slightly curved
during the test. A close examination of Fig. 3 (a) appears
to confirm this assumption. Consequently, it is reasona-
ble to assume that both metamaterial structure orienta-
tions will provide identical results if the metamaterial
structures are mounted correctly.
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Fig. 12. H-Field radiation patten for the three antenna ar-
ray configurations: control (top), vertical (middle) and
horizontal at 9.6GHz.

3.3 Array Gain and Efficiency

The gain versus frequency plot of Fig. 13, which was
generated using measured data, shows the variation in
gain over the frequency range of 8.5 to 10.5GHz. The
gain of the control array is seen to be greater than 14dB
in the frequency range of 9.4 to 9.9GHz. This value in-
creases to 14.9dB in the range of 9.9 to 10.5GHz, result-
ing in a bandwidth of 1100MHz. The array with the hor-
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izontally-oriented metamaterial also shows a gain greater
than 14dB in the frequency range of 8.9 to 10.3GHz, re-
sulting in a bandwidth of 1400MHz, or about 300MHz
more than the control antenna. The array with the verti-
cally-oriented metamaterial shows nearly the same band-
width as the array with the horizontally-oriented met-
amaterial.

20~ l

A
) " ==Control
r

5 Y
\‘ — Horizontal
1 **+Vertical
oL |
8.5 9 9.5 10 10.5

Frequency (GHz)

Fig. 13. Plot of gain versus frequency, calculated using
measured data.

Referring to Fig. 13, the gain difference between the
control array and the array with the horizontally-oriented
metamaterial is approximately 2dB and this difference
exists over a frequency span of nearly 1000MHz. Also
evident in Fig. 13 is a gain difference of 0.9dB between
the array with the vertically-oriented metamaterial and
the array with the horizontally-oriented metamaterial
due to some axial deformation in the metamaterial struc-
ture as described above. Based on the efficiency plot
shown below in Fig. 14 proves that the efficiency of both
the horizontal and the vertical mounted metamaterial an-
tenna is better than the conventional slotted waveguide
antenna.

100 -
80
S
> 60"
[5)
C
[}
©c 40
E ==Control
207 9N == Horizontal
===\ertical
0 L L L L J
8.5 9 9.5 10 10.5

Frequency (GHz)

Fig. 14. Plot of efficiency versus frequency calculated
using measured data.

1V. DISCUSSION AND CONCLUSIONS
The finding of the work described above is that a mod-
est, approximately 2 dB over a wide bandwidth, increase
in gain can be achieved by placing a metamaterial struc-
ture over the radiating slots in a slotted-array antenna.
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This can be achieved without increasing the physical size
of the antenna, and the cost to include the metamaterial
design presented here in the final product should be min-
imal.

There appears to be several mechanisms at play that
cause the metamaterials to bring about the increased
gain. One is that the metamaterial structure increases
coupling through the slots by placing them in the reactive
near-field of the slots.

Another explanation for the increased gain is that the
negative index of refraction of the metamaterials com-
pensates for the diffraction that occurs as the wave exits
the waveguide slots. If diffraction compensation does oc-
cur, it would likely enhance coupling through the slot
and bring about the lesser reflection mentioned in the
previous paragraph. Diffraction compensation would
also tend to provide a lens-like focusing of the energy
which would increase directivity as reported in [7].

V. PATENTS
M. Valayil, inventor; Continental Microwave & Tool
Co., Inc dba Cobham Advanced Electronic Solutions, as-
signee. Slotted waveguide antenna with metamaterial
structures. US patent 9,595,765B1. 2017 March 14.
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Abstract — Herein, a novel design of an X-band Non-
Uniform Reflectarray Antenna (NURA) with Symbolic
Regression SR and its fabrication using 3D Printer
technology are presented. A NURA is consist of simply
a grounded dielectric layer with the variable thickness.
Firstly, SR is employed to obtain with a great accuracy
for the reflection phase characteristics of a grounded
dielectric layer in the analytical form within the
continuous domain of 1<&<6 and thickness 0.1<h<3 mm
for the X-band. For this purpose, SR is trained and
validated by the 3D CST Microwave Studio data. Then,
for the design purpose of NURA, a special fine reflection
calibration characteristic is built up again by SR with the
sufficient reflection phase range of the 3D Printer’s
material at the operation frequency 10 GHz. In the third
step, the designed NURA is then prototyped by using 3D
printer technology where the material can be easily
shaped and create unit cell at printing accuracy of
0.1 mm per layer. Thus, by this mean the prototyping
cost of non-uniform Reflectarray design can be reduced
drastically both in means of time and ease of
manufacturing. In the final step, mismatching and
radiation properties of the prototyped NURA are
measured.

Index Terms — 3D printer, antenna design, microstrip
reflectarrays, reflection phase modelling, symbolic
regression.

I. INTRODUCTION

A Microstrip Reflectarray Antenna (MRA) is a
design that being a hybrid of a reflector antenna and a
planar phased array antenna which uses a suitable
phasing scheme for its elements to reflect the incoming
electromagnetic wave form a pencil beam in a specified
direction (6°, ¢°) [1-4]. One of the very popular phasing
schemes involves varying dimensions of the elements
such as printed dipoles or patches around their resonant
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size. In the recent works of [3-4], novel multi-objective
evolutionary design optimization procedures are put
forward to obtain the quasilinear phasing characteristic
for the Minkowski RA s using 3D CST Microwave
Studio based Multilayer Perceptron Neural Network
(MLP) models with Particle Swarm and hybrid Genetic
Algorithm (GA) and Nelder-Mead (NM) algorithms,
respectively. In fact, MRAs are advantageous antennas
having the simple structures with low profiles, light
weights and no need of any complicated feeding
networks. However, MRA s are inherently narrow-band
radiating elements and the mutual couplings between
microstrip elements printed on standard substrates are
significant; in addition, the conductor and surface wave
loss are severe. To reduce these shortcomings solely
grounded dielectric layer with variable thickness is
proposed to be used as a reflecting surface in [5]. In this
Non-Uniform dielectric layer, the required phase shift is
provided by determining thickness at each cell on the RA
plane to produce a pencil reflected beam in a specific
direction (69 ¢°). Thus, a RA design with the possible
simpler and more advantageous structure can be
obtained than MRAs.

In this work, a novel approach for design and
fabrication of Non-uniform Reflectarray Antenna
(NURA) had been proposed. Firstly in the design stage,
SR [6] is applied to express the reflection phase
characteristics of a grounded dielectric layer in the form
of an analytical expression within the domain of 1<er<6
with variable thickness 0.1<h<3 mm using the 3-D EM
based data sets for X-band (8-12 GHz) applications.
Then, for the design purpose, a special fine calibration
characteristic is built up by SR with the sufficient
reflection phase range for the 3D Printer’s material PLA
with &.=2.4 at the operation frequency 10GHz. SR Eurega
is a novel regression method that performs genetic
programming within the mathematical expression
domain to create a model consisting of summation of
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expressions that fits to a given dataset with a great
accuracy [7-8]. This regression method nowadays has
been used to obtain solutions for various science and
engineering problems [9-12]. In the recent work [12], SR
has been employed to uncover intrinsic relationships
hidden within the Big Data that is derivation of a full-
wave simulation based analytical expression for the
characteristic impedance Zo of microstrip lines. In [12],
Big Data is obtained from the CST Microwave Studio,
in terms of the substrate dielectric constant &, height h
and strip width w within 1-10 GHz band.

Recently, 3-D printing technology has been used
for the prototyping of microwave designs [13-22]. 3D
printing method has many advantages compared with the
traditional fabrication methods such as being easier to
prototype complex designs in terms of low cost and
low weight. Herein, 3D printer technology is used for
prototyping of the designed NURA. One of the most
recent innovation for fast and accurate prototyping is 3D
printing technology.

The paper is organized as follows: The next section
gives the basics of SR and application to the reflection
calibration characteristics of NURA. In this section, for
the purpose of training and validation, 3D CST data set
is obtained for the substrates with dielectric permittivity
(1<er<6) and height (0. lmm=<h<3mm) using the waveguide
simulator is briefly explained and a continuous function
fitted to this data set is built up using SR, finally
validation will be given. The third section is devoted to
the design of NURA using SR, which is made from the
3D Printer’s material PLA with er=2.4 at the operation
frequency 10GHz, alongside of fabrication by 3D printer.
Finally, the work ends with conclusions.

1. SYMBOLIC REGRESSION AND
APPLICATION TO NURA

Symbolic Regression (SR) is used to discover
mathematical expressions of functions that can fit the
given data based on the rules of accuracy, simplicity, and
generalization. This method builds a model consisting
of solely an accurate analytical expression formed
recombining the ready base functions using some
evolutionary algorithms such as Genetic Programming
(GP) [6], Gene Expression Programming (GEP) [23],
Grammatical Evolution (GE) [24], Analytic Programming
(AP) [25], and some optimization problems [26-27]. The
main advantage of SR is that it does not require any
specific structure or parameter, instead reveals intrinsic
relationships within the dataset letting its patterns.
Thus this analytical model enables a designer a rapid
optimization and analysis of the complicated
electromagnetic devices instead using computationally
inefficient commercial full wave simulators. In this
work, SR in the design stage that is based on GP. Main
principle of GP based SR is such that expressions (Egs.
1-5) are represented in chromosomes like syntactic trees.
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The syntactic tree form of Eq. (1) is given in Fig. 1 for a
better understanding. Based on GA principles, new
individuals (children) whose representations are in fact
new expressions which are evaluated by fitness, are
created either by random generators, or by exchanging
parent’s parts by crossover or mutation operators. As an
example for SR regression process, the expression given
in Egs. (1-2) are taken as Parents and Egs. (3-5) are the
children of these parents through cross over or mutation
operations:

P =f(ab,c,d,e) :sin(a—b)+x/d —e+a’, (1)

c
c d
P = cos(ab) —e +\/:, 2
e
. (ab) ¢
C =sin| — |-e +a", 3)
c
C, = cos(ab) —e° ~17e , @)
. (ab) 2 2
C,=sin| — |+(d-e)" +a". (5)
c

Fig. 1. An example of syntactic tree.

In Fig. 2, a typical NURA design is given in which
with the variation of the height in the unit elements the
reflection phase is changed and is focus on a desired
direction.

Fig. 2. Centre fed Non-Uniform Reflect Array.

The reflection phase characteristics of a grounded
dielectric layer 1<e<6 with variable thickness 0.1<h<3
mm are obtained using the H-wall simulator [2] in order
to form an analytical expression for X-band (8-12 GHz)
applications. For this purpose, the required training and
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validation data sets of reflection phase of unit cell given
in Fig. 3 are generated by the 3-D EM simulation tool
CST.

FVL‘Vaveguide Port Unit cell of NURA

Incoming "
EM Wave

Dielectric Layer of Substrate

Metal Layer of Substrate

Fig. 3. Unit Cell of the NURA with its simulation setup.

The top and bottom surfaces of the H-wall
waveguide simulator are perfectly electric conducting
walls, while the right and left walls are perfectly
magnetic field walls [2]. The vertically polarized
incoming waves will be incident normally onto the
element at the end of the waveguide at the broadside
direction and then reflected back also at the broadside
direction with a set of amplitude and phase information.
A series of simulations are carried out to gather training
and test data samples Tables 1 and 2 for SR search of
Reflection Phase by using CST 3D EM simulation tool,
respectively.

Table 1: Training data set for Reflection Phase expression

Parameter Sample Ranges | Sample Step
Dielectric
Permittivity 1-6 025
Substrates
Height (mm) 0.3-3 0.1
Frequency (GHz) 8-12 0.5
Total 5292

Table 2: Test data set for Reflection Phase expression

Height Frequency
Rogers| & (mm) (GH2) Total
0.305, 0.406, 0.508
4003 [3.55 0.813, 1.524 8-12
4350 |3.66| 0.338,0.76,1.52 8-12 12012
0.127*, 0.381, 0.508,
5870 12.33 787 1575 3.175% | 8712

*Values out of training dataset range.

The 5292 data in Table 1 are used as the training
data in Eurega environment [6] to perform SR search.
The following commands are used to start the SR search:

- Use data points equally for training and validation
purposes;
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- Use all basic formula blocks;
- Use all exponential blocks;
- Use Mean Absolute Error as error-metric (Default).
Thus, the targeted analytical expression for
Reflection Phase (RP) is obtained as a function of
dielectric constant &, height h, frequency f as follows:

31 (nf) 05 062+0.019(hf)
RP =541.73 - rg )——+ * (br)
10 h 0.97 + &

The performance of the obtained expression is
validated by Eureqa itself, however we also validated
accuracy of the model using approximately 12.000
additionally test data belonging to the typical X-band
substrates as given in Table 2, even we also tested
extrapolation performance. In this analysis, the common
error-metrics measures are employed which are Mean
Absolute Error (MAE), Relative Mean Error (RME) and
Maximum Error (MXE) as given in Egs. (7-9) for both
training and test data:

— (4559 +2.68n) f . (6)

l N

MAE = — Y [T - P, )
N i-1
1 [T-p

RME = — > — ‘|, ®)
NCT [T

MXE = max(T - P) . 9

Table 3: Performance of Analytical Expression

Error Metric Training Test
(Degree) Data Data
MAE 0.27 0.1027
RME 0.0006 0.0003
MXE 13.96 0.3586

Results of the performance measures of Eq. (6) are
presented at Table 3 alongside of Figs. 4-5 of reflection
phase versus variable substrate height for typical &, f
values as compared with CST values.

0 05 1 2 25 3 0 05 1 1 2 25

1 5 5
Substrates Height mm Substrates Height mm

@ (b)

Fig. 4. Reflection Phase Characteristics for variable
dielectric permittivity and height for: (a) 8 GHz and (b)
12 GHz.
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Fig. 5. Reflection Phase Characteristic for Rogers: (a) 4003
(h=0.305, & =3.55), and (b) 5870 (h=1.575, & =2.33).

I11. 3D FABRICATION AND
EXPERIMENTAL WORK

Fast and accurate prototyping process of microwave
devices and antennas have an extreme importance for
design process. In today’s RF and microwave technology,
there is an ever-increasing demand for higher level of
fast, low cost and accurate prototyping. One of the
most recent innovation for fast and accurate prototyping
is 3D printing technology. 3D printing is a method of
manufacturing in which materials, such as plastic or
metal, are deposited onto one another in the form of
layers to produce a three dimensional object, such as a
pair of eye glasses or other 3D objects. To date, 3D
printing has primarily been used in engineering to create
engineering prototypes.

In this work, firstly the 3D model is exported in
“.STL” file format, so that the CEL Robox® Micro [28]
(Fig. 6) can create its code for printing of the prototype.
Also, in case of large structure models, the model can be
sliced into smaller parts, where in here, the prototyped
antenna model given in Fig. 7 was sliced into smaller
size parts (1/12). The material used for 3D printer is PLA
“Black as Night” [29] with a dielectric constant of 2.4
and the printing accuracy (printed layer height) is chosen
as 0.1 mm for the best quality printing results.

Fig. 6. CEL Robox® Micro manufacturing platform [28].

Applying the same process given in Section Il, a
new and simpler Reflection Calibration Characteristic
having almost 360° phase range is obtained using SR
Eurega with the 270 CST data in Table 4 where for the
substrate height variation is taken between 0.5-10 mm
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which is considered as 0.1 mm sample steps:

Phase :1.88+%—(0.022h2 ~051h+3.19)h* . (10)

Table 4: Training data set for Limited Reflection Phase
expression

Sample
Ranges

0.5-10 0.1

Sample

Parameter Step

Substrate
Height (mm)

Dielectric
Permittivity 24
Frequency (GHz) 10
Total 270

Since the NURA is symmetric with respect to the
center, thus Table 5 gives heights of the quadratic NURA
being divided 10 segments and starting from the corner
point. The values given in Table 5, are necessary
compensation values at each element using the Eq. (10)
to convert spherical wave to the plane wave [1]. Thus, a
pencil beam in the normal direction of the RA plane, is
achieved by designing the height of each RA cell using
the Reflection Phase Calibration Characteristic in Fig. 8,
to reflect the incident wave independently with a phase
compensation proportional to the distance from the
phase centre of the feed-horn as well-known from the
classical array theory [1].

Fig. 7. Prototyped 3D printed NURA.

Table 5: Parameter values of quadratic NURA in (mm)

Ibf 1|2 (3|4 (5|6 |7 |8]9/]10

1.7]17]17]28|39| 5 |63[87]24[44

1711712232 [41|52|66|92|27 |47

17]122]29|37|46]57|73]17]33]|5.1

28132]37]45|53]65|86[19| 4 |57

39/41|46|53|63|78|17[32]|48]|6.7

5 |52|57]|65[78|17]|28]|43]|59]|83

63|166|73|86|17|28|42|55|73|17

87[92|17[19|32]|43|55]|71]|17|32

OO (N0 |W|IN|F-

24127133 4 4859731731438

[EnN
o

44147151 |57]67]83]|17]32|48|64
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Fig. 8. Reflection phase calibration characteristic of
material with dielectric permittivity of 2.4 at 10 GHz.

In Figs 9-10, the measurement results of the
prototyped NURA design are presented. As it can be
observed from the measurement results, the VSWR
characteristics of the NURA is below 2 in all X band.
Also, the design has a gain of almost 22dB at 10 GHz.
The gain measurement results of NURA, show a 1 dB
gain bandwidth of almost the 21% and confirm the
promising characteristics of such radiating element. The
feed is prime focus, positioned with an F/D = 0.66.

22 3

NURA Gain
—A— Feed Gain 12.8
—6— NURA VSWR

20

VSWR

8 85 9 9.5 10 10.5 1 1.5 12
Frequency GHz

Fig. 9. Measured NURA Characteristics Gain-VSWR,
over Frequency band.

25

Measurement

20
15

10 -

Radiation Pattern
o

-80 -60 -40 -20 0 20 40 60 80
Theta ©

Fig. 10. Measured Far Field Gain performance of NURA
at 10 GHz.
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IV. CONCLUSION

In this work, a novel regression SR and prototyping
method which is 3D printing is applied to the realization
of the Non-Uniform Reflect-Array (NURA). As it can
be seen from the results, SR is used as a successful tool
for building an accurate analytical expression for the
reflection phase calibration characteristic of NURA that
is used in a fast design optimization and performance
analysis. The required amount of training data is
comparable with the counterpart regression methods
[12], in spite of this, a model consisting of a solely single
analytical expression is resulted revealing the intrinsic
relationships of the data set using the existing data
patterns. Therefore, this method can be efficiently
employed in the accurate, fast modelling and design
optimization of electromagnetic devices in the form of
analytical expressions. The training and test data is also
share publicly in [30].

In the realization step, the designed NURA is
prototyped by using 3D printer technology where the
PLA material can be easily shaped and create unit cell
at printing accuracy of 0.1 mm per layer. Thus, by this
mean the prototyping cost of NURA design can be
reduced drastically both in means of time and ease of
manufacturing. Measurements of the mismatching and
radiation properties of the realized NURA are resulted to
be agreed with the novel theoretical performances.
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Abstract—In this work we show how the plane wave expansion
method for calculating the band structure of materials with
periodic electric permittivity may be extended to calculate
the band structure of periodic materials that also possess a
sinusoidal time-modulation. The numerical technique is applied
to a structure possessing a synthetic linear momentum which
causes unidirectional bandgaps to appear in the band structure.
Such devices could be of use for tunable magnet-free isolators in
integrated photonics platforms.

I. INTRODUCTION

Electromagnetic devices that allow only one-way wave
propagation have many practical uses including in optical
isolators [1], antennas [2] and duplexed communication
transceivers [3]. Any static linear electromagnetic device is
time-reversible and therefore cannot be used for unidirectional
wave propagation. However, incorporating a synthetic momen-
tum into the system via directional time-modulation can break
time-reversal symmetry and induce one-way electromagnetic
wave propagation [4]. Most traditional computational tech-
niques assume static material properties. However, some recent
reports have detailed methods for incorporating a sinusoidal
time-modulated permittivity into computational electromag-
netic tools [5]. In this work we extend the plane wave
expansion method for calculating the photonic band structure
of static periodic structures to materials that have harmonically
time-modulated electric permittivities. With this method we
show how a directional spatio-temporal modulation results in
an asymmetric (in wavevector) bandstructure that produces
unidirectional wave propagation in a range of frequencies.

II. METHOD

This work is concerned with electric permittivities of the
form e(z,t) = e4(2) + ep(2) cos[2nQt + @] where e,(z +
A) = e4(2) and €5(2 + A) = &(2) are both periodic in A.
For one-dimensional material variation, the Maxwell equations
become:

OF.(z,t) OH,(z,1t)

—, Mo (12)
aH Vt

% = —go—t[g(z,t)Em(zj)]. (1b)
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If the time derivative in (1b) is expanded, one obtains:

OH,(2,t) OFE.(z,t)
_T = —Eo{Ea(Z)T‘F
OE;(2,t)

ep(2) cos[Qt + &) 9t
ep(2)Qsin[Qt + @) Ey (2, )}

The spatial periodicity motivates the use of a Bloch form, and
the time-modulation motivates inclusion of harmonics w + n)
for integer n. Our ansatz for solution of Egs. 1 is:

ZE (G,n)e
ZH (G,n)e

G,n

i(k+G)z —1(w+nQ)f (2a)

k:+G)z 7z(w+nQ) (2b)

where G = m2w/A for m integer. Combining Egs. 2 with
Egs. 1 produces:

po(w+nQ)H,(G,n) — GE,(G,n) = kE,(G,n),

(3a)

—GH,(G,n) + ¢ Z{aa(G -G (wo +nQ)E.(G',n)
G/
+[eEy(G',n+ 1) + e " E,(G',n — 1)] = kH, (G, n),

(3b)

which is an eigenvalue equation with eigenvalue k£ and eigen-
vector made up of the components E,(G,n) and H,(G,n).
To obtain the bandstructure for these dynamic geometries, a
range of frequency values is chosen, and for each frequency,
the corresponding eigenvalue k is obtained.

III. SYNTHETIC MOMENTUM

To illustrate the physical properties of time-modulated pe-
riodic structures, consider the geometry shown in Fig. 1 (a).
The structure consists of a repeating unit cell consisting of
three layers each modulated by the same frequency but with
relative phase offsets of 27/3. The phase sequence of 0,
27 /3, 47/3 from left to right produces a non-zero overlap

1054-4887 © ACES



MOCK: ASYMMETRIC BAND STRUCTURE CALCULATIONS

&0 &0 &)

(@)

()

)

1
1
1
l >
1

kA/m

PN PR

Fig. 1.

(d)

287

composite frequency-momentum
coupling vector

o
3

Normalized Frequency - A/A,
© o o o o
N w B (¢, [}

o
=

0

0.5 0 0.5 1
Bloch Wavenumber - kA/n

1.5

(a) One-dimensional periodic structure with time-modulated permittivity. £1(¢) = 3.0 + 0.5 cos(€2t), e2(t) = 3.0 + 0.5 cos(2t + 27/3) and

e3(t) = 3.0+ 0.5 cos(Qt 4 47 /3). (b) Mode coupling vector in the spatio-temporally modulated system in (a). (c) The mode-coupling scheme in the empty
lattice. The bold line is the fundamental band (n = 0) whereas the thin lines correspond to harmonics which is the fundamental band shifted vertically by
+nQ (only n = 1 is depicted). (d) The bandstructure of the dynamic geometry shown in (a) using the proposed numerical method.

with the continuous travelling wave modulation of the form
cos(Q+ 2Tﬂz) which produces a synthetic momentum pointing
toward —z. Fig. 1 (b) shows the net momentum-frequency
coupling vector. In a static periodic system, the coupling vector
would be bidirectional, horizontal and of length 27 /A. In the
time-modulated system, it is unidirectional and tilted up by
the amount {2 with concomitant length.

Fig. 1 (c) shows how the mode coupling works in this
system. The empty lattice (a lattice with periodicity A and
time-modulation frequency (2 but £, — 0) is shown. Because
of the directionality of the spatio-temporal modulation, the
coupling vectors point only from right to left. The green arrows
show couplings that result in photonic bandgaps. The green
vectors couple band crossings that involve the fundamental
band, and, therefore, bandgaps are expected to open at the
green dots. The orange vectors show couplings between band
crossings, but these bands belong to different order harmonics,
and, therefore, no coupling occurs.

Fig. 1 (d) shows the band structure obtained using the pro-
posed method. Indeed one sees bandgaps in the first Brillouin
zone corresponding to the points highlighted in Fig. 1 (c).
Specifically, there is a bandgap near kA/m < 1.0 but no
bandgap near kA /7 2 —1.0. This means that incident waves
propagating along +k at a frequency in the bandgap will be
reflected; whereas, incident waves propagating along —k at a

frequency in the same frequency range will be transmitted
as if there were no periodic perturbation to the electric
permittivity at all. Due to the broken time-reversal symmetry,
the band structure is clearly asymmetric in k. Technologically
such a device could prove useful in tunable optical isolation
particularly in magnet-free integrated photonics platforms.

In conclusion, a technique for calculating the band struc-
ture of harmonically time-modulated system is presented. We
show how tailored time-modulation can impart a directional
synthetic momentum to the field causing unidirectional prop-
agation in these periodic materials.
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Abstract — Size-reduction techniques are applied to
a circular UHF patch antenna, by varying parameters
to better predict its desired resonant frequency.
Specifically, slits are introduced into the patch, which
are parametrically varied to determine the optimum slit
dimensions for maximum size reduction. Further studies
determine the optimum location for the probe feed, to
achieve 50Q input impedance for different slit lengths.

Index Terms — Antenna size reduction, patch antenna
slits, slotted UHF antenna.

L. INTRODUCTION

Patch antennas typically resonate with dimensions
that are near one-half wavelength, A/2 [1], which can be
cumbersomely large at UHF frequencies. This large size
is reduced by a factor of approximately 1/+/¢, by using
higher permittivity (¢ = ¢,¢,) material. However, the
decreased bandwidth caused by higher permittivity can
make this approach unattractive. In an attempt to focus on
size-reduction techniques rather than exotic materials, we
chose to use common FR4 printed circuit-board material
for our UHF patch-antenna size-reduction analysis. FR4
has relative permittivity, & of approximately 4.5 at UHF,
which should reduce patch dimensions nearly 50%, if no
other size-reduction techniques were used.

The addition of slits in a circular patch antenna has
proven to reduce the patch radius by nearly an additional
50%, beyond the effects of permittivity alone [2,3,4].
However, the choice of slit dimensions has so far been an
iterative approach. In this paper, we present the results of
a parametric study of the slitdimensions in Fig. 1, in order
to aid in the optimum design of size-reduced circular
patch antennas.

I1. SLOTTED PATCH DESIGN
To compare the results of the parametric study, an
ordinary circular patch, without slits, was simulated in
ANSYS Electromagnetic Desktop, a commercial finite
element solver (i.e., HFSS). The patch was simulated

Submitted On: September 28, 2018
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with a radius, r of 4.5cm; dielectric thickness of 1.7mm;
dielectric constant, & of 4.5; and was probe fed at a
distance of 0.45cm from the center of the patch. The
theoretical resonant frequency can be calculated by:

211 s,
where f, is the resonant frequency, and c is the speed of
light [1]. Equation 1, along with the previously defined
parameters, predicts resonance at 921MHz; HFSS
simulations showed the resonance to be 914MHz.

Fig. 1. Mask of the slotted circular patch antenna. L is the
slit length and W is the slit width.

I11. SLIT DIMENSION OPTIMIZATION

The length, L and width, W of the slits in Fig. 1 were
incrementally changed in HFSS, in an attempt to estimate
their effects on the resonant frequency. These two
parameters were considered independently to determine
if each could be fine-tuned for different purposes, even
though their combined dimensions add to the increased
effective circumference of the circular patch. As expected,
increasing both L and W decreased the resonance
frequency. However, the input impedance, at a particular
feed point, appeared to change unpredictably as both W
and L were increased. When the width, W was held at
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a constant 1mm and the slit length, L was increased,
the resonant frequency monotonically decreased. This
statement is equivalent to stating that for a fixed resonant
frequency, the patch antenna can be reduced in size as the
slit lengths increased. The input impedance also changed
as the slit dimensions changed; however, we found that it
could be fine-tuned, by simply changing the location of
the feed point.

For the first parametric study, we fixed the location
of the feed point, in order to avoid introducing too many
degrees of freedom at once, thus isolating the effects of
the slit length and width. The corresponding reduction in
the patch radius, as L increased, can be seen in Fig. 2,
indicating that the only limit to the size-reducing benefit
of increasing slit length, L is the physical radius itself, i.e.,
increasing L continued to reduce the physical size of the
antenna until L nearly equaled the radius, r. Of course at
that point, the patch would be separated into two halves.
The data in Fig. 2 suggests that the original patch radius,
which resulted in a resonant frequency of 914MHz, can
be made resonant at 470MHz by the addition of slits that
almost meet in the center of the patch, i.e., 98% of the
radius, r. Without these slits, the circular patch antenna
would require a radius of 8.8cm in order to be resonant at
470MHz, instead of 4.5cm (51% of 8.8cm).

As previously suggested, the slit width, W can also
be increased, in order to decrease the patch radius for
a desired resonant frequency. To explore the effects of
changing slit width, W, the next parametric study held the
slit length, L at a constant 95% of the radius, r.
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™ . E
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= 750 3 80 N
2 700 i 5D
o " o
3 650 70 2
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Fig. 2. Change in resonant frequency/size reduction vs.
change in slot length, L.

One pair of slits were removed, as shown in Fig. 3,
simply to allow the width of the slits to increase without
interfering with the orthogonal pair, and thus cutting the

MUSSELMAN, VEDRAL: PATCH ANTENNA SIZE-REDUCTION PARAMETRIC STUDY

patch into four quadrants. The symmetric pair of vertical
slits, depicted in Fig. 1, are only necessary for circular
polarization. In fact, for certain unique applications, a
second resonant mode could be created by making one
pair of slits different lengths than their orthogonal
counterparts. However, the polarization for this second
resonant mode would be orthogonal to the first.

Fig. 3. Two-slit patch allows W to vary with fewer
restrictions.

The size-reducing benefit of increasing slit width, W
while holding L constant, is evident in Fig. 4, due to the
fact that the resonant frequency decreased as the slit width
increased. However, this is not without some design
limitations. Four orthogonally oriented slits shown in Fig.
1 are required for circular polarization, which limit the
relationship between L and W, in order to prevent the slits
from touching one another. Also, the input impedance
changes significantly with changes in W, when the feed-
point location is held constant. In order to counteract this
impedance variation, one would need to find the optimal
feed point for each L/W combination, in order to achieve
a desirable input impedance. Although time consuming,
finding the optimal feed point can be done using known
methods [5,6]. These methods are constrained only by
the available area to place the feed point. Various
combinations of W and L were simulated in HFSS, with
the geometry depicted in Fig. 1, in order to find a
predictable pattern [7]. The results, shown in Fig. 5,
indicate that as W was varied for several different values
of L, a well-behaved relationship emerged for small
values of W/L, i.e., W < 0.05L. As W exceeded 0.05L,
the effects of L appear to dominate that of W, i.e.,
diminishing returns for increasing W beyond 0.05L.
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0 0.05 0.1 0.15 0.2 shown in Fig. 8. The radiation pattern is shown in Fig. 9.
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IV. FEED LOCATION
As previously stated, a desired impedance match
can be found for each slit-length/width combination, by
relocating the probe feed point. To find a trend in the
feed location that would aid in the design of circular
patches with slits, we explored the optimum feed-point
location as a percentage of patch radius, for successively
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longer slits. The slit width of the circular patch was fixed 0.18

at 1.37% of the radius (0.62mm). Using HFSS, the 016

antenna feed point was relocated along the dashed radial ,

line in Fig. 6, for successively longer slit lengths, L in 0 s 07 o075 o8 o5 o9 oo 1
order to achieve a matched input impedance of 50Q. Slit Length

Figure 7 plots the relationship between the probe-feed
location and the slit length, both normalized to the patch ~ Fig. 7. Probe-feed location vs. slit length, L both
radius. normalized to the patch radius, r.
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Fig. 9. Patch antenna radiation pattern: (a) E-plane and
(b) 3D plot.

V. CONCLUSION

A parametric study of slit dimensions in a circular
patch antenna was performed in order to characterize the
size-reduction benefits of these slits. It was shown that as
the slit length and width increase, the resonant frequency
of the patch decreases. However, as the slit width reaches
approximately 5% of its length, the slit length tends to
dominate the size-reducing benefits. Near optimum size

reduction can be achieved by making the slit lengths as
close to the radius as possible, without actually touching,
while the slit width is less than 5% of its length. This will
maximize the available patch area, in order to locate the
feed point for minimum SWR.

Another parametric study was conducted, in order to
find the optimum probe-feed location for various slit
lengths. The slit width was set to 1.37% of the radius,
while the slit length was varied. The trend was linear,
until the feed point approached very close to the center
of the patch. This nearly linear trend showed that for
increasing slit lengths, the optimum feed point should be
located closer to the center of the patch, in order to
achieve a matched 50Q input impedance.

Summarizing the results of these parametric studies,
the best results for reducing the physical size of circular
patch antennas can be obtained by (1) making the
slit length as long as physically possible, i.e., 98% of
the radius; (2) setting the slit width to 3% of the
radius (increasing the slit width any further provides
diminishing returns and makes impedance matching
more difficult); and (3) locating the probe feed at
approximately 14% of the radius, from the center of the
patch. By following these design rules, a 9-cm diameter,
circular-patch antenna was made to resonate at 471MHz,
with a 50Q input impedance. That frequency would require
al17.6-cmdiameter, i.e., nearly twice the diameter, without
slits. This represents a size reduction of approximately
50%, beyond the effects of permittivity alone.
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Abstract—In this paper, a microstrip patch antenna with
triangular slits was designed, simulated, fabricated and tested. The
proposed patch antenna, with operating frequency of 9.5 GHz, is
targeted. Simulation is carried out using Sonnet Suites. Antenna
has 9.68 dB gain at 9.5 GHz with corresponding reflection
coefficient of -19 dB. Proposed antenna introduces size reduction
for patch antennas. The measurements of the fabricated patch
antenna well corroborate the simulation results.

Keywords—Asymmetric triangular slit, gain, microstrip patch
antenna.

I. INTRODUCTION

Microstrip patch antennas (MPAS) have sparked tremendous
research efforts with great prospects and they have been widely
integrated into many wireless applications. The salient features
of MPAs have made them the ultimate candidates for
applications, such as space born systems, radar or satellite
systems, where lightweight and cost-effective antennas with
low-profile and simple geometrical structure for ease of
fabrication and installation are required. With the ever-increasing
need for mobile communication and the emergence of many
systems, it is important to design broadband antennas to cover
a wide frequency range. The design of an efficient wide band
small size antenna, for recent wireless applications, is a major
challenge. Microstrip patch antennas have found extensive
application in wireless communication system owing to their
advantages such as low profile, conformability, low-cost
fabrication and ease of integration with feed networks [1].

A factor that influences the performance of an antenna is the
structure of the patch. At present is a predictable necessitate for
a packed in scrap aerial having a most favorable geometrical
construction which is effortlessly to make and gives a towering
aerial gain point. The corners were truncated square microstrip
antenna is mainly used for single patch designs. In his work,
Gokten obtained the compactness of the proposed circular
polarization design because of inserting four slits of equal
lengths at the corners [2].

A solitary nourish spherical schism procedure of the corners
shortened square microstrip antenna is mainly used in single
patch designs and array designs [3].

Microstrip patch antennas are usually designed to eliminate
the imaginary part of the input impedance. Edge fields are also
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important and they bring an additional length to the antenna.
This length depends on the relative permittivity of the
dielectric, dielectric height and patch width [4].

A microstrip patch antenna is made up of a radiating patch
on one side of dielectric substrate while has a ground plane on
the other side [5]. Substrate is located over a large metallic sheet
called ground plane [6]. The suitable substrate is the one with
a low dielectric constant, a large thickness compared to the
operating wavelength and low loss (low tan §) because in the
realization of microwave circuits, the goal is to minimize the
radiation of the line in free space and therefore have a substrate
which the electromagnetic energy is concentrated in the
dielectric (more precisely in the cavity formed by the metal strip
and the ground plane). So a thick substrate increases the power
radiated by the antenna, reduces losses by Joule effect and
improves the bandwidth of the antenna. Permittivity of substrate
is a critical parameter in controlling band width, efficiency, and
radiation pattern of patch antenna. However, higher dielectric
constant also reduces bandwidth and radiation efficiency [7].

The Wireless communication is mainly concentrated on the
antenna size. The reduced antenna size results in small sensor
node and low power consumption [8]. So the antenna can be
a low profile, low powered and high frequency micro strip
antenna. The antenna size is proportional to 1/Vér [9]. Small
antenna concept is the one which uses planar antenna and by
adjusting the electrical size the desired center frequency can be
obtained [10].

The operation frequency of the reference antenna is 2.285
GHz. The size of the antenna is 80 mm x 80 mm. The coaxial
probe feeding technique is used. Reference antenna has a
parasitic element strip under the main part and antenna has 4
asymmetric triangular slits [11].

In this paper, the parasitic element strip in the reference
antenna was removed, the number of slits was reduced from
4 to 2 and the feed position was moved to the middle of the
antenna with input impedance of about 50 Q. The size of the
antenna is reduced to 21.6 mm x 21.6 mm and simulation air
thickness is 10 mm. As a result of the analysis, operation
frequency is 9.5 GHz. Slits angle and feeding point were changed
to optimize the maximum gain, lowest return loss and smaller
antenna dimensions.

The rest of this paper is organized as follow: the design steps
are described in Section I, results and conclusion are presented
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294

in Section I11 of the paper.

Il. DESIGN STEPS

The geometrical shape of the triangular microstrip patch
antenna with triangular slits design in the first step is as shown
in Fig. 1. The size of the antenna is 43 mm x 42.5 mm and the
box size is 700 mm x 700 mm. Initial design didn’t achieve
targeted center frequency of 9.5GHz.

In the second stage, the design in Fig. 2 was created by
optimizing triangular slit measurements and determining the
feed point location. So many iterations of simulation were
carried out to achieve optimization. As a result of optimized
simulation, S11 value was measured as -10.06 dB at 2.3 GHz
and -19.56 dB at 4.7 GHz, antenna gain was measured as 4.82
dB at 2.3 GHz and 7.30 dB at 4.7 GHz. Yet, this design didn’t
achieve targeted center frequency of 9.5GHz as well.

Q

Fig. 1. First design.

Fig. 2. Second design.

At the third step, the final design in Fig. 3 was created by
reducing the antenna size and changing the feed position. The
proposed patch antenna with triangular slits is designed using
RT/duroit 6002 substrate with dielectric constant of 2.94,
thickness h=0.76mm and loss tangent of 0.0012.

As a result of successive iteration of simulations, the S11
value is measured as -19.65 dB and the antenna gain is measured
as 9.68 dB at 9.5 GHz, and the reverse polarity value is measured
as -6.03 dB. All dimensions are provided in Fig. 3. Optimized
antenna was fabricated and carried out the measurements.
Fabricated antenna is shown in Fig. 4.

The S11 value obtained as a result of the final design is
shown in Fig. 5. Simulation S11 is -19.65 dB but measured S11
is -11 dB. Correlation of input impedance between measured
and simulation is acceptable, both in good agreement at
resonant frequency. Although simulation shows -19 dB input

ACES JOURNAL, Vol. 34, No. 2, February 2019

impedance, it is difficult to achieve such input impedance from
manufactured patch antenna.

L1
- L1=21.6 mm

L2=21.6 mm
L3=21.6 mm
= L4=6.64 mm
L5=5.91 mm
L6=13.05 mm
L7=6.26 mm

L2 L8=6.26 mm

LV

L3

Le

Fig. 3. Final design.

Fig. 4. Fabricated and measured antenna.
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Fig. 5. Input match (J]S11|) of the proposed antenna.

I1l. RESULTS AND CONCLUSION

A comprehensive parametric study of a triangular shaped
double-slit microstrip patch antenna has been carried out to
understand the effects of wvarious triangular slits. The
simulations results are performed using Sonnet software [12].
The frequency range of Sonnet simulation was between 0-15
GHz. Studied antenna resonance frequency is 9.5 GHz. As a
result of studies and numerous simulations on the geometry of
the slit, optimum dimensions have been determined. When
results of simulations made by taking air thickness 10 mm and
insulation thickness 1.6 mm, simulated and measured S11 were
matched well at the resonance frequency of 9.5 GHz, where
measured S11 is slightly lower than -11 dB and gain is 9.68 dB.
Smaller antenna size was achieved due to triangular slits.
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Gain of the antenna (E Theta - E Phi) radiation diagram
occurred at resonance frequency at 9.5 GHz is given in Fig. 6.
As seen in this graph, cross-polarization level is less than -7 dB

and co-polarization has nice wide beamwidth.

Measurement is carried out in Yeditepe Universities testing

facility. Measurement setup is shown in Fig. 7.
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Fig. 6. E Theta — E Phi radiation pattern of patch antenna at 9.5 GHz.

Fig. 7. Measurement setup.

The flux density at 9.5 GHz is given in Fig. 8. It is clear that
current is crowded near the discontinuities of two triangular
slits and around the feeding point as expected. Furthermore,
color pattern shows an approximate wavelength of the antenna.
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Fig. 8. The current distribution at 9.5 GHz.
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Abstract—In this paper, a circular shaped ground-fed patch
antenna is designed, simulated, built and tested. The operating
antenna frequency is 14.6 GHz with -15.68 dB input and 8.14 dB
gain. Furthermore, the antenna have multiple slits in a circular
main body, and also supported with triangle and rectangle shapes.
The measurements of the fabricated patch antenna matches the
simulation results.

Keywords—Circular shaped antenna, microstrip patch antenna,
single resonance.

I. INTRODUCTION

The recent revolution in electronic circuits pressured the
antenna designers to come up with small, lightweight and low
cost radiating structures. This requirement led to the invention
of several antenna structures, of which, printed microstrip
antenna received a lot attention in recent years [1].

Due to their low-profile and conformable geometry, they
are widely used as embedded antennas in handheld wireless
devices and military equipment [2]. However, intensive research
is required to improve the inherent disadvantages of this
antenna, such as: narrow bandwidth, low efficiency, spurious
feed radiation, poor polarization purity and limited power
capacity [3].

A microstrip patch antenna is made up of a radiating patch
on one side of dielectric substrate while has a ground plane on
the other side [4]. Substrate is located over a large metallic sheet
called ground plane [5]. The suitable substrate is the one with
a low dielectric constant, a large thickness compared to the
operating wavelength and low loss because in the realization of
microwave circuits, the goal is to minimize the radiation of the
line in free space and therefore have a substrate which the
electromagnetic energy is concentrated in the dielectric (more
precisely in the cavity formed by the metal strip and the ground
plane). So a thick substrate increases the power radiated by
the antenna, reduces losses by Joule effect and improves the
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bandwidth of the antenna. Permittivity of substrate is a critical
parameter in controlling band width, efficiency, and radiation
pattern of patch antenna. However, higher dielectric constant
also reduces bandwidth and radiation efficiency [6].

Microstrip patch antennas are usually designed to eliminate
the imaginary part of the input impedance. Edge fields are also
important and they bring an additional length to the antenna.
This length depends on the relative permittivity of the
dielectric, dielectric height and patch width [7].

Microstrip patch antennas are versatile structures which can
be modified by adding simple slots either “parallel to radiation
edges” or “parallel to resonance edges” in the design structure
to overcome selected limitations of conventional patch antennas.
The antenna can provide improved bandwidth enhancement,
under certain conditions, while maintaining many of the desirable
features of conventional patches. However, it is difficult to
determine or predict resonant frequencies and bandwidths
especially when the changes in terms of position of slots and
the widths of slots are relatively small. As a result, machine
algorithms can be applied to interpret the relationship between
inputs and outputs of the system. Depending on the problem,
the appropriate algorithms can be selected to estimate the
outputs [8].

During the design process, the motivations involved in
selecting different antenna components are as follows: Microstrip
antennas can be incorporated in various geometries, such as:
rectangular, circular, triangular, annular patches and others [9].

Circular patch is the second most popular shape and can be
easily analyzed and modified to produce a range of impedance
values, radiation patterns and frequencies of operation. Among
the four most popular feed techniques, coax-fed method has low
spurious feed radiation and is easy to match [10].

Organization of this paper is as follows: the design steps are
described in Section 11, results and conclusion are presented in
Section 111 of the paper.

1054-4887 © ACES
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II. DESIGN STEPS

The size of the antenna is 20 x 31 mm. Substrate material is
FR- 4 and the thickness is 1 mm (&,= 4.4, dielectric loss tangent
= 0.0018 mm). The thickness of air in simulation is taken 3
times of the thickness of the FR-4, (3 mm). The top view of the
antenna is in Fig. 1, and Table | shows the antenna parameters
and the values.

TABLE I. ANTENNA PARAMETERS AND VALUES

Dimension Length
1.5mm
6mm
4.3mm
11mm
2.5mm
5mm
5.8mm
8.3mm
1.2mm
19.3mm
8mm

Xle|—=|Z|@[mmO|0|m|>

;i

A

Fig. 1. Top view of the simulated circular antenna.

I1l. SIMULATION AND PARAMETRIC STUDY

In the initial design, we had circular shape and a standard
port, there was almost no gain with -35 dB reflection coefficient
at 14.6 GHz. Later, triangular sections and square sections are
added. Then we added some slits in circular shape, as a result
of successive iteration of simulations, changing the feeding
location and relocating the triangular and rectangular shapes to
design, we optimized the antenna. As a result of optimization,
lower input matches and high gains are maintained. In Fig. 2,
input reflection coefficient, Si; is shown at 14.6 GHz, and
-15.69 dB magnitude was found as simulation and -13.9 dB as
measurement. In Fig. 3, gain graph is shown and +8.14 dB
simulated and 6.1 dB measured result was found at 14.6 GHz.
Fig. 4 has the manufactured antenna. Table 11 shows variations
of gap between slits.
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Measurement is carried out in Yeditepe Universities testing
facility. Measurement setup is shown in Fig. 5.
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Fig. 3. Radiation pattern (gain) graph.

Fig. 4. Top view of the produced antenna.
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TABLE Il.  FREQUENCY-GAIN-INPUT MATCH WITH MODIFIED GAP
Gap between Slits Frequencies Gain (dB) Input Match (dB)
025 10.5 GHz 6.35 -16.8

11.3 GHz 7.22 -14.72

05 10.7 GHz 6.68 -15.77
) 11.9 GHz 7.32 -10.5
075 11.9 GHz 6.88 -8.5

) 14.6 GHz 8.14 -15.69
12.7 GHz 5.33 —-8.45

1 13.5 GHz 5.77 -9.25

14.44 GHz 6.11 -18.22

NS

Fig. 5. Measurement setup.

IV. CONCLUSION

Our aim is to find higher gain values for fabrication of
circular shaped patch antenna for single band operations by
simulating with different geometrical values mentioned in the
article. A comprehensive parametric study has been carryout
out. Throughout our design steps in this conclusion part of this
project we can say that designing circular ring shaped antenna
is not easy due to limitations, dielectric material type, gain -
frequency relation, feeding type and technique. Even small
changes on the antenna may have drastic outcomes, these
changes have to be noted each time and avoid being applied
again to cause further confusion during design. It should also
be noted that in circular ring shaped patch antennas making
slits, gaps inside of circular ring and pincering current to the
sides by increasing the length of slits and gaps increases gain.

By varying the thickness, different parameters of the
designed antenna can be optimized. Proposed antenna can be
used in different applications such as in wireless communication
and S band applications.

The simulations results are performed using Sonnet
software [11].
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Abstract—In this paper, E-shape microstrip patch antenna for
wireless communication is designed, simulated, built and tested.
The operating frequencies of antenna are 2.97 GHz and 4.85 GHz,
the substrate FR4 is used for proposed antenna with dielectric
constant 4.01 and 1.7mm thickness. Two parallel slots are cut to
perturb the surface current path to achieve dual resonance. The
E-shape has return loss of -28 dB and -14.03 dB at operating
frequencies 2.97 GHz and 4.85 GHz respectively. Designing and
simulation of this antenna has been done by the help of Sonnet
Software. This antenna is fed by a co-axial probe feeding. In this
paper, the effects of length difference among antenna legs has been
studied.

Keywords—Co-axial feed antenna, compact wireless antenna,
E-shaped antenna, microstrip patch antenna, patch antenna, U slot
antenna.

I. INTRODUCTION

In the recent world, the demand for low weight, cheap, low
profile and efficient antennas is increasing microstrip patch
antenna and are more popular for meeting these requirement in
several applications. The main problem encountered with these
such kind of patch antennas is high value of return loss and
smaller impedance bandwidth, but theses problem can be
solved by using some new designing approaches [1].

The microstrip patch antenna offers the advantages of low
profile, ease of fabrication, and compatibility with integrated
circuit technology. They can be designed to operate over a large
range of frequencies (1- 40 GHz) and easily combine to form
linear or planar arrays [2].

The current wireless communication systems have to fulfill
the demands such as high data rates, increased capacity, high
quality, and high reliability for different applications. Multiple-
input-multiple-output (MIMO) systems provide the suitable
technology for these requirements without the necessity of
additional bandwidth or transmit power by spreading multiple
antennas, with sufficient element spacing, the correct number
of elements, and appropriate array geometry or topology [3-5].

A microstrip patch antenna is type of antennas that offers
a low profile, i.e., thin and easily manufacture ability, which
provides great advantages over traditional. An E-shaped patch
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antenna is easily formed by cutting two slots from a rectangular
shape. By cutting the slots from a patch, gain, return loss and
bandwidth of microstrip antenna can be improved. The increased
development of wireless communications, the urgency to
design low volume, compact, low profile planar configuration
and wideband multi-frequency planar antennas become highly
desirable. Narrow bandwidth is a serious limitation of these
microstrip patch antennas. Different techniques are used to
overcome this narrow bandwidth limitation. These techniques
include increasing the thickness of the dielectric substrate,
decreasing dielectric constant and using parasitic patches [6].

For the E-shaped patch antenna, two parallel slots are
incorporated to introduce a second resonant mode, resulting in
a dual band antenna. If the feed point is located at the tip of
the center arm as in [6-8], the second resonant mode will be
introduced at a lower frequency than the fundamental resonant
mode [7].

Various methods have been studied and analyzed for
suppression of mutual coupling and improvement of the
isolation between the antennas, including the neutralization
technique [9, 10], using electromagnetic band gap (EBG)
structures [11-13] or etching slots or slits from the ground
and forming defected ground structures (DGSs) [14, 15]. In
neutralization technique, an additional coupling is introduced
by connecting the two antennas with a thin metal strip. This
additional coupling cancels out the coupling between the
antennas by properly adjusting the length of the metal strip, and
the isolation between the two input ports can be significantly
enhanced. In the DGS method, even if the DGS adds an extra
degree of freedom in the design, the removal of the metal strip
from the PEC or some portions of the substrate require precise
micromachining techniques, and otherwise, performance
degradation can occur. Also, the DGS itself is a slot antenna,
which causes an increase in back lobe radiation [16].

Research on microstrip antenna in the 21st century aims
at size reduction, increasing gain, wide bandwidth, multiple
functionality and system-level integration. Significant research
work has been reported on increasing the gain and bandwidth
of microstrip antennas [6-8]. In this paper, an attempt has been
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made to design a single band microstrip antenna without any
geometrical complexities [8].

Fig. 1. Top view of the fabricated circular antenna.

Il. DESIGN STEPS

The size of the antenna is 17.0 x 18.0mm. Substrate material
is FR- 4 and the thickness of it is 1 mm (er = 4.01, dielectric
loss tangent = 0.0018). The thickness of air is taken as 3 times
of the thickness of the FR-4, (3 mm). Top view of the fabricated
and measured antenna is shown in Fig. 1.

I1l.  SIMULATION AND PARAMETRIC STUDY

Analyses were performed using Sonnet software [17].
The frequency range is between 1 - 10 GHz. In two different
frequency values, -10dB or lower magnitude values were
obtained. When the magnitude of S11 is -15.35 dB, gain is
+7.27 dB at 2.97 GHz. In second analysis, frequency was 4.87
GHz and S11 was -12.65 dB and gain is +8.86 dB. Results
are provided in Table I. When compared with the first antenna,
the size of the antenna is changed from 15.0 x 16.8 mmto 17.0
x 18.0 mm. Also change the port position. In Fig. 2, gain-
frequency graph is shown and +8.79 gain is found at 4.85 GHz.
In Fig. 3, S11 graph is shown and at 4.85 GHz, -14.03 dB
magnitude was found. A prototype of this antenna is tested
by using an HP8720D network analyzer. Fig. 3 shows the
comparison between simulated and measured S-parameters’
results of the proposed antenna. It is noticed that there are some
difference between the simulation and measurement results.
These differences can be considered acceptable as long as its
effect on the resonant frequency is not high and the frequency
band does not shift much. The discrepancies are mostly due to
the insertion loss of SMA connectors, surrounding environment
that influences on wave reflection, or the fabrication tolerances.

IV. CONCLUSION

In this work, E type patch antenna was designed, simulated
and fabricated. Compared to the first analysis, in the second
analysis there was an increase in the gain value. So, when the
frequency is at 2.97 GHz, S11 is -15.35 dB and the gain value
is found as +7.27 dB. In the second analysis when the frequency
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is at 4.85 GHz, S11 is -14.03 dB and the gain is found as +8.79
dB. By adjusting antenna leg lengths, it is possible to achieve
different resonance frequencies and gain. Two different analyses
were compared in this article. We are also in the process of
measuring the fabricated antenna for further studies on single
band operations.
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Fig. 2. Radiation pattern at 4.85 GHz.
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TABLE I. RESULTS AND COMPARISONS
Frequency S11 Gain
4.87 GHz -12.65 dB 8.86 dB
2.97 GHz -15.35dB 7.27dB
4.0 GHz -0.92 dB 6.91 dB
6.22 GHz -1.80 dB 4.93 dB
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Abstract—In this paper, a compact sized, high frequency
microstrip patch antenna with probe feeding is designed,
simulated, built and tested. The patch of the antenna is diamond
shaped which has a rectangular slot in the upper-center. Main
contribution of the paper is to perturb the side edges of the patch
and to add a rectangular slot. Parametric study of that two-
substrate change was investigated. The proposed structures were
simulated by using the Sonnet Suites, a planar 3-D electromagnetic
simulation software which gave S11 value of -13.82 dB and gain
value of 6.33 dB at 15.3 GHz.

Keywords—Mobile equipment, rectangular slot, roof shaped,
single band, wireless communication.

I. INTRODUCTION

With the advancements of mobile and wireless technologies,
the consumer market is demanding compact size handsets with
multiple functions. Microstrip antennas are a suitable candidate
for these applications due to their inherent properties including
low weight, low manufacturing cost, conformability and low
profile in comparison to conventional antennas [1].

Pentagonal geometry is one of the various shapes for
microstrip antennas capable of circular polarization operation
that has been reported in literature, but it can be also used for
linear polarization [2]. Electrically thick dielectrics increase
bandwidth, but also introduce impedance matching challenges
[3].

Slotted microstrip antenna possesses better bandwidth,
return loss, gain and directivity when compared with non-
slotted microstrip patch antenna [4]. The limitations of MSA
such as narrow bandwidth, low gain and low efficiency can
be minimized by selecting a proper substrate material, as
permittivity of substrate is the critical parameter to control
bandwidth, radiation pattern, and efficiency of patch antenna
[5].

Furthermore, Multiband microstrip antennas are in demand,
because they can reduce the cost and size of the communication
systems. They are used in lots of applications such as wireless
local area network (WLAN), satellite communications and
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global system for mobile (GSM) [6]. In addition, different
types of dual band microstrip patch antennas are presented in
literatures such as dual band microstrip antenna with single
patch [7] and stacked patches [8] and using two separate
antennas which are connected to by a shorting pin [9] and using
metamaterial branch-line coupler [10].

The Wireless communication is mainly concentrated on the
antenna size. The reduced antenna size results in small sensor
node and low power consumption [11]. So the antenna can be
a low profile, low powered and high frequency micro strip
antenna. The antenna size is proportional to 1/V&r [12]. Small
antenna concept is the one which uses planar antenna and by
adjusting the electrical size the desired center frequency can be
obtained [13].

Microstrip patch antennas are usually designed to eliminate
the imaginary part of the input impedance. Edge fields are also
important and they bring an additional length to the antenna.
This length depends on the relative permittivity of the dielectric,
dielectric height and patch width [14].

Embedded microstrip antennas have been used
therapeutically for a number of applications including cardiac
ablation, balloon angioplasty and cancer treatment using
hyperthermia. Designers of antennas for sensing or therapy
capitalize on some of the problems that plague embedded
antennas for communication antennas are inherently sensitive
to their environment and inherently deposit large amounts of
power in the near field of the antenna, particularly when it is
embedded in a lossy material, thus becoming good therapeutic
tools [15].

The rest of this paper is organized as follow: the design steps
are described in Section 1, simulation and parametric study in
Section 11, and results and conclusion are presented in Section
IV of the paper.

Il. DESIGN STEPS

The size of the antenna is 6.4 x 6.4mm. Substrate material
is Rogers RT6002 and the thickness of itis 0.762 mm (e,.=2.94,
dielectric loss tangent = 0.0012). The thickness of air is taken
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as 3 times of the thickness of the Rogers RT6002, (3 mm).
Probe feeding technique is adopted in this antenna design. Feed
point can be moved to any desired location on patch to achieve
input impedance. Fig. 1 shows the picture of the fabricated
antenna.

I1l. SIMULATION AND PARAMETRIC STUDY

A comprehensive parametric study of a triangular shaped
double-slit microstrip patch antenna has been carried out to
understand the effects of various triangular slits. Analyses were
performed using a commercial software. The frequency range
is between 10 - 20 GHz. In two different frequency values,
obtained magnitude values were -10dB below. When the
magnitude of S11 is -14.12 dB, gain is 6.33 dB at 15.3 GHz.
In second analysis, frequency was 14.7 GHz and S11 was -24.5
dB and the antenna’s gain is 4.18 dB. A prototype of this
antenna is tested by using an HP8720D network analyzer.
Fig. 2 shows the comparison between simulated and measured
S-parameters’ results of the proposed antenna. It is noticed
that there are some difference between the simulation and
measurement results. These differences can be considered
acceptable as long as its effect on the resonant frequency is
not high and the frequency band does not shift much. The
discrepancies are mostly due to the insertion loss of SMA
connectors, surrounding environment that influences on wave
reflection, or the fabrication tolerances. S11-frequency graph is
shown and -13.82 dB magnitude is found at 15.3 GHz. In Fig.
3, gain-frequency Graph is shown and +6.33 gain is found at
15.3 GHz. Note that cross-polarization level is less than -17 dB.
Fig. 4 has the simulated antenna with changed parameters.
Table | provides the list of variables changed and their values
and Table Il provides frequency gain input match verses
modified gap. Variables B, C and E has great effect on antenna
gain. Highest gain is achieved when B is 0.1mm.

Fig. 1. Picture of the fabricated antenna.
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TABLE |. CHANGING PARAMETERS

Variable Value

A 1.4 mm

1.1 mm

2.2mm

0.6 mm

5.3 mm

1.6 mm

0.6 mm

I|®@|M{mMm|Oo|O|l®

0.3 mm

| 0.6 mm

TABLE Il. FREQUENCY-GAIN-INPUT MATCH WITH MODIFIED GAP

Variable Freq. (GHz) S11 (dB) Gain (dB)
B =2.1mm 22.7 -18.7 1.92
B =0.1mm 20.2 -12.0 6.27
C=27mm 16.6 -16.15 6.11
D =1.6mm 234 -18.6 3.92
E =5.8mm 25.2 -23.3 4.24

IV. CONCLUSION

A comprehensive parametric study has been carryout out on
perturbed pentagonal cross-slotted patch antenna. Throughout
our design steps in this conclusion part of this project we can
say that designing roof shaped rectangular shaped antenna is not
easy to optimize due to limitations, dielectric material type, gain
- frequency relation, feeding type and technique. Compared to
the first analysis, in the second analysis there was a decrease in
the gain value. So, when the frequency is at 15.3 GHz, S11 is
-13.82 dB and the gain value is found as + 6.33 dB. In the
second analysis when the frequency is at 14.7 GHz, S11 value
is -24.5 dB and the gain is found as +4.18 dB.

By varying the thickness, different parameters of the
designed antenna can be optimized. Proposed antenna can be
used in different applications such as in wireless communication
and S band applications.

Two different analyses were compared in this article. We
are also in the process of measuring the fabricated antenna for
further studies on single band operations.

The simulations results are performed using Sonnet software
[16].
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Abstract—A technique based on the finite-difference time-
domain method is presented for calculating optical transmission
and reflection of disordered nanoparticle stacks. The approach
is used to optimize a nanoparticle stack exhibiting greater than
98% average absorption over the visible spectrum.

I. INTRODUCTION

Most electromagnetic metamaterials consist of a repeating
unit cell with sub-wavelength features designed to impart a
specific scattering response in a particular frequency range [1].
Metamaterials can be designed to achieve permittivities and
permeabilities not found in natural materials, and these exotic
material parameters can then be used to design metalenses,
cloaks, mirrors and absorbers. For the case of highly absorbing
metamaterials, many applications require low reflection and
transmission over a broad wavelength range and over a wide
range of incident angles. However, ordered metamaterials
typically provide high absorption over only a limited wave-
length range and over a limited range of incident angles.
Alternatively, the use of disordered metamateirals has become
an interesting alternative for achieving high absorption over
extremely large bandwidths and incident angles [2]. However,
the lack of long range order makes their analysis and design
more challenging. In this work we describe our progress on
obtaining reflection and transmission coefficients in disordered
metamaterials consisting of dense agglomerations of gold
nanoparticles using the finite-difference time-domain method
(FDTD) [3], [4].

II. DENSE NANOPARTICLE STACKS

In addition to impressive absorption, disordered metamate-
rials are amenable to low-cost solution-based fabrication tech-
niques. Our approach begins with synthesis of gold nanoparti-
cles in solution using the Turkevitch method in which nanopar-
ticle size is controllable. In our work diameters between 5 nm
and 45 nm are used. A single drop of the nanoparticle solution
is deposited in a glass well using a micropipette and allowed
to dry. Then a second drop is applied and allowed to dry, and
this process is repeated until an opaque layer is formed, which
typically requires 15-20 drops. This process is schematically
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Fig. 1. (a) Experimental process for fabricating layer-by-layer dense nanopar-
ticle stacks. The substrate is borosilicate glass, and the red spheres represent
gold nanoparticles. (b) Photographs of fabricated samples. Single size DNpS
indicates that nanoparticles of only a single size were used (diameter = 18 nm);
whereas 3-size DNpS indicates that nanoparticles of three different sizes were
used to construct the DNpS (diameters = 12, 18 and 48 nm). (c) Experimental
arrangement for measuring reflection and transmission.

shown in Fig. 1 (a), and fabricated samples are shown in Fig. 1
(b). After each drop, the reflection and absorption is measured
using the configuration shown in Fig. 1 (c).

III. NUMERICAL APPROACH

To gain further insight into the electromagnetics of our
metamaterials, the reflection and transmission coefficients
were determined numerically using FDTD. If the nanoparticles
had been placed in an ordered arrangement, then a minimum-
sized repeating unit cell can be employed to minimize compu-
tational demands. However, in our disordered materials, this
approach cannot be applied directly. Therefore, we defined a
unit cell that contained a large set of randomly distributed
particles, and then applied periodic boundary conditions on
this disordered supercell. The scheme is depicted in Figs. 2

(a)-(b).
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Fig. 2.

(a) Computational domain depicting incident pulse on a dense nanoparticle stack. Periodic boundary conditions (PBC) are implemented along the

y-direction. Four unit cells are depicted concatenated along y. The boundaries along the z-direction are terminated with perfectly matched layer (PML)
absorbing boundary conditions. (b) Same as (a) but at a later time when the pulse has scattered from the dense nanoparticle stack. Reflected and transmitted
field is visible. (c) Comparison between numerically calculated and experimentally measured absorption as a function of pd where p is particle density and

d is sample thickness. (d) Particle arrangement for structure optimized for g
optimized structure. Coefficients in (c) and (e) are unitless power coefficients.

A two-dimensional implementation of FDTD was used, so
the gold nanoparticles are actually infinitely long cylinders.
We deliberately used the TM, polarization, so that the electric
field would be perpendicular to the axis of the cylinder. In this
sense, one can consider a cylindrical scattering cross section
o. per unit length of cylinder along z. Then in order to
obtain the approximate scattering cross section for a cylinder
of finite length [, multiply o, by [. In order to compare the 2D
FDTD results to the three-dimensional experimental results,
we assume o & 0.2rd where o is the spherical cross section
of the nanoparticles, r is their radius, and J is an empirical
fitting factor. Fig. 2 (c¢) shows a comparison between the
absorption measured experimentally and calculated using our
2D approach with a fitting factor of § = 0.29. The agreement
is very good.

The data shown in Fig. 2 (c) corresponds to a sample with
engineered disorder. We intentionally deposited nanoparticles
of three different sizes with the largest particles at the exit
side of the sample, and the smallest particles on the incident
side. Intuitively, the small nanoparticles scatter less, so small
particles on the front of the sample will reduce reflection

reater than 98% absorption. (e) Numerically calculated scattering spectra for
(c)-(e) reproduced from [4], with the permission of AIP publishing.

while larger particles at the back will reduce transmission.
The photograph in Fig. 1 (b) shows that the 3-size layered
DNpS is indeed darker to the naked eye than the single size
DNpS.

This gradient approach was further explored using our
numerical approach in which we incorporate both a density
gradient and a size gradient as depicted in Fig. 2 (d). Our op-
timized structure exhibits better than 98% absorption averaged
over the entire visible spectrum as shown in Fig. 2 (e).
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Abstract — A dielectric resonator antenna is designed for
WLAN 5.5 GHz band applications in this study. The
dielectric resonator antenna is fabricated on a cheap FR4
substrate with grounded CPW (GCPW) structure. A new
closed circular loop GCPW slot structure is employed to
obtain wideband impedance matching. Results of the
designed dielectric resonator antenna show that good
agreement between simulated and measured reflection
coefficients, radiations, and antenna gains is observed.
The measured -10 dB bandwidth of the dielectric
resonator antenna is 1.6 GHz (28.5%, 4.8 — 6.4 GHz),
which covers the WLAN 5.5 GHz band.

Index Terms — Dielectric resonator, DRA, GCPW,
wideband, WLAN.

I. INTRODUCTION

Dielectric resonators [1-3] have the advantages of
no conductor loss, low quality factor, and high dielectric
constant; hence, they are widely used for designing
dielectric resonator antennas (DRAS). Theoretical analyses
for first few resonant modes in an isolated cylindrical
dielectric resonator have been done [4-6]. DRAs have
many advantages such as compact size, wideband, and
high efficiency. Different excitation mechanisms such
as coaxial probe [6, 7], slot-microstrip [8], microstrip
[9, 10] and slot-coplanar waveguide (CPW) can excite
the dielectric resonator [3]. Apparently, the excitation
mechanism of using slot-microstrip outperforms the
coaxial probe since coaxial probe fed are not easy to
adjust the optimal feeding position to obtain good
impedance matching. DRAs also can be fed by CPW
lines [11, 12]. However, CPW fed structure without a
ground plane on the backside has a drawback that
decreases the antenna gain and efficiency due to
backside radiations. To overcome this drawback, a
grounded CPW (GCPW) structure can be used. The
GCPW structure has an additional ground plane on the
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bottom layer of the substrate to block the backside
radiations. Also, the ground plane can create an extra
image radiator to improve the gain of the DRA.

In this study, a wideband DRA excited by a GCPW
line with slot-CPW fed structure is proposed. The
designed DRA operates at the WLAN 5.5 GHz (5.15 —
5.85 GHz) band. The proposed DRA has characteristics
of wideband, high gain, and wide beamwidth. Details of
the proposed DRA design are described. Results of the
prototype are presented and discussed as well.
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Fig. 1. The geometry of proposed wideband GCPW fed
DRA: (a) top view and (b) side view.
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I1. ANTENNA DESIGN

Figure 1 shows the geometry of the proposed
wideband DRA. The full-wave EM simulator, HFSS
[13] is used to analyze the prototype of the DRA. The
proposed antenna is to be fabricated on an FR4 substrate
with a thickness (h) of 0.8 mm, dielectric constant of 4.4,
and loss tangent of 0.02. The square size of the DRA is
60.0 mm (W) by 60.0 mm. The shorting walls are applied
in the y-direction to block surface waves in the substrate.
W is the width of the central fed line. g is the gap
between the edge of the central fed line and the edge of
the ground plane on the top layer of the FR4 substrate.
The GCPW fed line becomes a closed circular loop line
at the end. The closed circular loop GCPW slot line
consists of a circular patch and a circular slot. They are
concentric. The radii of the outer and inner edge of the
circular slot are R1 and R2, respectively. The distance
from the center of the cylindrical dielectric resonator to
the center of the circular patch is d. This closed circular
loop GCPW slot excites a ring of magnetic current. The
magnetic current M can be determined by:

M=—AxE , 1)
where E is the electric fields between the edges of the
slot and fi is the direction normal to the plane of the fed
line. Figure 2 demonstrates the magnetic currents flow
along the closed circular loop GCPW slot. The magnetic
currents are obtained by HFSS at 5.7 GHz. The circular
loop magnetic current is equivalent an electric dipole
source, which then excites the cylindrical dielectric
resonator [2]. By properly adjusting the orientation of the
cylindrical dielectric resonator and dimensions of the
closed circular loop GCPW slot structure, the desired
hybrid HEM,,; mode can be excited. Meanwhile,

wideband impedance matching of the DRA can be
obtained [3]. The resonant frequency of dominant hybrid
HEM,,; mode can be determined by [14]:
_C 6324
" 2zRd & +2

0.27+0.36("9 )+ 0.02("y? | |
2Hd 2Hd

)
where ¢ is light speed in free space and ¢, is the
dielectric constant of resonator. To achieve wider
bandwidth, ¢, of resonator should be kept low. Hence,
we choose an available cylindrical dielectric resonator
with a height (Hd) of 4.2 mm, a radius (Rd) of 14.9 mm,
g, 0f9.8, and loss tangent of 0.01 applied in this antenna

design. The resonant frequency f_ of dominant HEM,

mode determined by (2) is 5.73 GHz, which is closed
to the center of the operating band. Simulated electric
and magnetic fields at 5.7 GHz are shown in Fig. 3. The
electric fields are more concentrated on the surface close
to the top of the cylindrical dielectric resonator while the

magnetic fields are more concentrated at the center of the
cylindrical dielectric resonator. The directions of electric
fields and magnetic fields are orthogonal each other,
which demonstrate the dielectric resonator operating
at the dominate HEM,,; mode. Here, HEM,, ; is the

lowest resonant frequency.
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Fig. 2. The magnetic currents flow along the closed
circular loop GCPW slot line. The magnetic currents are
obtained by HFSS EM simulator at 5.7 GHz.

Parametric study is performed to reveal the influence
of the magnitude of reflection coefficients (|S11|) by key
parameters, R1, R2, and d. Other dimensions are fixed
at values as shown in Table 1 when the parameter is
investigated. In Fig. 4 and Fig. 5, |[S11] is much sensitive
in the variation of R2 than that of R1 and d. The variation
of d slightly affects the |S11| as can be seen in Fig. 6.
Based on the results, when designing the proposed DRA,
we suggest firstly adjust the value of R2 to obtain
wideband impedance matching at the desired band. The
next step is to slightly adjust R1 and d to achieve better
|S11| performance of the DRA.

Detailed dimensions of the designed wideband DRA
are listed in Table 1 as well. A prototype has been
physically realized. Figure 7 shows the pictures of the
designed wideband DRA without and with the cylindrical
dielectric resonator.

Table 1: Dimensions of the proposed dielectric resonator
antenna (Unit: mm)

Parameter Size Parameter Size
W 60.0 R1 10.0
Wi 2.52 R2 6.5
g 1.0 d 4.0
h 0.8 Rd 14.9
Hd 42 Ws 12.0
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0 ' T ' more than 20 dB isolation from the peak. It indicates
s — Meoasured excellent linearly polarized radiation along the broadside
S ==+ Simulated R direction. Figure 11 shows the peak gains of the proposed
ol DRA. The measured peak gain is 3.64 dBi at 5.5 GHz
= and 4.77 dBi at 5.9 GHz. Measured radiation properties
S sl of the proposed DRA at 5.15, 5.5, and 5.85 GHz are
= summarized in Table 2. The DRA has high gain, wide
ﬁi,o I beamwidth, and good front-to-back (F/B) ratio. Based
on the results of reflection coefficients and radiation
25 properties, the designed DRA has good performance and

is suitable for operating at the WLAN 5.5 GHz band.

s 55

Frequency (GHz)

Fig. 8. The reflection coefficients of the proposed DRA.

A
(a)
Fig. 9. Simulated 3-D radiation gain patterns of the

proposed DRA at frequencies of: (a) 5.15 GHz, (b) 5.5
GHz, and (c) 5.85 GHz.

I11. RESULTS AND DISCUSSIONS

The prototype of the proposed wideband DRA
is measured by an Agilent’s N5230A vector network
analyzer (VNA) to obtain measured |S11|. The simulated
and measured |S11| of the proposed DRA are shown
together in Fig. 8. The simulated |S11| agrees with
the measured one. The measured -10 dB impedance
bandwidth is 1.6 GHz (28.57%, 4.8-6.4 GHz), which
covers the WLAN 5.5 GHz band and can be considered
a wideband impedance matching. Figure 9 shows
simulated 3-D radiation gain patterns of the proposed
DRA at frequencies of 5.15 GHz, 5.5 GHz, and 5.85
GHz. The gain patterns reveal broadside radiations. Gain
patterns are similar each other at the three frequencies
and near omnidirectional in the +z direction with small
back lobe levels. Measured radiation properties of the
proposed DRA are obtained by an MVG SG-24 antenna
measurement system. Figure 10 shows the normalized
far-field radiation patterns of the DRA in the y-z and
x-z planes at 5.15 GHz, 55 GHz, and 5.85 GHz,
respectively. The DRA has broadside radiations with
wide beamwidths. Good agreement between simulated
and measured radiation patterns is observed. It shows
the validity of the simulation. The measured 3 dB
beamwidths in the y-z plane are larger than those in the
x-z plane. The beamwidth is around 84 degrees in the
x-z plane at 5.5 GHz. Cross-polarized patterns show
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DRA. (a), (b), (c), and (d) at 5.15 GHz. (e), (f), (g), and
(h) at 5.5 GHz. (i), (j), (k), and (1) at 5.85 GHz.
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Fig. 11. The measured and simulated peak gains of the
proposed antenna.

Table 2: Measured radiation properties of the proposed
DRA at 5.15, 5.5, and 5.85 GHz

Frequency (GHz) 5.15 5.5 5.85
Gain (dBi) 3.26 3.64 4.24
Efficiency (%) 50.4 53.3 55.7

3 dB beamwidth in the
y-z plane (Deg.)

3 dB beamwidth in the
x-z plane (Deg.)

F/B ratio (dB)

124 130 138

84 84 102
20.08 | 20.67 | 21.34

V1. CONCLUSION

A wideband dielectric resonator antenna has
been designed in this study. The proposed DRA used a
closed circular loop GCPW slot line to excite the
cylindrical dielectric resonator. Numerical experiments
and measurements have shown the antenna’s good
characteristics. Antenna design and discussion have been
given. Results made on the proposed wideband dielectric
resonator antenna have shown a very promising
performance that can be practically and effectively
applied to WLAN communication systems.
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Abstract—Compact CPW-fed open end square loop
monopole antenna is presented. The antenna can harvest
ambient power at different radio frequencies of 1.8, 1.9, 2.4
and 5.2 GHz. The multi-band coplanar waveguide antenna
(MCPW) is designed and fabricated on a very thin and low-
profile substrate. The proposed antenna is used to measure
the ambient spectrum in two different places. One of them
is indoor and the other is outdoor, in order to see the effect
of the place on the proposed energy harvesting system. A
multi-band rectifier circuit is designed and integrated with
the proposed antenna. The maximum simulation efficiency
is 60.98% at 1.9 GHz and -1 dBm input power. The
maximum measured efficiency is 60.57% at 2.5 GHz and -1
dBm RF received power. Also, the proposed rectenna has
53.1% measured efficiency at 2.5 GHz and RF received
power of -5 dBm.

Keywords—Bandwidth, Coplanar waveguide antenna,
Energy Harvesting, RF (radio frequency), Matching circuit.

|. INTRODUCTION

The basic requirement for sustaining our life is the
energy, because it exists in each and every one of our
activities. The energy is required in household
applications, industrial applications, transportation,
electric power generation, and agriculture. In the near
future it will be hard to satisfy our requirements of the
energy, because increasing energy demand puts
restrictions on the current available energy sources. As a
result of that, searching for new sources specially the
renewable energy sources are a recent trend. The
renewable energy is the energy which can be extracted
from the natural sources and is not exhausted, such as
the sunlight, wind, flowing water. The conversion of this
wasted energy into a useful electricity is known as the
energy harvesting [1]. Ambient energy sources are
widely used as a clean energy source. The ambient
energy is one of the environment friendly energy
sources. It can be used for the production of electric
energy. Ambient energy sources use different energy
harvesting methods [2], such as mechanical, optic,
thermal energy extraction, and wireless energy
harvesting [3-5].

Wireless energy harvesting has proven to be one of
the most promising solutions because of its simplicity,
ease of implementation, and availability. The ability to

Submitted On: September 20, 2018
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harvest RF energy from ambient or dedicated sources
enables the wireless charging of low power devices.
The wireless energy harvesting system consists of three
main subsystems. The first one is the receiving antenna,
which is used to capture ambient radio frequency
energy which will be converted to DC power. The
second subsystem is the matching network between the
antenna and the rectifier. The third subsystem is the
rectification circuitry, which converts the input RF
power into DC output power. An output DC filter (post
rectification filter) is used to provide a DC to the load
by separating the high-frequency components from the
DC signal [6]. When the antenna is integrated with the
rectifier, the system is called rectenna [7].

A
v

i e

Fig. 1. The geometry of the proposed antenna.

In recent years the wireless technology became the
main subject for the rapid enormous changes in
frequency allocation, policies and procedures of
operations, and techniques to enhance the wireless
system performance. Many of wired systems are
converted into wireless, for example wired LAN is
converted into a wireless. As a result of that an
increased demand for multiple antennas covering
different wireless communication bands on the same
platform increased extremely. This makes the antenna
more important day by day, specially the multi-
bandwidth antenna. As a result of that a multiband and
broadband fractal patch antenna is presented in [8]. Four
different planar multi-band antennas are designed,
modeled, fabricated, and measured in [9]. A meandered
planar inverted-F antenna introduced in [10] for

1054-4887 © ACES
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LTE/GSM/UMTS multi band operation. In [11],
reconfigurable and multiband antenna is introduced for
wireless and radar applications. Printed inverted F-
antenna (PIFA) is a type of compact antenna. The design
of compact multiband and environmental isolation for
mobile phones is presented in [12] using planar
inverted-F antenna (PIFA).

This paper presents a multi bandwidth antenna with
a good response at 1.8 GHz, 1.9 GHz, 2.4 GHz and 5.2
GHz. The antenna consists of multi arm and each arm is
responsible for a specific resonant frequency. A multi
band rectifier circuit with high efficiency operating at
three frequencies of 1.8, 1.9, and 2.4 GHz is designed
for converting the received RF power into DC power.
The antenna is fabricated and measured. The ambient
RF spectrum is measured using the antenna. Then the
antenna is integrated with the rectifier and the rectenna
is measured. This paper is organized as follows. Section
Il presents antenna structure and geometry. The antenna
design is given in section Ill. Section IV introduces the
multiband rectifier circuit. The implementation and
measured results are given in section V, while
conclusion is presented in section V1.

Il. ANTENNA STRUCTURE AND GEOMETRY

The antenna is designed using thin and flexible
substrate of ROGERS (RO3003) with dielectric constant
&=3, dielectric loss tangent of 0.04 and thickness 130
um. The antenna is coplanar waveguide (CPW) fed. The
detailed structure of the antenna is shown in Fig. 1. The
antenna has area of LxW=60x40 mm?. Feeding line with
width of Wi=bmm and length of Ly=18 mm is used to feed
the antenna. The separation gap between the feeding line
and the ground plane is g=0.3 mm. The ground plane has
length of Lg=16 mm.

I1l. ANTENNA DESIGN

A. Design Steps Procedure

The design steps of the CPW antenna is shown in
Fig. 2. The first assumed design is indicated in Fig. 2 (a)
which consists of a one arm CPW antenna, the arm length
is L1=29 mm that gives one resonant band at 1.8 GHz.
Then another arm with length of L,= 22 mm has been
added to give resonance at 1.8 GHz, as shown in Fig. 2
(b). After that a third arm with length L3;=18.5 mm is
added between the previous two arms, which drive
resonance at 2.4 GHz.

Finally, a modified etched rectangular ground plane
with angle a = 45° is used to improve the impedance
matching at the higher bands specially 5.2 GHz. The final
design is shown in Fig. 2 (d). Fig. 3 indicates response of
the design steps of the multiband proposed antenna which
has the following impedance bandwidth (1.58-2.1 GHz),
(2.35-2.48 GHz) and (4.6-5.8 GHz) according to -6dB
reflection coefficient as a reference.
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B. Antenna Current Distribution and Radiation Pattern

The current distribution on the flexible multi-
bandwidth CPW fed antenna at frequencies of 1.8, 1.9,
2.4, and 5.2 GHz is shown in Fig. 4, which indicates that
each arm is responsible for a specific resonant frequency.
This means that the largest arm gives 1.8 GHz resonant
and the smallest arm gives 2.4 GHz resonant, as
mentioned before in the design antenna procedure. The
current distribution on the antenna at 5.2 GHz indicates
that the etched ground plane in a tapered shape improves
the antenna matching. The antenna radiation patterns at
different frequencies in E-plane and H-plane are shown in
Fig. 5. The antenna has a high gain at frequencies 1.8, 1.9,
and 5.2 GHz.

IV. MULTI BAND RECTIFIER CIRCUIT

A multi-band rectifier circuit is designed in order to
rectify the received RF power at three frequencies of 1.8,
1.9, and 2.4 GHz. The schematic diagram of proposed
circuit is shown in Fig. 6. The circuit consists of
matching circuit and rectifier circuit. The matching
circuit composites of short ended stub, 1 PF capacitor and
10 nH inductor. The rectifier circuit is a simple wave
rectifier which uses a single Schottky SMS7630 diode,
smoothing capacitor and load resistance. The SMS 7630
has a very low turn on voltage [13], which is suitable
with the low values of received ambient power. The
circuit is fabricated on low cost FR-4 substrate with
dielectric constant of 4.5, loss tangent =0.025, and
thickness of 0.8 mm. A comparison between simulated
and measured reflection coefficient variation with
frequency for the multi-band rectifier circuit is shown in
Fig. 7 which indicates that the circuit is matched at more
than one frequency. The rectifier efficiency can be
calculated using the output power from the circuit divided
by its corresponding RF input power. Equations (1) and
(2) are used to calculate the rectifier efficiency [14]. The
simulated rectifier efficiency variation versus different
levels of the input RF power at three different frequencies
of 1.8, 1.9, and 2.4 GHz is shown in Fig. 8 (a), which
indicates that the maximum efficiency for the circuit is
achieved at -1 dBm RF input power for the three
frequencies. Fig. 8 (b) introduces the effect of the load
value on the efficiency of the circuit. It can be seen that
the maximum efficiency is achieved at specific load value
which is approximately 550 Ohm for the three
frequencies:

— Pout(DC) (1)
Pinput (RF) '
V2
— o(DC) (2)
Dinput (RF)XR],

317



318

(@ (b) © ()

Fig. 2. Design steps of the antenna.

Fig. 4. The current distribution at 1.8GHz, 1.9GHz, 2.4GHz, and
5.2GHz.

— F=1.8GHz
------ F=1.9 GHz
== F=24GHz
--- F=52GHz

(a) E-plane
Fig. 5. The radiation pattern of the antenna in E-plane, and H-
plane at different frequencies 1.8, 1.9, 2.4, and 5.2 GHz.

(b) H-plane
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Fig. 6. Schematic diagram of multi-band rectifier circuit.
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Fig. 7. Simulation and measured reflection coefficient
variation versus frequency for the rectifier circuit.
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Fig. 8. Efficiency variation at frequencies of 1.8, 1.9, 2.4 GHz
versus different values of: (a) RF input power and (b) load
resistance.

V. IMPLEMENTATION AND MEASURED RESULTS

A. Antenna Fabrication and Spectrum Measurememt

The antenna is fabricated and tested. The fabricated
antenna photo is shown in Fig. 9 (a). A comparison
between the simulated and measured result for the
antenna reflection coefficient variation versus frequency
is indicated in Fig. 9 (b), which indicates a good
agreement between CST [15], HFSS [16], and measured
results.

A survey on the RF spectrum was done in order to
understand the conditions of the harvesting system in
Egypt RF spectrum. This survey is performed in two
places one of them is outdoor measurements in the street
and the other is indoor in our Electronics Research
Institute (ERI) buildings. The proposed antenna is used to



measure the ambient RF spectrum at frequency band of
1.5 to 3 GHz. The Agilent Technology N9918A is used
to measure the spectrum. Figure 10 shows a comparison
between both indoor and outdoor spectrum measurement.
It can be seen that the maximum peak for the indoor
received power is at 2.4 GHz which is the Wi-Fi band
and that is because in the Electronics Research Institute
there are many hotspots which provide RF waves at 2.4
GHz band. According to the outdoor measurement, the
value of the power at GSM 1800 band is the highest
value comparing to other bands, which means that there
was a GSM 1800 base station tower near to us during the
outdoor measurements. Also, it is noticed that the value
of the ambient RF power at Wi-Fi band is very low at the
street comparing to the indoor measurements in the ERI.
This is because the street in Egypt does not contain hot
spots so that there is no Wi-Fi 2.4 GHz transmitted power
outdoor and the Wi-Fi hotspots which is indoor are
transmitting a power within 10-100 meter. As a result of
that it is too hard to sense the Wi-Fi hotspots powers in
the streets in Cairo.

Reflection Coefficient (dB)

Measurement

-40
15 2

2.‘5 3 3:5 4 4.‘5 5 5:5 6
Frequency (GHz)
@ ) (b) )
Fig. 9. (a) Photo of fabricated antenna, and (b) Comparison
between simulated and measured results.

T T T T T T
20 = Indoor Measurement |
25 E = + Qutdoor Measurement

Ambient Received Power (dBm)

-65 T T
15 2.0 25 30

Frequency (GHz)

Fig. 10. Ambient RF received indoor and outdoor power by the
proposed antenna.
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B. System Integration and Measurement

The antenna is integrated with the multi-band
rectifier as shown in Fig. 11 (a), then the overall rectenna
is measured. The experimental setup for the measurement
system is shown in Fig. 11 (b). Anritsu MG3697C RF
signal generator is used to feed a wide band horn
antenna. Two antennas are used in the measurement
setup, the first one is connected with the N9918A
analyzer in order to measure the received power by the
antenna. The N9918A analyzer in this measurement setup
is operated as a spectrum analyzer to detect the received
RF power. Simultaneously to this the second antenna is
integrated with the matching circuit, voltage doubler and
the load resistance R.. The output of the rectenna system
is connected parallel to the Tektronix MD04104C
oscilloscope to see the output DC voltage signal. This
measurement setup is used each time and the results are
recorded at two frequencies of F1 =1.9 GHz, F»,=2.4, and
at different RF received power by the proposed antenna.
The measured rectenna efficiency variation versus RF
received power using 550 Ohm load resistance is shown
in Fig. 12 (a). The maximum efficiency is achieved at -1
dBm RF received power. Figure 12 (b) introduces the
efficiency variation versus frequency at different received
RF power of 5, -1, 05 dBm. It can be seen that the
proposed rectenna has a high and stable efficiency over
the frequency band of 1.8 to 2.7 GHz. Which includes
GSM 1800, and Wi-Fi 2.4 GHz. The maximum
efficiency is 60.57% at 2.5 GHz and RF received power
of -1 dBm.
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Hom antenna Oscilloscope
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Fig. 11. (a) Photo of antenna integrated with rectifier circuit,
and (b) the measurement system setup.
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Fig. 12. The measurement efficiency variation versus: (a) RF
received power and (b) frequency, R =550 Ohm.

VI. CONCLUSION

Multi bandwidth coplanar waveguide fed open
end square loop monopole antenna has been designed and
optimized using both CST and HFSS electromagnetic
packages. The detailed steps of the design were indicated.
The antenna was fabricated and measured. There is a
good agreement between the simulated and measured
results. A wide band rectifier circuit was designed using
highly sensitive SMS7630 Schottky diode. The rectifier
was fabricated and integrated with the proposed antenna.
The rectenna system was measured. The maximum
efficiency is achieved at 2.5 GHz, RF received power of -
1 dBm, and load resistance of 550 Ohm.
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Abstract—A Calderén preconditioner for a novel single-source
integral equation, which allows the simulation of high dielectric
contrasts and lossy conductors, is introduced. It is shown that
this preconditioner avoids breakdown when simulating scattering
problems including high permittivities. This is corroborated by
a numerical example of a receiving copper dipole antenna.

I. INTRODUCTION

In recent research, Calderén preconditioners (CPs) were de-
veloped to resolve dense mesh breakdown problems that occur
when solving boundary integral equations (BIEs). This precon-
ditioner is based on the self-regularization effect of the electric
field integral operator (EFIO) [1]. In [2], such a preconditioner
was developed for the Poggio-Miller-Chang-Harrington-Wu-
Tsai (PMCHWT) equation, resolving the dense mesh break-
down of this operator. However, for high dielectric contrasts,
this preconditioner is not able to stabilize the system ma-
trix [3]. Therefore, the accurate simulation of high contrasts
including lossy conductors still remains an active research
topic. In this contribution, a Calderén preconditioner for a
novel single-source equation is introduced that resolves dense
mesh breakdown at high dielectric contrasts. In Section II,
the theoretical framework and spectral analysis of this method
are described. These results are then validated by a numerical
example of a lossy dipole antenna in Section III.

II. THEORY

Assume a homogeneous object (characterized by ¢’, i’ and
k'), embedded in a homogeneous background medium (char-
acterized by €, p and k), as shown in Fig. 1 (a). An incident
time-harmonic (e/“! time dependence) electromagnetic field
(E™, H'") impinges on this object, generating a scattered field
(E*®¢, H*°). Consider next the equivalent situation in Fig. 1 (b),
where the material inside the object is replaced by that of
the external region. Furthermore, a magnetic virtual current m
residing on the boundary of the object is introduced. This
current, which is to be determined, must generate the same
scattered fields as in the original problem. After introduction
of the Poincaré-Steklov operator P, satisfying the property
P(—n x €) = n x h, and by imposing continuity of the
electromagnetic fields on the object boundary I', we find the
following single-source matrix equation:

K+43 -11 m [ u,x E™ 3
%— P —u, x E| —uanm o (

Submitted On: August 22, 2018
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(& )
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(a) Original problem

;(Em’ Hm)

Qea:t g,

B 7\/74(E]SC7 HSC)

Qemt €, b

(b) Equivalent problem

Fig. 1. In (a), a homogeneous object €2;;, is embedded in a homogeneous
background medium ¢z¢. Interaction of the incident field (E*™, H'™)
results in a scattered field (E°¢, H*). In (b), the object is filled with the
medium of Q¢q¢ and a surface current density m, generating (E*°¢, H*¢),
is introduced on I'.

with 7 and K the electric and magnetic field integral operator
of Qe [2], n = / /e the impedance of .,y, and u,, x E

the total tangential electric field on the boundary. Next, we
left multiply (1) with the following Calderén preconditioner:

1 0

[0 —77’7'] ) (2)
with ’ and 7" the impedance and the EFIO of ., respec-
tively. This results, after discretization, in:

M
{5
_ E;
= |yr-chyrmm] - ©
The vectors M and E; in (3) collect the coefficients after
expanding m and —u,, X E in Rao-Wilton-Glisson (RWG)
functions. Furthermore, 7 and H! are tested with rotated
RWG basis functions, while K, K’, E; and the Gramian
matrix GG are tested with rotated Buffa-Christiansen (BC) [4]
functions. T” is expanded and tested with BC and rotated BC
functions, respectively.

K+ 131G -G

~LT L (-GT)L T K+ 3G
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Fig. 2. Normalized voltage difference between the terminals of a copper
dipole antenna with axis along the z-axis, at a frequency of 100 MHz. The
antenna has a total length of \/2, a radius of \/100, a terminal gap of
A/150 and 2552 mesh elements. The incident wave is given by E'" =
(cos(0)uy — sin(f)u,)edk(sin(@)ztcos(9)2) (a5 depicted in the schematic
inset). The data are compared to the analytical approximation of a perfectly
conducting thin wire antenna.

The convergence time of the iterative solution of (3) depends
on the eigenvalue distribution of the system matrix [5]. It can
be proven [6] that the eigenvalue accumulation points of the
system matrix in (3) are given by:

1 1 /¢
Mi==%=4/2] 4
1,+ 9 9 5,, ()

+ == (5)

and

Ao+ =

If non-magnetic materials are assumed, one observes that
the accumulation points only tend to zero or infinity when
€ — 0 or ¢ -+ —1. Hence, in most practical engineering
situations such as antenna design, which includes modeling of
high dielectric contrast and conductive media, this formulation
is well-conditioned.

1II. EXAMPLE

As a numerical validation of the formulation in (3), we
consider a copper dipole antenna at a frequency of 100 MHz
(inset of Fig. 2). The antenna has a total length of \/2
and a radius of A\/100. The gap between the rods equals
A/150. In Fig. 2, the simulated voltage difference between
the terminals is shown as a function of the angle of incidence
of the incoming plane wave. This result is validated by the
analytical thin wire approximation. The open-circuit voltage of
the copper dipole shows a root mean square (rms) difference
of 0.3 % compared to this reference solution.

In Fig. 3, the number of iterations until convergence (rms
error < 10719) and the condition number of the system matrix
are given as a function of the number of unknowns for both
the method proposed in this paper and for the CP-PMCHWT
equation. On the one hand, it can be seen that the number
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