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Abstract ─ Microwave imaging of the human breast for 

detection of possible tumors is studied by applying the 

method of synthetic radar imaging using both simulation 

and theoretical results. The breast is modeled as a 

homogeneous medium having complex dielectric 

constant, while the tumor is modeled as a small spherical 

inhomogeneity. A flexible bow-tie antenna excited by a 

narrow-band pulse illuminates the breast and the 

reflected field is monitored as the antenna takes a 

number of discrete positions along the breast surface. 

The collected data is processed in a synthetic radar 

scheme to image the interior of the breast. Simulation 

results for tumor response are obtained and compared 

with theoretically obtained results. It is shown that a 

tumor of few millimeter radius, between 3 to 7 mm, can 

be detected and located with reasonable resolution. It is 

found that the tumor response increases with the tumor 

size at a given frequency band in an oscillatory fashion. 

 

Index Terms ─ Breast, microwave imaging, synthetic 

radar, tumor detection. 
 

I. INTRODUCTION 
Microwave imaging of the breast has been of 

primary interest for few decades. The main purpose is 

the detection of possible tumors in their early stages. The 

tumor detection is based on the clear contrast between 

the complex dielectric constant of the normal breast 

tissue and the tumor [1-4]. Unlike the X-ray 

mammography, which is currently the main method of 

tumor detection, the microwave imaging method enjoys 

the property of being a nonionizing source of radiation 

which minimizes the cumulative side-effects to healthy 

breast tissues and consequently provides safer scanning 

alternative. In addition, the X-ray mammography has the 

basic limitation of small contrast between the diseased 

and normal tissues density, while the microwave 

imaging method scans in-depth penetration of the breast 

tissues by applying low power and longer wavelength 

signals to provide more accurate breast modal at the 

regular scanning conditions [5-8, 32]. There are mainly 

two approaches for microwave imaging. In the first 

approach, the breast is illuminated and the scattered field 

is used in an inverse scattering algorithm to construct an 

image of the electrical properties of the breast tissues. 

However, this inverse problem is considered an ill-

conditioned nonlinear one and normally requires 

intensive computational work [9-11]. This is so due to 

the heterogeneous nature of the breast medium. 

However, some initial successful experimental results 

appear in [12-13]. The second approach is based on 

synthetic radar imaging that focus waves on small 

volume that is, in turn, scanned throughout the breast. 

This approach is also known as ‘Confocal Microwave 

imaging’. This method has been investigated by Hagness 

and his group [14-17], and by Fear et al. [18-21] who 

confirm the method by simulation and experiment. A 

more recent study presents a tomographic based 

microwave system and signal processing to extract the 

tumor information from the background information and 

then to reconstruct the image through confocal method 

[31]. However, no attempt is made to study the 

resolution power of tumor location and the dependence 

of reflection level on tumor size. 

In this paper, we introduce a parametric study of the 

resolution power of the confocal microwave imaging 

method. We intend to test the effectiveness of the 

synthetic radar approach for locating tumors using 

simple antenna driven by narrow band pulse. We also 

present results on the dependence of the reflection level 

on the tumor size. Both analytical and simulation results 

are obtained for assumed tumors of different size and 

location. We do so by modeling the breast and the 

illuminating antenna as illustrated in Section 2. 

Simulation results that include the resolution of tumor 

detection and the dependence of the reflected signal on 
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the tumor size are demonstrated in Section 3. In Section 

4, analytical derivation of the response of a spherical 

tumor is presented. The theoretical results are compared 

with those obtained by simulations and are followed by 

concluding remarks. 
 

II. THE BREST MODEL AND THE 

ANTENNA 
Two possible positions for the breast can be used 

during imaging: the supine position and the prone 

position. In the supine position the breast is oriented 

upwards and flattened out, while in the prone position 

the breast is oriented downwards [17]. Further, it is 

found that the supine position is more practical for 

measuring process. Therefore, in this paper, we focus our 

study in the paper on the supine position. The breast is 

then modeled as a rectangular box with upper surface 

coinciding with Z = 0 plane as shown in Fig. 1. The width 

of the breast is taken equal to 20 cm, and the sides are 

loaded with matched loads. The depth is assumed equal 

to 15 cm. The breast medium is assumed homogeneous 

with conductivity  (S/m) and relative permittivity r. A 

possible tumor of spherical shape with radius ‘a’ exists 

at a depth d, i.e., at Z = -d. The tumor has a contrasting 

conductivity s and relative permittivity rs. An antenna 

is placed with its phase center at the origin of (x,y,z) 

coordinate system and radiates in the breast medium. 

The planar antenna lies directly on the breast. A suitable 

thin layer is placed between the breast surface and the 

antenna. The material of the layer should electrically 

match the body so that no reflection occurs at the surface 

[17]. The center of the spherical tumor lies at (X = -L and 

Z = -d) as shown in Fig. 1. A rotated Cartesian coordinates 

(x,y,z) has origin at the sphere center. While the relative 

permittivity r of normal tissues is around 10, that of the 

tumor is around 50. There is also contrast between the 

conductivities, being about 0.15 S/m for normal tissue 

and 0.7 S/m for tumors [17]. The choice of a suitable 

antenna for breast cancer detection is very crucial matter. 

The antenna is required to be compact, wide band, low 

profile, light weight, and flexible enough to be placed 

directly on the breast. 

Recently, several antenna designs for breast cancer 

detection have been proposed including the dielectric 

resonator antenna [22-23], the stacked patch antenna 

[24], the wide slot UWB antenna [25], and the flexible 

bow-tie [26, 30]. All of these antennas meet the required 

traits of a breast cancer sensor. We have selected the 

flexible bow-tie antenna for our investigation since it has 

the smallest size and it is mechanically flexible to have a 

good contact with the breast. The antenna geometry and 

dimensions are chosen as in Fig. 2 and Table 1 to operate 

around the center frequency of 6 GHz. This frequency is 

chosen as a compromise between required depth of 

penetration in the tissues and the tumor location with 

acceptable resolution. The metal body of the bow-tie is 

printed on two thin flexible dielectric sheets as suggested 

in [26, 29] and is fed by a microstrip line as shown in 

Fig. 2. The total thickness of the two dielectric sheets 

equals 0.1287 mm. The dielectric sheet is 0.05 mm thick 

and has a relative permittivity of 4. A matching scheme 

is designed with the feed line as shown in Fig. 2. The 

resulting reflection loss |S11|, when the antenna is placed 

on a medium that resembles the breast electrical properties 

is given in Fig. 3. It is seen that a -10 dB reflection loss 

or more is secured in the frequency ranges 4.75-6.7 GHz. 
 

 
 

Fig. 1. Model of a spherical tumor of radius ‘a’ at depth 

d below the breast upper surface. The antenna lies on the 

surface at a lateral distance L from the tumor center. 
 

 
 

Fig. 2. Bow-tie antenna used for imaging. The antenna 

dimensions are given in Table 1. The antenna is placed 

on a medium with the breast-like permittivity. 

 

 
 

Fig. 3. The reflection |S11|, in dB, versus the frequency, 

in GHz, where the antenna is placed on a medium with 

the breast-like permittivity. 
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Table 1: Bow-tie antenna dimensions used for imaging 

Parameters Length in (mm) 

W1 36 

W2 23.2 

W3 18.72 

W4 6.96 

W5 0.65 

W6 0.51 

W7 7.2 

L1 6.12 

L2 4.03 

L3 2.48 

L4 1.53 

L5 2.57 

L6 5.74 

t1 0.23 

t2 0.24 

t3 0.34 
 

III. SIMULATION RESULTS 
The antenna is placed on the breast surface and is 

fed by a pulse that covers a bandwidth of 500 MHz 

around 6 GHz center frequency. The pulse shape in the 

time domain is shown in Fig. 4. The pulse bandwidth is 

less than 10% of the center frequency. Within this 

narrow bandwidth, the breast electrical parameters can 

be assumed constants and therefore, one can accurately 

compensate for the propagation effects in the breast. One 

can apply the pulse at different discrete center frequencies 

to obtain multi-frequency images for the tumor. 

The voltage waveform picked up by the antenna is 

monitored for, say, M different positions of the antenna 

as it is displaced along the X-axis. To remove the primary 

pulse and possible reflections from the skin layer of the 

breast, the average received waveform from the M 

positions is subtracted from each of the received 

waveforms. The resulting signals represent the scattered 

field from the tumor inhomogeneity at the M antenna 

positions. The next step is to process the M signals so as 

to synthetically focus the field at an arbitrary point 

within the breast. This leads to imaging the breast 

medium. In processing the M waveforms, we have to 

account for the variations of the antenna radiation pattern 

at the scanned points. 
 

 
 

Fig. 4. The feeding pulse shape in the time domain. 

The response obtained from a spherical tumor of 

radius 4 mm in the X-Z plane is shown is Fig. 5. The 

tumor is placed at X = 0 and Z = -d = -30 mm. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. Reflection response versus observing point on the 

x-z plane for 4 mm radius tumor: (a) 3-dimensional plot, 

and (b) contours of constant reflection. 

 

The breast is modeled as a block of width 200 mm, 

and depth of 100 mm. The response in Fig. 5 (a) is 

obtained for M = 17 positions of the antenna on the Z = 0 

plane with spacing of 8 mm between positions. The 

contours of constant response levels are shown in Fig.  

5 (b). Figures 6 (a), (b) show the same response as in Fig. 

5 (a), (b), except that the tumor radius is increased to  

6 mm. It is clear from both figures that there is a clear 

peak response at the exact position and depth of the 

tumor. The resolution may be determined by the region 

where the response is reduced to 50% of the peak value. 

For the 4 mm tumor, the resolution region covers 20 mm 

about the X position and about 15 mm in the Z-direction. 

This means that two tumors separated horizontally by 

less than 20 mm or vertically by 15 mm cannot be 

distinguished and will show as one tumor. It is 

interesting to study the reflection level as a function of 
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the tumor radius at a given depth. The normalized 

reflection response for different tumor sizes at 6 GHz 

center frequency is presented for d = 30 mm in Fig. 7. It 

is seen that the response increases with tumor size in an 

oscillatory fashion. There is a minimum response for 

tumor radii of 3 mm and 5 mm. These minima will move 

to other values of tumor radii if the center frequency 

changes. 
 

 
 (a) 

 
 (b) 
 

Fig. 6. Reflection response versus observing point on the 

x-z plane for 6 mm radius tumor: (a) 3-dimensional plot, 

and (b) contours of constant reflection. 
 

 
 

Fig. 7. Simulated reflection response vs. tumor radius 

(mm) at 6 GHz. 

IV. THEORETICAL ANALYSIS 
In this section we derive the scattered field from the 

tumor inhomogeneity. The antenna illuminates the tumor 

by an incident wave which is generally a spectrum of 

plane waves. However, we can assume that in the 

vicinity of the tumor whose dimensions are less than the 

applied wavelength, the incident wave is a single plane 

wave directed from the antenna phase center to the tumor 

center (in the z-direction). Adopting this assumption, we 

write the incident E and H field as: 

 
i jkz
x oE E e

cos ,jkr
oE e   (1) 

 
cos ,i jkro

y

E
H e 



  (2) 

where a time harmonic field dependence as 𝑒𝑥𝑝(𝑗𝜔𝑡) 

has been assumed with 𝑗 = √−1 and  the complex wave 

number 𝑘 = 𝜔√𝜇0𝜖0(𝜖𝑟 −
𝑗𝜎

𝜔𝜖0
). The radial coordinate r 

is measured from the sphere center, and  is the wave 

impedance in the breast medium. It is useful to obtain the 

radial fields in order to pursue the analysis to obtain the 

scattered fields in the spherical coordinate system 

(r,). In terms of the spherical wave functions, the 

incident radial E takes the form: 

 (1)cos ˆ(2 1) ( ) (cos )),i no
r n n

E
E j n J kr P

jkr






 
 


  (3) 

here 𝑗𝑛̂ (𝑘𝑟) is the spherical Bessel function as defined 

in [28], and 𝑃𝑛
(1)

(cos ) is the associated Legendre 

polynomial [27]. The radial E in (4) is also derivable 

from a magnetic vector potential Ar, so that, 

 𝐸𝑟
𝑖 = (𝑗𝜔𝜖)−1 ⌈

𝜕2

𝜕𝑟2 + 𝑘2⌉ 𝐴𝑟
𝑖 = (𝑗𝜔𝜖)−1  

𝑛(𝑛+1)

𝑟2  𝐴𝑟
𝑖 . 

Therefore: 

 
(1)

0

cos ( ) (cos ),i o
nr n n

n

E
A a J kr P 







   (4) 

where 𝑎𝑛 = 𝑗−𝑛(2𝑛 + 1)/(𝑛(𝑛 + 1)). Treating the radial 

magnetic field in the same way, we arrive at the incident 

electric vector potential Fr as [28]: 

 
(1)

0

sin ( ) (cos ).i o
nr n n

n

E
F a J kr P

k
 





   (5) 

The scattered fields have similar form except that 𝑗𝑛̂(𝑘𝑟) 

is replaced by the spherical Hankel function  𝐻̂𝑛(𝑘𝑟). 

The total external field to the sphere (incident + scattered) 

is given by: 

 

(1)

0

(1)

0

ˆcos ( ( ) ( ) (cos )

ˆsin ( ( ) ( ) (cos )

ex o
nr n n n n

n

ex o
nr n n n n

n

E
A a J kr b H kr P

E
F a J kr c H kr P

k

 


 









 

 




, (6) 

where bn and cn coefficients are, so far, unknown to be 

determined from the boundary conditions at the spherical 
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surface. The next step towards the determination of the 

fields everywhere is to write down the internal fields 

inside the spherical tumor, namely: 

 

(1)

1

(1)

1

cos ( ) (cos )

sin ( ) (cos )

in o
nr n s n

n

ex o
nr n s n

s n

E
A d J k r P

E
F e J k r P

k

 


 

















, (7) 

where again dn and en are unknown coefficients. Note 

that ks is the wave number in the spherical tumor. 

Namely, 𝑘𝑠 = 𝜔√𝜇0𝜖0(𝜖𝑟𝑠 −
𝑗𝜎𝑠

𝜔𝜖0
). 

Now, we are ready to apply the boundary conditions 

requiring the continuity of the  and  –field components 

at the spherical surface. This leads to the determination 

of the scattered field coefficients bn and cn as given in the 

Appendix. 

The scattered E component in the external region is 

given by: 

 𝐸𝜃
𝑆(𝑟, 𝜃) =

−𝐸𝑜

𝑘𝑟
𝑐𝑜𝑠∅ [

∑ 𝑐𝑛𝐻̂𝑛(𝑘𝑟)
𝑃𝑛

′ (𝑐𝑜𝑠𝜃)

𝑠𝑖𝑛𝜃

𝑁
𝑛=1

+𝑗𝑏𝑛𝐻̂𝑛
′ (𝑘𝑟)

𝜕𝑃𝑛
′ (𝑐𝑜𝑠𝜃)

𝜕𝜃

]. (8) 

The summation term is truncated after N terms, where N 

depends on the tumor size. Numerical calculations show 

that N = 5 gives acceptable convergence up to tumor 

radius of 7 mm at 6 GHz applied frequency. The 

scattered field at the transmitting antenna is equal to: 

𝐸𝜃(𝑟1, 𝜋) (−
𝑑

𝑟1
), where 𝑟1 = √𝑑2 + 𝐿2 and we have 

assumed that the antenna major polarization is along X’ 

direction. 

Next, signal processing is applied to realize focusing 

on the tumor for M positions of the antenna at L = i; 

i=0, 1, 2 … (M -1). The net signal for the M positions of 

the antenna is: 

 𝐸𝑡𝑜𝑡𝑎𝑙 = ∑  [𝐸𝜃(𝑟1, 𝜋) (−
𝑑

𝑟1
)]𝑀−1

𝑖=0  exp [+2𝑗𝑘𝑟1]. (9) 

As an example we plot (11) versus the tumor radius 

‘a’ in mm for an applied frequency of 6 GHz, and depth 

d = 30 mm in Fig. 8. The antenna is positioned in 17 

equidistant positions with spacing  = 10 mm. The field 

is normalized relative to the incident E. It is noted that 

the response tends to increase with the tumor radius, but 

in an oscillatory manner. The theoretical result is 

compared with simulation in the same figure, and it is 

seen that there is a reasonable agreement. We have to 

bear in mind that the theoretical curve is computed for a 

single applied frequency (6 GHz), while the simulation 

curve is done for a band of frequency (5.75 – 6.25 GHz). 

In order to study the effect of varying the applied 

frequency, the tumor response is plotted versus the 

frequency between 5-7.5 GHz at three different tumor 

radii in Fig. 9. It is seen that depending on the tumor 

radius, there is an optimum frequency for tumor detection. 

For example a tumor of 3 mm radius is not detectable at 

f~6.1 GHz while it is well detected at f~7.0 GHz. On the 

other hand, the optimum frequency for detecting a tumor 

of 6 mm radius is f~6.2 GHz. We thus conclude the 

importance of imaging the breast by several narrow band 

pulses of distinct center frequencies. 
 

 
 

Fig. 8. Simulation and theoretical normalized reflection 

response vs. tumor radius (mm) at 6 GHz. 

 

 
 

Fig. 9. Theoretical reflection response for three different 

tumor radii a = 3, 4, and 6 mm vs. center. 

 

V. CONCLUSION 
In this paper we have presented a study of 

microwave imaging of the human breast for possible 

tumor detection by applying the method of synthetic 

radar imaging. Both analytical and simulation results are 

presented for assumed tumors of different size and 

location. The breast is modeled as a homogeneous 

medium having complex dielectric constant, while the 

tumor is modeled as a small spherical inhomogeneity. 

The breast is illuminated by a microwave pulse of 

narrow bandwidth through a bow-tie antenna and the 

reflected field is monitored as the antenna is positioned 

at a number of discrete positions along the breast surface. 

Signal processing is applied to the collected data to focus 

the wave at different points to scan the whole breast. It 

has been demonstrated that a spherical tumor of few 

millimeter radius can be detected with reasonable 

resolution using a pulse of 6 GHz center frequency and 

0.5 GHz bandwidth. The response of a tumor generally 

increases with its size, but in an oscillatory manner. The 

simulation results are supported by analytical results 
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where a reasonably good agreement is observed. Our 

study also shows that the optimum frequencies for 

detecting tumors depend on the tumors’ radii. Finally, it 

is recommended that images should be taken at few 

distinct frequencies in the range 5-7 GHz in order to 

detect tumors of different sizes. 

 

VI. APPENDIX 
The coefficients bn and cn in (8) are obtained from 

the boundary conditions at the spherical surface r=a as: 

 
' 'ˆ ˆ/ [ ( ) ( )] / [ ( ) ( )],n nn n s ns n s nsb a R J ka J ka H ka R H ka     

 (A1) 

 
' 'ˆ ˆ ˆ ˆ/ [ ( ) ( )] / [ ( ) ( )],n n s ns n n s nsc a k R J ka J ka H ka k R H ka    

 (A2) 

where the dash on the Bessel and Hankel spherical 

functions denotes differentiation with respect to the 

argument, 

 𝜂̅𝑠 = 𝜂𝑠/𝜂, 𝑘𝑠
̅̅̅ =

𝑘𝑠

𝑘
, and 𝑅𝑛𝑠 = 𝐽𝑛

′̂ (𝑘𝑠𝑎)/𝐻𝑛
′̂ (𝑘𝑠𝑎). 
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Abstract ─ Two effective approaches to correct known 

positioning errors in a near-field – far-field (NF–FF) 

transformation with spherical scan for electrically long 

antennas are proposed and validated numerically and 

experimentally. They rely on a nonredundant sampling 

representation of the voltage acquired by the probe, 

obtained by assuming that the antenna under test is 

enclosed in a cylinder ended in two half-spheres. The 

former approach exploits the singular value decomposition 

method, to retrieve the NF data at the points fixed by the 

sampling representation from the acquired irregularly 

spaced ones, and can be used when the nonuniformly 

spaced samples lie on nonuniform parallels. The latter 

employs an iterative technique, which can be adopted 

even if such a hypothesis is not satisfied, but requires the 

existence of a one-to-one correspondence associating at 

each uniform sampling point, the nearest nonuniform 

one. Once the uniform samples have been recovered, the 

NF data needed by the classical spherical NF–FF 

transformation are efficiently evaluated via an optimal 

sampling interpolation algorithm. 

 

Index Terms ─ Antenna measurements, nonredundant 

sampling representations, probe positioning errors 

compensation, spherical near-field – far-field transformation. 
 

I. INTRODUCTION 
Among the techniques which allow the evaluation 

of the antenna far field from measurements performed in 

the near-field region, the near-field – far-field (NF–FF) 

transformation with spherical scanning is the most 

interesting one, due to its unique features to allow the full 

reconstruction of the radiation pattern and to avoid the 

errors related to the truncation of the measurement 

surface. Therefore, it has attracted a considerable 

attention in the last four decades [1-15]. In fact, the first 

work dealing with a NF–FF transformation with 

spherical scanning based on the spherical wave 

expansion (SWE) was the Ph.D. dissertation thesis of 

Jensen [1], published later in a more complete form in 

the paper [2], wherein a proper transmission formula for 

the probe correction was derived. An efficient fast 

Fourier transform scheme to evaluate the SWE 

coefficients of the antenna under test (AUT) was then 

developed by Wacker [3], that also proposed the use of a 

probe with a pattern azimuthal dependence of the first 

order. Further improvements in the numerical efficiency 

were achieved in [4,5]. A comprehensive book [6], 

which deals with the theoretical as well as practical 

aspects of the classical probe-compensated NF–FF 

transformation with spherical scanning, was published 

by Hansen. Alternative probe-corrected formulas were 

derived in [7,8] by expressing the probe output in terms 

of the spatial derivatives of the incident field. Recently, 

the probe correction has been generalized to higher-order 

probes [9,10], thus allowing the characterization of 

wideband antennas without changing the probe. 

The classical spherical NF–FF transformation [6] 

has been modified in [11], by taking into account  

the spatial bandlimitation properties of radiated 

electromagnetic (EM) fields [16]. In particular, the 

highest spherical wave to be considered has been fixed 

by these properties and the number of data on the 

parallels has resulted to be decreasing towards the poles. 

In this framework, the application of the nonredundant 

sampling representations of radiated EM fields [17,18] 

has allowed the development of effective NF–FF 

transformations with spherical scanning [11-14], which 

usually require a number of NF data remarkably lower 

than that needed by the classical one [6]. As a matter of 

fact, the NF data required by this last are accurately 

retrieved by interpolating a minimum set of 

measurements via optimal sampling interpolation (OSI) 

expansions. A remarkable measurement time saving  

can be so obtained making these nonredundant 

transformations more and more appealing, since today 

such a time is very much greater than the computational 

one needed to perform the transformation. This result 

relies on the fact that, according to the abovementioned 

representations, the EM fields radiated by antennas, 

enclosed in a convex domain bounded by a rotational 

surface Σ and observed on a surface M with the same 

rotational symmetry, can be very well approximated by 

spatially band-limited functions when a proper phase 
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factor is singled out from the field expression and proper 

parameterizations are adopted to describe M [17]. Since 

the voltage acquired by a nondirective probe has the 

same effective spatial bandwidth of the field radiated by 

the AUT, these representations can be applied to the 

voltage too. In particular, an elongated antenna has been 

considered as enclosed in a prolate ellipsoid [11,12] or 

in a rounded cylinder (a cylinder ended in two half-

spheres) [13,14], whereas an oblate ellipsoid [11,12] or 

a double bowl (a surface formed by two circular bowls 

with the same aperture diameter, but with bending radii 

which can be different for a better fitting of the AUT 

geometry) [13,14] have been employed to model a quasi-

planar antenna. 

An alternative sampling technique for reducing the 

needed NF data has been developed in [15]. It makes use 

of a proper decision threshold to adaptively concentrate 

the acquisition on the strongly changing NF regions, 

while skipping the sampling points from the smoothly 

varying ones. 

It must be stressed that the errors due to an imprecise 

control of the positioning systems and their finite 

resolution do not allow the exact placing of the probe at 

the points fixed by the sampling representation, even if 

their location can be accurately determined by optical 

devices. Therefore, it is very important to develop an 

effective algorithm for an accurate and stable 

reconstruction of the NF data needed by the NF–FF 

transformation from the irregularly spaced ones. To this 

end, an approach based on the conjugate gradient 

iteration method and exploiting the unequally spaced fast 

Fourier transform [19,20] has been developed for 

compensating the positioning errors in the classical  

NF–FF transformations with planar [21] and spherical 

[22] scannings. Unfortunately, such an approach is not 

tailored to the aforementioned nonredundant NF–FF 

transformations. A viable and convenient strategy [23] is 

to retrieve the uniform samples from the irregularly 

spaced (nonuniform) ones and then reconstruct the 

needed NF data via an accurate and stable OSI 

expansion. In this context, two different approaches have 

been proposed. The former is based on an iterative 

technique, which converges only if it is possible to build 

a biunique correspondence associating at each uniform 

sampling point the nearest nonuniform one, and has been 

applied to the reconstruction of the uniform samples in 

plane-rectangular [23], cylindrical and spherical grids 

[24]. The latter relies on the singular value decomposition 

(SVD) method, does not exhibit the above limitation and 

has been applied to the uniform samples reconstruction 

in planar [25,26] and cylindrical [27] geometries. It 

allows to exploit the data redundancy to increase the 

algorithm stability, but can be conveniently applied only 

if the uniform samples recovery can be reduced to the 

solution of two independent one-dimensional problems. 

At last, both the approaches have been applied and 

numerically compared in [28] with reference to the 

positioning errors compensation in the nonredundant 

spherical NF–FF transformation based on the prolate 

ellipsoidal AUT modelling. 

The aim of this paper is to validate numerically and 

experimentally the application of these two approaches 

to the NF–FF transformation with spherical scanning for 

long antennas [13] using the rounded cylinder modelling 

(Fig. 1). The experimental tests have been carried out in 

the Antenna Characterization Lab of the University of 

Salerno, provided with a roll over azimuth spherical NF 

facility supplied by MI Technologies. 

The nonredundant sampling representation on the 

scanning sphere for the voltage measured by the probe, 

obtained by modelling the AUT with a rounded cylinder, 

is summarized in Section 2. The two approaches to 

compensate known positioning errors are then presented 

in Section 3, and numerically and experimentally 

validated in Sections 4 and 5, respectively. Finally, the 

conclusions are drawn in Section 6. 

 

II. NONREDUNDANT SAMPLING 

REPRESENTATION ON A SPHERE 
Let us consider an electrically long AUT, enclosed 

in a convex domain D bounded by a surface Σ with 

rotational symmetry, a nondirective probe scanning a 

sphere of radius d in the antenna NF region, and adopt 

the spherical coordinate system 
  
(r,,)  for denoting an 

observation point P (Fig. 1). Since the voltage measured 

by this type of probe has the same effective spatial 

bandwidth of the field radiated by the AUT, the 

nonredundant representations of EM fields [17] can be 

applied to obtain an effective sampling representation of 

it. Accordingly, it is convenient to adopt an optimal 

parameter   to describe each of the curves C (meridians 

and parallels) representing the sphere and to introduce 

the “reduced voltage”: 

 
j ( )

( ) ( ) e ,V V
 

   (1) 

where ( )V   is the voltage 1V  or 2V  measured by the 

probe or by the rated probe, and ( )   is a proper phase 

function to be determined. The error, occurring when 

( )V   is approximated by a bandlimited function, becomes 

negligible as the bandwidth exceeds a critical value W  

[17] and can be effectively controlled by considering 

approximating functions with bandwidth ,'W  where 

' 1   is the enlargement bandwidth factor, slightly 

greater than unity for electrically large antennas. As 

shown in [13], an effective modelling for an elongated 

antenna is obtained by assuming a rounded cylinder as 

surface Σ enclosing it, namely, a cylinder of height   h'  

ended in two half-spheres of radius   a'  (see Figs. 1 and 

2). 
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Fig. 1. Spherical scanning for a long antenna. 

 

 
 

Fig. 2. Relevant to the rounded cylinder modelling. 
 

When considering a meridian, the bandwidth ,W  

the parameterization  and the corresponding phase 

function are [13,17]: 

 '/ 2W   , (2) 

   1 2 1 22 ''R R s s        , (3) 

   1 2 1 2
' ''R R s s        , (4) 

where is the wavenmumber, ' 2 ( ' )'h a    is the 

length of the intersection curve 'C  between the meridian 

plane through the observation point P and , 1,2R  are the 

distances from P to the two tangency points 1,2P  

between the cone of vertex at P and ',C  and 1,2's  are 

their curvilinear abscissae (see Fig. 2). The explicit 

expressions of 1,2R  and 1,2 ,'s  which change depending 

on the location of the points 1,2,P  have been determined 

in [13] and are reported below for reader’s convenience. 

In particular, three cases occur when varies in the 

angular range [0, ] (see Fig. 2). 

For 10 sin ( / ),'a d    it results: 

    
2 2 2

1 'sin cos / 2 ,'R d d h a      (5) 

 
 1 1

1 2 2
1

sin '/ 2 cos'
sin ,' '

'

a d R h d
s a

R a

    
  

 
 (6) 

 
 1 2

2 2 2
2

' sin '/ 2 cos
' 'sin ,

'

a d R h d
s a

R a

    
  

 
 (7) 

and 
  
R2  R1 . 

For 
  
sin1(a'/d)    sin1(a'/d) , 

  
R1  and 

  
s
1'  

are given by (5) and (6), while: 

    
2 2 2

2 'sin cos / 2 ,'R d d h a      (8) 

 1 2
2 2 2

2

sin ' / 2 cos'
' sin .' '

'

a d R h d
s h a

R a

            
 (9) 

Finally, when 
  
sin1(a'/d)     , 

  
R2  and 

  
s2'  

are again given by (8) and (9), whereas: 

    
2 2 2

1 'sin cos / 2 ,'R d d h a      (10) 

 1 1
1 2 2

1

sin / 2 cos''
' sin ,' '

'

R d a h d
s h a

R a

            
 (11) 

when C is a parallel, the phase function is constant and it 

is convenient to use the azimuthal angle  as parameter. 

The related bandwidth W  is given [13,17] by: 





2 2

2 2

''
max ( ) max ' '( ')

2 2

' '( ') ,

( ) ( )

( ) ( )

zz
W R R z z z

z z z


 

 

 

      

   

 (12) 

wherein sin ,d   ' ( )'z  is the equation of in 

cylindrical coordinates and the maximum is achieved 

[13] at: 

 

 

2

2 2

'/2

' '/2 '' 'sgn( ) /2
2 ( sin ) '/2

z z h

h z h az z z h
d z h

 

     
   


,(13) 

 
sgn()  being the sign function. 

According to the above results, the reduced voltage 

at P on the meridian at  can be efficiently reconstructed 

by means of the OSI expansion [13]: 

      
0

0 1

( ), , , , , , "

n q

n n

n n q

V V G N N       



  

  , (14) 

where  0 Int ,n     2q is the number of retained 

intermediate samples  , ,nV    i.e., the reduced voltages 

at the intersection points between the sampling parallels 

and the meridian passing through P: 

      ", , , , " ,n n N nNG N N D          , (15) 

 2 2 " 1 ;( )n n n N       '" Int 1 ,N N   (16) 

  ' Int 1'N W  ;   N  N" N ' ; 
 
  q , (17) 

 being an oversampling factor controlling the truncation 

error [17] and Int(x) denoting the integer part of x. In 

(15), 
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  
 

"

"sin (2 1) / 2
,

"(2 1) sin( / 2)
N

N
D

N










 (18) 

  
   

  

2 2

2

2cos / 2 cos / 2 1
, ,

2 cos / 2 1

N
N

N

T

T

 
 



  
 


 (19) 

are the Dirichlet and Tschebyscheff sampling functions 

[17], 
  
TN ( )

 
being the Tschebyscheff polynomial of 

degree N. The intermediate samples are given by [13]: 

     
0

0

,,

1

", , , , , ,

m p

m n n nn n m n

m m p

V V G M M      



  

  ,(20) 

wherein  0 Int / nm    , 2p is the retained samples 

number,  ,,n m nV    are the reduced voltage samples on 

the parallel fixed by 
 
n, and 

 , "2 (2 1)/ nm n nm m M      ;  '" Int 1n nM M  , (21) 

 
  
Mn'  Int *W (n)  1; 

  
Mn  Mn"Mn' , (22) 

 
  
* 1('1) sin(n) 

2/3
; 

 
  pn . (23) 

The accurate reconstruction of the voltages 
  
V1  and 

  
V2  at any point on the sphere can be then obtained by 

matching the OSI expansions (14) and (20). 

 

III. FROM NONUNIFORM TO UNIFORM 

SAMPLES 

Two different approaches to correct known 

positioning errors are presented in this section by 

highlighting their advantages and limitations. These 

approaches are then numerically and experimentally 

validated in Sections 4 and 5, respectively. 
 

A. The SVD-based approach 

Let us suppose that, apart the sample at the pole 

0,   the irregularly spaced samples lie on parallels not 

uniformly distributed on the scanning sphere, which 

represents a realistic hypothesis in a spherical NF 

facility, when the NF data are acquired by scanning 

along parallels as it is required to exploit the possibility 

to reduce the number of NF data on the noncentral 

parallels, offered by the previous nonredundant 

representation. In this case, the uniform samples 

recovery reduces to the solution of two independent one-

dimensional problems. 

The uniform "2 1kM   samples on a nonuniform 

parallel at ( )k   are recovered as follows. Given a 

sequence of "2 1kkJ M   nonuniform sampling points 

( , )jk   on such a parallel, the related reduced voltages 

( , )jkV    can be expressed in terms of the uniform ones 

by means of (20), thus getting a linear system which can 

be rewritten in the matrix form: 

 ,A x b  (24) 

where x is the vector of the unknown uniform samples 

,( , ),m kkV    b  is that of the known nonuniform ones 

( , )jkV   , and A  is a "(2 1)k kJ M   matrix, whose 

elements: 

   

  
ajm G j ,m,k,k , Mk, Mk

"  , (25) 

are the weight functions of the OSI expansion, where 

  
m,k  mk  2m(2Mk

"1) and 
 
k  pk. It is 

useful to note that, for a fixed row j, the elements 
 
ajm  

are zero if the index m is external to the range 

  
[m0(j )  p1, m0(j )  p] . The SVD method is then 

applied to get the best least square approximated solution 

of (24). After this step, the OSI expansion (20), where 

the samples ,( , )m kkV    take the role of the  ,,n m nV    

ones, is employed to determine the intermediate samples 

( , )kV    at the intersection points between the 

nonuniform parallels and the meridian through P. Since 

these samples are again irregularly spaced, the voltage at 

P can be found by first recovering the uniformly 

distributed intermediate samples  ,nV    again via 

SVD and then interpolating them by means of the OSI 

expansion (14). 

Both the distances between each nonuniform 

parallel and the related uniform one and those between 

the nonuniform sampling points and the associated 

uniform ones on the nonuniform parallels have been 

assumed less than one half of the corresponding uniform 

spacing to avoid a strong ill-conditioning of the related 

linear systems. 

It must be stressed that it is convenient to retrieve 

the same number 
 
N  of uniform samples on each 

nonuniform parallel to minimize the computational 

effort. In fact, in such a case, these samples are aligned 

along the meridians and, accordingly, the number of 

systems to be solved is minimum. Obviously, the number 

 
N  is that corresponding to the equator, wherein the 

azimuthal bandwidth 
 
W  attains its maximum value. 

Once the uniform samples have been determined, the 

data needed by the standard NF–FF transformation [6] 

can be evaluated by means of the OSI expansions (14) 

and (20), this last properly modified to account for the 

redundancy in . 

The SVD-based approach could be still used when 

the irregularly spaced samples no longer lie on parallels, 

but the dimension of the involved matrix would become 

very large, thus requiring a huge computational effort. 

Accordingly, in such a case, it is more convenient [28] 

to resort to the iterative technique, which will be 

described in the next subsection. 
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B. The iterative approach 

Let us now suppose that, save for the sample at the 

pole    0, all the others are irregularly spaced on the 

scanning sphere. Moreover, let us assume that the 

nonuniform samples distribution is such that it is 

possible to build a biunique correspondence between 

each uniform sampling point and the “nearest” 

nonuniform one. By expressing the reduced voltage at 

each nonuniform sampling point ,( , )j kk   as a function 

of the unknown values at the nearest uniform ones 

,( , )n m n   by means of the OSI expansions (14) and 

(20), we obtain: 

 
0

0

,

1

( , ) , , , , "

n q

j kk k n

n n q

V G N N    



  

   

    
0

0

,, ,

1

", , , , ,

m p

j km n nnm nn

m m p

V G M M    



  
 . (26) 

The resulting linear system can be rewritten in the 

form A x b , where b  is the vector of the known 

nonuniform samples ,( , ),jk kV    x is that of the unknown 

uniform ones ,( , ) ,n m nV    and A  is a sparse banded 

matrix of sizes ,Q Q  wherein Q  is the overall number 

of uniform/nonuniform samples. By splitting the matrix 

A  into its diagonal part DA  and nondiagonal one ,  

multiplying both members of the system by 1

D
A  and 

rearranging the terms, the following iterative procedure 

results: 

 
  
x

( )
 AD

1
b  AD

1
 x

(1)
 x

(0)
 AD

1
 x

(1)
, (27) 

  x
( )

 being the uniform samples vector estimated at the 

vth step. The necessary conditions for the convergence 

of the procedure are surely fulfulled in the assumed 

hypothesis on the nonuniform samples distribution. In 

fact, the modulus of each element on the principal 

diagonal of A  results to be not zero and greater than 

those of the other elements on the same row and column. 

In explicit form, Eq. (27) becomes: 

 ( )
,,n m nV      

    


1

G n,n, ,N, N" G m,n,m,n , ,Mn ,Mn" 
.  

 
00

0 0

,

1 1

( ) ( )

."( , ) , , , ,

i pq

nn m n

q i i p

n mi

V G N N    



     

  



 



   

    1( )
, , ,", , , , ,m n i iG M M V      




 . (28) 

Once the regularly spaced samples have been 

recovered, the NF data needed by the standard NF–FF 

transformation [6] can be determined via the OSI 

expansions (14) and (20). 

 

IV. SIMULATION RESULTS 

Some numerical results, which assess the 

effectiveness of the described approaches to correct 

known positioning errors in the NF–FF transformation 

with spherical scanning using the rounded cylinder 

modelling of the antenna, are shown in this section. The 

simulations, which complete the preliminary ones 

reported in [29], are relevant to a uniform planar array of 

elementary Huygens sources polarized along the z axis, 

spaced by  0.5  ( being the wavelength), which cover 

a zone in the plane y = 0, formed by a rectangle ended in 

two half-circles. The sizes of the rectangle are: 

  2a' 14  and   h'  40. The scanning sphere has radius 

  d  35  and an open-ended circular waveguide, having 

radius  0.338 , is chosen as probe. 

The first set of simulations (from Fig. 3 to Fig. 6) is 

relevant to the case of irregularly distributed samples 

lying on parallels nonuniformly spaced on the scan 

sphere, so that the reconstruction of the uniform samples 

can be split into the solution of two independent one-

dimensional problems. The nonuniform samples have 

been generated by imposing that the distances in  and  

between each nonuniform parallel and the related 

uniform one and those between the nonuniform sampling 

points and the associated uniform ones on the 

nonuniform parallels are random variables uniformly 

distributed in ( /2, /2)    and ( 2, 2)/ /k k   , 

which is a pessimistic hypothesis in an actual scanning 

system. Figures 3 and 4 show the reconstruction of the 

amplitude of the rotated probe voltage 
  
V2  on the 

meridians at  = 0° and = 90°, respectively. As can be 

seen, the reconstruction is everywhere accurate, thus 

assessing the accuracy of the approach. For 

completeness, the reconstruction of the phase of 
  
V2  on 

the meridian  = 90° is also reported in Fig. 5. To assess 

in a more quantitative way the algorithm performances, 

the mean-square errors in the reconstruction of the 

uniform samples of 
  
V2  have been evaluated. They are 

normalized to the voltage maximum value on the sphere 

and have been obtained by comparing the recovered and 

the exact uniform samples. Figure 6 shows these errors 

for 
 
 1.15, 1.20, 1.25, 

 
 ' 1.20  and p = q ranging 

from 2 to 12. Practical identical results, non-reported 

here to save space, have been obtained by applying the 

iterative algorithm to the same set of irregularly spaced 

NF data, which fulfils also its applicability conditions. 
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Fig. 3. Amplitude of 
  
V2  on the meridian at = 0°. Solid 

line: exact. Crosses: reconstructed from nonuniform 

samples via the SVD-based algorithm. 
 

 
 

Fig. 4. Amplitude of 
  
V2  on the meridian at  = 90°. Solid 

line: exact. Crosses: reconstructed from nonuniform 

samples via the SVD-based algorithm. 
 

 
 

Fig. 5. Phase of 
  
V2  on the meridian at = 90°. Solid 

line: exact. Crosses: reconstructed from nonuniform 

samples via the SVD-based algorithm. 

 
 

Fig. 6. Normalized mean-square errors in the reconstruction 

of the uniform samples of 
  
V2  via the SVD-based 

algorithm. 

 

The second set of numerical tests refers to the case 

of samples irregularly spaced on the sphere, which do not 

lie on parallels. In such a situation, it is more convenient, 

from the computational point of view, to employ the 

iterative algorithm, which requires the existence of a 

biunique correspondence between the uniform and 

nonuniform samples, that associates at each uniform 

sampling point the nearest irregular one. Therefore, the 

nonuniform samples have been generated in such a way 

that the displacements in  and  between each 

nonuniform sampling point and the corresponding 

uniform one are random variables uniformly distributed 

in 
 
( /3,  /3)  and 

  
(n /3, n/3) . To assess the 

effectiveness of the iterative algorithm, the normalized 

mean-square errors in the reconstruction of the uniform 

samples of 
  
V2  have been evaluated. They are shown in 

Table 1 as function of the number of iterations  and 

retained samples number p = q. As can be seen, these 

errors decrease on increasing  and p = q. Moreover, just 

few iterations are enough to ensure the convergence of 

the iterative scheme. 

Once the regularly spaced (uniform) samples have 

been retrieved by applying the SVD-based approach or 

the iterative one, depending on the considered 

nonuniform samples distribution, they have to be 

interpolated to reconstruct the NF data required by the 

classical spherical NF–FF transformation. Figures 7 and 

8 show the comparison between the exact far field 

patterns in the principal planes and those obtained from 

the former set of irregularly spaced samples via the 

SVD-based algorithm and from the latter by applying the 

iterative approach. As can be seen, a very good 

reconstruction results. 
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Table 1: Normalized mean-square errors in the reconstruction of the uniform samples of 
  
V2  versus the number of 

iterations and the retained samples number 

 
 

 
 

Fig. 7. H-plane pattern. Solid line: exact. Crosses: 

reconstructed from nonuniform samples (first set) via 

the SVD-based algorithm. Circles: reconstructed from 

nonuniform samples (second set) via the iterative 

approach. 

 

 
 

Fig. 8. E-plane pattern. Solid line: exact. Crosses: 

reconstructed from nonuniform samples (first set) via 

the SVD-based algorithm. Circles: reconstructed from 

nonuniform samples (second set) via the iterative 

approach. 

It must be stressed that the reconstructions would 

be severely compromised without using these 

positioning errors compensation techniques, see, for 

instance, Fig. 9, which shows the corresponding 

reconstructed E-plane pattern, obtained from the 

second set of irregularly spaced NF data without using 

the iterative approach. 

It can be interesting to compare the number of the 

used nonuniform NF data (19 489) with those (130 562) 

needed by the classical NF–FF transformation with 

spherical scanning [6]. 

 

 
 

Fig. 9. E-plane pattern. Solid line: exact. Circles: 

reconstructed from nonuniform samples (second set) 

without using the iterative approach. 

 

V. EXPERIMENTAL RESULTS 
The described techniques have been 

experimentally tested in the anechoic chamber of the 

Antenna Characterization Lab of the University of 

Salerno, wherein a roll ( axis) over azimuth ( axis) 

spherical NF facility, supplied by MI Technologies, is 

available. The chamber, 
 
8m5m4m  sized, is 

covered with pyramidal absorbers which ensure a wall 

reflectivity lower than –40 dB. The measurements are 
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carried out by means of a vector network analyzer. The 

reported experimental results refer to a X-band 

resonant slotted waveguide array made by PROCOM 

A/S, which works at 10.4 GHz and has been realized 

by cutting 12 round-ended slots on both the broad 

walls of a WR-90 rectangular waveguide and soldering 

two cylinders on its narrow walls (see Fig. 10). Such 

an antenna has been modelled by a rounded cylinder 

with   h' 28.27 cm,   a '  2.60 cm and mounted in such a 

way that the broad walls are parallel to the plane y = 0 

and its axis is coincident with the z one (Fig. 1). The 

probe voltages have been collected by an open-ended 

WR-90 waveguide on a sphere with radius d = 45.20 cm. 

The first set of figures (from Fig. 11 to Fig. 16) is 

relevant to the case of the irregularly spaced sampling 

points lying on parallels of the scanning sphere. The 

NF data have been collected in such a way that the 

distances between each nonuniform parallel and the 

related uniform one and between the nonuniform 

sampling points and the uniform ones on the 

nonuniform parallels are random variables uniformly 

distributed in 
 
(  /2,  /2)  and ( /2, /2)k k   , 

respectively. The amplitude and phase of the probe 

voltage 
  
V1  on the meridian at  = 0°, recovered via the 

SVD-based approach, are compared in Figs. 11 and 12 

with those directly measured on the same meridian. As 

can be seen, the reconstructions are very accurate, in 

spite of the severe values of the positioning errors. 

The overall effectiveness of the SVD-based 

technique is assessed by comparing the FF patterns in 

the principal planes E and H (Figs. 13 and 14) 

reconstructed from the nonuniform NF data with those 

(references) obtained from the NF data directly 

acquired on the classical spherical grid. In both the 

cases, the MI Technologies’ software MI-3000, 

implementing the classical spherical NF–FF 

transformation [6], has been used to obtain the FF 

reconstructions. The FF pattern reconstruction in the 

cut plane at  = 90° is then shown in Fig. 15. Also the 

FF reconstructions result to be very accurate, thus 

confirming the effectiveness of the approach. Practical 

identical results (non-reported for space saving) have 

been obtained by applying the iterative approach to the 

same set of nonuniform NF data, which satisfies also 

its applicability conditions. It is useful to note that the 

number of used samples is 836, remarkably less than 

that (5 100) required by the standard NF–FF 

transformation [6]. At last, the FF pattern in the cut 

plane at  = 90°, reconstructed from the collected 

irregularly spaced NF data without using the SVD-

based approach, is shown in Fig. 16. As can be seen, 

this FF reconstruction is severely compromised as 

compared with those achieved by using the proposed 

techniques, thus further confirming their capability to 

effectively compensate known positioning errors. The 

remaining figures (from Fig. 17 to Fig. 20) are relevant 

to the case of sampling points irregularly spaced on the 

sphere which do not lie on parallels and, therefore, 

only the iterative technique can be conveniently 

applied. The nonuniform samples have been acquired 

in such a way that the displacements in  and  

between the position of each nonuniform sample and 

that of the associated uniform one are random 

variables uniformly distributed in 
 
( /3,  /3)  and 

( /3, /3).n n    The amplitude and phase of the 

voltage 
  
V1  on the meridian at  = 0° recovered by 

using 10 iterations are compared in Figs. 17 and 18 

with those directly measured on the same meridian. It 

must be stressed that such a number of iterations 

ensures the convergence of the algorithm with very 

low errors. At last, the overall effectiveness of the 

iterative technique is confirmed by the E-plane and  

H-plane pattern reconstructions reported in Figs. 19 

and 20. 

 

 
 

Fig. 10. Photo of the X-band resonant slotted waveguide 

array. 

 

 
 

Fig. 11. Amplitude of 
  
V1  on the meridian at = 0°. 

Solid line: measured. Crosses: reconstructed from 

nonuniform NF data via the SVD-based algorithm. 
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Fig. 12. Phase of 
  
V1  on the meridian at  = 0°. Solid 

line: measured. Crosses: reconstructed from nonuniform 

NF data via the SVD-based algorithm. 

 

 
 

Fig. 13. E-plane ( = 90°) pattern. Solid line: 

reference. Crosses: reconstructed from nonuniform NF 

data via the SVD-based algorithm. 

 

 
 

Fig. 14. H-plane ( = 0°) pattern. Solid line: reference. 

Crosses: reconstructed from nonuniform NF data via 

the SVD-based algorithm. 

 

 
 

Fig. 15. FF pattern in the cut plane at  = 90°. Solid 

line: reference. Crosses: reconstructed from nonuniform 

NF data via the SVD-based algorithm. 

 

 
 

Fig. 16. FF pattern in the cut plane at  = 90°. Solid 

line: reference. Crosses: reconstructed from nonuniform 

NF data without using the SVD-based algorithm. 

 

 
 

Fig. 17. Amplitude of the voltage 
  
V1  on the meridian 

at  = 0°. Solid line: measured. Crosses: reconstructed 

from nonuniform NF data via the iterative algorithm. 
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Fig. 18. Phase of 
  
V1  on the meridian at  = 0°. Solid 

line: measured. Crosses: reconstructed from nonuniform 

NF data via the iterative algorithm. 

 

 
 

Fig. 19. E-plane (= 90°) pattern. Solid line: 

reference. Crosses: reconstructed from nonuniform NF 

data via the iterative algorithm. 

 

 
 

Fig. 20. H-plane ( = 0°) pattern. Solid line: reference. 

Crosses: reconstructed from nonuniform NF data via 

the iterative algorithm. 

 

VI. CONCLUSION 
In this paper, two different efficient techniques, 

which allow the correction of known positioning 

errors in the nonredundant spherical NF–FF 

transformation using the rounded cylinder modelling, 

have been presented. Both the techniques retrieve the 

nonredundant uniform NF samples at the points fixed 

by the sampling representation from the acquired 

irregularly distributed ones. Then, these retrieved 

samples are efficiently interpolated via an OSI 

algorithm to accurately reconstruct the NF data 

required to perform the classical spherical NF–FF 

transformation. In order to recover the uniform 

samples, the former technique makes use of the SVD 

method and can be profitably employed when the 

nonuniform samples lie on parallels, so that the 

uniform samples recovery can be reduced to the 

solution of two independent one-dimensional 

problems. The latter adopts an iterative scheme, which 

does not require the fulfillment of such a hypothesis, 

but can be applied only if there is a biunique 

correspondence between each uniform sampling point 

and the nearest nonuniform one. Some numerical and 

experimental results assessing the effectiveness of 

both the techniques, even in presence of large and 

pessimistic positioning errors in an actual scan, have 

been shown. 
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Abstract ─ The knowledge of the dielectric properties of 

materials, for the design of several components and 

circuits at high frequencies, is mandatory. In this paper, 

we present a simple method for the estimation of the 

dissipation factor (loss tangent) of dielectric materials 

based on the reflection measurement of a single microstrip 

line, which is applied to some common known materials, 

such as FR-4 and Rogers RO3010 laminates. The obtained 

results match well with the data on the literature for the 

considered materials. 

 

Index Terms ─ Dielectric characterization, loss factor 

estimation, microwaves, permittivity estimation. 
 

I. INTRODUCTION 
Adaptability and integration of electronic systems is 

a major concern for current design engineers. In order to 

promote these, even at high frequencies, new solutions 

are constantly being proposed. One of those, is the use of 

alternative substrate materials [1,2]. 

Common substrates, used for the design of antennas 

and circuits for RF applications, can be replaced by other 

materials, that are, most of the times, easily available and 

preferably less expensive and ecofriendly; like plastic, 

fabrics, paper, or ceramics. 

A very clear example is RFID (radio frequency 

identification) which is responsible for an increased 

diversity of the electronics printing techniques. It’s being 

extensively used in many different kinds of applications 

and is one of the most promising bets for the development 

of the Internet of Things concept [3]. RFID systems 

operating in the HF (high frequency) band have been 

designed upon paper and plastic surfaces for mass 

production and implementation at the lowest costs 

possible. However, this has been done due to the low 

frequency of operation and simplicity of the system 

design. When the application envisioned is operating at 

UHF (ultra high frequency) or microwave frequencies 

there are more limitations and constraints to consider 

when designing the system. 

According to [4], printed antennas and transmission 

lines have dimensions directly related to the wavelength, 

and hence the frequency of the desired system. The 

wavelength is dependent on the permittivity and 

permeability of the propagation medium. Therefore, in 

order to efficiently design a printed antenna or RF 

circuit, the electrical properties: relative permittivity (εr); 

relative permeability (μr); and the dissipation factor, also 

known as loss tangent (tan δ), of the substrate must be 

known. 

The information regarding these parameters is 

commonly found on the laminate’s datasheets, but this 

does not happen for common materials not intended for 

electronic applications (e.g., fabrics, ceramics, paper, or 

plastic). So when designing RF circuitry using such 

materials, characterization in terms of permittivity and 

losses must be performed. In many cases, the substrates 

are dielectric non-magnetic materials; therefore, the 

relative permeability is unitary. 

Permittivity and loss estimation is an old research 

subject and there’s extensive literature regarding several 

methods to characterize different kinds of materials that 

can be found in reviews [5], application notes [6] and 

books [7]. In many of these methods, specific equipment 

is required, and might not be available in every lab. 

The simplest methods available that allow the 

estimation of the permittivity, require the measurement 

of the scattering parameters of microstrip lines, such as 

presented in [8,9]. In these proposals, the dielectric under 

test is used as the substrate for the microstrip lines. Two 

different lines, with different lengths are required, for 

which the exact lengths and widths must be known with 

high precision. Other possibility is presented in [10], 

using a similar approach based on two lines with 

different lengths, but in which the material under test is 

placed above the lines, as a superstrate. 
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In this paper, we propose a method that only 

requires a single measurement of the reflection 

coefficient of an open-ended microstrip line, for the 

estimation of the permittivity and dissipation factor of 

the line substrate. The dissipation factor estimation 

proposed is the actual novelty. It is shown, that the 

proposed method can achieve better estimations when 

compared to other common methods, and does not 

require any prior knowledge of the conductivity, or other 

sources of losses, in the line. Since the permittivity is 

required for the calculation of the dissipation factor, we 

show the steps based on transmission line theory and 

microstrip line theory that allow the estimation of its 

value. 

This paper is organized as follows. In the following 

section we present the steps for the permittivity and loss 

estimation based on reflection of microstrip lines 

method. In Section III we explain the experimental setup 

and present the results for permittivity and loss tangent 

obtained through measurements of different dielectric 

samples; namely, FR-4, Plastic and a Rogers RT5880. 

Finally, Section IV contains the uncertainty analysis of 

the proposed method, and Section V presents the 

conclusions.Z 
 

II. PERMITTIVITY AND DISSIPATION 

FACTOR ESTIMATION: THEORY 
Microstrip lines are simpler to design and fabricate 

when compared to coplanar or striplines. Especially if 

we consider creating such lines in a material that doesn’t 

have electrodeposited conductors and where such 

processes are very hard and costly to apply. 

As mentioned in the previous section, there are other 

approaches to characterize dielectric materials that can 

be made with microstrip lines. However, it requires the 

development of two lines, with different lengths, in 

which, the lengths, width and the height of the substrate 

must be known with high precision. Any error present in 

this dimensions can lead to large errors in the 

permittivity estimation. Especially an error in the width 

of the lines or in the length difference between them. By 

using a single microstrip line we avoid this sources of 

errors.  

In order to determine the dissipation factor of a 

given material, its permittivity value is needed. Therefore, 

if not accessible in references, one must first assess its 

value. In the following subsection we describe a way to 

calculate it based on the measurement of a single 

microstrip line. It is derived from the known transmission 

line and microstrip line theory. In Subsection B, we 

present the techniques to determine the dissipation factor 

along with our novel approach. 
 

A. Permittivity estimation with a microstrip line 

If we terminate a transmission line with an open-

circuit (ZL=∞) then, according to [4], the impedance 

seen at the entrance of the line along l is: 
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being Z0 the characteristic impedance of the line and 𝛼 
and 𝛽 the propagation attenuation and phase constant. 

Considering β = 2π/λ and l = λr/2, where λr is the 

wavelength at the line resonance, then we have βl = πf/fr. 

If we replace this into (1), separate the real from the 

imaginary part, and consider the input impedance at one 

fourth of the resonant frequency (βl = π/4), then (1) 

becomes: 
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If we assume the losses are positive (which is correct 

for the majority of materials), and considering Zin = R−jX, 

we can say: 
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This process to determine the characteristic 

impedance of the line is rather simple, since we just have 

to measure the input impedance of the line at one fourth 

of the first resonant frequency, which can be done simply 

with a network analyzer. With that impedance value we 

can calculate (3a) and then determine the characteristic 

impedance with (3b). 

With the knowledge of the characteristic impedance 

of the line we can relate it to the effective permittivity of 

the substrate. For a microstrip line, according to [11], we 

have: 
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where (4a) should be used when 𝑊 ℎ⁄ ≤ 1, and (4b) 

when otherwise. Being W the width of the microstrip line 

and h the height of the substrate. These can be solved for 

the relative permittivity of the substrate as: 
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B. Dissipation factor estimation with a microstrip line 

The dissipation factor, also known as loss tangent 

(tan δ), of a dielectric material in a microstrip line 
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substrate, can be related, according to [4], to the 

attenuation of the dielectric material ( d ) as: 

 
( 1)

tan .
( 1)

d eff r

r eff

c

f
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
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The total attenuation applied to the propagation is 

characterized by the sum of the dielectric, conductor, 

radiation and leakage losses. In order to determine the 

losses from the dielectric the total loss and the 

contribution from each of the other sources must be 

known. The total attenuation can be determined from the 

input impedance measurement as shown in (3a) or by: 

 
ln( )

,
T

l
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where T is the transmission parameter which is 

determined according to the NRW (Nicolson-Ross-Wier) 

method [12,13]. The conductor losses can be calculated 

using empiric closed form expressions as shown in [14]. 

However, these expressions are empirical, meaning 

they’re dissociated from what actually is being measured 

and are frequency independent. Since the losses from the 

dielectric change with frequency, a small error in the 

calculation of the conductor losses can lead to a large 

error in the overall result. Besides, it is very hard to 

account the contribution from radiation and leakage 

losses. Even though leakage can be negligible and 

radiation is more significant for high microwave and/or 

millimeter wave frequencies. Therefore, we developed 

an iterative method to calculate the dissipation factors 

that does not require knowledge of the radiation, 

conductor or leakage losses and still provides reasonable 

estimations. 

Considering a lossless line, with perfect conductors 

and a lossless substrate, terminated in an open circuit, 

then the input impedance measured at the resonant 

frequency of the line is infinite. However, when 

considering the losses, either from the conductor or 

dielectric, the input impedance decreases as the losses 

rise. 

Using ADS Momentum EM simulator, we designed 

several lines with different lengths and widths and 

changed the characteristics of the substrate material. 

Some of the simulated lines and the corresponding 

impedance values obtained are presented in Table 1. 

Where zin is the normalized input impedance, at the 

resonant frequency, when considering perfect conductors 

(the only source of considerable loss is from the 

dielectric). While zc is the normalized input impedance, 

considering also the conductor losses. 

It is noticeable from the presented values, that there 

is a decrease in the input impedance as the losses 

increase. Besides, there is a direct proportionality 

between the characteristic impedance of the lines and the 

input impedance at resonance. We can see this tendency 

in Fig. 1, where the variation of the characteristic 

impedance of several lines with their input impedance at 

resonance, considering tan δ = 0.01, is depicted. Moreover, 

it is also shown a possible linearization of this relation, 

as: 

 
01.95 27.4,inz Z   (8) 

and since the loss tangent is inversely proportional to this 

input impedance, we reach: 

 00.0195 0.274
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This expressions can give a first estimation of the 

loss tangent. However, it only takes into account the 

dielectric loss. In order to consider the remaining sources 

of losses in the microstrip line, for the correct calculation 

of the dissipation factor, we consider a normalized 

impedance zm that tends towards zin as the conductivity 

increases, which can be also devised by the results on 

Table 1. We approximate this relationship according to 

expression (10): 
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So by knowing the characteristic impedance of the 

line, the width of the line and the factors K and τ, one can 

determine an equivalent input impedance zm and then 

determine a more accurate estimation of the loss tangent 

with (9) by replacing zin with zm. To reach the correct 

factors K and τ, we can rearrange (10) in order to get a 

relation between K, τ and Z0W, being W expressed in 

millimeters, as: 

 0 ln 1 ln ,m

in

z
Z W K

z
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since zm is the input impedance considering all the losses, 

which will tend towards zin as the conductivity increases, 

one can calculate the K and τ factors for different loss 

tangents and different conductivity values. By doing so, 

we reached the values presented in Table 2. 
 

 
 

Fig. 1. Relation between the characteristic impedance of 

microstrip lines and the input impedance at resonance for 

perfect conductor lines. 
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Table 1: Input impedance of microstrip line simulations 

using ADS Momentum for different substrate materials 

Line 

Properties 
tan δ zin (Ω) σ (S/m) zc (Ω) 

Line 1 

 

Z0 = 11.53 

W = 2 mm 

h = 0.1 mm 

εr = 2 

0.01 15.55 

1.0E6 3.03 

10.0E6 5.87 

60.0E6 9.01 

0.03 5.15 

1.0E6 2.20 

10.0E6 3.35 

60.0E6 4.17 

0.05 3.07 

1.0E6 1.73 

10.0E6 2.34 

60.0E6 2.70 

Line 2 

 

Z0 = 53.23 

W = 1 mm 

h = 1 mm 

εr = 8 

0.01 72.77 

1.0E6 30.43 

10.0E6 46.99 

60.0E6 58.28 

0.03 24.20 

1.0E6 16.62 

10.0E6 20.51 

60.0E6 22.42 

0.05 14.49 

1.0E6 11.42 

10.0E6 13.10 

60.0E6 13.84 

Line 3 

 

Z0 = 70.18 

W = 2 mm 

h = 1 mm 

εr = 1.8 

0.01 110.94 

1.0E6 60.39 

10.0E6 47.28 

60.0E6 48.91 

0.03 36.77 

1.0E6 28.50 

10.0E6 33.09 

60.0E6 35.08 

0.05 21.93 

1.0E6 18.94 

10.0E6 20.67 

60.0E6 21.38 

Line 4 

 

Z0 = 

148.13 

W = 1 mm 

h = 3 mm 

εr = 2 

0.01 254.03 

1.0E6 137.74 

10.0E6 190.75 

60.0E6 221.63 

0.03 84.09 

1.0E6 65.18 

10.0E6 75.63 

60.0E6 80.19 

0.05 50.29 

1.0E6 43.29 

10.0E6 47.28 

60.0E6 48.91 

 

Table 2: Calculated K and τ factors for different simulated 

microstrip lines 

tan δ σ (MS/m) 𝜏 K 

0.01 

1.0 210.63 0.858 

10.0 141.62 0.673 

60.0 118.54 0.426 

0.03 

1.0 139.59 0.600 

10.0 114.82 0.349 

60.0 105.18 0.185 

0.05 

1.0 125.45 0.436 

10.0 109.28 0.228 

60.0 103.62 0.114 

 

According to these values, we can see that there is 

an inverse linear relation of K and 𝜏 with the square root 

of the conductivity as depicted in Figs. 2 and 3. 

Based on these results, we can write K and 𝜏 in the 

form: 

 ,K
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where σa is an educated guess of the conductivity value 

and the factors 𝑎𝜏, 𝑎𝐾 , 𝑏𝜏 and 𝑏𝐾 , are obtained from a 

linearization that relates to the loss tangent as follows: 

 2.105tan 0.475,Ka     (12a) 

 
0.0644

0.203,
tan

Kb


   (12b) 

 1991.0 tan 115.6,a     (12c) 

 
1.097

95.53,
tan

b


   (12d) 

Since these factors depend on the loss tangent itself, 

we need an iterative method in order to solve this 

problem. 

The algorithm is described as follows: We start by 

calculating a first approximation to the loss tangent with 

(9), after that we can calculate the K and 𝜏 factors that 

allow the calculation of (10). Using that new estimated 

impedance we can recalculate the loss tangent with (9), 

by replacing 𝑧𝑖𝑛with 𝑧𝑚. 

A good approximation for the loss factor is achieved 

usually after four iterations. The convergence graphic is 

shown in Fig. 4. 

A comparison about the estimation of the loss 

tangent with three different methods is shown in Fig. 5. 

These results are obtained from simulation for dielectrics 

with different losses (0.01, 0.02 and 0.005). 
 

 
 

Fig. 2. Relation between the 𝜏 coefficient and the 

conductivity of the line conductors for different loss 

tangent values. 
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Fig. 3. Relation between the 𝐾 coefficient and the 

conductivity of the line conductors for different loss 

tangent values. 

 

 
 

Fig. 4. Convergence of the dissipation factor determination 

method with the number of iterations, for different 

conductivities and dielectrics losses. 

 

 
 

Fig. 5. Loss tangent determination for different loss 

dielectrics with NRW method, approximation (3a) and 

the iterative method. 

From the results in Fig. 4 we can see that, 

independently of the loss tangent or the conductivity 

losses, the method converges for a very reasonable value 

after the fourth iteration. Moreover, even for very 

different conductor loss values, the method converges 

for a very approximate dielectric loss; therefore, 

showcasing low dependence on this parameter. This 

means that even if the conductivity value is not precise, 

one can reach accurate dielectric loss values. 

It is clear, from the results depicted in Fig. 5, that the 

iterative method proposed leads to better estimations of 

the loss tangent, independently of the dielectric or 

conductor losses, when compared to other estimation 

methods. 

 

III. PERMITTIVITY AND DISSIPATION 

FACTOR ESTIMATION: MEASUREMENTS 
To ensure the accuracy of the results obtained by 

applying the previously described expressions, we tried 

to characterize three different dielectric substrates, from 

low to higher permittivity and different losses. The three 

dielectrics used are presented in Fig. 6. 

 

 
 

Fig. 6. Picture of the transmission lines tested. From left 

to right: Rogers RT6010 substrate, FR-4 substrate and 

LDPE (low density polyethylene) substrate. 

 

There is no special considerations to take for the 

microstrip line dimensions. However, one thing to keep 

in mind which might help to achieve better results, is to 

have a ratio of the width of the line (W) to the height of 

the substrate (h) such that avoids being in the border 

intervals as referenced for the calculations of (4). 

As we can see from Table 3, we used different ratios 

for the line, so that the calculations would fall into the 

different intervals for each. 

The microstrip lines on the Rogers and the FR-4 

substrates were etched traditionally, using a milling 

process. For the plastic, since these had no conductor 

electrodeposited in it, we used copper tape for the 

conductive parts of the lines. 
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Table 3: Dielectric substrate samples physical dimensions 

Material 
L 

(cm) 

H 

(mm) 

W 

(mm) 

Ws 

(mm) 

FR-4 3.96 1.59 0.8 18 

Rogers RT6010 4.42 0.635 1.0 26 

LDPE 4.60 1.00 1.16 31 

 

The first step to extract the permittivity is therefore 

to measure the input impedance of the line with an open 

circuit in the end. Ensuring that the line is ended in an 

open circuit is important, connecting an open circuit load 

from the VNA calibration kit is a way to ensure it. 

Leaving an open terminated line or an SMA connector 

does not guarantee an open circuit for the frequency band 

in consideration, which leads to errors in the loss 

determination. 

To calculate the permittivity of the considered lines 

first we need to measure the characteristic impedance of 

the line, which is the real part of the measured the input 

impedance at one fourth of the resonant frequency. With 

the input impedance value we can use expression (3) in 

order to calculate the characteristic impedance of the 

line. With the characteristic impedance of the lines we 

use expression (4) to extract εeff. In order to obtain better 

results we can consider the effective width of the lines 

(We), as described in [11]. With the effective permittivity 

we can then calculate the relative permittivity of the 

substrate with (5). 

As for the loss tangent determination the iterative 

method as described in the previous section should be 

used. The method stops when the variation of the value 

between iterations is very small or when you reach a 

negative value, in which case, the current and previous 

values should be discarded and second to last value 

obtained is the one considered the closest to the loss 

tangent of the dielectric under test. 

The results obtained for the considered lines based 

on the measurements and calculations described, yield 

the results presented in Table 4. 

 

Table 4: Estimated values of the three sample dielectric 

slabs based on the proposed method and reference values 

from literature 

Sample Z0 

(Ω) 

εr Ref. 

εr 

tan δ Ref. 

tan δ 

FR-4 93.3 4.29 
4.30 – 

4.70 
0.018 0.025 

Rogers 

RT6010 
36.9 10.15 10.20 0.003 0.0023 

LDPE 84.8 2.30 
2.20 – 

2.35 
0.07 0.001 

 

Comparing the obtained values for the permittivity  

and the dissipation factor with the reported values in the 

materials datasheets we can see a good agreement. 

However, these values are only relative references since 

the frequencies and methods used to characterize such 

materials differ. Besides, it is known, as stated earlier, 

that these parameters are dependent on frequency and 

temperature. Therefore, it is expected to observe some 

differences regarding the estimated values. 

 

IV. UNCERTAINTY ANALYSIS 
Although the results reported in the previous section 

match closely with reported values in the materials 

datasheets, the reliability of the characterization method 

must be assessed. In order to do so, we did a set of 

measurements to the same microstrip lines and verified 

the error and variation obtained for the permittivity and 

the loss tangent. 

Every measurement is susceptible to errors and 

therefore it is important to assess the sources of possible 

mismatches than can occur during measurement that lead 

to errors in the results. The method proposed here has a 

few sources which can introduce errors. Those are the 

measurement of the physical dimensions of the microstrip 

line, the error occurring from the uncertainty of the 

VNA, the use of SMA connectors or a test fixture for 

transmission lines and the added losses from corrosion 

of the material.  

The contribution of some of these sources of error 

are nearly impossible to separate from the others; 

therefore, in this section we show the results obtained 

from several measurements performed to the microstrip 

lines and analyze the variations of each main parameter 

that occur in order to certify the robustness of the method. 

It is depicted in Figs. 7 and 8 the probability 

functions, obtained from the measurements of the three 

dielectric samples, for the permittivity and loss tangents. 

 

 
 

Fig. 7. Probability function of the microstrip lines 

substrate permittivity (εr). 
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Fig. 8. Probability function of the microstrip lines 

substrate loss tangent (tan δ). 

 

The uncertainty is characterized by the standard 

deviation observed in a probability function obtained 

from a large set of measurements performed under the 

same conditions. Table 5 resumes the mean values and 

uncertainty values obtained for the different parameters 

for each of the dielectric slabs. 

 

Table 5: Mean values and uncertainty obtained in the 

measurement of the different dielectric sample materials 

Sample f0 (MHz) Z0 (Ω) εr tan δ 

FR-4 
X̅ 1453 93.32 4.32 0.019 

U̅ 6.91 1.13 0.12 0.002 

Rogers 

RT3010 

X̅ 1152 36.89 10.16 0.003 

U̅ 65.4 0.48 0.28 0.002 

LDPE 
X̅ 1344 84.80 2.30 0.007 

U̅ 1.82 0.40 0.027 0.0012 

 

From the results obtained we can see that the 

estimation of the permittivity of the LDPE and FR4 are 

rather accurate, with obtained values in close relation to 

the reported in the manufacturer datasheet. The 

estimation of the RT6010 has shown the highest 

deviation from the documented values, since we 

obtained estimations for permittivity ranging from 9.8 to 

10.8, with the highest incidence around 10 while the 

manufacturer reports a permittivity of 10.2 to 10.8. It is 

therefore clear, that although the method shows reliable 

results for low and medium permittivity materials, it may 

provide worst estimations for high permittivity low loss 

materials. 

 

V. CONCLUSION 
The method for permittivity estimation proposed 

here is quite simple to apply and is obtained directly from 

the equations that characterize printed transmission 

lines. It is less expensive when compared to other 

methods which require specific equipment. However, it 

is only suitable for the measurement of thin dielectrics, 

since it requires a microstrip line with the test dielectric  

as substrate. 

Although the input impedance should be calculated 

at a fourth of the resonant frequency, this method allows 

the calculation of the permittivity at multiple frequencies. 

Multiples of half of the resonant frequency should be 

avoided since these will not provide any reasonable 

value. Still, one must take into account that the losses 

and therefore the error increases with frequency. 

The proposed iterative method for the estimation of 

the dissipation factor presents better estimations than 

other commonly used methods at the cost of requiring 

more calculations. Still, it is shown that the method 

usually converges after few iterations. 

The main drawback of this method is the error, 

especially in the estimation of higher permittivity low 

loss dielectrics. Still, the obtained results agree fairly 

with values reported in datasheets of the considered 

dielectrics and also with simulation results for printed 

transmission lines. This means that it can be used to 

obtain a rough first estimation of an uncharacterized 

dielectric material that might be used as a substrate for 

RF circuitry. 

As a final remark we can say that the robustness of 

the method increases if the mean value of multiple 

measurements on lines with the same substrate is used. 
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Abstract ─ Detecting the presence of materials in 
biomedical science using THz sensors, especially thin 
DNA strands, needs considerably sensitive sensors. 
Connection of unit cells in new frequency selective 
surface (FSS) structure, coupled with transmission line 
is introduced so that not only helps to miniaturize in 
sensing applications through THz frequency range, but 
also has steeper flanks in transitions, thus leads us to 
have higher sensitivities. All of the results are taken out 
from resonant frequencies related to reflection (s11), a 
new property used instead of transmission loss (s21), 
which is measurable using THz spectrometers. The 
effect of analyte thickness and dielectric properties of 
load on frequency response is explained. This approach 
is a new way in recognizing very small amounts of 
material even with rather low dielectric constants. 
 
Index Terms ─ DNA detection, metamaterials, sensitivity 
improvement, THz biosensors. 
 

I. INTRODUCTION 
Pendry et al. [1], in 1999, following Veselago’s 

idea of metamaterials [2], suggested split ring resonators 
(SRRs) theoretically as being feasible devices that show 
magnetic response from nonmagnetic conducting 
materials in microwave region. Smith et al. in 2001 
demonstrated the possibility of SRRs using periodic 
lattice of long metallic wires and double split ring 
resonators (DSRR) [3]. Excitation of DSRRs with 
electric fields outside, can bring about LC–resonances, 
identified by Linden et al. [4] for TE and electric 
(plasmon) resonances for TM radiation [2], [4], [5]. 

High quality factor of such structures, lately 
persuaded researchers to utilize SRRs as sensing 
devices. The change in resonant frequencies of SRRs 
after being loaded with biological materials of different 
dielectric constants, is the main idea; as the rapid 
transition of frequency response paves the way for 
identification of small amounts of tissues. Therefore, 

recently, thin-film sensing using frequency selective 
structures (FSS) are widespread. 

Feasibility of SRRs as being bio sensing devices 
has been confirmed in the previous works [5], [6], [7]. 
In these thin-film sensors frequency of resonance and 
sensitivity are two important factors to consider both in 
simulation and in practice. Main problem of the 
proposed structures, are higher resonant frequencies and 
lower sensitivities [8]. We introduce a new back-to-back 
structure that meet both needs, and is useful in 
identifying minute amounts of biological tissues namely 
DNA strands, with promising results. All results of the 
simulations are obtained using CST Microwave Studio 
with perfectly matched layer (PML) boundary condition. 
Besides, the evolution process of the structure is 
explained. Knowing that thickness is another important 
factor in recognizing the type of material, the effect of 
load thickness on resonant frequency is illustrated and 
frequency response of the sensor after being loaded with 
dielectrics of diverse thicknesses are presented. Fitting 
with a Gaussian function presented at the end of the 
article helps to find intermediate corresponding fr  
according to desired thickness. 

 
II. METHODS 

Interaction of the applied field with metal molecules 
makes induced currents that result in resonances [2]. In 
this paper, we used TE illumination, which makes a path 
for electrons to flow as current along a loop. The fields 
produced from the induced currents will have 
constructive or destructive effect on each other as the 
wave passes through or reflects from the FSS, and 
finally makes a resonance in reflection at frequency: 

 1 ,
2

rf
LCπ

=  (1) 

where L stands for inductance of the metal, and C is the 
capacitance between edges of metals whether in free 
space or inside substrate. It is clear that the frequency is 
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inversely proportional to the size (dimension) of the 
SRR [9]. 

Dimensions of the structure are derived from 
observing several demands such as working in THz 
region as biosensor, small size and simplicity of the 
structure. Input impedance of thin film microstrip 
depends on the strip width and substrate height, which is 
determined uncontrollably due to the resonant frequency 
and the quality factor of the sensor. According to 
loading effects of SRRs on microstrip, the input 
impedance of the sensor is obtained as 220 Ω at 
resonant frequency, using CST simulations. In order to 
match such device, we need a transmission line (TML) 
with characteristic impedance 0 ,in outZ Z Z=  where inZ  
equals the standard input impedance for measurement, 
and outZ  is the input impedance of loaded thin film 
microstrip line. Another way of matching the TML is to 
use interdigital capacitor [10]. As a result, we came up 
with what is shown in Fig. 1. 
 

 
 
Fig. 1. Dimensions of the structure, a = 400 um, b = 300 um, 
w1 = 8 um, w2 = 7 um, d = 52 um, g = 2 um and the 
aluminum metal of thickness 1 um is over and under  
18 um thick silicon (loss free) substrate of εr = 11.9. 
 

Surface current of the structure after being 
illuminated through waveguide port at resonant frequency 
is shown in Fig. 2. It is clear that the density of current 
is more in the middle of transmission line due to the 
greatest amount of its interaction with the surrounding 
media. 

In this work, single-stranded deoxyribonucleic acid 
(ss-DNA) and complementary deoxyribonucleic acid  
(c-DNA) are the biological elements to be detected and 
the single SRR for the transducer which converts 
chemical change into electrical signal. The principle of 
such biosensor lies in shifting of resonant frequencies 
due to changes of L or C. Changing the capacitance 
between the FSS edges, is an easy task as it needs to 

introduce other materials to the sensor. We implemented 
the design using the proposed idea by adding generally 
biological tissues that impose appreciable change on 
sensor’s effective dielectric constant, as well as 
resonances occur at different frequencies according to 
the Equation (1). After such simulations, we will have a 
rich database of fr and corresponding external situation. 
In order to distinguish the surrounding environment 
using the sensor, we need to use the database in reverse 
manner by ANN, SVM machines, Fuzzy Logic or etc. 
 

 
 
Fig. 2. The surface current of the structure in exposure 
to the external field at resonant frequency. 
 

III. RESULTS AND DISCUSSION 
Selection of the substrate and the FSS metal was due 

to their THz properties. As Silicon does not show 
appreciable loss in terahertz, especially lower frequencies, 
we chose it as loss-free to neglect its effect in our 
simulations [11]. Gold as the metal that has great 
capabilities in reacting to biological tissues, more 
importantly DNA, was suitable for our later diagnosis 
procedures. 

Figure 3 shows the frequency response of the sensor 
during its configuration process. First of all, having just 
one SRR gives a deep resonance at 443 GHz; although 
it is a good one, but for minimization and technical 
reasons we need to lower the resonant frequency. 
Therefore, we proceeded in adding extra SRRs to see 
the differences. Second graph shows a back-to-back 
structure on one side of the transmission line, the 
resonances are not satisfactory; whereas, duplicating the 
latter on the other side makes third frequency response, 
and having another row yields the final deep and much 
lower resonant frequency, almost 55% lower than first 
one. It shows how more resonators can couple with each 
other as well as possible to have a strong resonance. 

Reduction factors finally gave a resonance at  
194.6 GHz with reasonably depth of -21.11 dB reflection. 
In observation of the structures for its Q factor, we 
noticed that the higher the input impedance, the better 
the quality factor, that’s why we chose the sensor’s 
input impedance to be 220 ohms. After all, the final 

design has a quality factor of almost frQ 121
f

= =
∆

 that 

is quite suitable for sensing applications. Some 
prohibiting probabilities should be avoided, as 
mentioned below. An important factor is that keeping 
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the resonators just 2 um away from the transmission 
line, totally worsens the response, as shown in Fig. 3. It 
shows that connecting the rings to each other and to the 
transmission line, makes higher possibility of coupling 
and an increase in L, so besides other reported 
structures, here “connection” works. On the other hand, 
connecting two rows of SRRs degrades the result as 
nothing has been gained from the scratch. The coupling 
effect through a higher electric field concentration 
between the SRR rows (in close distance), helps us to 
reduce the resonances in great amounts. Whilst, their 
connection interfere with the induced opposite currents 
on face-to-face edges of SRRs so that current flows 
cancel each at the intersection. As mentioned above 
several considerations should be taken into account in 
reaching desired function as a good sample of the 
prospective biosensors. 
 

 
 
Fig. 3. The frequency response of the structure during 
different stages of evolution. 
 

We show that the thickness of the analyte inside the 
gaps of the structure, affects the resonant frequency as 
well. Suppose that sides of each unit cell (dotted region 
in inset of Fig. 4) make a capacitance when considered 
in front of each other, as shown in Fig. 4, as very small 
sizes of the elements makes it possible to assume semi-
TEM fields in the region, the following analysis 
becomes accurate. The analyte (shown in green color) of 
thickness tx fills the gap (0 < tx < t). If we take the edges 
as parallelization of infinite simple plates of such 
capacitor, we can calculate the total capacitance after 
introduction of analytes. As the gap is so small and is 
quasi-static condition, we have following relationships 
for capacitance of regions filled with dielectric 
(Equation (2)), and free space (Equation (3)) regions: 

 1 0 ,x
r

b
C

t
d

=    (2) 

 02
( )

,x

d
t b

C
t−

=   (3) 

 1 2 0 ( ( 1) ).total r x
bC C C t t
d

+ = + −=    (4) 

From Equation (4), it is evident that for a specified 
dielectric constant, the more thick the analyte, the more 
capacitance we get. Therefore, frequency of LC-resonance  

is lower according to the following relationship: 
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Fig. 4. Filled capacitor, schematic of dotted area in 
inset. 
 

Infinite number of such capacitances hand in hand 
to make the total C, required for resonance. Thus in  
Fig. 6, frequency response of the structure is represented 
for fixed thickness of 1 um (filling the free space over 
substrate) and different dielectric permittivity ranging 
from 5 to 35. It is clear that increasing the dielectric 
constant itself, lowers the resonant frequency because of 
change in C, as is represented in Equation (1). Table 1, 
which shows sensitivity of the sensor can be understood 
using the change in resonant frequency with respect to 
change of the dielectric constant through a wide range 
of No Load (no analyte mounted) to Full Load (with  
1 um thick biomaterial with distinctive permittivity) status. 

High shift of almost average 2.1% (4.1 GHz) per ϵr 
especially in lower dielectric constants represents its 
high sensitivity and this property guarantees a reliable 
tool in sensing. 

In Fig. 5, the same feature is examined after 
changing the thickness of the analyte incrementally. It 
shows that the design is capable of distinguishing the 
differences among medium with ϵr = 10, and various 
thicknesses. After fitting the data shown in Fig. 5 with a 
Gaussian function, according to the following equation: 
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We can determine resonant frequency of the 
structure in intermediate thickness range, as shown in 
Fig. 7. The diagram shows that the biosensor is able to 
work with thicker materials up to 23 um before saturation. 

Finally, to check the sensitivity of the biosensor in 
identification of very small amounts of analytes such as 
DNA in biology, we examine the sensor with 0.01 and 
0.2 um of DNA strands (ϵr = 3.2). Table 2 shows the 
results, frequency shifts of 1.42 GHz and 2.16 GHz for  
t = 0.01 um and t = 0.1 um respectively, brings about 
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totally measurable 4.84 dB and 10.7 dB changes in S11 
depth respectively, for reflection at resonant frequency 
of unloaded microstrip. 

 
Table 1: The sensitivity of the design according to the 
load 

Dielectric 
Constant 

Change of fr 
for Change of 
εr (GHz) 

Percentage of 
Change of fr for 
Change of εr (%) 

No Load-5 20.5 10.5 
No Load-10 37.2 19.1 
No Load-15 49.5 25.35 
No Load-20 59.2 30.4 
No Load-25 66.25 34 
No Load-30 74.7 38.4 
No Load-35 75.95 38.85 

 

 
 
Fig. 5. Resonant frequency shifting according to different 
dielectric constants of the load with analyte thickness of 
1 um. 
 

 
 
Fig. 6. Frequency response of the structure loaded with 
homogeneous materials of dielectric constant of 10 and 
various thicknesses (um). 
 

 
 
Fig. 7. Fitting of the resonant frequencies according to 
changes in thickness. 

Table 2: Resonant frequencies of loaded microstrip and 
relevant s11 

Thickness of 
DNA (um) 

Resonant 
frequency (GHz) 

Return Loss at 
unloaded fr (dB) 

No Load 194.65 -21.11 
t = 0.1 193.23 -16.27 
t = 0.2 192.49 -11.04 

 
IV. PRACTICAL NOTES IN DNA 

STABILIZATION AND MEASUREMENT 
We need to immobilize the DNA strands on the 

silicon substrate in order to measure the resonant 
frequencies. At first, it is needed to cover the silicon 
substrate with thin film of carbon to prevent its 
oxidation in contact with air (formation of amorphous 
silica layer); otherwise, DNA coupling will be impossible. 
Therefore, a special pretreatment is needed for 
subsequent reaction with organic particles, which could 
be achieved by a reaction of the prepared Si(111) 
surface with unsaturated ω-functionalized alkenes in the 
presence of UV irradiation. Figure 8 shows complete 
procedure for DNA coupling into Si [13], [14], [15]. 

The process will start with bonding just one strand 
of DNA on the silicon between the gold slots according 
to the method aforementioned. Then the sample with 
DNA strands will be introduced to the structure. The 
single strands will find their complementary parts in the 
liquid, and form helix DNA strands or hybridized [12]. 
Addition of extra strands, enable us to detect new 
resonant frequency. The change will inform us about the 
quality and quantity of the present DNA in the liquid. 
The effect of the added immobilizer to the sensor is not 
included in the simulations while it will have negligible 
constant effect on all the conclusions [13], [14]. 

One of specific usages of the FSS biosensor is 
diagnosing Leukemia (cancer of blood characterized by 
mutations in DNA) in its first stages, when the disease 
has not progressed so much. In the critical period, usual 
procedures are not able to detect the existence of the 
cancer simply because of the amount of abnormal 
tissues in the body are not enough to be distinguished, 
while it can be halted during the evolution, if detection 
would be available. The accuracy of the sensory 
structure, as its diagnosis is related to the interactions of 
single DNA strands with their complementary ones 
(DNA hybridization) and the strands will connect only 
to their pairs and nothing irrelevant, is totally reliable. 

This paper introduced the mechanism of such 
biosensor referring to simulations with CST Microwave 
Studio, while optoelectronic measurements are capable 
of verifying the results and the type of measurement 
setup connection is illustrated in [16] as the structure 
abovementioned is a thin film microstrip line (TFMSL). 
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Fig. 8. Scheme for the preparation of a modified Si(111) surface. In the first step, a layer of alkenyl acid is linked to 
the surface by covalent attachment. Subsequently, a polylysine layer is electrostatically bound to the carboxylic 
activated surface and finally the DNA is coupled to the surface in a reaction mediated by cross link 
(sulfosuccinimidyl 4-(N-maleimidomethyl)-cyclohexane-1-carboxylate) [13], [14]. 
 

V. CONCLUSIONS 
We represented a new design for sensing different 

kinds of biological tissues with high sensitivity and 
great quality factor of Q = 121.56 that is gained after 
introducing new ideas of joining extracted from the 
SRRs. A complete configuration process of the structure 
is analyzed using promising frequency responses. Besides, 
we demonstrated the reflection of loading the sensor 
with 1 um thick analyte of 5 35.rε = −  The fitting plot 
helps us to interpolate other responses. The effect of 
thickness on the resonant frequency is explained clearly. 
A resonance at 194.6 GHz with -21.11 dB reflection and 
Q = 121 is gained, and after loading the structure with 
homogenous materials, an average of 2.1% change in 
frequency due to unit change in permittivity is observed. 
We examine the sensor in identification of vary small 
amount of DNA strands (thickness = 0.01 um, ϵr = 3.2) 
and got quite satisfactory results. 

 
REFERENCES 

[1] J. Pendry, A. Holden, D. Robbins, and W. Stewart, 
“Magnetism from conductors and enhanced 
nonlinear phenomena,” IEEE Trans. Microwave 
Theory & Tech., vol. 47, no. 12, pp. 2075-2084, 
Nov. 1999. 

[2] V. G. Veselago, “The electrodynamics of substances 
with simultaneously negative values of permittivity 
and permeability,” Sov. Phys. Uspekhi, vol. 10, 
1968. 

[3] D. R. Smith, W. J. Padilla, D. C. Vier, S. C. 
Nemat-Nasser, and S. Schultz, “Composite medium 
with simultaneously negative permeability and 
permittivity,” Phys. Rev. Lett., vol. 84, no. 18. pp. 
4184-4187, May 2000. 

[4] S. Linden, C. Enkrich, M. Wegener, J. Zhou, T. 
Koschny, and C. M. Soukoulis, “Magnetic response 
of metamaterials at 100 THz,” Science, 306(5700), 
pp. 1351-1361, 2004. 

[5] V. M. Shalaev, “Optical negative index 
metamaterials,” Nat. Photonics, vol. 1, no. 1, pp. 
41-48, 2007. 

[6] H. J. Lee and J. G. Yook, “Biosensing using split-
ring resonators at microwave regime,” Appl. Phys. 
Lett., vol. 92, pp. 254103-1-3, June 2008. 

[7] H. S. Lee, H. J. Lee, H. H. Choi, J. G. Yook, and 
K. H. Yoo, “Carbon-nanotube-resonator-based 
biosensors,” Small, vol. x, no. x, pp. 1-5, Sep. 2008. 

[8] H. J. Lee, et al., “DNA sensing based on single 
element planar double split-ring resonator,” 
Microwave Symposium Digest, 2009, MTT'09, 
IEEE MTT-S International, IEEE, 2009. 

[9] S. Linden, C. Enkrich, G. Dolling, M. W. Klein, J. 
Zhou, T. Koschny, C. M. Soukoulis, S. Burger, F. 
Schmidt, and M. Wegener, “Photonic metamaterials: 
magnetism at optical frequencies,” IEEE J. Sel. 
Top. Quantum Electron., vol. 12, no. 6, pp. 1097-
1105, 2006. 

[10] M. Ali, A. Kachouri, and M. Samet, “Novel 
method for planar microstrip antenna matching 
impedance,” arXiv preprint arXiv:1006.0856, 
2010. 

[11] Y. Kadoya, M. Onuma, S. Yanagi, T. Ohkubo, N. 
Sato, and J. Kitagawa, “THz, wave propagation on 
strip lines,” Devices, Properties, and Applications 
Japan Radio Engineering, vol. 17, no. 2, 2008. 

[12] Y. Okahata, Y. Matsunobu, K. Ijiro, M. Mukae, A. 
Murakami, and K. Makino, “Hybridization of 
nucleic acids immobilized on a silicon crystal 
microbalance,” J. Am. Chem. Soc., vol. 114, no. 
21, pp. 8299-8300, 1992 

[13] C. Wittmann and C. Marquette, DNA Immobilization, 
This article was published in the Encyclopedia of 
Analytical Chemistry in 2012 by John Wiley & 
Sons, Ltd. 

[14] J. F. O’Hara, et al., “Thin-film sensing with terahertz 
split-ring resonators,” Conference on Lasers and 
Electro-Optics, Optical Society of America, 2008. 

ABDOLRAZZAGHI, ABDOLALI, HASHEMY: IMPROVEMENTS IN DNA BIOSENSORS USING JOINT SPLIT RING RESONATORS 130

http://pubs.acs.org/action/doSearch?action=search&author=Okahata%2C+Yoshio&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Matsunobu%2C+Yuka&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Ijiro%2C+Kuniharu&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Mukae%2C+Masayuki&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Murakami%2C+Akira&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Murakami%2C+Akira&qsSearchArea=author
http://pubs.acs.org/action/doSearch?action=search&author=Makino%2C+Keisuke&qsSearchArea=author


[15] A. del Campo and I. J. Bruce, Substrate Patterning 
and Activation Strategies for DNA Chip 
Fabrication, in Topics in Current Chemistry 260 – 
Immobilization of DNA on Chips I, ed. C. 
Wittmann, Springer-Verlag, Berlin Heidelberg, 
77-111, 2005. 

[16] H.-M. Heiliger, M. Nagel, H. G. Roskos, H. Kurz, 
F. Schnieder, and W. Heinrich, “Thin-film 
microstrip lines for mm and sub-mm-wave on-chip 
interconnects,” in IEEE MTT-S Int. Microwave 
Symp. Dig., pp. 421-424, 1997. 

 
 
 
 

Muhammad Abdorrazzaghi was 
born in Marand, Iran, in February, 
1991. He has received his bachelor’s 
degree at Electrical Engineering 
Department of Iran University of 
Science and Technology (IUST). 
His research interest includes: 
metamaterial, biosensors, THz, 

bioelectromagnetics, wave propagation in inhomogeneous 
medium, scattering and inverse scattering, metamaterial 
inspired sensors. He is currently pursuing his Ph.D. at 
University of Alberta, Canada. 
 

Ali Abdolali was born in Tehran, 
Iran, on May 3, 1974. He received 
the B.Sc. degree from University of 
Tehran, and the M.Sc. degree from 
University of Tarbiat Modares, 
Tehran, and the Ph.D. degree from 
the Iran University of Science and 
Technology (IUST), Tehran, all in 

Electrical Engineering, in 1998, 2000, and 2010,  

respectively. In 2010, he joined the Department of 
Electrical Engineering, Iran University of Science and 
Technology, Tehran, Iran, where he is an Assistant 
Professor of Electromagnetic Engineering. His research 
interests include electromagnetic wave scattering, radar 
cross section (RCS) & RCSR, radar absorbing materials 
(RAM), cloaking, metamaterials, wave propagation in 
complex media (anisotropic, inhomogeneous, dispersive 
media), frequency selective surfaces (FSS), 
bioelectromagnetics (BEM). He has authored or co-
authored over 60 papers in international journals & 
conferences. 
 

Soheil Hashemi was born in 
Tehran, Iran, on May 13, 1987. He 
received the B.Sc. and M.Sc. 
degrees from the University of 
Tehran in Electrical engineering, in 
2010 and 2012 respectively. He is 
studying the Ph.D. degree at the 
Iran University of Science and 

Technology (IUST), Tehran in Electrical Engineering, 
Fields and Waves. His research interests include 
bioelectromagnetics (BEM), electromagnetic wave 
scattering, cloaking, metamaterials, wave propagation in 
complex media, frequency selective surfaces (FSS) and 
antennas. 

131 ACES JOURNAL, Vol. 31, No. 2, February 2016



New Compact Dual Bandpass Filter Using Coupled Double-Ring Resonators 

and DGS-Technique 
 

 

A. Boutejdar 1, N. M. Eltabit 2, A. A. Ibrahim 3, E. P. Burte 1, and M. A. Abdalla 4 
 

1 Department of Electrical Engineering 

German Research Foundation DFG, Braunschweig, 32108, Germany 

boutejdar69@gmail.com, Edmund.burte@ovgu.de 

 
2 Department of Mathematics 

University of Magdeburg, Magdeburg, 38102, Germany 

nurieltab@yahoo.com 

 
3 Faculty of Engineering 

El-Minia University, El-Minia, Egypt 

ahmedabel_monem@mu.edu.eg 

 
4 Electronic Engineering Department 

MTC College Cairo, Egypt 

maaabdalla@ieee.org 

 

 

Abstract ─ This paper presents a design of dual-band 

bandpass filter using novel ring resonator and H-defected 

ground. The bandpass filter is designed optimized and 

realized using mixed coupled microstrip double ring 

resonators and two electrically coupled H-cells DGS 

resonators, which are etched in background of the 

structure. Using this new ring structure leads to 

generate a selective bandpass filter with two isolated 

passbands. The measurement results show that the 

optimized filter has two passbands, the first band from 

1.6 GHz to 2 GHz and the other from 3.6 GHz to  

5.5 GHz. The proposed structure occupies an area of 

(0.45g × 0.35g) with g = 0.044 m. The simulated 

and experimented results show good agreement and 

validate the proposed approach. 
 

Index Terms ─ Coupled resonators, defected ground 

structure (DGS), double-ring resonators, dual-band 

bandpass filter. 
 

I. INTRODUCTION 
Recently, defected ground structures (DGS) and 

electromagnetic band gap (EBG) structures have drawn 

a great interest in microwave and millimeter wave 

applications because of their numerous advantages like 

significant size compactness and undesired harmonic 

suppression and their using in mobile communication 

systems and in various applications of microwave 

technology. DGS can be etched periodically or non-

periodically cascaded shapes in ground of a planar 

transmission line. DGS caused disturbance in a shield 

current distribution in the metallic ground plane. This 

disturbance leads change of characteristics of a 

transmission line such as line capacitance and 

inductance. Thus, DGS elements are equivalent to the 

LC circuit [1]. Compact filters which use DGS structures 

as main block of resonators are investigated [2], [3] and 

antennas [4], [5]. To meet the requirements in modern 

microwave engineering and mobile communication 

systems, much effort has been made in the past years to 

develop a variety of the compact bandpass filter with 

sharp and deep rejection outside the passband by 

generating transmission zeros or attenuation poles  

[6-8]. The DGS-technique presents one of the very 

successful solutions to achieve significant size 

compactness and to suppress the undesired periodicity 

effect [9], [10]. 

With recent development in wireless communication 

systems, dual-band filters have been needed for many 

dual-band operation systems. A dual-band bandpass 

filter was implemented by a cascade connection of two 

single-band filters [11]. However, this approach not 

only increases the overall size of the filter, but also 

requires extra impedance matching networks. Defected 

ground structure is also used to achieve dual-band filter 

[12], [13]. 

In this paper, a new type of dual bandpass filter 

using microstrip coupled double-ring resonators and 
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defected ground structure technique is designed, 

fabricated, and measured. In order to tune the desired 

transmission zeros which determine the sharpness of 

the transitions of the stop domain, the slot between the 

internal-arms of the ring resonator and the position of 

the 50 Ω microstrip feeds are optimized. 

The proposed filter shows two passbands from  

1.6 GHz to 2.0 GHz and from 3.6 GHz to 5.5 GHz. The 

out-band rejection between both passbands is better 

than 20 dB from 2.2 GHz to 3.3 GHz. The two passbands 

of the filter at 1.8 GHz center frequency with 22.2% 

fractional bandwidth (FBW) and at 4.5 GHz center 

frequency with 42.2 % fractional bandwidth at -3 dB 

have been implemented for the applications of L- and  

C-band communication systems respectively. The 

proposed filter is fabricated and measured. The CST 

software was employed in the full wave simulations. 

Finally, the measured results exhibit good agreement 

with the simulations. The out-band rejection is better 

than 20 dB up to 10 GHz. 

 

II. CHARACTERISTICS OF THE NEW 

DOUPLE RING RESONATOR 
The configuration of the double-ring resonator is 

shown in Fig. 1. It consists of a small interior ring, 

which is connected to a wide exterior ring. The new 

double-ring resonator can be presented as LC resonator, 

in which the arms present the inductance and the slot 

the capacitor. The proposed resonator acts as a dual 

resonator of different circumstances. Hence, the 

proposed resonator can behave as a dual bandstop filter. 

By loading this resonator with the microstrip line, the 

whole structure acts as a dual bandstop filter. The 

frequency response of the filter can be adjusted. The 

lower frequency stopband is mainly controlled by the 

larger loop dimensions, whereas the higher frequency is 

controlled by the smaller loop. To examine the 

proposed dual-band resonator response, it has been 

examined for different small loop gap (s) so that the 

return loss and the insertion are demonstrated in Fig. 2. 

 

 
 

Fig. 1. The 2-D layout of the double microstrip ring 

resnator. 

 

 

 
 

Fig. 2. Parametric study of the double microstrip ring 

resonator at different value of (s): (a) return loss, and 

(b) insertion loss. 

 

Based on the several proposed resonator structures 

and their analysis in our published papers [1], [9], [10], 

the equivalent circuit of the investigated microstrip 

resonator, corresponds to a parallel LC circuit. The 

values of the L and C can be calculated as following: 
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By increasing S from 0.5 mm to 2.5 mm, it is clear 

that the structure has dual-bands. The first stopband is 

from 2 GHz to 4 GHz and is not affected by changing 

(s). On the other hand, a second stopband which is 

approximately from 6 GHz to 8 GHz for S = 1.5 mm 

and 2.5 mm. However, by decreasing the distance (s) to 

0.5 mm, this stopband can be shifted up to be from  

8 GHz to 9 GHz. In effect, we can say the propose 

resonator introduces a LPF from 0 to 2 GHz along with 

bandpass filter. These results confirm that by 

controlling each loop individually, a dual bandstop 

filter can be obtained. The filter performance can be  
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further investigated by plotting the electric field at 

different frequencies as shown in Fig. 3. 

As shown in the figure, two passband filed profile 

(from port 1 to port 2) is clear at 1.8 GHz and 5 GHz in 

Fig. 3 (a) and Fig. 3 (b), respectively. At 2.3 GHz, a 

total reflection (stopband) field concentration at the 

input as illustrated in Fig. 3(c). 

 

 
 

Fig. 3. Elcetric field distribution results in the double 

microstrip ring resnator: (a) passband at 1.8 GHz, (b) 

passband at 5 GHz, and (c) reject band at 2.3 GHz. 

 

III. SIMULATETED RESULTS AND 

DISCUSSIONS 
The dual-band performance in our reported filter 

can be introduced by coupling the before designed dual-

band resonator to be as shown in Fig. 4. This structure 

acts as a coupled line bandpass filter with two possible 

bandpass. The first band is around 2 GHz due to the 

first resonator loop, whereas the second one is around  

6 GHz as a result of the second resonator loop. 

To enhance the attenuation between the two 

passbands, a two pairs of H-DGS cells are etched under 

feed lines. The H-DGS is functioned as a notch 

stopband pass filter. By adjusting its center frequency 

to be around 2.5 GHz, this can improve stopband 

rejection after the first passband without affecting the 

center frequency and insertion loss of basic filter 

passbands. To confirm our design methodology, the 

proposed filter as in Fig. 4, is simulated and its 

scattering parameters are shown in Fig. 5 which 

confirms the dual passband filter performance at 2 GHz 

and 6 GHz with 2.5 GHz attenuation up to 50 dB. 

 

 
 

Fig. 4. 3-D model of the proposed dual-band bandpass 

filter. 

 

 
 

Fig. 5. The simulated S-parameters results of the 

proposed dual-band bandpass filter. 

 

The function of the introduced H-DGS is examined 

by comparing the field profile at 1.8 GHz and 2.5 GHz 

as shown in Fig. 6. It is quite clear that at 1.8 GHz, the 

passband field is from port 1 to port 2. On the other 

hand, at 2.5 GHz, the field can reach the middle of the 

filter and dies there where the H-DGS is inserted. From 

the results shown in Fig. 5, we can claim that the 

second passband has a poor passband compared to the 

first one. This can be as a result of the position of the 

feeding transmission line as shown in Fig. 7. The filter 

scattering parameters magnitudes are examined for 

different (t) values and its insertion loss and return loss 

are depicted in Fig. 8. As shown in the figure, the first 

passband is not affected by changing the value of (t). 

On the other hand, the second passband insertion loss 

level can be enhanced by changing the value of (t). For 

t = 0, the first passband has almost 0 dB insertion loss 

and the second passband demonstrates almost flat 

insertion loss with a 1 dB average value. 
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Fig. 6. Elcetric field distribution results in the proposed 

dual-band bandpass filter: (a) passband at 1.8 GHz, and 

(b) reject band at 2.5 GHz. 

 

 
 

Fig. 7. 2-D layout of the proposed dual-band bandpass 

filter at different value of (t). 

 

 

 
 

Fig. 8. Parametric study of the proposed dual-band 

bandpass filter at different value of (t): (a) return loss, 

and (b) insertion loss. 

IV. EXPEREMENTAL RESULTS 
The proposed dual-band bandpass filter has been 

fabricated using substrate Rogers RO4003 with 

dielectric constant of 3.38, a thickness of 0.813 mm and 

a dielectric loss tangent (δ) = 0.0027. The feeding 

microstrip line width is equal to 2 mm to have a 

characteristic impedance of 50 Ω. 

The photograph of the fabricated dual-band filter is 

illustrated in Fig. 9. From Fig. 9 (a) is the top view of 

the proposed filter, it is clear that the filter consists of 

two mixed coupled microstrip double-ring resonators. 

On the other hand, from Fig. 9 (b), it is obvious that 

there are two electrically coupled H-cells DGS 

resonators, which is used to enhance the stopband 

rejection of the filter. 

 

 
 

Fig. 9. Photograph of the fabricated dual-band bandpass 

filter: (a) top view, and (b) bottom view. 

 

The fabricated filter is tested and measured using 

HP8722D network analyzer and the results are 

demonstrated in Fig. 10. From Fig. 10, it is seen that 

from the insertion loss result the proposed filter has 

dual frequency band from 1.6 GHz to 2 GHz and the 

other from 3.6 GHz to 5.5 GHz. The filter has high 

stopband rejection from 2.3 GHz to 3.5 GHz, this 

stopband is achieved using the H-Shaped DGS 

resonators. 

 

 
 

Fig. 10. Measured S-parameters of the proposed dual-

band bandpass filter. 
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Finally it is claimed that there is good agreement 

achieved between the simulated and measured results. 

However, there is slightly deviation between the 

simulated and experimental results which can be 

observed. This can be caused by the usual connectors 

and manufacturing errors or by the undesired DGS 

radiations. 

 
V. CONCLUSION 

A design of dual-band bandpass filter using ring 

resonator and H-defected ground has been introduced. 

The optimized bandpass filter is designed and realized 

using mixed coupled microstrip double-ring resonators 

and two electrically coupled H-cells DGS resonators. 

The final two pole Chebyshev DGS microstrip filter 

obtained has been simulated and fabricated. Two 

passbands from 1.6 GHz to 2.0 GHz L-band applications 

and from 3.6 GHz to 5.5 GHz C-band applications have 

been achieved. The out-band rejection between both 

passbands is better than 20 dB from 2.2 GHz to  

3.3 GHz. The proposed structure occupies an area of 

(0.45g × 0.35g) with g = 0.044 m. Good agreement 

between the simulated and measured results has been 

achieved. 
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Abstract ─ In this paper, the resonance and radiation 

characteristics of rectangular microstrip patch printed on 

suspended and composite substrates are investigated 

theoretically. The analysis approach is based on the 

spectral-domain method of moments in conjunction with 

the stationary phase method. The complex resonant 

frequency of the microstrip antenna on suspended and 

composite substrates is studied with sinusoidal functions 

as basis functions, which show fast numerical 

convergence. Using a matrix representation of each 

layer, the far-field pattern of the suspended-composite 

configuration is efficiently determined by the (TM, TE) 

representation. The validity of the solution is tested by 

comparison of the computed results with experimental 

data. Finally, numerical results for the effects of 

suspended and composite substrates on the resonant 

frequency and half-power bandwidth are also presented. 

 

Index Terms ─ Full-wave analysis, Galerkin method, 

microstrip patch, radiation pattern, suspended and 

composite layers. 

 

I. INTRODUCTION 
Due to their low profile, low weight, low cost and its 

ability of conforming to curve surfaces, conformal 

microstrip structures have witnessed enormous growth 

in the past few years [1-3]. Presently, there are many 

other government and commercial applications, such as 

mobile radio and wireless communications that have 

similar specifications. To meet these requirements, 

microstrip antennas can be used [4-5]. Since the 

bandwidth of microstrip antenna frequencies is very 

narrow [6], it is important to develop accurate algorithms 

for computation of those resonant frequencies [7].  

The resonant frequency value of a microstrip patch 

antenna depends on the structural parameters and it is 

evident that if the resonant frequency is to be changed, a 

new antenna is needed. In order to achieve tunable 

resonant frequency characteristic, an adjustable air gap 

layer can be inserted between the ground plane and 

substrate, resulting in a two-layer structure. Using the 

magnetic wall cavity model, some efforts have been 

made to analyze microstrip antennas on suspended 

substrates [3, 8-10]. By means of an adjustable air gap, 

bandwidth enhancement is possible as a result of the 

lowered equivalent permittivity and the increased 

thickness of the structure. Therefore, a new structure 

having tunable properties is obtained for which a new 

resonant frequency formulation is required. The 

suspended substrate patch antenna is a special type of a 

patch antenna on the composite substrate [5]. In the 

previous literature, several researches have studied the 

characteristics of rectangular microstrip patch antenna 

with and without air gap [8-13]. Among them [9] 

theoretically and experimentally studied the effect of 

suspended substrate of the resonant frequency, but the 

effect of suspended substrate on the bandwidth of 

rectangular microstrip patch antenna was not investigated, 

also no results for the effects of the air gap on the 

radiation pattern were reported. 

This paper, presents the extended spectral domain 

approach to study the effects of composite and 

suspended substrates on the resonant characteristics and 

radiation patterns of rectangular microstrip patch antenna. 

 

II. PROBLEM FORMULATION 
The rectangular microstrip patch antenna considered 

in this work is shown in Fig. 1. The antenna substrate 

consist of two dielectric layers (region I and II), having 

dielectric constant ɛr1 and thickness d1, and ɛr2 and 

thickness d2 respectively, and permeability μ0 with 

optical axis normal to the patch. The region III is 

characterized by free space permeability μ0 and 

permittivity ε0. All fields and currents are time harmonic 

with ejωt time dependence suppressed. To simplify the 

analysis, the antenna feed will not be considered. The 
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rectangular patch is embedded in the stratification at the 

interface plane z = zp. The transverse fields inside the 

composite substrate, can be obtained via the inverse 

vector Fourier transform as [7]: 
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where )( skF  is the kernel of the vector Fourier 

transform [7], and the superscripts e and h denote the TM 

and TE waves, respectively, and kyykx xs
ˆˆk   is the 

transverse vector wavenumber and ssk k : 
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The relation which related the currents )( skj  on the 

conducting patch to the electric field in the corresponding 

interface (z = zp) is given by: 

 )()()( ssps .,z kjkGke  ,  

where )( skG  is the spectral dyadic Green’s function in 

(TM, TE) representation, it is given by [7]: 

  he
s GGdiag ,)( kG .  

In the coordinate system (x, y) the dyadic Green’s 

function )( skQ  is defined by [7]: 
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Next, the Equation (8) is multiplied by )( skF
~

. 

Thus, Equation (6) becomes: 
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Comparing (8) with (9), we obtain the following relation 

between )( skQ  and )( skG : 

  )( . )( . )( )( ssss kFkGkFkQ  . 

 

 
 

Fig. 1. Geometry of rectangular microstrip patch on 

suspended-composite substrates. 

 

Now that we have the necessary Green’s function, it 

is relatively straightforward to formulate the moment 

method solution for the antenna characteristics. The 

transverse electric field can be obtained from (8) via the 

inverse Fourier transform: 
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Enforcement of the boundary condition requiring 

the transverse electric field of (11) to vanish on the 

perfectly conducting patch yields the sought integral 

equation: 
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The Galerkin moment method is implemented in the 

Fourier transform domain to reduce the integral Equation 

(12) to a matrix equation. The surface current J on the 

patch is expanded into a finite series of known basis 

function Jxk and Jym: 
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where ak and bm are the mode expansion coefficients to 

be sought. Substituting the Fourier transform of (13) into 

(12). Next, the resulting equation is tested by the same 

set of basis functions that was used in the expansion of 

the patch current. Thus, the integral Equation (12) is 

discretized into the matrix equation: 
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        Layer II 
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The existence of non-trivial solution of (14) requires 

that: 

 0  ))(det( fZ ,  

where Z  is the matrix in (14). Equation (19) is the 

characteristic equation for the complex resonant 

frequency ir fff i  of the generalized microstrip 

structure illustrated in Fig. 1. rf  is the resonant frequency 

and ri ff2  is the half-power bandwidth of the structure. 

Once the complex resonant frequency is determined, 

the eigenvector corresponding to the minimal eigenvalue 

of the impedance matrix gives the coefficients of the 

current on the rectangular patch. The current density is 

thus obtained in numerical form. This current density can 

be used for computing the radiation electric field in the 

region  dz   of Fig. 1. Using the stationary phase 

method [7], we can obtain the far-field pattern function 

on the upper air half-space of Fig. 1 in terms of the 

transverse electric field at the plane dz     as follows: 
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where  ',',' r  is a local set of spherical coordinates 

defined with respect to the Cartesian system 

 zzyyxx  ',','  with an origin placed at the plane 

dz     of Fig. 1. 

 

III. RESULTS AND DISCUSSION 
In this section, typical numerical results for the 

resonant frequencies, bandwidth and radiation patterns 

of rectangular patch on composite, suspended and single 

substrates. Although the full-wave analysis described in 

the previous section can give results for several resonant 

modes [7], only results for the TM01 mode are suggested 

in this paper. In order to determine the most appropriate 

suggestion given in the literature, we compared our 

computed values of the resonant frequencies and half 

power bandwidth of rectangular patch on single substrate 

with the theoretical and experimental results reported by 

another scientists, all which are given in Table 1 and 2. 

The convergence of the extended formulation of the 

spectral domain approach is checked by comparing our 

results with experimental and theoretical data available 

in open literature. These comparisons show that an extra 

improvement is obtained on the results of the previous 

works. Numerical results are presented for different 

configurations of rectangular microstrip patch antenna 

and compared to data available in the literature. The 

radiation pattern of rectangular microstrip patch antenna 

of suspended-composite substrates is also investigated. 

The bandwidths of single layer of rectangular 

microstrip patch for the fundamental mode TM01, 

computed by the present approach are depicted in Table 

1. It is clear from Table 1 that, the calculated results 

bandwidths from the present approach are very close to 

experimental and theoretical values [13, 14]. 

In Table 2, we have compared our computed resonant 

frequencies values with theoretical and experimental 

values [9] available in the open literature for a 

rectangular patch without air gap layer having different 

parameters of antenna. The results of our approach show 

good consistency with both experimental and theoretical 

values. 

 

Table 1: Comparison of measured and calculated 

bandwidth of rectangular microstrip patch antenna on 

single substrate, ɛr2 = 2.55 

Input Parameters (mm) 
Bandwidth BW (%) 

Measured Calculated 

a b d2 [13] [14] Present 

7.76 10.8 3.3 17.50 18.48 13.10 

9.87 14.5 4.5 17.90 19.17 13.18 

9.74 26.20 9.52 20.60 27.17 25.7 

 

Table 2: Comparison of calculation and measured 

resonant frequencies for rectangular microstrip antenna 

on single substrate 

Input Parameters 

Resonant Frequency 

fr
01 (GHz) 

Measured Calculated 

a 

(mm) 

b 

(mm) 

d2 

(mm) r  [15] [9] Present 

30 20 1.27 10.2 2.26 2.29 2.29 

29.83 19 2.54 10.2 2.18 2.32 2.33 

40 25 0.79 2.22 3.92 3.93 3.91 

 

In Table 3, effects of air gap layer on the resonant 

frequencies have been tabulated for various thickness of 

air gap layer. This can be obtained by having d1 = 0, and 

ɛr1 = 1. 
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Table 3: Computed values of resonant frequency of 

rectangular microstrip patch with different air gap 

heights, ɛr2 = 2.33, d2 = 1.575 mm, a = b = 30 mm 

Air Gap 

Thickness 

d1 (mm) 

Resonant Frequency fr
01 (GHz) 

Calculated Simulated 
Present 

[9] [9] 

0 3.11 3.10 3.13 

1 3.58 3.51 3.61 

2 3.64 3.50 3.68 

 
The results of the present approach show the closest 

agreement with calculated and simulated values [9]. In 

order to observe the effects suspended and composite 

substrates on the resonant frequencies, bandwidth and 

radiation pattern of rectangular microstrip antenna 

shown in Fig. 1, some results are presented and 

investigated in this section. The effect of the composite 

substrate to the resonance frequency and the bandwidth 

of the rectangular microstrip antenna are studied. In Fig. 

2, we present results for resonant frequencies versus the 

variation of thickness d2 of layer II of a rectangular 

microstrip patch on suspended-composite substrates. It 

is observed that the resonant frequency is increased for a 

composite substrate and deceased for a suspended 

substrate with the increase of d2. The effect of the 

suspended-composite substrate to the half-power 

bandwidth is shown in Fig. 3. Note that the bandwidth of 

rectangular microstrip patch antenna increased for 

composite and suspended substrates, substrate with 

increase of d2. 

We show in Fig. 4 the equivalent relative permittivity 

of the composite two-layer structure, computed from 

[16], Equation (21), versus air separation for the structures 

considered in Fig. 4. 

It is seen that when d2 increases, the equivalent 

relative permittivity decreases rapidly for composite 

substrate, and increases for suspended substrate. 
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Fig. 2. Variation of the resonant frequency on 

suspended-composite substrates with the variation of 

thickness of layer II; (d1 = 1.27 mm, a = 27 mm, b = 22 mm, 

ɛr2 = 5.4). 
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Fig. 3. Variation of the half-power bandwidth on 

suspended-composite substrates with different thicknesses 

of layer II, (parameters as in Fig. 2). 
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Fig. 4. Variation equivalent relative permittivity on 

suspended-composite substrates with different thicknesses 

of layer II, (parameters as in Fig. 2). 

 

This observation can well justify the very fast 

decrease in the resonant frequency shown in Fig. 2. 

These behaviors agree with those discovered theoretically 

for resonant frequency and bandwidth of triangular and 

circular patch antenna [5, 16]. 

The radiation pattern of rectangular patch printed on 

suspended and composite substrates is investigated using 

the analytical technique explained in the previous 

section. In Figs. 5 (a) and 5 (b), we plot the variation of 

the normalized radiation pattern in the E-plane ( 0 ) 

and H-plane ( 2  ), respectively, as function of 

permittivity and thickness of substrate in region II. 

The three cases of single, suspended, and composite 

substrates are illustrated. From the results in Fig. 5 (a), it 

is seen that the E-plane radiation pattern is insensitive to 

the variation of thickness (d2) of substrate in region II. 

However, the H-plane pattern show in Fig. 5 (b) exhibits 

important decreases (increases if 8.91 r ) with 

increasing thickness (d2) of substrate in region II.  

Thus, the directivity of the antenna increases (decreases 
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if 891 .r  ) with the thickness (d2) of substrate in region 

II. 
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Fig. 5. Normalized radiation pattern of rectangular 

microstrip antennas for various configurations in the  

E-plane (a) and H-plane (b); a = 27 mm, b = 22 mm,  

d2 = 1.27 mm, d1 = 1.27 mm, ɛr2 = 5.4. 

 

To explain these results, we determine an equivalent 

permittivity of the composite two-layer structure by first 

deriving a simple approximate formula for the resonant 

frequency. Using (7), the spectral dyadic Green’s function 

of the composite two-layer structure shown in Fig. 1, 

when d1 and d2 are quite thin electrically, takes the form 

[7]: 
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The basis functions for the following numerical 

calculations are selected to be sinusoidal functions of: 
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Because one sinusoidal basis function in the y direction 

is sufficient to give excellent convergent results, the 

characteristic Equation (19) reduces to: 
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The function Jy1 corresponds to (m1, m2) = (0, 1) in (23). 

It possesses closed-form Fourier transform, given by: 
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Using the asymptotic expression of G given by Eq. 

(21) together with Eq. (10) and Eq. (25), and after 

performing some algebraic operations, Equation (24) 

reduces to: 

 
0)(4

²)(

2221

1
2
02121





Idd

Ikbdd

rr

rr




,
 


 

where 

 

   
y

yy

y
kd

bkk

k
I 







0
222

1

2/2)(-²

 cos²

/
, 

 

   
y

yy

yy
kd

bkk

kk
I 







0
222

2

2

2/2)(-²

 cos² 

/
. 

 

Using contour integration, the integrals in Eq. (27) 

can be evaluated explicitly giving I1
 = 1/π and I2

 = π /4. 

On using the values of I1 and I2 in Eq. (26), we obtain the 

following expression for the resonant frequency: 
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where C is the velocity of light in free space, and εreq is 

the equivalent relative permittivity of the composite two-

layer structure given by: 
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IV. CONCLUSION 
In this paper, a full-wave analysis has been applied 

to investigate the effect of suspended and composite 

substrates on the radiation pattern of a rectangular 

microstrip antenna. The spectral-domain integral equations 

in conjunction with stationary phase method have been 

used to calculate the complex resonant frequency and 

radiation pattern of various antenna structures. In order 

to test the validity of the analysis, the numerical results 

obtained via Galerkin’s method in the Fourier transform 

domain have been compared with theoretical and 

experimental data, and good agreement has been found. 

Numerical results show that the resonant frequency is 

increased, for suspended substrate and decreases for 

composite substrate, so the air separation can be adjusted 

to have a maximum operation frequency of the antenna. 
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The bandwidth, on other hand, decreases for composite, 

and the bandwidth is increased for suspended substrate, 

the E-plane radiation pattern is significantly affected, so 

that an enhancement in the directive gain of the antenna 

is achieved. The present approach is also well suited for 

single substrate. No experimental and theoretical values 

are available for a rectangular patch printed on 

composite substrate, only the theoretical results of 

suspended substrate are compared with experimental 

data. Note that, the theoretical results of rectangular 

patch microstrip antenna need to be further validated 

with experimental works. 
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Abstract ─ Finite-difference frequency-domain technique 

in conjunction with the particle swarm optimization 

algorithm is presented as an effective procedure for 

ridged waveguides design optimization. A suitable 

objective function is furthermore able to deal with the 

conflicting requirements of wide bandwidth and high 

power handling capability. Different configurations 

have been analyzed, and the influence of the algorithm 

parameters on the optimized structure has been 

investigated. 

 

Index Terms ─ Cutoff frequency, finite-difference 

frequency-domain, microwave components, microwave 

filters, optimization, PSO, ridged waveguides, waveguide 

modes. 

 

I. INTRODUCTION 
In RF engineering, a large number of applications 

require very intense fields, thus devices with high 

power handling capabilities and low losses are required. 

Metallic hollow waveguides (WGs) represent the 

structures more suitable to satisfy such strict 

requirements. WG modal propagation is high-pass and 

dispersive [1], so WGs can be used only in the frequency 

range characterized by single-mode propagation. Such a 

useful bandwidth (BW) is relatively narrow. Ridged 

waveguide (R-WG) structures have been proposed to 

increase significantly the BW, retaining all the useful 

WG properties [2]. 

The first approach to the electromagnetic analysis 

of rectangular R-WG [3,4] is the transverse resonance 

technique (TRT) [5]. TRT is able to compute, in an 

approximate way, the cut-off frequencies of the first 

few modes of a R-WG and their attenuation. Moreover, 

Hopfer [4] was able to compute also the power handling 

capability (PHC) taking also into account, in an 

approximate way, the singular behaviour of the field at 

the wedges. 

Despite of the reduced accuracy, TRT is still a 

useful tool for the “back-to-envelope” evaluation of the 

cut-off frequency of the fundamental mode [6]. But, of 

course, numerical techniques such as finite-difference 

frequency-domain (FDFD) [7] or finite element method 

(FEM) [8] allow to compute the cut-off frequencies and 

the modal distribution of a R-WG with a far better 

accuracy. On the other hand, the accuracy of TRT is 

sufficient to compute the PHC of a R-WG [4]. 

In practical applications, the increase in BW comes 

together with a reduced PHC of R-WGs which can limit 

their use. In other words, we have to deal with two 

conflicting requirements. Suitable optimization procedures 

are therefore needed in order to obtain an effective 

trade-off. Such procedures are based on a synergic 

work of a time-effective EM analysis program of the 

structure and of a suitable optimization algorithm. 

In this work, an effective in-house FDFD-TRT 

procedure has been developed to compute eigenvalues, 

mode distribution and PHC of different R-WG 

configurations, whereas the optimization problem has 

been solved by using the particle swarm optimization 

(PSO) algorithm. In the following section the procedure 

is described in detail. 

We have considered different ridged configurations 

with different design specifications, extending therefore 

the results presented in [9]. 

 

II. FDFD 
The R-WG analysis procedure is realized using a 

FDFD strategy [7], which can be applied both to scalar 

[10]-[12] and vector [13] problems. As a matter of fact, 

the FDFD approach, namely the direct discretization of 

the differential eigenvalue problem, is the simplest 

numerical strategy to compute eigenvalues and modes 

of metallic hollow WGs [14]. Therefore, it is well 

tailored to be used in PSO, but it is useful also in the 

procedures based on method of moments (MoM) [15]-

[16] or mode-matching (MM) [17]. The WG section is 

partitioned in a set of regular discretization cells, and 

the differential eigenvalue problem [18] is replaced by a 

finite difference one, using suitable Taylor approximations 

of second [7] or fourth [19] order. The standard FDFD 

approach, using two Cartesian sampling grids (one for 
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TE modes and the other for TM, due to the different 

boundary conditions), allows a very effective solution 

for rectangular WGs or, more generally, for WGs with 

piecewise rectangular boundaries, since in these cases 

the boundary is perfectly fitted to the grid, either 

uniform or non-uniform. The FDFD has been suitably 

generalized [20] to evaluate all modes (either TE or 

TM) on a single grid. The discretization results in a 

matrix eigenvalue problem, which is sparse, so a very 

effective computation is possible. Once the eigenvalue 

problem is solved, the smallest two eigenvalues give 

directly the BW. 

 

III. PSO 
PSO is an iterative algorithm designed to find out 

the solution of optimization problems, very efficient in 

solving multidimensional problems in a large variety of 

applications. It has been proposed first by Kennedy and 

Eberhart [21] for non-linear functions optimization and 

neural network training. Later on, it has been introduced 

in electromagnetic research for antenna design [22]-

[25], and subsequently it has been applied to artificial 

ground plane for surface wave antennas [26], microstrip 

antennas [27]-[29], linear and planar array geometry 

[30]-[31], log-periodic array dipole antennas, aperture 

antennas, and so on. 

PSO takes inspiration from the animal kingdom, in 

particular from the group movement in search of a 

common objective. The algorithm consists of a swarm 

randomly initialized inside a predetermined solution 

space, which represents the set of the admissible 

solutions for the problem. The quality of the solution is 

measured through a suitable objective function, 

associated with each position in the solution space. The 

choice of the objective function is a key point of every 

PSO procedure, since it must be accurately defined to 

well describe the requests of the problem. The group of 

particles moves iteratively inside the solution space, 

trying to reach the position which represents the 

optimal solution, corresponding to the minimum value 

of the objective function. The movement of each 

individual is based on its own instinct, on the memory 

of its path and on the iterations with the other 

individuals. Each particle is described by a vector of 

variables x, which are the coordinates of the solution 

space and, at the same time, the parameters to be 

optimized. In the j-th iteration, the i-th particle is 

characterized by its position xi,j (1) and velocity vi,j (2). 

Next position, direction and velocity of the single 

particle are updated according to its position and 

velocity at the previous step, the best solution found by 

the particle in its path (personal best, p), and the best 

solution found by the whole swarm (global best, g). 

Therefore, 
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wherein, w scales the velocity component in the same 

direction of the previous step (inertia weight), r1, r2 are 

two random numbers between 0.0 and 1.0 which 

simulate the random component of the swarm 

behaviour, c1, c2 provide a weight between the pull of g 

and p: low values allow particles to roam far from 

target positions before being attracted to, whereas high 

values provide movements more strongly orientated 

towards the target. Eberhart suggested that the best 

choice for c1 and c2 is 2.0 [32] for most of applications. 

In general, velocity is applied to position updating for a 

time-step Δt which is set to 1 in this work. 

The main steps of the algorithm can be indentified 

in the following (Fig. 1): 

1. Initialization of swarm position and velocity; 

2. Systematic particles movement in the solution 

space. For each particle: 

a) Objective function fitness evaluation (g, p 

update) 

b) Velocity update 

c) Position update (swarm movement); 

3. Iteration of point 2 until a stop criterion (convergence 

or maximum number of iterations) is reached. 

The objective function shown in Fig. 1 is relative to the 

model proposed in this paper and evaluates the 

performance of the R-WG, whose geometrical parameters 

constitute the x vector components, and therefore the 

dimensions of the solution space. 

 

 
 

Fig. 1. PSO block diagram. 
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IV. WG DESIGN 
The implementation of an optimization algorithm 

starts from the definition of the optimization variables, 

which define the solution space through their constraints. 

In our case, the variables are the geometrical dimensions 

of all the ridges (width w and height h) and the horizontal 

spacing s between them. However, use of FDFD requires 

the WG section be discretized. As a consequence, the 

variables can assume only values that are multiples of 

the discretization steps (Dx, Dy) of the WG section. The 

solution space of the PSO is therefore a discrete one, 

and its constraints are set to prevent all singular 

configurations. Four different R-WG configurations 

have been considered, with either equal or unequal 

ridges, and are shown in Fig. 2. 

 

V. EVALUATION OF POWER HANDLING 

CAPABILITY 
The PHC depends on both the WG shape and, for 

hollow WGs, the dielectric capability of the air. In 

order to compare different R-WGs, the maximum value 

of E  has been set to 1. Following Hopfer [4], we start 

from the well known relation between the power flux P 

and the total energy for unit length WEM: 
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wherein   is the propagation constant, c and k0 are 

respectively the speed of light and the wavenumber in 

vacuum. Then we obtain: 
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where V is the fundamental mode voltage at the ridge 

edge, and C is the capacitance equivalent to each 

discontinuity: 
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wherein b is the height of the waveguide, and d is the 

height of the ridged area. 

The total energy can be evaluated on the 

transmission-line equivalent circuit used for TRT. Since 

the details of the configurations 1 (Fig. 2 (a)) and 2 

(Fig. 2 (b)) are discussed in an appendix of [4], we add 

here some considerations for the six-ridges case (shown 

in Fig. 2 (c)), since the generalization is not trivial. 

Figure 3 represents the transmission line model (TLM) 

of only half of the transversal section of a six-ridge 

WG, so it stores half of the total energy. The antipodal 

case (shown in Fig. 2 (d)) can be dealt with in the same 

way.t 

 

 
 

Fig. 2. (a) Configuration 1: a standard R-WG with two 

ridges centred along the widths of a rectangular WG; 

(b) configuration 2: a standard R-WG with a ridge centred 

along a width of a rectangular WG; (c) configuration 3: 

a standard R-WG with six ridges with equispaced 

centres; (d) configuration 4: a three-symmetric-antipodal 

R-WG. 

 

 
 

Fig. 3. Transmission line model for a six ridges 

geometry. 
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The TRT starts by considering the transversal 

section of the R-WG as a resonator. The propagation 

constant is the same for each line (representing a 

parallel plate section of the R-WG) and it is equal to the 

transverse propagation constant kc, while the impedance 

is proportional to the WG height. To evaluate the PHC, 

a voltage VM corresponding to the maximum electric 

field is set at the open-circuit (i.e., at the WG center), 

and an unknown current IS at the short circuit end (i.e., 

at the WG lateral wall). 

Letting l1 = wi/2, l2 = s, we have: 
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where kx is the propagation constant in the x direction at 

cutoff and is given by kx = kc = 2π/λc and, 
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2,inI , 3,inI  are the input currents at the lines after the 

capacitors nodes: 
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The unknown current IS can be obtained by 

imposing the continuity of the voltages at the steps. The 

electric field is described from the (6) as: 
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the constants G1, G2, G3, G4 can be obtained by 

imposing the voltage continuity at the steps. 

 

VI. RESULTS 

A. FDFD and PSO parameters 

A 6x2 cm WG has been considered for all cases of 

Fig. 2. The WG cross-section has been discretized using 

a TE grid with steps (Dx, Dy) = 0.1 mm. It follows that 

the dimensions w, h, and s are expressed in terms of 

number of nodes in the grid. The structure has been 

tested for different values of acceleration coefficient and 

number of particles np (i.e., the swarm size), and it has 

been verified whether different PSO parameters modify 

or not the results. In all the tests, a varying inertia weight 

is applied by linearly changing its value from 0.9 at the 

beginning of the iterations to 0.4 towards the end (a 

smaller inertia weight encourages the local search [33]). 

We will show the optimal bandwidth 2 1c cBW f f  , 

and the ratio NBW  between the bandwidth of the optimal 

R-WG and of the rectangular one with the same external 

size. 1cf , 2cf  are the cut-off frequencies of the first two 

R-WG modes. 

 

B. Objective functions 

An appropriate objective function must be defined to 

obtain the solution best suited to the required application. 

It has been selected an objective function able to 

optimize the BW with a constraint on the power. More 

precisely, the following objective function: 
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maximizes the BW with a constraint on the power 

decrease (k-time reduction with respect to the rectangular 

WG). Pridge, BWridge are the values for the R-WG at hand, 

whereas Prect, BWrect are the values for the host 

rectangular WG [34]. In the following, it has been 

usually chosen k = 2.0; 3.0, so that the objective function 

tries to optimize the BW with a maximum power 

reduction equal to 50% or 66%. 

 

C. Convergence test 

The behaviour of a R-WG in terms of BW is rather 

well-known. Some preliminary optimization of f(∞) 

(i.e., BW-only optimization) have been then performed 

to evaluate the convergence properties of our approach. 

Since the solution space is discrete, we assume as 

convergence criterion the equality of the best and worst 

fitness values of the swarm. 

A test on configuration 1 leads to the result that the 

largest BW requires the highest possible ridges (h = 99) 

with a large width (w = 192). This optimum is always 

obtained using different c1, c2, np values and starting 

point, since no traps are present. The smaller ci’s, the 

more rapid the convergence: for np = 5, the convergence 

require about 80 steps for c1 = c2 = 1.5, and about 100 

steps for c1 = c2 = 2. A similar behaviour has been 

obtained for larger np. On the other hand, a larger ci’s 

allow to better explore the solution space, and therefore 

to escape more easily from traps. The increase in the 

computational cost is quite small and, since the 

introduction of the PHC constraints modifies the 

topology of the solution space and can introduce some 

local minima (i.e., traps) we have, in the following, 

chosen c1 = c2 = 2. 

Then, we have tested the dependence of the 

number of particles of the swarm. A typical value for np 
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is 1.5 to 2 times the number of optimization variables. 

Of course, for the simple cases involving only two 

variables, we have taken np ≥ 5. It appears that a 

significant increase of np introduces no reduction in the 

number of iterative steps. Even worse, this number 

usually increases a little bit (10-30% in the cases we 

have tested). Therefore, we conclude that the typical 

value of np quoted above is also the more effective, 

since we need, at each step, np evaluation of 

eigenvalues and mode distributions. 

 

D. Optimization results 

The objective functions f(2) and f(3) have been 

chosen to constraint the ratio Pridge/Prect to 50% or 33% 

respectively. The tests confirm the effectiveness of the 

objective function: the constraint on PHC is fulfilled 

with a smaller discrepancy. 

The optimized geometries of the configuration 1 

have been obtained with np = 5 for equal ridges (2 

optimization variables) and np = 10 for different ridges 

(4 variables), and they are shown in Table 1. Actually, 

the optimum is always with equal ridges, so that only 

this case is shown. The optimum BW should be compared 

with the best one obtained with no PHC constraints, 

which is equal to 6.7726 GHz (i.e., BWN = 2.711), but 

in this case the maximum power flux is very small 

respect to Prect. 

 

Table 1: Results configuration 1 

k 
w

a
 

h

b
 

BW 

(GHz) 

BWN 

(GHz) 

2 0.35 0.20 3.07 1.23 

3 0.33 0.27 3.42 1.37 

 

Similarly, the Table 2 presents the performance of 

the configuration 2. A single ridge presents a lower 

improvement in terms of bandwidth with respect to the 

2-ridges case. 

 

Table 2: Results configuration 2 

k 
w

a
 

h

b
 

BW 

(GHz) 

BWN 

(GHz) 

2 0.28 0.37 3.00 1.20 

3 0.26 0.52 3.29 1.32 

 

The configurations 3, and 4 investigate the effect of 

the side ridges. The configuration 3 does not work for 

the equal ridges case: as expected, large side ridges 

prevent the BW improvement, so the algorithm tends to 

remove them and the geometry tends toward 

rectangular WG without ridges. Regarding the case 

with different ridges, the symmetry of the fundamental 

mode allows to simplify the problem to a symmetric 

structure with respect to its two axes: it has been  

considered a geometry whose central ridges (wC, hC) 

vary independently of the side ones (wS, hS), and the 

spacing between the ridges s is chosen as another 

parameter to be optimized. The solution space has 

therefore 5 dimensions and the optimized geometries 

(obtained with np = 20 particles in the swarm) are 

shown in Table 3. A comparison with Table 1 shows a 

significant BW improvement (for a given PHC) due to 

the additional (optimized) side ridges. 

 

Table 3: Results configuration 3 

k 
cw

a
, ch

b  

sw

a
, sh

b  

s

a  

BW 

(GHz) 

BWN 

(GHz) 

2 0.32, 0.38 0.32, 0.24 0.01 3.48 1.39 

3 0.29, 0.36 0.32, 0.15 0.03 3.67 1.47 

 

As a further analysis of the side ridges effect, we 

consider an antipodal geometry (configuration 4), where 

the two external ridges are equal and equally spaced 

from the central one. Such configuration can also be 

obtained by adding two lateral ridges to configuration 2 

on the un-ridged side. Since the ridge spacing is also an 

optimization variable, the solution space has again 5 

dimensions, and we have used np = 20 in the tests. 

Table 4 displays the performance of this geometry.  

 

Table 4: Results configuration 4 

k 
cw

a
, ch

b  

sw

a
, sh

b  

s

a  

BW 

(GHz) 

BWN 

(GHz) 

2 0.19, 0.46 0.03, 0.16 0.35 3.25 1.300 

3 0.12, 0.47 0.03, 0.05 0.34 3.27 1.307 

 

In both cases, the lateral ridges are small and 

distant from the central one and, unlike the configuration 

2, the central ridge does not cross the horizontal axis of 

the WG. It is apparent from Table 4 that the antipodal 

configuration allows a BW improvement when a 

relatively loose constraint on PHC is set. For the tested 

case, a constraint of 50% reduction in power gives an 

improvement in BW around 10%. On the other hand, 

when a small PHC is required, the single ridge geometry 

is preferable. 

 

VII. CONCLUSIONS 
In this paper, the effectiveness of PSO in the 

geometrical optimization of a guiding structure has 

been illustrated. It has been shown how a suitable 

objective function allows to make a trade-off between 

two conflicting requests: the BW of a R-WG has been 

maximized for a determined power decrease respect to 

the un-ridged geometry. Among the different geometries 

presented, the 6-symmetric ridge geometry results to be 

the best solution in terms of bandwidth. 
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Abstract ─ Two transversal narrow-band bandpass filters 

with improved stopband based on open/shorted coupled 

lines and transversal signal-interaction concepts are 

proposed in this paper. By utilizing the stopband 

transmission characteristic of the open/shorted coupled 

lines, three transmission zeros can be easily achieved to 

suppress the second harmonic for the first bandpass 

filter. To further reduce the circuit size of the first filter, 

unequal open stubs and transmission lines are used for 

the second bandpass filter with six transmission zeros in 

the upper stopband. The transmission zeros near the 

passband can be adjusted conveniently by only changing 

the electrical length of the open/shorted stubs when the 

ratio of characteristic impedance is fixed. To verify the 

presented concepts, two prototypes (r = 2.65, h = 0.508 mm, 

tanδ = 0.003) with 3-dB fractional bandwidths (FBWs) 

of 4.3% (1.78-1.86 GHz), 2.8% (1.76-1.81 GHz) are 

designed and fabricated. Good agreements are observed 

for the theoretical and measured results, indicating good 

in-band filtering performances and high selectivity. 
 

Index Terms ─ Bandpass filter, fractional bandwidth 

(FBW), narrowband, open/shorted coupled lines, 

transversal signal-interaction concepts. 
 

I. INTRODUCTION 
With the rapid growth of modern wireless 

communication systems [1]-[2], the bandpass filters with 

the features of planar structure, easy fabrication, low cost 

and easiness of integration into passive or active 

microwave components have attracted great attention. 

For conventional half-wavelength resonators bandpass 

filter, lowpass and bandstop networks are demanded to 

improve the rejection levels and harmonic suppression 

due to the unwanted periodic harmonics; however, the 

filter size and the passband insertion loss will enlarge [1]. 

In the past few years, different approaches have 

been applied to suppress harmonics of bandpass filters. 

Phase velocities compensation for the even- and odd-

mode of the coupled lines using corrugated lines, 

substrate suspension and lumped-elements to remove the 

harmonics have been introduced in [3]-[4]. Stepped-

impedance resonators with different characteristic 

impedance are capable of pushing the second harmonic 

to higher frequencies [5], cascaded different SIR 

structures with the same fundamental resonant and 

various high-order frequencies can be utilized to design 

high-order bandpass filters with wide upper stopband 

[6]-[8]. In addition, discriminating coupling, which 

blocks unwanted signals at certain frequency and allows 

the transmission of signals at other frequencies, can be 

used to suppress the harmonics without extra circuits [9]. 

Dual-behavior resonators (DBRs) with two stopband 

structures which bring two transmission zeros on either 

side of the passband can be used also to design high 

performance narrow-band bandpass filters [10], but low-

pass structures and capacitive-coupled dual-behavior 

resonator are needed to suppress spurious resonances on 

both sides of the bandpass response [11]. 

Recently, wideband bandstop/bandpass filters based 

on transversal signal-interaction concepts have drawn a 

lot of attention [12]-[15]. By introducing intentionally a 

passband constructive interference and out-of-band 

signal energy cancellations to produce power transmission 

zeros, high-selectivity filtering responses and harmonic 

suppression can be achieved in this kind of filter 

structures. However, little research has described the 

application of transversal signal-interaction concepts in 

the high performance narrow-band bandpass filters. In 

this paper, two transversal narrow-band bandpass filters 

with improved upper stopband based on open/shorted 

coupled lines and transversal signal-interaction concepts 

are proposed. Three transmission zeros can be easily 

realized by the two transmission paths consisting of two 

open/shorted coupled lines for the two narrowband 

bandpass filters, another three more transmission zeros 

are realized for the second bandpass filter with two 

asymmetric transmission paths. The transmission zeros 

for the two transversal narrowband bandpass filters can 

be adjusted conveniently by changing the electrical 

length of the open/shorted stubs when the ratio of 

characteristic impedance is fixed. Detailed theoretical 

design, simulation and experimental results are 

demonstrated and discussed. The organization and 
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framework of this paper should be given here. 

 

II. ANALYSIS OF PROPOSED NARROW-

BAND FILTERS 

A. Bandpass filter with three zeros in upper stopband 

Figure 1 (a) shows the first proposed bandpass filter 

with three zeros in upper stopband. Similar as the 

wideband filters in [12]-[15], two similar transmission 

paths are introduced to realize the signal transmission 

from Port 1 to Port 2. The characteristic impedance of 

the two pairs of open/shorted stubs is Z2 (electrical length 

θ1, even/odd-mode characteristic impedance Zoe, Zoo) 

with two attached transmission lines (characteristic 

impedance Z1, electrical length θ1). For calculation 

simplicity, Z1 = Z2 are chosen, and the input admittance 

Yin1 of Fig. 1 (b) can be illustrated as [1]: 

 1 1 2 1 2 1cot( / tan /) .inY j Z j Z       (1) 

As discussed in [6], [16], the external quality factor 

Qe1 of Fig. 1 (b) can be calculated as: 

 1

0 1
1

0
,

2
L

in
e

dYQ R
d



 
  (2) 

where RL1 is the load impedance for the open/shorted 

stubs, ω0 is the operation frequency, and after further 

calculation, Qe1 can be illustrated as: 

1
2 2

1 1 2 1 2 1 2 2 10.5 [( ) csc ( ) / sec / ].LeQ R Z Z        

 (3) 

When Yin1 = 0, the resonant condition of open/shorted 

stubs can be obtained; meanwhile the external quality 

factor Qe1 of the bandpass filter can be selected from the 

required value of filter specification, then the two 

unknown variables θ1 and θ2 can be solved when the ratio 

of Z1/Z2 are fixed. The open/shorted stubs using the 

conditions (1) = 0 and (2) to solve the two remnant 

unknown variables (θ1, θ2) is similar to the method used 

in [16], which can avoid the use of additional impedance 

transformers. The transmission zeros and the external 

quality factor Qe1 versus θ2 and the simulated frequency 

responses of the filter are shown in Figs. 2 (a)-(c). We 

may notice that, each desired transmission zero 

frequency of the open/shorted stubs is equal to 

quarter/half-wavelength, respectively [1], and the two 

transmission zeros created by the open/shorted stubs can 

be freely chosen to locate in both sides of the passband. 

Besides the transmission zeros (f01, fs1) of the 

open/shorted stubs, the transmission zero (2f01) created 

by the bandstop transmission characteristic of the 

open/shorted coupled lines [1] and the transmission 

zeros (2fs1) of the shorted stubs can be also used to 

further improve the upper stopband of the narrow-band 

bandpass filter, and the frequencies of four transmission 

zeros decrease as θ1, θ2 increase. 

Moreover, the desired external quality factor Qe1 of 

the filter can be obtained by changing the electrical 

length θ2 of the open stub when Z1 = Z2. If we want to 

adjust the frequencies of the transmission zeros (f01, fs1) 

with similar Qe1 value for the narrow-band bandpass 

filter, the RL1
 value (Z1  ≠ Z2) can be altered correspondingly 

to keep the Qe1 value unchanged, if the RL1 does not equal 

to 50 Ω. In addition, the quarter-wavelength transformer 

should be employed to perform as the impedance 

transformation, as discussed in [6]. To further reduce the 

circuit size and improve the harmonic suppression of the 

narrow-band bandpass filter with three transmission 

zeros in upper stopband, a narrow-band bandpass filter 

with six transmission zeros in upper stopband will be 

proposed and investigated next. 

 

     
 (a) (b) 

 

Fig. 1. (a) Bandpass filter with three transmission zeros 

in upper stopband, and (b) the input admittance of the 

open/shorted stubs. 

 

 
 (a) 

 
 (b) 
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 (c) 

 

Fig. 2. (a) Transmission zeros and external quality factor 

Qe1 versus θ2, θ1 = 270°-2θ2, (b) simulated frequency 

responses of the filter, and (c) simulated frequency 

responses versus θ1, θ2= 103°. (Zo = 50 Ω, Z1 = Z2 = 100 Ω, 

Zoe = 141 Ω, Zoo = 74 Ω, f0 = 1.82 GHz). 

 

B. Bandpass filter with six zeros in upper stopband 

The bandpass filter with six transmission zeros in 

the upper stopband is shown in Fig. 3 (a). Different from 

the bandpass filter with three transmission zeros in the 

upper stopband, there is only a pair of open/shorted stubs 

in Path 1, the transmission line with characteristic 

impedance Z1 and electrical length θ1 has been removed 

for Path 1; the Path 2 is same as the filter of Fig. 1 (a), 

and a shunt-connected stub (characteristic impedance Z3, 

electrical length θ3) are connected in Port 2. As discussed 

in Part A, Z1 = Z2 are chosen for simplicity, and the input 

admittance Yin21/Yin22 of Fig. 3 (b) can be illustrated as: 

 21 1 2 1 2 1cot( / tan /) ,inY j Z j Z       (4) 

 22 2 1 2 1 3 3cot / tan / tan / .inY j Z j Z j Z       (5) 

The external quality factor Qe21/Qe22 of Fig. 3 (b) can 

be calculated as: 

21
2 2

21 1 2 1 2 1 2 2 10.5 [( ) csc ( ) / sec / ],LeQ R Z Z        

 (6) 

 
22

2 2
22 2 2 1 2 2 1

2
3 3 3

0.5 [( csc / sec /

sec / ].

LeQ R Z Z

Z

   

 

 


 (7) 

When Yin21 = Yin22 = 0, the resonance condition of 

open/shorted stubs of Fig. 3 (b) can be also obtained, and 

the external quality factor Qe21 should be equal to Qe22 to 

meet the required value of filter specification, and then 

the three unknown variables θ1, θ2 and θ3 can be solved 

when the ratio of Z1/Z2, Z1/Z3 are fixed. In addition, it can 

be deduced that the shunt-connected stub θ3 is a 

requirement condition for the Equation (5) to have real 

roots. The transmission zeros and the external quality 

factor Qe21/Qe22 versus θ3 and the simulated frequency 

responses of the filter with six transmission zeros in 

upper stopband are shown in Figs. 4 (a)-(c). As the filter 

originally has three transmission zeros in upper stopband, 

besides the transmission zeros (f01, f03, fs1) of the 

open/shorted stubs (θ1, θ2, θ3), the transmission zero (2f01, 

3f01) created by the bandstop transmission characteristic 

of the open/shorted coupled lines [1] and the transmission 

zeros (2fs1) of the shorted stubs can be also used to 

improve the upper stopband of the narrow-band 

bandpass filter. In addition, the simulated transmission 

coefficients of the two paths at the frequency of ftsc  

(4.18 GHz, tsc-transversal signal-interaction concepts) 

are 0.13∠81.8° and 0.13∠-98.7°, respectively. Thus, the 

signals transmitted from the two paths have the same 

magnitude but out-of-phase and are thus cancelled out, 

resulting in the generation of ftsc [14]-[15]. Moreover, in 

Fig. 4 (b), for same external quality factor Qe21/Qe22, the 

passband responses are nearly unchanged and the 

locations of the transmission zeros (f01, f03, fs1) for the 

open/shorted stubs (θ1, θ2, θ3) can be freely chosen to 

locate in either both of the stopbands, leading to a quasi-

elliptic function that improves the passband and out-of-

band performances for the filter. 

 

 
 (a) 

 
 (b) 

 

Fig. 3. (a) Bandpass filter with six zeros in upper stopband, 

and (b) the input admittance of the open/shorted stubs. 
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 (b) 

 
 (c) 

 

Fig. 4. (a) Transmission zeros and external quality factor 

Qe21/Qe22 versus θ3, θ1 = 270°-2θ2, (b) simulated frequency 

responses of the filter for same Qe21/Qe22, and (c) simulated 

frequency responses versus θ3, θ1 = 66°, θ2 = 102°. (Zo = 50 Ω, 

Z1 = Z2 = 100 Ω, Zoe = 127 Ω, Zoo = 85 Ω, f0 = 1.76 GHz). 
 

III. FILTERS DESIGN AND MEASURED 

RESULTS 

A. Design procedures 

In order to demonstrate the proposed concepts, two 

experimental Chebyshev bandpass filters with three and 

six transmission zeros in upper stopband are implemented 

with center frequency of 1.82 GHz and 1.76 GHz, fraction 

bandwidths of 4.2% and 3.1% and ripple of 0.1 dB. Based 

on the required responses, the lumped element values of 

the second-order prototypes filter are selected to be:  

g0 = 1, g1 = 0.8431, g2 = 0.6220, g3 = 1.3554. The required 

coupling coefficient and external quality factor can be 

obtained based on [1]: 

 0 1 ,e
g g

FBW
Q   

1 2

.
FBW

g g
k   (8) 

It can be calculated that Qe1 = 20.1, k1 = 0.058;  

Qe21 = Qe22 = 27.2, k2 = 0.043. The Qe factors and the 

coupling coefficients are extracted based on: 

 0

90

,e
f

f
Q

 
  

2 2
2 1
2 2

2 1

,
f f

f f
k




  (9) 

where f0 is resonant frequency, and Δf±90° is the 

bandwidth over which the phase shifts ±90º with respect 

to the absolute phase at f0; f1 and f2 are the two resonant 

frequencies of the open/shorted coupled lines. Figure 5 

shows the extracted k at f2 against the gap (g1) of the 

open/shorted coupled lines. 

Based on the above discussion and the theoretical 

analysis in Section II, the final parameters for the two 

bandpass filters are: Z0 = 50 Ω, Z1 = 100 Ω, Z2 = 100 Ω, 

θ1 = 62°, θ2 = 104°, Qe1 = 20.1, k1 = 0.058, Zoe = 137 Ω, 

Zoo = 73 Ω, f0 = 1.82 GHz; Z0 = 50 Ω, Z1 = 100 Ω,  

Z2 = 100 Ω, Z3 = 120 Ω, θ1 = 66°, θ2 = 102°, θ3 = 79.5°, 

Qe21 = Qe22 = 27.2, k2 = 0.043, Zoe = 127 Ω, Zoo = 85 Ω,  

f0 = 1.76 GHz. The final structure parameters for two 

bandpass filters shown in Figs. 6 (a)-(b) are: l1 = 20.9 mm, 

l2 = 13.4 mm, l3 = 20.4 mm, l4 = 12.6 mm, l5 = 19.9 mm, 

w0 = 1.37 mm, w1 = 0.35 mm, d = 0.5 mm, g1 = 0.20 mm, 

52 mm × 34 mm, r = 2.65, h = 0.5 mm, tan δ = 0.003;  

l1 = 10.3 mm, l2 = 23.3 mm, l3 = 12.35 mm, l4 = 22.3 mm, 

l5 = 10.95 mm, l6 = 22.65 mm, l7 = 20.95 mm, m1 = 2.5 mm, 

m2 = 3.3 mm, m3 = 10.2 mm, m4 = 10.0 mm, w0 = 1.37 mm, 

w1 = 0.35 mm, w2 = 0.25 mm, g1 = 0.40 mm, 42 mm × 40 mm, 

r = 2.65, h = 0.5 mm, tan δ = 0.003. 
 

 
 

Fig. 5. Variation of k against the coupling gap (g1) of the 

open/shorted coupled lines. 
 

  
 (a) (b) 
 

Fig. 6. Geometries of the two narrow bandpass filters: (a) 

three zeros in upper stopband, and (b) six zeros in upper 

stopband. 
 

B. Measured and simulated results 

The photographs, measured and simulated results of 

the two bandpass filters are shown in Fig. 7. For the filter 
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with three transmission zeros in upper stopband, four 

measured zeros are located at 1.55, 1.99, 3.36 and  

3.98 GHz, respectively, the 3-dB bandwidth of the bandpass 

filter is approximately 4.3% (1.78-1.86 GHz) with 20-dB 

upper stopband from 1.96 to 4.85 GHz (2.66f0); for the 

filter with six transmission zeros in upper stopband, 

seven measured transmission zeros are located at 1.56, 

2.0, 2.73, 3.46, 3.89, 4.95 and 5.2 GHz, respectively, a 

passband with return loss greater than 12 dB is realized 

(3-dB fractional bandwidth is approximately 2.8% (1.76-

1.81 GHz)) with 25-dB upper stopband from 1.97 to  

5.4 GHz (3.07f0). Compared with the bandpass filter with 

three zeros in upper stopband, the circuit size has been 

reduced and the harmonic suppression has been much 

improved. However, the in-band insertion loss for the 

second bandpass filter is a little big. Some better 

dielectric substrate such as Rogers 5880 with r = 2.65,  

h = 0.508 mm, and tanδ = 0.0009 can be chosen to realize 

higher-order bandpass filter with low insertion loss. In 

addition, the slight frequency discrepancies of the 

transmission zeros in the upper stopband and larger 

insertion loss for the passband between the measured and 

simulated results are mainly caused by the imperfect 

soldering skill of the shorted stubs and folded transmission 

line of the filter, and the even and odd mode phase 

velocities of the microstrip coupled line also affect the 

positioning of the transmission zeros of the filters; some 

slots located in the shorted/coupled lines can be considered 

to extend the electrical path of the odd mode, and the 

effective phase velocity of odd mode will be reduced 

[17]. 

For the purpose of comparison, Table 1 illustrates 

the measured results for some bandpass filters. Compared 

with other bandpass filters [4]-[16], the core circuit size 

of the filter with six zeros in the upper stopband is very 

compact, which is only 0.040λ2
0, and seven transmission 

zeros with wide upper stopband (3.07f0, |S21| > 25 dB) are 

realized for the narrow bandpass filter. Moreover, the 

upper stopband of the two proposed filters can be further 

extended by using stepped impedance resonator stubs as 

[18]. 

 

 
 (a) 

 
 (b) 

 

Fig. 7. Photographs, measured and simulated results of 

the two narrow bandpass filters: (a) three zeros in upper 

stopband, and (b) six zeros in upper stopband. 

 

Table 1: Comparisons of some bandpass filters 

Filters TZs, 

(f0) 

3-dB 

Bandwidth 

In-band 

|S11|, dB 

Circuit 

Size, (λ2
0) 

Upper 

Stopband, 

|S21|, dB 

Ref. 

[4] 

3 (1.57 

GHz) 
1.80% > 15.0 0.3*0.22 

> 20 

(2.67f0) 

Ref. 

[10] 

6 (5.00 

GHz) 
4.50% > 15.0 0.8*0.50 

> 20 

(2.60f0) 

Ref. 

[16] 

8 (2.00 

GHz) 
6.00% > 15.0 0.5*0.25 

> 27 

(2.88f0) 

This 

work 

4 (1.82 

GHz) 
4.30% > 15.0 0.23*0.2 

> 20 

(2.66f0) 

7 (1.78 

GHz) 
2.80% > 13.0 0.2*0.2 

> 25 

(3.07f0) 

 

IV. CONCLUSION 
In this paper, two transversal high selectivity 

narrow-band bandpass filters with improved upper 

stopband using open/shorted couple lines based on 

transversal signal-interaction concepts are proposed. Four 

and seven transmission zeros can be adjusted conveniently 

by only changing the electrical length of the open/shorted 

stubs when the ratio of characteristic impedance of the 

stubs are fixed. The proposed bandpass filters have 

advantages of compact effective circuit size, simpler 

design theory and wideband harmonic suppression. 

Good agreements between simulated and measured 

responses of the filters are demonstrated, which will make 

the proposed filters suitable for wireless applications. 
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Abstract ─ In this paper, a compact microstrip band-

stop filter (BSF) with 3-18 GHz bandwidth for radar 

applications is proposed. The microstrip filter 

configuration consists of a transmission line with a pair 

of coupled W-shaped strips as a stub, and a ground 

plane. Operation frequencies of the filter can be easily 

controlled by changing the size of W-shaped strips. The 

proposed band-stop filter has a very wide bandwidth 

from 3 to 18 GHz that can be used in C-band (4-8 GHz), 

X-band (8-12 GHz) and Ku-band (12-18 GHz) applications. 

An excellent agreement between measured and 

simulated was obtained. The proposed microstrip filter 

fabricated on a Rogers RT/Duroid 5880 substrate with a 

relative dielectric constant of 2.2 and has a very small 

size of 10×15 mm2. The proposed antenna configuration 

is simple, easy to fabricate and can be integrated into 

any radar system. 

 

Index Terms ─ Band-stop filter, radar systems, W-shaped 

strip. 

 

I. INTRODUCTION 
In modern communications, one of the important 

parameter is isolation between channels in a given 

bandwidth. Filters with different configurations are 

essential components in communication systems and 

these are generally used as signal rejection for 

unwanted signals and simultaneously allow the wanted 

signals in required bands [1]. In recent times, the design 

of filters has become an active research area as filtering 

is important when used in close proximity to other 

circuit components, like power amplifiers in the 

transmitter part and low noise amplifiers in receiver 

part, for various RF applications [2]. 

Conventionally, the microwave band-stop filter 

(BSF) is implemented either by all shunt stubs or by 

series connected high-low stepped-impedance microstrip 

line sections. However, generally these are not easily 

available in microwave band due to the high impedance 

microstrip line and the spurious pass-bands. To remove 

these disadvantages, defected ground structures for 

microstrip lines have been presented in recent years. 

They have been presented in a number of different 

shapes for filter applications [3-5]. The DGS applied to 

a microstrip line causes a resonant character of the 

structure transmission with a resonant frequency 

controllable by changing the shape and size of the slot. 

This technique is suitable for periodic structures, and 

for both band-stop and band-pass filters, e.g., [6-14]. 

This paper work deals with design and 

development of a microstrip band-stop filter for radar 

application. In this structure, the resonant behaviors of 

the W-shaped strips are used here introduces 

transmission zeroes to the filter response and 

consequently improves its band-stop performance. 

Also, the reason for the choice of coupled W-shaped 

configuration is that it provides an almost constant tight 

coupling, which is important to generate a good 

frequency response. The designed filter has a small 

dimension of 10×15×0.635 mm3. 

 

II. FILTER DESIGN 
The proposed microstrip filter configuration is 

shown in Fig. 1. This band-stop filter was designed on a 

Rogers RT/Duroid 5880 substrate with 0.635 mm in 

thickness and with a relative dielectric constant of 2.2. 

For the input/output connections 50-Ohm microstrip 

lines are used. The microstrip band-stop filter was 

designed on both substrate sides by opening aperture in 

the ground metallization under the low-impedance 

transmission line. 

As shown in Fig. 1, a pair of W-shaped resonators  
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is embedded to the microstrip transmission line. The 

gap between them is used as the coupling structure. The 

characteristic impedance of the transmission line is 

chosen to be 50-Ohm to obtain good stop-band matching 

in wideband. 

 

 
 

Fig. 1. Geometry of the proposed BSF: (a) side view 

and (b) top view. 

 

To realize the desired capacitive and inductive 

values of the filter elements by the stubs of high/low 

impedance transmission lines, the characteristic 

impedance and effective dielectric constant of these 

transmission lines have to be determined. The resonant 

frequencies of the W-shaped resonators could be easily 

extracted using the odd-even modes analysis. In the odd 

excitation case, an electric wall could be added to the 

symmetric line of the whole structure. Thus, a quasi-

quarter wavelength resonator of W-shaped trips could 

be extracted. In the even case, the electric wall is 

replaced by a magnetic wall and the resonator can be 

equivalent to a folded quasi half wavelength resonator. 

The BSF’s working frequency is dependent on the 

odd-mode resonant frequency, which could be modified 

by the pair of C-shaped strips as a microstrip-stub (L2, 

L3, W5, and W6). The relative working bandwidth is 

determined by distance of the odd-even mode 

frequencies, which could be easily adjusted by the size 

of W-shaped strips (W, W1, L, L1, L5, and L7). The 

matching strength is controlled by L6, while matching 

balance is controlled by the bend rate Lf. The widths of 

the lines (W2) have smaller impact on frequency tuning 

than the sizes (W3). 

Another adjustable parameter is the notch of 

resonator’s arm (W6). The BSF will look simpler 

without notches. However, without notches, the coupling 

between feeding line and resonator will be weakest in 

odd mode, whereas strongest in even mode according to 

the coupled line theory [15]. 

As shown in Fig. 2, results in unbalanced coupling 

or single mode in the working band. Figure 4 illustrates 

the reflection responses of E-shaped dual mode BSFs 

with different bend rates. From the curves we could 

find that two balanced rejection zeros is realized under 

proper widths of the W-shaped strips. In addition, the 

gap between feedline and resonator dominates the 

coupling in both odd-even cases. As shown in Fig. 5, it 

is quite sensitive. The coupling is stronger with smaller 

gap size. Final values of the presented band-stop filter 

design parameters are specified in Table 1. 

 

Table 1: Final parameter values of the proposed band-

stop filter 

Parameter subW Wsub hsub W Lf 

Value (mm) 10 15 0.635 7 0.9 

Parameter W1 L1 W2 L2 W3 

Value (mm) 5.1 1.2 3.5 0.9 2.9 

Parameter L3 W4 L4 W5 L5 

Value (mm) 0.4 6.5 0.5 1.9 0.3 

Parameter W6 L6 W7 L7 L8 

Value (mm) 1.6 0.4 4.6 1.9 0.4 

 

III. RESULTS AND DISCUSSIONS 
The proposed microstrip band-stop with various 

design parameters was constructed, and the 

experimental results of the S-parameter characteristics 

are presented and discussed. The simulated results are 

obtained using the Ansoft simulation software high-

frequency structure simulator (HFSS) [16]. 

The structure of the various filters used for 

simulation studies were shown in Fig. 2. S-parameter 

characteristics for the microstrip filter with a pair of  

C-shaped strips (Fig. 2 (a)), the filter with left-side  

W-shaped and C-shaped strips (Fig. 2 (b)), and the 

proposed filter structure (Fig. 2 (c)) are compared in 

Fig. 3. As illustrated in Fig. 3, by using a pair of  

C-shaped strips as a microstrip-stub, two transmission 

zeroes at the upper frequencies can be achieved by 

converting the left-side C-shaped strip to the W-shaped 

structure, a new transmission zero at the low frequency 

is generated. Finally, with proposed structure (Fig. 2 (c)), 

good impedance matching for return loss/insertion 

(S11/S21) characteristics with 3-18 GHz bandwidth can 

be achieved [2-5]. 
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In Fig. 4, the surface current distribution of the 

proposed filter is depicted. In this figure, the current 

distributions at four different frequencies are presented. 

The first lower transmission zero is at 3.8 GHz, the 

upper transmission zero is at 15.5 GHz and the mid-

frequencies in the pass-band are at 8.3 and 10.1 GHz. In 

Fig. 4 (a), the current is mainly located at the left-side 

W-shaped strip. This implies that the lower 

transmission zero is mainly due to the bigger W-shaped 

strip. In Fig. 4 (b), the current is mainly located at 

transmission line. In Fig. 4 (c) and 4 (d), it can be seen 

that two sides of the W-shaped strips have effect on the 

overall performance of the filter because of acting as a 

half-wave resonant structure [17-19]. 

 

 
 

Fig. 2. (a) Microstrip filter with a pair of C-shaped 

strips, (b) the filter with left-side W-shaped and C-shaped 

strips, and (c) the proposed filter structure. 

 

 
 

Fig. 3. Simulated S-parameter characteristics for the 

various structures shown in Fig. 2. 

 

 
 

Fig. 4. Simulated surface current distribution of the 

proposed filter at transmission zeroes frequency:  

(a) 3.8 GHz, (b) 8.3 GHz, (c) 10.1 GHz, and (d) 15.5 GHz. 

 

The simulated VSWR curves with different values 

are plotted in Fig. 7. As shown in Fig. 5, when the  
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interior widths of the W-shaped strips increase from 6.3 

and 4.7 mm to 7.7 and 5.3 mm respectively, the lower 

stop-band frequency is increases from 1.7 GHz to  

3.6 GHz and also the upper stop-band frequency is 

increased from 14 GHz to 19 GHz. From these results, 

we can conclude that the stop-band operation is 

controllable by changing the size of the embedded  

W-shaped strips. As illustrated in Fig. 5, the microstrip 

filter with W=7.7 mm and W1=5.3 mm has a coefficient 

and wider stop-band bandwidth. 

 

 
 

Fig. 5. Simulated and measured insertion and return 

loss characteristics of the filter. 

 

The proposed filter with final design as shown in 

Fig. 6, was fabricated and tested that has a good 

insertion loss (S11) and return loss (S21) are introduced 

to the filter response from 2.82 to 18.05 GHz. Figure 7 

shows the simulated and measured insertion and return 

loss of the filter. As shown in Fig. 7, a flat insertion and 

return losses are introduced to the filter response. 

Consequently, a very wide band-stop characteristic was 

achieved. 

 

 
 

Fig. 6. Photograph of the fabricated microstrip filter. 

 

 
 

Fig. 7. Simulated and measured return and insertion 

loss (S11/S21) characteristics of the filter. 

 

IV. CONCLUSION 
In this paper, a novel design of band-stop 

microstrip filter that covers frequency bandwidth of  

3-18 GHz has been presented. Configuration of the 

presented filter consists of a transmission line with a 

pair of coupled W-shaped strips .The measured results 

have shown that the fabricated filter has a band-stop 

characteristic that extends from 2.082 to 18.05 GHz, 

with an insertion loss (S21) which is larger than 20 dB 

and a return loss (S11) which is less than 0.5 dB at the 

center of the band-stop frequency range. The proposed 

filters are promising for use in radar wireless 

technologies for UWB communications due to their 

simple structure, compact size, and excellent performance. 

 

ACKNOWLEDGMENT 
The authors are thankful to Microwave Technology 

(MWT) Company staff for their beneficial and 

professional help (www.microwave-technology.com). 

 

REFERENCES 
[1] J. A. Kong, Electromagnetic Wave Theory, EMW 

Publishing, Cambridge, 2000. 

[2] K. L. Finch and N. G. Alexopoulos, “Shunt posts 

in microstrip transmission lines,” IEEE Trans. 

Microwave Theory Tech., vol. MMT.-38, pp. 

1585-1594, 1990. 

[3] D. S. La, Y. H. Lu, S. Y. Sun, N. Liu, and J. L. 

Zhang, “A novel compact band stop filter using 

defected microstrip structure,” Microw. Opt. 

Technol. Lett., vol. 53, pp. 433-435, Feb. 2011. 

[4] X.-H. Wang, B.-Z. Wang, H. Zhang, and K. J. 

Chen, “A tunable band-stop resonator based on a 

compact slotted ground structure,” IEEE Trans 

Microwave Theory Tech., vol. 55, pp. 1912-1918, 

2007. 

[5] W. D. Yan and R. R. Mansour, “Compact tunable  

AKBARZADEH, OJAROUDI, OJAROUDI: A NEW DESIGN OF VERY COMPACT UWB BAND-STOP FILTER 162

http://www.microwave-technology.com/


bandstop filter integrated with large deflected 

actuators,” IEEE MTT-S International Microwave 

Symposium, Honolulu, HI, pp. 1611-1614, 2007. 

[6] R. Habibi, Ch. Ghobadi, J. Nourinia, M. Ojaroudi, 

and N. Ojaroudi, “Very compact broad band-stop 

filter using periodic L-shaped stubs based on self-

complementary structure for X-band application,” 

Electron. Lett., vol. 48, no. 23, pp. 1483-1484, 

2012. 

[7] L. H. Weng, Y. C. Guo, X. W. Shi, and X. Q. 

Chen, “An overview on defected ground structure,” 

Progress In Electromagnetics Research B, vol. 7, 

pp. 173-189, 2008. 

[8] M Ojaroudi and N. Ojaroudi, “Microstrip low-

pass filters by using novel defected ground 

structure slot with a pair of protruded T-shaped 

strips inside the slot,” Advanced Electromagnetic 

Symp., (AES), 2012. 

[9] N. Ojaroudi, M. Ojaroudi, and R. Habibi, “Design 

and implementation of very compact band-stop 

filter with petal-shaped stub for radar applications,” 

Microw. Opt. Technol. Lett., vol. 55, pp. 1130-

1132, 2013. 

[10] N. Ojaroudi, H. Ojaroudi, and Y. Ojaroudi, “Very 

low profile ultra-wideband microstrip band-stop 

filter,” Microw. Opt. Technol. Lett., vol. 56, pp. 

709-711, 2014. 

[11] N. Ojaroudi, Y. Ojaroudi, and S. Ojaroudi, “Novel 

design of UWB band-stop filter (BSF) based on 

Koch fractal structures,” Applied Computational 

Electromagnetics Society (ACES) Journal, vol. 

30, no. 1, pp. 576-581, 2015. 

[12] M. Pourbagher, N. Ojaroudi, Ch. Ghobadi, and J. 

Nourinia, “A novel design of compact board 

band-stop filter for use in X-band transceivers,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 30, no. 4, pp. 423-427, 

2015. 

[13] S. Ojaroudi, Y. Ojaroudi, and N. Ojaroudi, 

“Compact planar microstrip-fed printed antenna 

with double band-filtering for UWB application,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 30, no. 4, pp. 457-462, 

2015. 

[14] N. Ojaroudi, “Novel design of low-profile 

microstrip band-stop filter (BSF) with Koch 

fractal RSLRs,” 22nd Telecommunications Forum, 

TELFOR 2014, Belgrade, Serbia, Nov. 25-27, 

2014. 

[15] N. Ojaroudi, “Application of protruded Γ-shaped 

strips at the feed-line of UWB microstrip antenna 

to create dual notched bands,” International 

Journal of Wireless Communications, Networking 

and Mobile Computing, vol. 1, no. 1, pp. 8-13, 

2014. 

[16] Ansoft High Frequency Structure Simulator 

(HFSS), ver. 13, Ansoft Corporation, Pittsburgh, 

PA, 2010. 

[17] N. Ojaroudi, “A modified compact microstrip-fed 

slot antenna with desired WLAN band-notched 

characteristic,” American Journal of Computation, 

Communication and Control, vol. 1, no. 3, pp. 56-

60, 2014. 

[18] N. Ojaroudi, “An UWB microstrip antenna with 

dual band-stop performance using a meander-line 

resonator,” 22nd International Conference on 

Software, Telecommunications and Computer 

Networks (SoftCOM), Split, Croatia, 2014. 

[19] N. Ojaroudi, “A new design of Koch fractal slot 

antenna for ultra-wideband applications,” 21st 

Telecommunications Forum, TELFOR 2013, 

Belgrade, Serbia, Nov. 27-28, 2013. 

 

163 ACES JOURNAL, Vol. 31, No. 2, February 2016

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Bashiri,%20S..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Ojaroudi,%20N..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Ojaroudi,%20N..QT.&newsearch=partialPref
http://scholar.google.com/scholar?cluster=13516744897161106795&hl=en&oi=scholarr
http://scholar.google.com/scholar?cluster=13516744897161106795&hl=en&oi=scholarr
http://scholar.google.com/scholar?cluster=13516744897161106795&hl=en&oi=scholarr


Electromagnetic Beam Position Monitoring Model for Particle Energy Linear 

Accelerator 
 

 

Sabir Hussain, Alistair Duffy, and Hugh Sasse 
 

School of Engineering and Sustainable Development, Faculty of Technology 

De Montfort University, Gateway, Leicester LE1 9BH, UK 

shussain95@yahoo.co.uk, apd@dmu.ac.uk, hgs@dmu.ac.uk 

 

 

Abstract ─ Beam position monitoring (BPM) systems 

are crucial in particle acceleration facilities such as linear 

and circular accelerators. They are used to maintain a 

stable and precise beam position to achieve a high level 

of beam quality. BPMs are also essential for accelerator 

commissioning, performance optimisation, and fault 

analysis. Beam functional properties information, such 

as displacement from the desired axis, information about 

synchrotron oscillations and betatron movements can be 

derived from data gathered in BPM systems. Medical 

linear accelerators (linacs) also employ beam position 

measurements to ensure optimal generation of treatment 

radiation. The most common form of analysis is to use a 

multi-physics based approach and model the beam as a 

stream of electrons, often involving Monte Carlo 

implementation – an accurate but computationally 

expensive approach. This paper presents a simple, but 

robust and efficient, CST microwave model of the linear 

accelerator (linac) beam, generated using a simplified 

approach to beam modeling that uses a conducting 

filament in place of the particle. This approach is 

validated by comparison with published work. An approach 

to BPM using the method applied in this paper opens up 

opportunities to further analyze the overall design and 

that of components of particle accelerator systems using 

commonly available full-wave electromagnetic simulators 

without the need to include specific particle solutions. 
 

Index Terms ─ Beam position monitoring, BPM, 

electromagnetic, linear accelerators, particle accelerators, 

pickup electrode. 
 

I. INTRODUCTION 

A. Linear accelerators 

A linear accelerator (linac) is a device that accelerates 

electrons to high energies through a waveguide [1]. 

Figure 1 represents an overview of the structure of a 

medical linear accelerator, typically up to 22 MeV, 

which is the sufficient energy for practical radiotherapy. 

The big challenge to the application of a linac is the 

production of a monoenergetic high current electron 

beam of a small focal spot, ensuring a production of 

sharply focused X-rays [2]. There are two main classes 

of accelerators: electrostatic and cyclic. The following 

discussion concentrates on the cyclic type of accelerator, 

which is widely used in radiotherapy. The electric fields 

used in cyclic accelerators are variable and non-

conservative, associated with a variable magnetic field, 

resulting in some closed paths along which the kinetic 

energy gained by the particle differs from zero. If the 

particle is made to follow such a closed path many times, 

a process of gradual acceleration is obtained that is not 

limited to the maximum voltage drop existing in the 

accelerator. Thus, the final kinetic energy of the particle 

is achieved by submitting the charged particle to the 

same relatively small potential difference a large number 

of times, each cycle adding a small amount of energy to 

the kinetic energy of the particle [3].  

 

 
 

Fig. 1. A block diagram of medical linear accelerator [1]. 

 

This cyclic process of acceleration provides an 

increase in the electron energy. This is then made to 

imping on a tangsten target for the production of high 

energy X-rays, typically for tumour treatment. Moreover, 

the critical performance optimisation of particle 

accelerators of any kind depends on particle energy beam 

position monitoring (BPM). For the linear accelerator to 

be applied successfully in radiotherapy, particularly for 
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intensity modulated and image guided radiotherapy 

processes, the delivery of the dose to encompass the 

target volume must be done with great accuracy. The 

divergence of the beam from the desired position within 

the waveguide and at the point of striking the tangsten 

target will diminsh the dose profile of the particle beam. 

This may result in missing the target volume, leading to 

an unwanted dose to the healthy tissues and structures 

surrounding the target volume. To overcome this 

problem, correct positioning of the beam within the linac 

waveguide is critical for successful radiotherapy 

outcomes.  

The rest of the paper is organized as follows: within 

the introduction, Subsection B introduces some of the 

relevant background, including information on energy 

beams for radiotherapy dose optimization. Subsection C 

discusses BPM in linear accelerators and Subsection D 

contains information on the use of the transducer for 

beam position monitoring. Section II also comprises 

Subsections A, B, C, D and E in which A introduces the 

methodology adopted, with specific discussions on 

simple principles of electromagnetic based simulation of 

the model. B explains meshing and solver setting for 

BPM model, C discusses computational experiments 

made by applying a current carrying wire for beam 

position monitoring model, and E explains the 

probability density function and the cumulative 

distribution function applied for BPM. Section III 

concerns the results and analysis including the principles 

applied for the determination of cumulative density 

function for the BPM model and final section concludes 

the paper. 

 

B. Energy beams for radiotherapy dose optimization 

Considerable effort has been expended to analyse 

the components of linear accelerators for the assessment 

of beam quality for high precision intensity modulated 

radiotherapy (IMRT) dose optimisation [4] and for 

image guided radiotherapy. These have the aim of 

enabling the irradiation process to deliver the most 

effective dose to the target volume, while the radiation is 

as low as reasonably achievable (ALARA) [5] to the 

tissues and structures surrounding the target volume. 

Therefore, the process of optimized dose delivery in 

photon radiotherapy is performed by establishing 

treatment-planning models according to the knowledge 

of energy beam parameters such as energy beam spectra 

and variations in the distribution of photons incident on 

the surface of the target volume [6]. 

Various methods, particularly Monte Carlo (MC), 

have been considered for many years as the successful 

techniques for modeling the beam energy components of 

the linear accelerator for improving accuracy of the dose 

delivery process in radiotherapy to overcome the speed 

issues in performing this analysis. Approximation and 

simplifications may be necessary which compromise the 

advantages of Monte Carlo dose calculations [7]. This 

has provided a motivation to investigate full-wave 

electromagnetic simulation for the optimization of the 

critical components of the linac instead of multiphysics 

simulators to solve the dosimetric problems in 

radiotherapy. 

 

C. Beam position monitoring in linear accelerators  

The main goal of this paper is to establish a non-

invasive transverse beam position monitoring model for 

linear accelerator electromagnetic simulation instead of 

applying special particle solutions. Beam position 

monitoring systems (BPMs) has critical role for any 

particle acceleration facilities such as linear and circular 

accelerators. They are applied to maintain a stable and 

precise beam position to achieve a high level of beam 

quality critical for the accelerator performance. For 

synchrotron accelerators and storage rings, precise and 

stable beam position becomes necessary during the 

thousands of revolutions of the beam. The efficiency of 

the BPMs depends upon its ability to measure small 

displacements of the beam, compared to its absolute 

position resolution. Typically the resolution of a system 

is much better than the accuracy. In most cases, good 

resolution is much more important than good accuracy. 

However, it is often appropriate to know the absolute 

beam position to a fraction of a millimeter, even  

though the beam motion needs to be known to a few 

micrometres [8]. 

Therefore, it is required to constraint the 

accelerating bunches of electrons throughout the central 

axis of the waveguide, particularly in the buncher 

section, otherwise their mutual repulsion will lead the 

electron beam to diverge. This would ultimately produce 

losses in the beam current as well as serious damage to 

waveguide structure [2]. 

For the beam position measurement, BPM can be 

calibrated by bench measurement by simulating the field 

generated by the beam by an rf antenna. However, the 

EM field generated by the current carrying wire is 

different from the field induced by the particle beam. 

Therefore, it is necessary to determine the EM field 

induced by a beam in a BPM both to calculate its 

sensitivity and to be able to predict its influence on the 

stability of the beam. The electric field produced by  

an ultra-relativistic beam is Lorentz contracted in 

longitudinal direction which can be considered as 

established by a line charge of infinite length. This 

allows one to deal it as a simple electrostatic problem 

[15]. 

 

D. Pickup for beam position monitoring 

Pickup electrodes have been used in particle 

accelerators for determining the displacement of the 

energy beam from the desired position in the waveguide. 

For achieving information about the energy beam 
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position in electron accelerators, several different 

approaches are present in the literature. Interceptive 

techniques such as fluorescent screens, wire grids or wire 

scanners are useful during accelerator installation but 

cannot be used during accelerator machine operation as 

they destroy the characteristics of the beam [9]. Even 

though the electromagnetic pickups are not ‘ideal’ 

instruments, they are essential for the operation of the 

beam. They are still the simplest, fastest and most precise 

measurement of the beam centre [10]. 

In a running linac system, the beam must not be 

disrupted. However, the technique most commonly used 

to collect information about the spectral content of 

bunched particle beams is to couple gently to the 

electromagnetic field of the beam [11]. To comply with 

this condition, our model of BPM consists of two 

symmetrically arranged electrode/pickups spaced at 180 

degrees, as shown in Fig. 2. Which is in accordance with 

the conventional technique of using one or two pairs of 

electrodes, for the measurement of beam offset (i.e., 

along horizontal and vertical dimention) from its  

desired position [8]. The pickup electrodes detect the 

electromagnetic field generated by the conducting 

filament and convert it to a voltage signal. In order to 

mimic the real situation of the operating linear 

accelerator, the use of a current carrying wire in the 

model is considered as an analogue to the line charge 

flowing through the centre of the waveguide. Since the 

electron beam passing through a BPM induces a charge 

on the pickup electrode, which uniquely depends on the 

position of the beam and, due to absence of longitudinal 

variations, the electron beam appears to be essentially a 

line of moving charge. Measuring the voltage at the 

pickups can provide the position of the electron beam 

[12]. This paper verifies the appropriateness of the 

approach of using a current carrying wire instead of 

particle beam for beam position monitoring. 

 

E. Probability density function in application of 

cumulative density function for BPM data 

For the beam position monitoring system, the 

disadvantage of the peak detection method is that the 

signal peak voltage is very sensitive to the shape of the 

pulse, and very sensitive due to attenuation in the cable 

and also due to signal dispersion in lengthy cables [8]. 

This situation could be resolved by applying a 

probability density function (PDF) approach for 

cumulative distribution function (CDF) in calculating 

the variations in the measured signal. The approach used 

in this paper is a ‘maximum likelihood’ approach 

obtained from the 50% CDF level, its calculation process 

can be explained in the following paragraphs. 

The probability density function of a continuous 

valued random variable X is traditionally defined in 

terms of its PDF, f(x), from which probabilities associated 

with X can be determined using the Equation (1) [13]: 

 𝑃(𝑎 < 𝑋 ≤ 𝑏) = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
. (1) 

This means the probability that X has a value in the 

interval [a; b] is the area above this interval and under 

the graph of the density function. The method for PDF 

employed in this study is continuous probability density 

functions based on a normal kernel function described in 

detail in [13] and given in Equation (2): 

 𝑓(𝑥) ≡
𝑑

𝑑𝑥
𝐹(𝑥) ≡ 𝑙𝑖𝑚

𝑛→∞
(

𝐹(𝑥+ℎ)−𝐹(𝑥−ℎ)

2ℎ
) .  (2) 

In Equation (2), F(x) is the cumulative distribution 

function of the random variable x and h is the 

‘bandwidth’. For a random sample of size n from the 

density f, X: {x1, x2, … xn}, its empirical cumulative 

distribution function (ECDF) has this expression: 

 𝐹′(𝑥) =
 𝑁{ 𝑋 ≤ 𝑥 }   

𝑛  
. (3) 

In Equation (3) N{X ≤ x} shows the number of 

elements of value less than or equal to x in X. By 

substituting this to Equation (2) it takes the form: 

 𝑓′(𝑥) =
𝑁{(𝑥−ℎ)<𝑥≤(𝑥+ℎ)}

2nh    
. (4) 

This equation can be expressed as (5): 

 𝑓́ ̀(𝑥) =
1

𝑛ℎ
∑ 𝐾 (

𝑥−𝑥𝑖

ℎ
)

𝑛

𝑖=1
, (5) 

where as, 

 𝐾(𝑢) = {
− 

1

2
, −1 < 𝑢 < 1,

  0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (6) 

The Equation (6) is a kernel density estimator 

having a uniform kernel function K. Note this kernel 

function is a uniform function for the data elements 

interval of -1 to 1. The kernel bandwidth, h, controls  

the smoothness of the probability density curve, its 

explanation is given in [13]. In this study the Gaussian 

kernel function is chosen to achieve much smother PDF 

which has the following form: 

K𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 = {(2𝜋) −  
1
2 𝑒−

𝑢2

2

  

, −1 < 𝑢 < 1,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.                       

 

 

II. METHODOLOGY 

A. Simulations 

By using a 3D electromagnetic solver [14], the 

electron beam position was modelled by creating a 

perfectly conducting cylinder as a waveguide. A current 

carrying wire of thickness 2 mm was placed in the centre 

of the modelled waveguide as an electron beam (around 

2 mm being a typical size for the electron beam). It was 

initially placed at the center of the cylindrical waveguide 

and its position was calculated using data from the pick-

ups. The waveguide length is 160 mm as shown in Fig. 2. 

The beam termination offset is 150 mm for the setup of 

lumped element ports on both sides of the cavity. The 

outer radius of the main cavity is 55 mm and this is also 

called the beam line radius or waveguide radius. The 

pick-up electrodes based on the description given in the 

CST particle studio [14], were modeled as coaxial  
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systems in which the output voltage was measured. 

 

 
 

Fig. 2. Cut plane view of the pickup beam position 

monitoring model. 

 

We have taken a difference-over-sum approach used 

in [8], and the voltage signal processing is not performed 

in hardware or electronics instead an excel spread sheet 

was used. The variations in the measured voltage of 

various positions of the ‘beam’ away from the centre 

provide the information about its displacement from 

desired position. The BPM data was noted using a CST 

commercial solver. The variations in the beam position 

due to its offsets in the transverse plane and with the shift 

in beam phase from the central axis of the waveguide 

were determined by time-domain simulations. The outer 

radius of each pickup was 9.5 mm having height of 18 mm 

and of inner conductor of the coaxial system was 5 mm 

with length of 59 mm. These symmetrically arranged 

electrodes/pickups, as shown in Fig. 2, were connected 

with two discrete ports with an impedance of 50 Ohm 

each, were used to detect the electromagnetic field 

generated by the current carrying wire as a voltage 

signal. 

The behaviour of the electrode was modelled by 

measuring the voltage signal at the upper port marked as 

port 2 and the lower port marked as port 3. The beam 

positional variations are only taken in the transverse 

direction (i.e., along the Y axis) and, for phase analysis, 

in the XY plane, which is diagonal to the XY plane in 

this experiment. For the extraction of the signal from the 

pickup button, a difference-over-sum scheme was used. 

One benefit of the difference-over-sum procedure is that 

it can also be performed in the time domain by using a 

peak detector to collect the peak voltage in the bipolar 

signal from the individual electrodes. The disadvantage 

of peak detection method is that the peak voltage is very 

sensitive to the pulse shape and also very sensitive to the 

measurement system attenuation and dispersion [8]. In 

order to overcome this situation a probability density 

approach to cumulative distribution function (CDF) to 

determine the variation in the measured signal at its 50% 

level was used, as previously described in Subsection E 

in Section I. The results presented are in good agreement 

with the trend of data in the published work as shown on 

page 28 in Ref. [8], redrawn in Fig. 3. 

 

 
 

Fig. 3. Beam position monitoring data, redrawn from the 

reference [8]. 

 

B. Meshing and solver parameters settings for the 

model 

Defining the meshing parameters is an important 

and critical step for the simulation of any model. For this 

purpose, hexahedral meshing was used, which is very 

robust even for most complex imported geometries. The 

hexahedral mesh in the commercial software [14] used 

30 lines per wavelength, a mesh limit of 20 and a 

meshing line ratio of 15 with a smallest mesh limit of 

0.15. After applying this mesh setting, the automatic 

meshing option provided the total 324,131 mesh cells as 

sketched in Fig. 4. 

 

 
 

Fig. 4. BPM model with wire frame activated. 
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The robustness and accuracy of the model was 

further increased by applying enhance fast perfect 

boundary approximation (FPBA). This is because the 

internally used representation of the model geometries is 

limited regarding the resolution of the geometrical 

details if the mesh type “FPBA” is used. For the 

background material, the density points, fixing points 

option was also applied. Also for the advanced meshing, 

the option of ‘convert geometry data after meshing’ was 

used for model singularity in case of PEC and lossy 

metal edges. Due to use of different materials in the 

model, the material based refinement and consideration 

of surrounding space for lower mesh limit was also used. 

All these above important mesh setting provided the 

necessary requirements for the model to obtain the 

optimal results with a reasonable simulation time. The 

transient solver with an accuracy limit of -30 dB was 

used. For the waveguide setting, inhomogeneous port 

accuracy enhancement (QTM (Quasi-TM) modes) was 

used and twenty frequency samples were taken. The 

accuracy of 1% with maximum passes 4 for the line 

impedance adaptive solver run was implemented.  

The mode calculation frequency during the 

simulation was 2.856 GHz. In order to meet the steady 

state criteria, 200 pulses for solver setting were 

implemented. This parameter needs to be selected with 

much care since without its optimum selection, the 

solver will not run.  

 

C. Computational experiments for beam position 

monitoring 

The energy beam, as a current carrying wire, was 

displaced in the transverse direction to mimic the real 

situation of beam displacement. 

The voltage signal from the displaced beam along 

the various transverse positions was determined at the 

upper and lower ports. The voltage signal V2 at upper 

port marked as port 2 and V3 at the lower port marked as 

port 3 were noted for the tranverse offsets of the beam 

and the difference over sum of signals from these ports 

were calculated by using following equation: 

 
ΔV

∑
  =  

(𝑉2−𝑉3)

(V2+V3)
. (7) 

The data of voltage signals at the origin and at 

various offsets with an increment of 1 mm up to 23 mm 

was calculated and variations in the voltage signal were 

determined by computing the difference/sum for each 

displacement. A kernel density estimator is used to 

smooth the data and the cumulative distribution function 

is then obtained as in [13]. This is to overcome the 

drawback of detecting the signal peak method [8]. The 

CDF values were calculated for different beam offsets in 

the transverse plane in the +ve and –ve directions. The 

changes in the voltage signals due to change in the 

positions of the beam were simulated by determining the 

variations at 50% of the cumulative density level. 50% 

was selected simply because of it being a mid-range 

value and, in general, the turning point for the probability 

density function: i.e., the peak probability. The results 

were analysed which showed the values of the voltage 

signals at 50% CDF for various offsets of the beam at  

2 mm with an increment of 1 mm up to 23 mm from the 

beam origin. 

 

III RESULTS AND ANALYSIS 

A. Beam position monitoring results with cumulative 

density function 

The data obtained by simulation was analysed to 

obtain voltage signals on the pickup. The energy beam 

positions simulated at various displacements were 

determined with respect to the central axis. The CDF 

curve shown in Fig. 5 is representative of the cumulative 

distribution function for the beam offset at 11 mm from 

the beam central axis. Similarly, this distribution was 

calculated for all beam positions by displacing the beam 

away from the central axis. The CDF data was obtained 

for beam offsets in the transverse direction, i.e., on +ve 

and –ve Y axis and for 45 degrees shift in phase of  

the beam along the diagonal of the XY plane on the +ve 

and –ve dimention, the proceeding paragraph and 

Subsections B, and C further analyse these results. 

The combined graph of 50% CDF values was 

obtained for all the beam offsets in the range 0 to 23 mm 

and is presented in the following figures. For illustration 

purposes, the trend of the CDF plotted values is examined 

in Fig. 6 by taking only the extremes of maximum and 

minium beam displacements in the +ve and -ve Y axis. 

These CDF values of beam offset illustrate the 

symmetric pattern of the data. To observe the variations 

in the voltage signals due to a shift in the beam phase of 

45 degrees (i.e., on the diagonal of the XY plane), CDF 

values were calculated in both XY +ve and –ve planes. 

 

 
 

Fig. 5. CDF data verses voltage at 11 mm beam offset. 
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Fig. 6. Combine CDF curves for beam position offsets in 

transverse plane from beam central axis. 

 

The trend of the data and their combined symmetric 

pattern can be observed from Fig. 8. Figures 7 and 9 

represent all the numerical values at the 50% CDF levels 

for various beam positions (BP). In Fig. 6, curve BP0 

refers to the beam position at the origin and curve BP3 

refers the beam at displacement of 3 mm in the transverse 

plane in +ve Y axis and curve BP-3 referred as beam 

position at the distance of 3 mm in the –ve Y axis and for 

the beam offsets ranging 4 mm to 23 mm same pattern 

was used. Similarly, for the beam position phase analysis 

in Fig. 8, CDF curve BP0 refers to the beam at the origin, 

BP3 referred beam position at 3 mm in the XY plane 

with the phase angle of 45 degrees and in the –ve XY 

plane the same position referred as BP-3 for -3 mm. The 

same pattern of beam position representation was used 

for the beam offsets ranging 4 mm to 23 mm. 

 

 
 

Fig. 7. CDF data for beam position in transverse 

directions (i.e., along +ve and –ve Y axis). 

 
 

Fig. 8. Combine CDF curves for beam offsets at 45 

degrees in XY plane from beam central axis. 

 

B. Beam position due to transverse offsets 

The transverse offsets of the beam positions were 

determined from the CDF data taken on linear scale. The 

values of the voltage signals are graphed in Figs. 6 and 

7. In Fig. 6, the curve BP0 referred to beam at the origin 

which is considered as an ideal beam position. The data 

was further analysed for the simulated approach to 

observe any changes that might be present in the 

linearilty of the data due to the establishment of the 

current carrying wire approach compared to the particle 

beam consisting of electron bunches. This has also 

validated the approach described in Section I. The 

cumulative distribution functions of the voltage signals 

were simulated at various displacements with an 

increment of 1 mm, from 2 to 23 mm and also in negative 

directions for same displacements from the central axis. 

The combined graph of Fig. 6 for various cumulative 

density functions has shown variations in the voltage 

signal at 50% of CDF. This means that the signal value 

changes with respect to beam displacement from its 

central position considered as the desired beam axis. 

 

C. Beam phase analysis 
The beam phase analysis given in Fig. 9 of the 

combined CDF data shows the computation of the 

voltage signal variations for the BPM at 45 degrees with 

respect to its position at 90 degrees. It shows that a 

change in the signal appeared as the beam phase angle 

varies from 90 to 45 degrees with respect to Z axis, it 

could be observed by comparing the Figs. 7 and 9. The 

data obtained with change in phase angle of 45 degrees 

along the +ve and –ve XY plane is drawn in Fig. 9. The 

graph trend shows that the major effect is due to beam 

offset in the transverse plane (along Y axis), specially 

with the shift in the beam phase of 45 degrees (i.e., on 
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the diagonal of the XY plane). A change in the linearity 

of the graph also appears particularly with the shift of 45 

degrees in the beam phase. It has observed that the BPM 

data obtained from our proposed approach is similar in 

trend with the data presented in Fig. 3. 

 

 
 

Fig. 9. CDF data for beam phase, phase analysis. 

 

IV. CONCLUSION 
A simple and robust model of beam position 

monitoring (BPM) for the linear accelerator (linac) was 

obtained using full-wave electromagnetic simulation. A 

brief review was also presented about electron beam 

characteristics, beam position monitoring (BPM) concepts 

and beam parameter processing methods used in particle 

accelerators. The BPM data was generated through the 

application of CST 3D electromagnetic software.  

The analysis of the data was performed by using a 

cumulative distribution function. The CDF has provided 

close approximation to the real situation of the BPM. The 

simulated results showed the variations in the voltage 

signal generated at the pickup electrode due to 

displacement from its central axis and a single numerical 

value of this voltage signal is obtained from the 50% of 

the CDF level. The analysis of the model was also made 

by taking into account the effects of variations in the 

phase on beam position and its effects on the voltage 

signal due to displacement of the beam along the 

horizontal direction. The simulated data of the BPM 

model was compared with published work, which 

demonstrates that the behavior of the proposed approach 

is similar to the data published in [8]. This has validated 

the approach applied in our study and demonstrates the 

potential to use a full wave electromagnetics solver to 

analyse such systems with the result that studies such as 

probe design and analysis can be undertaken without the 

need to use Monte Carlo methods and multiphysics/particle  

simulation software. 
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Abstract ─ A newly designed rotary-linear switched 

reluctance (RLSRM) motor is presented and 

electromagnetically analyzed in this paper. The motor 

has an integrated structure and can control both linear 

and rotary motions. It is mainly designed to control the 

engagement of a rotating gear. For this purpose a two-

section motor comprised of a rotary and a linear SRM is 

designed. In the middle part of the motor assembly, a 

three-phase rotary SRM with 6 stator and 4 rotor poles 

creates rotary motion. The linear section which is a 

transverse flux two-phase SRM is composed of two parts 

placing at each side of the rotary section. The cylindrical 

translators inside the linear stator poles provide short 

magnetic flux paths which reduce the core losses and 

increase the force per volume. The motor parameters 

derived from the motor design procedure are evaluated 

using 3-dimensional finite element analysis (3DFEA). 

The motor performance indices such as flux linkages, 

flux density, mutual flux, static torque and force for 

various loads are obtained and assessed for rotary and 

linear motions. Finally, a comparative study is performed 

and 3DFEA results are compared with two different 

RLSRM structures. The comparison shows that the 

proposed structure has the highest force per motor 

volume. 

 

Index Terms ─ Electromagnetic analysis, finite element 

analysis, rotary-linear motion, switched reluctance motor. 
 

I. INTRODUCTION 
Switched reluctance motors have become a popular 

alternative for variable speed drives in recent decade. 

Simple structure, lack of magnetic material or coil on the 

moving part, fault tolerance, and low manufacturing and 

maintenance costs have changed it to a serious competitor 

for induction and brushless DC motors [1-5]. In contrast 

with many of the DC and AC motors, SRMs need a 

control system for normal operation. This requirement 

restricted its utilization but appearing low cost power 

semiconductors accelerated its application in recent 

years. Rotary and linear structures have been developed 

for SRMs with a variety of applications. For rotary type, 

different variable speed applications such as home 

appliances, electric and hybrid electric vehicles have 

been introduced. Linear SRM has been used in elevators 

and electrical trains [6-9]. 

Rotary and linear motions are needed together in 

several applications. Power transmission systems in 

automatic or electrical vehicles, robots, wire winding 

machines, weaving equipment, and component insertion 

systems are among the known applications [10]. Usually, 

two or more motors or combination of pneumatic, 

hydraulic, and electric systems are needed to provide the 

motions required in these applications. Conventional 

systems for rotary-linear motion control are often 

accompanied by some mechanical parts such as gears or 

belts. These systems require frequent maintenance and 

adjustment that decrease the whole system reliability 

[11]. Less mechanically complicated and more 

electronically controllable solutions for rotary-linear 

motion control are highly demanded. Rotary-linear 

electrical motors providing both rotary and linear 

motions in an integrated structure are a good alternative 

for conventional electro-hydraulic systems [12]. These 

rather newly appeared motors can bring more 

controllability and precision, faster response and higher 

efficiency with less cost and space [13]. 

Several structures for rotary-linear motors based on 

SRM technology have been reported in the literature in 

recent years [14-19]. In [14], a RLSRM consisting of two 

separate stators and a rotor-translator is proposed. The 

rotary and linear motions are controlled by the optical 

sensors inside the motor and the linear position sensor 

mechanically coupled to the shaft, respectively. The 

motor operation depends on the precision and adjustment 

of two sensor types which impose cost and complexity 

to the system and reduce the reliability. For this 

structure, a control strategy based on the multiphase 

excitation method has been reported in [15,16]. A torque 

and force distribution function is proposed for the 

RLSRM to decouple the two axes of motion. The control 

strategy is still dependent to the sensors information. 

Another RLSRM with two different structures for 

rotary and linear stators is introduced in [17]. Due to the 
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encoder coupling to the motor, the shaft is only 

accessible from one side. The long rotor creates magnetic 

interference for rotary and linear motion control. 

Two different RLSRM structures with their 

electromagnetic simulations are exposed in [18,19]. 

Using position sensors and the interference of rotary and 

linear motions control have increased the complexity in 

all of the proposed RLSRMs. 

In the structures that utilize multi-stacks of slotted 

rotor [14-18], excitation of the linear phases produce 

torque and the motor has combined rotary-linear motion 

instead of pure linear motion. So at least they need a 

decoupling strategy to decouple rotary and linear motion 

control [15,16]. In multi-stack RLSRMs the number of 

rotor poles are less than the number of stator poles. So it 

is not possible to utilize all of the rotor and stator cores 

capacity for linear force production as only one stator 

phase poles are in rotationally aligned position at each 

time and can be used for linear motion without torque 

production. 

The main purpose of this paper is proposing a new 

RLSRM for independent control of the rotary and linear 

motions. The completely separated magnetic flux paths 

decouple the motor operation in rotary and linear modes 

and give the possibility to control two-axis motion both 

simultaneously and separately. 

In this research, the new RLSRM is capable of 

working in three different modes: 1- Rotary, 2- Linear, 

3- Rotary-linear (RL). For solving the problems originated 

from slotted translators, two cylindrical translators have 

been used. Also, the hybrid motion control by the 

constructed RLSRM does not need any decoupling 

control algorithm, which is an important issue in the 

other rotary-linear motors. The decoupled rotary and 

linear motion control and simple integrated structure are 

the advantages of the proposed RLSRM. 

In the following, after a discussion about the design 

procedure of the motor in Section 2, the design 

verification by 3DFEA is presented in Section 3. For 

design verification, static analysis is performed by 

3DFEM. Based on the available information for the other 

RLSRMs structures, a comparative study has been 

performed at the end of Section 3. Finally, the 

consequences of this research are described in Section 4. 

 

II. DESIGN AND THEORETICAL 

ANALYSIS OF THE NEW RLSRM 
The motor is designed to engage and disengage a 

rotating gear in a wire winding machine. It is comprised 

of two sections, each one responsible for one axis motion 

control. The rotary section which is a radial field rotary 

SRM is in the middle part of the motor assembly. It has 

6 salient poles on the stator and 4 on the rotor. The coils 

on the stator opposite poles are serially connected and 

form a phase. Therefore, the motor has 3 phases that 

should be excited sequentially to rotate the rotor. Since 

the motor shaft has both rotary and linear motions, the 

rotor stack length has been considered as the half of the 

stator stack length. The linear section is a two phase 

transverse flux LSRM with active stators and passive 

translators. Each phase is comprised of a six-pole stator 

and a cylindrical translator situated at both sides of the 

rotary section. For the sake of simplicity, the linear and 

rotary stators have the same structures. The structure of 

the new RLSRM is illustrated in Fig. 1. 

 

 
 

Fig. 1. The proposed structure for RLSRM. 

 

All of the coils in each linear stator phase are serially 

connected and excited together. The coils are wrapped 

around the poles in a way that make opposite magnetic 

poles in two neighbor stator poles. Therefore by exciting 

a phase coils the magnetic flux finds short paths inside 

the translator. The short magnetic flux paths increase the 

motor efficiency by reducing the magnetic core losses. 

During a phase excitation 6 magnetic circuits are 

established by the translator, stator pole windings, and 

two air gaps. The translator moves toward more overlap 

with the stator poles in order to create the magnetic 

circuit with minimum reluctance. The configuration of the 

linear section facing the front view is depicted in Fig. 2. 

 

 
 

Fig. 2. The front view of the linear section. 

 

If the translator rotates while the linear phase coils 

are energized, the magnetic field induced in the translator 

produces undesirable negative torque. Therefore, each 

translator is coupled to the shaft by a pair of ball 

bearings. The bearings are fixed on the shaft so that the 
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coupled translator can rotate freely while it cannot move 

linearly relative to the shaft. In this way, the translators 

can have linear motion while the shaft is rotating inside 

the bearings. For retaining the shaft so that it can move 

linearly while rotating, one slide-rotary bush (SRB) 

couples the shaft to the motor cap at each side. The 

structure of the SRB is shown in Fig. 3. 

 

 
(a) 

 
(b) 

 

Fig. 3. (a) The used slide-rotary bush, and (b) the internal 

structure of the slide-rotary bush [20]. 

 

The SRBs retain the shaft at the center of rotation 

axis while the shaft can rotate and slide freely on the 

SRB ball elements. 

 

A. Design procedure-rotary section 

For decoupling the control of rotary and linear 

motions, separate structures are considered for each kind 

of motion. The motor design starts with selecting 

parameters for a radial field 3-phase, 6/4 rotary SRM. 

The output equation of a SRM is given by: 

 𝑃𝑜 = 𝐾 𝑚𝐵𝐴𝑠𝐷2𝐿 𝑁, (1) 

in which Po is the output power, As is the specific electric 

loading, D is the bore diameter, and N is the rotor speed 

in RPM. Km is a factor depends on several parameters 

such as the motor efficiency, duty cycle, and saturated 

and unsaturated inductances [3]: 

 𝐷 = √
𝑃𝑜

𝐾𝑚𝑘𝐵𝐴𝑠𝑁

3
. (2) 

The rotor stack length is calculated by: 

 𝐿 = 𝑘𝐷, (3) 

in which k is a parameter that depends on the nature of 

the application. The range of k for non-servo applications 

is: 

 0.25 < 𝑘 < 0.7. (4) 

Assuming 𝛽𝑠 and 𝛽𝑟 as the stator and rotor pole arcs, 

the width of stator and rotor poles ts and tr can be 

calculated as: 

 𝑡𝑠 = 𝐷 sin (
𝛽𝑠

2
), (5) 

 𝑡𝑟 = 𝐷 sin (
𝛽𝑟

2
). (6) 

The range of stator and rotor yoke thicknesses, Sy and Ry 

are given by: 

 0.5𝑡𝑠 < 𝑆𝑦 < 𝑡𝑠, (7) 

 0.5𝑡𝑟 < 𝑅𝑦 < 0.75𝑡𝑟 . (8) 

The magnetic field intensity in the air gap is obtained 

from (9): 

 𝐻𝑔 =
𝐵

𝜇0
. (9) 

The number of turns per phase for a peak current of Ip is: 

 𝑁𝑝ℎ =
𝐻𝑔×2𝑔

𝐼𝑝
. (10) 

The cross section of the conductor is calculated from 

(11) in which J is the conductor current density: 

 𝐴𝑐 =
𝐼𝑝

𝐽√𝑞
. (11) 

For obtaining the stator pole height, hs it is required 

to calculate the stator coil width, Cw and height Ch. 

Subtracting the stator pole arc lengths and the distances 

between adjacent coils from the bore periphery, the coil 

width can be calculated from (12): 

 𝐶𝑤 =
𝜋D−𝑃𝑠[𝛽𝑠.

𝐷

2
+𝐶𝑔]

2𝑃𝑠
, (12) 

in which Ps is the number of stator poles and Cg is the 

gap between the stator adjacent coils. The stator coil 

height is achieved from (13): 

 𝐶ℎ =
𝑎𝑐𝑁𝑝ℎ

2𝐶𝑤
. (13) 

The stator pole height is specified considering the 

span given in (14): 

 𝐶ℎ < ℎ𝑠 < 1.4𝐶ℎ. (14) 

The rotor pole height, hr is obtained by applying the 

calculated parameters in the previous steps to (15): 

 ℎ𝑟 =
𝐷−2(𝑔+𝑅𝑠ℎ+𝑅𝑦)

2
, (15) 

in which Rsh is the shaft radius. 

Table 1 shows the final parameters of the rotary 

SRM obtained from theoretical formulation. 

 
Table 1: Specifications of rotary SRM 

Parameter Value Parameter Value 

Rated power 80 W Rotor pole width 10 mm 

Rated speed 3000 RPM Stator pole width 8.8 mm 

Air gap 0.25 mm 
Rotor yoke 

thickness 
5.4 mm 

Supply voltage 48 V 
Stator yoke 

thickness 
5 mm 

Phase peak 

current 
2.5 A No. of turns/coil 120 

No. of stator 

poles 
6 

Rotor stack 

length 
17.5 mm 

No. of rotor 

poles 
4 

Stator stack 

length 
35 mm 

Specific elec. 

loading 
28500 A/m Rotor pole height 7.3 mm 

Rotor pole arc 32 Deg. 
Stator Pole 

height 
13 mm 

Stator pole arc 28 Deg. Rotor pole width 9.8 mm 

Shaft radius 5 mm Stator pole width 8.7 mm 

Current density 5 A/m2 Bore diameter 36 mm 

k 0.48 
Conductor cross 

section 
0.3 mm2 

 
B. Design procedure-linear section 

For controlling the engagement of a rotating gear a 
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two-phase transverse flux LSRM is designed to create 

forward-backward movement. Before designing the 

LSRM several assumptions should be considered. The 

required linear force and displacement are 14 N and  

17.5 mm, respectively. For having simple and uniform 

structure the linear stator is considered the same as the 

rotary stator with less stack length. The motor structure 

side view is illustrated in Fig. 4. 

 

 
 

Fig. 4. (a) The structure of the RLSRM facing the side 

view, and (b) the linear stator structure. 

 

Considering a linear phase, the variation of magnetic 

energy in the air gap as a result of translator movement 

can be calculated by: 

 ,
2

1
dVHBdW agf 

 (16) 

in which Bag is the magnetic flux density in the air gap, 

H is the magnetic field intensity and dV is the air gap 

volume variation. The air gap volume variation as a 

result of translator movement along the x-axis will be: 

   ,gxSRgdAdV pwptp    (17) 

where Atp is the overlapping area of the translator and 

one stator pole, g is the air gap, Rp is the bore radius,  

α is the stator pole angle, x is the axial translator 

displacement, and Spw is the stator pole width. The linear 

force, fL for a constant exciting current can be calculated 

as: 

   .
2

1

0

2

gR
B

x

W
f p

agf

L 






  (18) 

By neglecting the translator and stator core reluctances 

against the air gap reluctance the magneto motive force 

(mmf) is achieved: 
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0

g
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
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Considering (17) and (18) reveals that the force is only a 

function of mmf, stator pole circumferential length (Rpα) 

and air gap: 
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By utilizing variable equivalent air gap permeance 

model for SRM [21], it is possible to develop an equation 

for the linear force produced by one phase excitation: 
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in which Kc is Carter’s factor and Pc is the permeance 

coefficient. Ks is saturation coefficient depended to the 

core material magnetic characteristics and the length of 

magnetic flux path in the core and air gap. The required 

slot area Aw for winding as a function of air gap flux 

density Bag, current density J, and fill factor Kw is 

obtained: 

 .
2

0 w
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w
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Bg
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
  (22) 

For designing the linear section the following 

parameters are considered initially: air gap length g, air 

gap flux density Bag, stator slot fill factor Kw, saturation 

coefficient Kc, Carter’s coefficient Ks, permeance 

coefficient Pc, and current density J. The winding area 

obtained from (23). Applying (19), the required mmf per 

coil is achieved. So for the peak current value the number 

of turns per coil can be calculated. The required 14 N 

linear force gives the stator pole circumferential length 

from (20) Rp.α. Since the rotary and linear stator 

structures are the same, the optimized Rp and α are 

calculated, respectively. The prior assumptions and the 

calculated parameters for the linear section are 

summarized in Table 2. 
 

Table 2: Specifications of the linear SRM 

Parameter Value Parameter Value 

Air gap 0.25 mm Peak current 4 A 

Bag 1.6 T Slot area (Aw) 3 cm2 

Slot fill factor 0.4 mmf/coil (ℑ) 300 A.t 

Saturation 

coeff. 
1.6 No. of turns/coil 75 

Carter’s coeff. 1.4 Bore radius 18 mm 

Permeance 

coeff. 
1.3 Stator pole arc 28 Deg. 

Current density 5×106 A/m2   

 

Considering the motor whole volume V, the motor 

force per volume, Fv is: 

 
32 9

14
19894  .

  40 140 10

lmax
v

F NF
mMotorVolume  

   
    

 (23) 

For design verification, the proposed structure 

completely analyzed with 3DFEM and the results are 

given in the following section. 
 

III. ELECTROMAGNETIC ANALYSIS OF 

RLSRM USING 3DFEM 
Complete and accurate modeling of the designed 

motor is a necessary step in verifying the obtained 

parameters from analytical calculations. Finite element 

method is a precise and efficient solution for modeling 

and analyzing magnetic circuits. Although it is more 

complex and time consuming, 3DFEA of the machine 

has remarkable advantages over 2D. Some practical 

parameters such as the motor length effects cannot be 
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considered in 2D analysis. For starting the analysis 

geometric and magnetic model of the motor are specified 

then the boundary conditions and polynomial order are 

set. Based on the input information, the initial 3D 

meshing is performed and the magnetic field distribution 

is calculated inside and around the motor layout. Based 

on the achieved magnetic field distribution, some other 

parameters such as flux linkage, core losses, and torque 

(force) can also be obtained. Figure 5 shows the initial 

3D mesh layout of the designed RLSRM in Magnet CAD 

package for analysis [22]. 

 

 
 

Fig. 5. 3D finite element meshing of the designed RLSRM. 

 

Both stator and rotor cores are made up of non-

oriented silicon steel laminations, while the shaft is from 

non-magnetic material. Static analysis is performed by 

3DFEM and the results are given in the following. 

 

A. Static electromagnetic analysis of RLSRM 

For static analysis after determining the geometric 

model, the parameters of 3DFEA are set. For the rotary 

SRM, the coils of one phase are energized and the 

magnetic field distribution is calculated from unaligned 

to the next unaligned positions. 

Fig. 6Figure 6 illustrates the magnetic flux density 

and flux path with the motor poles in unaligned and 

aligned positions. The coils of phase A are energized 

with 2A constant current and the rotor rotates with 

mechanical resolution of 0.5 degree. In each step, the 

magnetic field distribution is calculated and recorded. 

The flux density of the rotor pole is about 0.97 and 0.1 

Tesla for aligned and unaligned positions. 

The variation of flux linkage with refer to the rotor 

pole position is shown in Fig. 7, for various excitations. 

Regarding to four times excitation of phase A in one 

rotation, its flux linkages are raised according to the rotor 

position. As shown in this figure, the maximum amplitude 

of flux linkage is about 33, 25, 17 and 8 mWb at aligned 

rotor position for 2, 1.5, 1 and 0.5 A, respectively. 

The angular position is measured between the center 

of two adjacent rotor poles and the center of the excited 

stator pole. By starting the rotor and stator poles overlap 

the magnetic circuit would have the maximum inductance 

variation versus rotor position. In Fig. 7, the rotor and 

stator poles overlap starts at 15°. Since the rotor can 

move linearly inside the stator, the analysis of the flux 

linkage is performed in 3 different linear positions with 

1 A excitation current. The results of the analysis with 

the rotor at the sides and middle of the stator are exposed 

in Fig. 8. 
 

 
                          (a) 

 

 
                            (b) 

 

 

Fig. 6. Flux density and flux path of the rotary section at: 

(a) unaligned, and (b) aligned positions. 
 

 
 

Fig. 7. Variation of flux linkage versus the rotor pole 

angular position in rotary motion mode. 

 

 
 

Fig. 8. The effect of the rotor linear motion on flux 

linkage. 
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Figure 8 reveals that the linear movement of the 

rotor does not have considerable effect on the rotary 

SRM performance. 

The amount of magnetic flux that closes its path 

from two idle phases is considered as the mutual flux. 

This portion of the magnetic flux does not cooperate in 

torque production and should be as low as possible. 

Figure 9 shows the mutual flux of two idle phases as a 

result of a phase excitation. 

 

 
 

Fig. 9. Mutual flux of two idle phases in rotary motion 

mode. 
 

The maximum leakage is about 0.5 mWb, which is 

1.25% of the maximum flux linkage. This phenomenon 

helps to minimize the power losses. 

The torque in a SRM can be obtained from: 

 𝑇 =
𝜕𝑊𝑓

′(𝑖,𝜃)

𝜕𝜃
|𝑖=𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ≅

1

2

𝑑𝐿(𝜃,𝑖)

𝑑𝜃
 𝑖2, (24) 

where 𝑊𝑓
′(𝑖, 𝜃) is the magnetic circuit co-energy, 𝜃 is the 

rotor pole angle, L and i are the phase inductance and 

current, respectively. The static torque as a result of 90° 

rotor rotation is depicted in Fig. 10. Based on Equation 

(24) as shown in Fig. 10, the static torque is raised when 

the excitation current goes up, in which the torque of the 

motor reaches to 0.25 N.m in the rated current. 

 

 
 

Fig. 10. The static torque from unaligned to the next 

unaligned position rotary motion mode. 

 

The motor linear operation analysis is performed via 

3DFEM while all of coils in one phase are energized. 

The magnetic field distribution is calculated from the 

translator unaligned to aligned positions. The magnetic 

flux path and the magnetic field distribution in stator and 

translator are depicted in Fig. 11 for linear motion mode. 

All of the stator windings are excited with 2 A current. 

The flux density of the translator is about 1 and 0.25 Tesla 

for aligned and unaligned positions. Each magnetic 

circuit comprised of two stator poles, two air gaps, 

translator, and stator back iron, which creates a short 

magnetic flux path in the translator. The analysis is 

performed with 0.5 mm step from unaligned up to full 

aligned position. 

 

 
(a) 

 

 
(b) 

 

 

Fig. 11. Flux density and flux path of the motor in linear 

motion mode at: (a) unaligned, and (b) aligned positions. 

 

The shape of flux linkage during one linear stroke is 

illustrated in Fig. 12. The flux linkage analysis has been 

performed for 4 different current values. As shown in 

Fig. 12, flux linkage of the coil in phase A has 13, 23, 32 

and 37 mWb maximum amplitudes when the motor is 

excited with 1, 2, 3 and 4A, respectively, in the linear 

motion mode. 

 

 
 

Fig. 12. Flux linkage of a phase during one stroke for 

linear motion mode. 
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Energizing the phase coils brings the translator to a 

position with less reluctance and hence more overlap 

with the stator. The position of the translator is measured 

between the edges of the stator pole and the translator. 

Linear force is analyzed statically with the translator 

movement in 0.5 mm step. The analysis results for 4 

different current magnitudes are given in Fig. 13. As 

shown in this figure, when the excitation current goes up 

from 1 A to 2, 3 and 4 A, the amplitude of produced 

motion force in RLSRM is increased by 4, 8.5, and 14 

times higher. 
 

 
 

Fig. 13. The linear force for different excitation currents 

during one stroke. 

 

The core losses decrease as a result of short flux 

paths in the translator. Energizing 6 stator coils together 

and the short magnetic flux paths increases the motor 

force per volume, which will be discussed in the next 

section. 
 

B. Comparative study 

After verification of the obtained parameters from 

the design procedure and FEM verification, a prototype 

is fabricated in the laboratory. Figure 14 shows the 

structure of different parts of the constructed motor. 
 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 14. Constructed RLSRM structure: (a) motor parts, 

(b) translator structure, and (c) motor cap, stator and 

windings. 

In order to show any improvement in the motor 

performance, it is required to compare the motor output 

parameters with the parameters of the similar structures. 

The motor parameters are compared with the parameters 

of two RLSRMs found in the literature. The RLSRMs 

presented in [14] and [16] are based on a same structure. 

They have two identical 6-pole stators and an extended 

4-pole rotor. Based on the given information the following 

parameters can be extracted: 1- Force and torque per 

mmf per volume for the motor in [14], 2- Force and 

torque per mmf per mass for the motors in [16], [17]. 

Table 3 shows the parameters of the constructed RLSRM 

and the other comparable structures in the literature. 

 

Table 3: Comparison of the motor parameters with other 

RLSRMs 

Parameter 
Proposed 

RLSRM 

RLSRM 

[14] 

RLSRM 

[16] 

RLSRM 

[17] 

Force per 

volume 

(N/m3.A.t) 
11.05 8.92 DNA* DNA 

Force permass 

(N/kg.A.t) 
2.88×10-3 DNA 2.53×10-3 2.13×10-3 

Torque per 

volume 

(N.m/m3.A.t) 
0.59 0.44 DNA DNA 

Torque per 

mass 

(N.m/kg.A.t) 
1.19×10-4 DNA 1.33×10-4 1.01×10-4 

*Data not available 

 
The constructed motor has the highest linear force 

among the studied structures. The normalized force and 

torque per volume show 23% and 34% increase with 

reference to the motor in [14], respectively. The normalized 

force per mass is 14% more than its corresponding value 

in [16]. The normalized torque per mass is 11% less than 

the value of [16]. This reduction can be interpreted as the 

constructed motor does not utilize a considerable part of 

the motor volume for rotary motion. This can be 

considered as the main disadvantage of the proposed 

structure. It should be noted that this special structure 

decouples rotary and linear motion control. Although the 

rotary section does not have any contribution in linear 

motion, the short magnetic flux paths give the highest 

force to the constructed motor. Therefore, the motor 

operation in rotary, linear and rotary-linear modes is 

applicable with improved characteristics in comparison 

with the other ones. As shown experimentally, the 

compound rotary-linear motion control by the constructed 

RLSRM does not need any decoupling control algorithm 

which is an important issue in the other rotary-linear 

motors [15,16]. The decoupled rotary and linear motion 

control and simple integrated structure are the advantages 

of the proposed RLSRM that make it a good competent 

for the other rotary–linear motors. 
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IV. CONCLUSION 
A new structure for rotary-linear motion control 

based on SRM technology has been presented. The 

parameters of the RLSRM are calculated from rotary and 

linear SRM design equations. Verification of the calculated 

values is performed by the model analysis via 3D-FEM. 

The static electromagnetic analysis of the motor gives 

the static torque, linkage and leakage fluxes and linear 

force. The achieved flux linkage was about 40 mWb with 

minimum leakage about 0.5 mWb, which proves the low 

motor loss. Also, the power of flux density was 0.97 and 

1 Tesla in rotary and linear motion modes, respectively. 

A prototype has been fabricated based on the design 

parameters. The comparative study has been performed 

and shows that the motor has the highest force per 

volume among the studied RLSRM structures (i.e., the 

normalized force and torque per volume show 23% and 

34% increase in comparison with other ones). These 

achieved results show the applicability of the proposed 

motor in different applications for rotary, linear and 

rotary-linear modes of operation. 
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Abstract ─ In this study, a micro-electromechanical 

variable capacitor that can achieve a wide tuning range 

is presented. The mechanical behaviors such as squeezed 

film damping and modal analysis are investigated. Also, 

scattering parameters, electromagnetic properties, and 

linear and nonlinear circuit models are presented for 

MEMS varactors. The four-plate tunable capacitor has 

nominal capacitance of 0.055 pF, a Q-factor of 175 at 10 

GHz, and a tuning range of 2.59:1. The presented four-

plate MEMS varactor has a suspended plate with the 

ability of moving downward and upward in order to 

increase the tuning range. The results were obtained by 

using simulation software. For the mechanical analyses, 

FEM in COMSOL Multiphysics software was used, and 

Ansoft HFSS and Agilent ADS were used for the 

electromagnetic analyses. 

 

Index Terms ─ Linear model, MEMS varactor, 

nonlinear model, tuning range. 
 

I. INTRODUCTION 
In wireless communication systems, VCOs and 

tunable filters need high quality factor components. This 

can lead to low phase noise and low power in voltage-

controlled oscillators (VCO) and low insertion loss in the 

band pass filters. High quality factor variable capacitors 

(varactors) with common p-n junction are off-chip [1,2]. 

There are problems with off-chip passive components 

such as packaging complexity, high cost and large 

system area. These problems have increased the need for 

a new technology to realize high performance on-chip 

passive elements which can be monolithically integrated 

with active circuitry. 

Recent investigations into micromachining 

proposed RF MEMS (microelectromechanical system) 

varactors with an adequate Q-factor. MEMS varactors 

are fabricated in either an aluminum [3] or a polysilicon 

[4] surface micromachining technology. MEMS 

varactors provide high quality factor, wide tuning range, 

low phase noise and small chip size and are compatible 

with the standard IC fabrication [5-8]. MEMS varactors 

have a high Q-factor and wide tuning range due to the 

unique capabilities enabled by micromechanical tuning 

and the low loss materials used in the construction of RF 

MEMs devices. Since their mechanical resonance 

frequency is normally around 10-100 KHz, the MEMS 

varactors will not resonate mechanically in response to 

the RF frequencies. 

Parallel plate configuration of MEMS varactors is 

the most common configuration that has been used 

because of its simplicity in fabrication and high Q-factor. 

The parallel plate MEMS varactors consist of a 

suspended metal plate over a bottom fixed metal plate. 

By applying a DC voltage between two plates, the 

suspended metal plate moves toward the bottom plate, 

and this being the case, displacement between two plates 

results in the variation of the capacitance. A two parallel 

plate MEMS varactor with a Q-factor on the order of 60 

and a measured tuning range of 16% were reported in 

[3]. It was shown that the measured tuning range of 

MEMS varactors are less than their theoretical 

calculation. The foremost limitation of MEMS varactors 

is their actual tuning range being less than their 

theoretical one. To overcome this problem, Young et al. 

[3], Dec et al. [4], and Chen et al. [11] have offered some 

solutions and innovative efforts. Furthermore, a different 

structure with seven supporting beams is presented in 

[16], which its capacitance ranges from 0.064pF for a 

single beam structure to 0.448 pF for a seven beam 

structure. 
This paper presents a four parallel plate MEMS 

varactor that offers a large tuning range on the order of 

2.59:1 with a high Q-factor of 175 at 10 GHz. For 

mechanical and electrostatic calculation, we used 

COMSOL Multiphysics 3.5a. The electromagnetic 

behaviors were simulated by Ansoft HFSS and Agilent 

ADS. A linear circuitry model is proposed by scattering 

parameters extracted from HFSS simulation outcomes. 

Finally, a new nonlinear circuitry model was prepared 

for MEMS varactors devices. Using this nonlinear 

circuitry model in circuit simulators to simulate circuits 

consisting MEMS varactors is possible. Only by 
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changing some input parameters of the model, the 

nonlinear model can be applied to RF MEMS varactors. 

The principle of its operation is described in Section II. 

The varactor design including electrostatic activation, 

pull-in effect, computation of spring constant, squeezed 

film damping and modal analysis is discussed in Section 

III. The static electrostatic analysis and electromagnetic 

simulation are presented in Section IV and V, 

respectively, and finally, the linear and nonlinear 

circuitry models are elaborated in Section VI. 

 

II. PRINCIPLE OF OPERATION 
A two parallel plate MEMS varactor is shown in 

Fig. 1. The top plate is suspended by cantilever beams 

and the bottom metal plate is fixed. The overlapping area 

and the initial spacing between the two plates are called 

A and d0, respectively. When a bias voltage is applied 

across the two plates, it induces an electrostatic force on 

them and causes the suspended plate to move towards the 

bottom plate until the electrostatic and spring forces 

become equal. This displacement increases the value of 

the capacitance. 

The value of the capacitance (C) between two plates 

can be calculated by the following equation: 

 ,
A

C
d


  (1) 

where d is the distance between two plates. If VDC is 

applied across the two plates, an attractive electrostatic 

force is generated between them. The electrostatic force 

can be derived as [9,10]: 
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where A is the overlapping surface between the two 

plates. The suspended plate moves downward to reach 

an equilibrium between electrostatic force and the 

mechanical restoring force. The mechanical restoring 

force is given by Equation (3), where km is the spring 

constant of the suspended plate. By equating these two 

forces, we find: 
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Increasing applied voltage leads to decrease 

distance between top and bottom plates until d reaches 

d0/3. The corresponding voltage at d=d0/3 is called pull-

in voltage. If VDC increases beyond pull-in voltage, the 

suspended plate collapses down onto the bottom plate at 

d=2d0/3. The increase in the electrostatic force is greater 

than the increase in the restoring force and no 

equilibrium position can be reached between the two 

forces; consequently, the suspended beam position 

becomes unstable. This event is called pull-in effect. 

Pull-in effect limits capacitance tuning range to 1.5:1. To 

solve this problem, a new design is proposed in [11]. 

Presented in [11], Fig. 2, illustrates the novel design 

of two parallel MEMS capacitor. As shown in Fig. 2, the 

plate E1 is a suspended plate with the ability of moving 

down. E2 and E3 are fixed on the bottom substrate. In this 

design, actuated beams and capacitor beams are 

separated. E1 and E2 form a variable capacitor. The 

electrostatic actuation is provided by plate E3 (the plate 

that surrounds E2) and E1. The distance between E1 and 

E2 that is called d1 is designed to be smaller than d2. Pull-

in effect occurs between plates E1 and E3 at d=d2/3 that 

makes further change in the capacitance between E1 and 

E2. The relative tuning range is calculated by: 
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When d reaches d2/3, the maximum tuning range can 

be obtained. Replacing d with d2/3 in Equation (4) results 

in a maximum tuning range of d2/(3d1-d2). By choosing 

d1=2 µm and d2=3 µm in [11], the tuning range of 1:1 is 

achieved. 

 

 
 

Fig. 1. Cross-section of two-parallel plate 

micromachined varactor. 

 

 
 

Fig. 2. A schematic model of the MEMS tunable 

capacitor using different gap spacing [11]. 

 

III. A NEW DESIGN OF THE PARALLEL 

PLATE MEMS VARACTOR 
Using the configuration idea presented in [11] and 

[5], we achieved a novel design that increases the tuning 

range of the three plate varactor proposed in [11]. Figure 

3 illustrates schematic model of our design. The fourth 

plate (E4) is used to move the suspended plate (E1) 

upward. The 3D configuration and career beams of E1 

are shown in Fig. 4. When a bias voltage is applied 

between E1 and E4, electrostatic force is generated on 

plates and E1 moves toward E4. E4 is suspended by high 

stiffness beams and its displacement due to the applied 

voltage can be neglected. When the biasing voltage is 
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applied between E1 and E3, the maximum value of 

capacitance will be εA/(d1-d2/3). Due to the DC voltage 

applied across E1 and E4, E1 moves upward and 

capacitance value decreases until pull-in effect occurs 

between E1 and E4. The minimum value of capacitance 

is derived as εA/(d1+d2/3). By choosing d1 and d2 as in 

[11] and d3=2 µm, tuning range of 3:1 is accomplished. 

It must be noticed that this wide tuning range is 

completely controlled by biasing voltage. Another 

advantage of adding E4 to the structure is protecting other 

plates using a firm and bulky plate. Gold is chosen for 

E1, E2 and E3. Nickel for E4, and silicon for substrate. 

Plates E1 and E4 thickness are respectively 2 and 15 µm. 

Plates E2 and E3 thickness is 0.5 µm, which can be 

thermally evaporated on the substrate. Silicon with 1 mm 

thickness is used as the substrate. 

 

 
 

Fig. 3. A schematic model of the novel wide-tuning-

range tunable capacitor. 

 

 
 

Fig. 4. The suspended plate E1 and its beams. 

 

IV. STATIC ELECTROMECHANICAL 

SIMULATION 
Electrical and mechanical physical domains must be 

considered among simulation of RF MEMS devices. 

Accordingly, the relation between electrical and 

mechanical parameters should be taken into account. The 

simulations, were performed in a 3D domain, and used 

the finite element method (FEM) in the COMSOL 

Multiphysics 3.5a. 

Career beams of E1 plate are designed in order to 

make tradeoff between low control voltage and low 

sensitivity due to the external forces. E1 spring 

coefficient is 6.5 which is calculated by simulation. Pull-

in effect between E1 and E2 plates occurs about 15.6V 

and between E4 and E1 plates occurs about 7.3V. 

Figures 5 (a) and 5 (b) show varactor capacitance 

variations with and without the fourth plate (E4) 

respectively. As it was expected, adding the fourth plate 

has no effect on maximum capacitance value, but it 

decreases minimum capacitance value via increasing air 

gap between E1 and E2. The tuning range of the 

varactor’s capacitance is presented here as: 

 max min

min

0.109 0.04214
1.587.

0.04214

C C

C

 
   (5) 

So, simulated varactor tuning range is 2.587:1, 

which is less than calculated theoretical value (3:1) due 

to fringing capacitance. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. The capacitance of the wide tuning range varactor 

vs. applied DC voltage: (a) without E4, and (b) with E4. 

 

V. MICROWAVE SIMULATION 
The RF behavior of the variable capacitor is 

simulated using HFSS software [12]. The simulated S11 

parameter on smith chart is plotted from 1 GHz to 20 

GHz, as shown in Fig. 6. 

The calculated Q-factor is obtained as 1/ωRC. R and 

C are extracted by simulated S11 parameter, Fig. 6. The 

Q-factor of the proposed capacitor, from the simulated 

data at 10 GHz, is found to be 175. The Q-factor of the 

capacitor is shown in Fig. 7, over the frequency range 1-

20 GHz. 

Using S11 parameter calculated in HFSS, the linear 

equivalent circuit of the four-plate varactor can be 

presented as in Fig. 8, which offers a linear circuitry 
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model to describe the steady state behavior of varactor. 

C5, L5 and R5 represent plates E1 and E2. Coupling 

between the silicon substrate and the top plate is modeled 

by C4, L4 and R4. C1, L1, L2, and R1 are the 

capacitance, inductance and resistance associated with 

the attached supporting beams that are connected to the 

top plate. The anchors located around the varactor can be 

represented by C2 and R2. The inductance and the 

capacitance of the wires forming a connection between 

the center RF pad and the beams’ anchors are 

represented by C4 and L3. Finally, C3 and L3 represent 

RF pads. These elements are determined by parameter 

extraction from the HFSS simulations at zero dc bias 

voltage [13]. As shown in Figs. 9 (a) and 9 (b), 

magnitude and phase of S11 calculated by linear circuitry 

model are in satisfying agreement with HFSS results. 

 

 
 

Fig. 6. S11 parameter for four-plate varactor proposed in 

this paper. 

 

 
 

Fig. 7. The quality factor for four-plate variable capacitor 

over frequency range from 1 GHz up to 20 GHz. 
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C2

 R3
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Fig. 8. The equivalent circuit of the simulated proposed 

varactor as a one-port network. 

 
 (a) 

 
 (b) 

 

Fig. 9. The comparison between HFSS results and linear 

model results: (a) magnitude of S11 vs. frequency, and (b) 

phase of S11 vs. frequency. 
 

VI. DYNAMIC ELECTROMECHANICAL 

SIMULATION (NONLINEAR CAD MODEL 

OF A MEMS VARACTOR) 
A second-order system can mathematically describe 

the electromechanical dynamic behavior of the tunable 

capacitor [14]. In this second-order system viscous 

damping, inertia and spring force are considered as: 

 
2

2
,ext

d x dx
m b kx f

dtdt
    (6) 

where m is the mass of the movable plate E1, b is the 

damping coefficient, the damping force (FD) determined 

by 𝑏𝑑𝑥 𝑑𝑡⁄ , kx is the spring force and fext denotes the 

electrostatic force applied on E1 which is calculated by 

Equation (2). The frequency response can be achieved 

by Fourier transferring of Equation (6): 

 
 

 
 

2

0 0

1 1
,

1

X j

F j k j
Q



 
 

 
 
 
 

 
       

 (7) 

where 𝜔0 = √𝑘 𝑚⁄  is the mechanical resonance 

frequency and 𝑄 = 𝑘 𝜔0𝑏⁄  is the mechanical quality 

factor. 

The squeezed air-film underneath the E1 produces a 

damping force that opposes the downward motion of the 

E1. The behavior of the squeezed air film between the 

closely spaced E1 and the bottom plates is governed by 

Reynold’s equation [15]: 

 3 3

12
h P h P h

x x y y t

  

 

    
 

    

     
      
     

, (8) 
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where p denotes the pressure in the film, µ is the 

coefficient of the air viscosity, ρ is density, and h is the 

thickness of the air. The small geometry of the MEMS 

devices causes negligible temperature variation. Under 

isothermal condition, ρ is directly proportional to the P, 

and Reynold’s equation is simplified as: 

 
 3 3

12
Ph P Ph P Ph

x x y y t 

    
 

    

     
      
     

. (9) 

In order to determine the damping coefficient (b) in 

Equation (1), the simplified Reynold’s equation is used 

by the COMSOL Multiphysics 3.5a. The simulated 

damping coefficient (b) is 1.38×10-4 kg/s. This damping 

coefficient leads to a settling time of 500 μsec. A specific 

pattern for perforating E1, illustrated in Fig. 10, is used 

to reduce the settling time. 

Equations (1), (2) and (7) are coupled together. 

These equations describe the relationship between the 

electrical and mechanical domain. Finite-difference 

method is used to solve these equations in MATLAB. A 

third order polynomial is used to fit capacitance as a 

function of the E1’s displacement. The simulated 

displacement of E1 and varactor capacitance vs. time are 

shown in Fig. 11, when DC voltage of 8 volts is applied 

between E1 and E3. Perforating of E1 results in damping 

coefficient of 𝑏 = 5𝑒−5. In downward motion, the 

squeezed film damping on E1 is simulated by the 

COMSOL Multiphysics 3.5a, Fig. 10. 

 

 
 

Fig. 10. The perforated E1 plate in order to reach 𝑏 =
5𝑒−5 when VDC is applied between E1 and E3. 

 

As shown in Fig. 11, damping coefficient of  𝑏 =
5𝑒−5 leads to a settling time of 55 μsec. 

In order to demonstrate the nonlinear behavior in 

circuits using MEMS varactors, a nonlinear model of the 

MEMS device is implemented, Fig. 12. Capacitance is 

modeled by module 3 that is calculated by Equation (1). 

The E1’s displacement is calculated from the 

electrostatic force by module 2 which uses Equation (6). 

The electrostatic force is calculated by module 1 

from voltage VDC (module 3’s output) and the 

displacement x. This module generates an output voltage 

f equivalent to the electrostatic force, Equation (3). For 

implementing the nonlinear model described in Fig. 12, 

SDD tool is used from Agilent ADS, Fig. 13. Applying 

VDC causes changing in the capacitance value (C). Using 

the concept of analogues systems, the value of C is 

calculated by the electrical system, Fig. 13. Following 

this, using SDD in ADS, the relation between current and 

voltage of the output port is defined as a capacitance. 

 

 
 (a) 

 
 (b) 

 

Fig. 11. The transient behavior of the proposed MEMS 

varactor at different damping coefficients: (a) E1’s 

displacement vs. time, and (b) the value of capacitance 

vs. time. 

 

 
 

Fig. 12. Modeling of the proposed MEMS varactor’s 

nonlinear behavior. 

 
 

Fig. 13. The nonlinear model for simulation of MEMS 

varactor’s transient behavior. 
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The proposed four-plate MEMS varactor’s response 

to a step voltage with rise time of 1 psec is obtained by 

using the nonlinear model, Fig. 14. Comparing the 

results of the nonlinear model with numerical solution, 

reveals that nonlinear model is not only reliable but also 

can help adequate modeling of the varactor’s transient 

behavior. Furthermore, varacor variation via applying 

sawtooth voltage is shown in Fig. 15. 

 

 
 

Fig. 14. The simulated capacitance vs. time when subject 

to a step voltage. 

 

 
 (a) 

 
 (b) 

 

Fig. 15. (a) The sawtooth input voltage applied to the 

varactor as a tuning voltage. (b) The periodic response of 

the presented MEMS varactor to the periodic sawtooth 

input. 

VII. CONCLUSION 
In this paper, a high-Q varactor with wide tuning 

range was presented. This novel structure consists of 

four plates, two suspended plates and two fixed plates. 

The fourth plate was used to increase the distance 

between capacitance’s plates in order to decrease the 

varactor’s capacitance. Therefore, adding E4 to three 

plate varactor led to the wider tuning range. The novel 

structure gained a tuning range of 2.587:1 (158.7%). 

Also, the proposed MEMS varactor in this paper showed 

a Q of 175 at 10 GHz. 

Electromechanical behaviors of the varactor were 

also characterized. We studied both dynamic and static 

behaviors of the MEMS varactor. A perforated pattern 

for E1 was chosen to achieve a proper damping 

coefficient leading to a fast transient behavior. 

Microwave parameters were also studied by the 

simulation software. An equivalent circuit of the 

presented varactor was obtained by simulated S-

parameters. The dynamic behavior of the varactor was 

modeled in this research work in order to study transient 

responses of the varactor. 
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Abstract ─ In this work, we suggest an approach of 

signal inversion from sensors used in eddy current (EC) 

nondestructive testing (NDT). The aim is to characterize 

surface cracks from the EC signal. A methodology that 

combines 3D finite element (FEM) simulation and a 

data inversion by neural networks (NN) is proposed. 

We show that the use of a set of numerical 

measurements representing the EC signature of surface 

crack enables to remedy of the unicity problem. The 

obtained results show that the developed approach leads 

to the quantification of the crack. 

 

Index Terms ─ 3D finite element simulation, eddy 

current NDT, neural network, surface cracks. 

 

I. INTRODUCTION 
Non-destructive testing by eddy currents is a 

powerful tool for testing the quality and reliability. Its 

exploiting in real-time has become a capital necessity, 

and it is essential to have a fast mean for the inversion 

of eddy current signals. 

Usually, this inversion is carried out through an 

experimental investigation by plotting the standard 

curves, which is efficient but costly investigation [1], or 

through an optimization algorithm leading to a 

computation time that can easily become prohibitively 

high [2], [3], [4] and [5]. 

In this context, 3D finite element simulation is 

performed in order to construct a database relating the 

sensor impedance variation and the crack geometry, 

which will be used instead of experimental 

measurements. After that, data inversion by means of 

neural networks is performed and enables us to fully 

characterize the surface crack. In this approach, the 

obtained signal represents the no perturbed crack one. 

Therefore, the use of wavelet and IFT techniques 

cannot give any addition, since they are usually 

performed in perturbed environment [6], [7], [8] and 

[9]. In this work, we test the validity of obtained results 

by comparing them with experimental ones in “Team 

Workshop Problem 15” [10]. 

 

II. MODELING 
Eddy current NDT system can be modeled by the 

scheme represented in Fig. 1. A material representing 

the critical part and containing the crack is subjected to 

the action of an electromagnetic field produced by a 

coil forming the EC sensor where a time-changing 

current density is imposed. 

The aim is to evaluate the eddy currents in the  
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defective part and the change in impedance of the coil. 

Our simulation of the EC NDT devices is carried 

out in the context of harmonic quasi-stationary regime. 

 

Crack: 

length: l 

width: w 

depth: d 

 
 

Fig. 1. Sensor-crack system. 

 

Amongst the usual formulations in use for the EC 

problem, the « AV A » nodal formulation is the most 

popular due to its generality, robustness and ease of 

implementation without any restriction on continuity 

conditions [11]. 

The adopted formulation of the 3D electromagnetic 

model is: 

 

s

A
A A V J

t

A
V 0

t
.

  
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  
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 
       

 

(1) 

The geometry and the meshing are developed using 

GMSH mesher [12]. 

Figure 2 shows a part of the meshing of the system. 
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Fig. 2. Top view of the meshing of the system generated 

by GMSH. 

 

Our study is based on data analysis of scans, 

carried out by small displacements of the sensor with 

0.5 mm or 1 mm steps, parallel and perpendicular to the 

crack on the surface of the material. In order to simulate 

the movement of the sensor, while keeping the same 

mesh topology, we use the 3D band geometry method 

[13]. The obtained results will be compared to 

experimental data of the academic benchmark 

configuration [10]. 

 

III. EDDY CURRENT REPRESENTATION 
In every position of the sensor on the surface of 

material, we calculate both the impedance of the system 

with and without the crack. The impedance variation 
Z  is given by: 

 

 02
,

s

s s

j
Z A A J d

I



    

 

(2) 

where A  and 0A  are the magnetic vector potentials 

with and without the crack respectively; I  and   are 

respectively the intensity and the frequency of the 

current in the coil; s  is the volume of the coil. We 

note here that, the integral in the above equation 

corresponds to the electromagnetic energy difference in 

the coil with and without the crack, so the simulation of 

the case “zero” (no cracks) is always included. 

Figure 3 shows the EC signals, namely the 

variation in the resistance and reactance of the sensor 

for a surface crack using system of TEAM Workshop 

Benchmark problem, Pb. No. 15-1 (Table 1) [10]. 

These signals represent the signatures of crack. 
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Fig. 3. Signature of the crack: the variation of resistance 

and reactance of the impedance of the system as 

function of displacement of the sensor. 

 

IV. THE EC-NDT SIMULATION 
The study of the crack size effect on the EC signal 

will enable us to identify the EC-NDT device 

sensitivity. This sensitivity allows us to define accessible 

parameters necessary for the inverse problem. In this 

respect, it will be possible to predict which relevant 

parameters can be calculated by the simulation. 

We purposely chose to work with the same system 

of TEAM Workshop Benchmark problem, Pb. No. 15-1 

[10]. The characteristics of this system are presented in 

Table 1. 
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Table 1: Parameters of test experiment system of 

TEAM Workshop Benchmark [10] 

The Coil 

Outer radius 12,40   0,05 mm 

Inner radius 6,15   0,05 mm 

Height 6,15   0,1 mm 

Number of turns 3790 

Lift-off 0,88 mm 

The Test Specimen 

Conductivity (30,6   0,20)106 S/m 

Thickness 12,22   0,02 mm 

The defect 

Length 12,6   0,02 mm 

Depth 5,00   0,05 mm 

Width 0,28   0,01 mm 

Others Parameters 

Frequency 900 Hz 

Skin depth at 900 Hz 3,04 mm 

 
A. Crack width effect on the EC signal 

Most of previous works known to the authors were 

concerned with the depth effect of the crack on the EC 

signal, but few studies were concerned with the width 

effect [1] and [15]. 

Figure 4 depicts EC signatures of three different 

cracks having the identical length and depth with 

different widths: 0.30 mm, 0.25 mm and 0.15 mm. 
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Fig. 4. EC signatures of cracks with 0.30 mm, 0.25 mm 

and 0.15 mm width having the identical length and 

depth. 

 

Thus, a change from 0.15 to 0.30 mm in width will 

have no effect on the EC signals. This result is in good 

agreement with the work of Chen et al. and Helifa et al. 

on the electro-eroded slots [1] and [15]. This can be 

explained by the fact that the amplitude of the crack 

signal depends on the ratio defect volume/scanned 

volume. In this interval, the increase of the width raises 

the volume of the defect, but the volume ratio stays 

weak. The sensor is then insensitive to this change. We 

can conclude, that for thin cracks (<0.3 mm), the 

change in width has no effect on the EC signal; 

probably, this is a reason that researchers do not speak 

about this parameter. 

 

B. Crack length effect on the EC signal 

Figures 5 and 6 present EC signatures of the 

resistance and reactance variations with respect to the 

sensor displacement produced by cracks of identical 

width (0.20 mm) and depth (5 mm) having different 

lengths. 
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Fig. 5. Resistance vs. sensor displacement of cracks 

with identical width (0.20 mm) and depth (5 mm) having 

different lengths. 
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Fig. 6. Reactance vs. sensor displacement of cracks 

with identical width (0.20 mm) and depth (5 mm) having 

different lengths. 

 

Thus, the crack length effect on the EC signal is 

clearly apparent contrary to the crack width. Hence, one 

can conclude that for thin cracks the EC signal strongly  
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depends on crack length. 

 

C. Crack depth effect on the EC signal 

Figures 7 and 8 show EC signatures of the 

resistance and reactance variations with respect to the 

sensor displacement produced by cracks of identical 

width (0.20 mm) and length (9 mm) having different 

depths. 
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Fig. 7. Resistance vs. sensor displacement of cracks 

with identical width (0.20 mm) and length (9 mm) 

having different depths. 
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Fig. 8. Reactance vs. sensor displacement of cracks 

with identical width (0.20 mm) and length (9 mm) 

having different depths. 

 

Thus, the crack depth effect on the EC signal is 

also apparent as the length effect. On the other hand, we 

notice that the curves of reactance vs. sensor 

displacement are no longer evident over a certain depth. 

This point will be discussed in the following paragraph. 

 

D. EC signal and the depth limit 

Figure 9 shows a zoom of three EC signatures 

representing the reactance variations with respect to the 

sensor displacement produced by cracks of identical 

width (0.20 mm) and length (9 mm) having different 

depths. 
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Fig. 9. Zoom on the reactance variations with respect to 

the sensor displacement produced by cracks of identical 

width (0.20 mm) and length (9 mm) having different 

depths. 

 

We note in Fig. 9 that, over 6 mm depth, the curves 

of reactance vs. sensor displacement are no longer 

evident over a certain depth that we name depth limit. 

In consequence, we are not able to estimate the real 

depths of cracks exceeding these depth limit. This result 

corroborates the work of Helifa et al. [1]. 

We can also show this depth limit by plotting the 

reactance variations with respect to the depth of cracks 

at one position of sensor (Fig. 10). 
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Fig. 10. Reactance vs. depth of cracks with identical 

width (0.20 mm) and length (9 mm) at one position of 

sensor. 

 

We must note here that, this depth limit is not 

related to the skin depth. Indeed, the depth limit in our 

case is estimated at 6 mm while the skin depth is 3 mm. 

This can be explained by the fact that for a surface 
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crack, which is open to the surrounding, and as the 

probe radiates to an extent of many times its diameter, 

the electromagnetic field can, therefore, diffuse deeply 

inside this surface crack at distances well over than the 

skin depth. Eddy currents always occur at equal 

effective skin depth in both surface and internal walls 

of this crack. 

We can show the same result for the resistance 

variations; however, the depth limit is not the same as 

defined for the reactance variations. Indeed, Fig. 11 

shows that the curves representing the resistance 

variations with respect to the sensor displacement are 

always discernible even beyond the depth limit 

previously set for the reactance variations. 
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Fig. 11. Zoom on the resistance variations with respect 

to the sensor displacement produced by cracks of 

identical width (0.20 mm) and length (9 mm) having 

different depths. 
 

Figure 12 shows the resistance variations with 

respect to the depth of cracks at one position of sensor. 
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Fig. 12. Resistance vs. depth of cracks with identical 

width (0.20 mm) and length (9 mm) at one position of 

sensor. 

Thus, Figs. 9, 10, 11 and 12 show that the depth 

limit is not the same for the resistance and reactance 

variations. 

In conclusion, and in spite of the fact that signals 

corresponding to resistance variations are much less 

intense than those of the reactance variations, the 

resistance variations are more sensitive to the crack 

depth than the reactance ones. 

 

V. DATA INVERSION 
The next step consists of inversion of data results, 

using neural networks (NN) based MLP (MultiLayer 

Perceptron) model. There are two reasons to this 

choice. The first one is that, NN are able to approximate 

any function with a finite number of discontinuities to 

any required precision, they are “universal parcimonial 

approximators”. The second reason is that, NN are 

known to be fast in finding quasi-instantly the solution 

of nonlinear problems. 

To solve the inverse problem, it is necessary to 

achieve the Hadamard conditions [14]. Instead of using 

one numerical measurement only corresponding to a 

single position, we will use the crack signature which 

contains a whole set of numerical measurements 

corresponding to a set of sensor positions. We choose 

as input of NN a vector containing 21 numerical 

measurements of the resistance variation related to 21 

different sensor positions through the surface crack. 

Indeed, the shapes of curves in Fig. 13 cannot be 

represented by only 2 or 3 values of the resistance 

variation. Thus, with this approach we can overcome 

the unicity problem of solution. Indeed, a cross over 

points in Fig. 13 are a tangible proof of the fact that the 

input vector NN containing 2 or 3 values is not 

sufficient to define completely a single crack as is often 

done in many works [2]. 
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Fig. 13. Resistance vs. sensor displacement of cracks 

with identical width (0.20 mm) and length (9 mm) 

having different depths. 
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A. NN MLP inversion 

Behavioral laws of EC sensors are strongly non-

linear. There are NN structures able to model these 

types of problems. Among these structures, the multilayer 

neural networks MLP (or Multilayer Perceptron) are the 

most common and widely used in the EC NDT [2] and 

[16]. We use the algorithm of back-propagation 

gradient of Levenberg-Marquardt, adopted for multilayer 

networks with a supervised learning [2]. 

Since all our input parameters have the same 

physical unit (impedance), we do not need preconditioning. 

This is also the case for output parameters (length). 

Furthermore, the EC crack signature is already centered 

and does not need any further centering. 

 

B. Characterization of surface cracks 

The objective consists of simultaneously estimating 

the two main crack parameters: length and depth. The 

response of EC sensor simulated by 3D Finite elements 

is the data base for the NN. 

The structure of NN application is made of hidden 

layer with hyperbolic tangent activation function and an 

output layer with a linear activation function (Fig. 14). 

The number of neurons in the hidden layer is equals to 

80. 
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Fig. 14. Implementation of the MLP NN. 

 

C. Result validation 

The last step is to test the model’s ability to be 

generalized. In this phase, we will test the network 

capacity to find the target parameters (crack depth and 

length) corresponding to examples of impedances in the 

learning domain. These examples are different from 

those used in the two basis previously used for learning 

and evaluation. 

The relative error between the real parameters and 

the estimated ones is characterized for each P parameter 

using the following relationship: 
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(3) 

where ,N  iP  and iP  are respectively the number of 

examples over the test basis, the desired parameters and 

the estimated parameters of the NN. 

Table 2 shows the relative errors in estimating the  

crack parameters (length and depth) by the NN MLP 

method. 

 

Table 2: Relative errors by the NN MLP method 

 Depth Length 

Relative error by NN MLP 2,50% 2,00% 

 

When using NN, the training phase determines the 

limitations. That means following the interval values 

[min, max] of inputs and outputs sets, the performance 

of NN depends on this interval. For larger intervals the 

limitations will evolve. 

According to the obtained results, we can conclude 

that the inverse model by MLP NN is able to generalize 

and gives results with good accuracy. This aptitude of 

generalizing is illustrated in Figs. 15 and 16. 
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Fig. 15. Estimated depth vs. real depth of crack. 
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Fig. 16. Estimated length vs. real length of crack. 

 

VI. CONCLUSION 
During this work, the 3D finite element simulation 

of the EC NDT for a surface crack was conducted. The 

simulation results were validated and compared to those 

given by the Team Workshop Benchmark problem, Pb. 

No. 15-1. This study shows that for thin cracks, the EC 
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signal is independent of the crack width. However, it 

strongly depends on its length and depth. Nevertheless, 

beyond a certain depth limit, the sensor becomes 

insensitive beyond this limit. The depth limit is not 

related to the skin depth and can reach much higher 

values than that of skin depth. 

The inverse problem is solved using an MLP neural 

networks. The application consists to simultaneously 

estimate the two parameters of the crack: depth and 

length. The use of a range of variation values of 

resistance or reactance (signature of the crack) is taken 

as input vector for MLP NN. The generalized approach 

that we developed can estimate with good accuracy the 

crack required geometric parameters. 
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Abstract ─ This paper exposes two procedures in order 
to develop a refined analytical model which describes 
the behaviour of a linear switched reluctance motor. 
The first approach is based on the flux linkage and the 
second on the inductance, both versus position and 
current. Taking into account the non-linearity of the 
magnetic circuit, models are expressed by either Fourier 
series or polynomials where the only first three 
components are considered. Results of these analytical 
approaches are compared with those obtained using 
finite element methods (FEM) where a good agreement 
is observed. 
 
Index Terms ─ Actuator, analytical model, computer 
simulation, electromagnetic force. 
 

I. INTRODUCTION 
Nowadays, linear switched reluctance machines are 

widely used. Unfortunately, in order to generate a high-
propulsion force the LSRM must be operated in the 
saturation zone. In saturation conditions, main magnetic 
characteristics, such as flux linkage, inductance and 
propulsion force, are highly nonlinear. Consequently, 
the analytical methods based on some hypotheses are 
not very accurate to determine system performances 
and to elaborate control strategies. Regarding their 
modelling, there are many approaches such as lookup-
table techniques, magnetic equivalent-circuit analysis, 
cubic-spline interpolations and finite-element methods 
(FEM), [3-4]. 

In a linear switched reluctance machine, the phase 
inductances and flux linkages vary with rotor position 
due to stator and rotor saliencies. The phase inductances 
and flux linkages at any rotor position also vary with 
the instantaneous phase currents because of magnetic 
saturation. However, these variations can be modelled 
analytically using the data obtained through FEM or 
through experiments. These analytical expressions are 
used to represent the linear switched reluctance 
machine dynamics and hence, the machine performance 
can be obtained, [1-2]. 

In order to determine a refined model which 
describes the behaviour of a saturated reluctant structure, 

there are basically two ways to represent the static 
LSRM characteristics. The first way is to plot the flux 
linkage versus rotor position and different phase 
currents. In this section, two approaches will be 
developed. The second way is to plot the phase 
inductance as function of rotor position and different 
phase currents, [5-8]. 

The paper is organized as follows. Taking apart the 
introduction and the conclusion, in Section 2, two 
approaches based on flux linkage model are developed. 
Section 3 gives the second method based on inductance 
model. Finally, Section 4 is reserved to determine the 
dynamic performances with and without saturation for 
the LSRM. 
 

II. FLUX-LINKAGE-BASED MODEL OF 
LSRM 

As previously stated, in a linear switched reluctance 
machine, the magnetic flux depends on both the relative 
stator and rotor position and winding current. Using 
Fourier series, the stator-phase flux linkage of the 
LSRM limited to the second harmonic order is: 

 ( ) 0 1 2
2 4, cos cosi x x xπ πϕ ϕ ϕ ϕ
λ λ

   = + +   
   

. (1) 

For a given phase current, coefficients φ0, φ1 and φ2 
can be derived as functions of the aligned position flux 
linkage φc; the unaligned position flux linkage φop and 
the flux linkage at the midway φi, as follows, [9-10]: 
 ( )0

1 1
2 2 c op iϕ ϕ ϕ ϕ = + +  

, (2) 

 ( )1
1
2 c opϕ ϕ ϕ= − , (3) 

 ( )2
1 1
2 2 c op iϕ ϕ ϕ ϕ = + −  

. (4) 

Based on the above description, the proposed 
analytic modelling can be developed by using three 
curves: the aligned, the unaligned and the midway-
position curves. The unaligned position curve, as shown 
in Fig. 1, is approximated by a straight line and can be 
described by: 
 op opL iϕ = , (5) 
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where Lop is a constant. 
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Fig. 1. Flux linkage against phase current for different 
mover positions. 
 

To determine φc and φi and consequently the 
coefficients of the Fourier series φ0, φ1 and φ2, two 
approaches have been developed. 
 
A. First approach 

Obviously, there is no linear relationship between 
the flux linkage and current in the saturated region for 
both aligned and midway positions, as shown in Fig. 1. 
At aligned and midway positions, the flux linkage may 
be approximated by an arctangent function: 
 ( )1

2

arctan
c

a i
a

ϕ = , (6) 

 ( )1

2

arctan
i

m i
m

ϕ = , (7) 

where a1, a2, m1 and m2 are constants to be evaluated in 
the following sequence of steps. 
• Step1: Choose two points φmc and φsc on the 

aligned position, Fig. 1. φsc is the flux linkage at the 
threshold saturated current is, and φmc is the flux 
linkage at the value of the triple to quadruple of im. 

• Step 2: Constant a1 is evaluated by using curve-
fitting so that: 

 ( )
( )

1

1

arctan
arctan

ϕ
ϕ

= mmc

sc s

a i
a i

. (8) 

• Step 3: Constant a2 is calculated by: 
 

( )2
1arctan

ϕ
= sc

s
a

a i
. (9) 

• Step 4: Proceed the same way for m1 and m2. 
Specifications of the designed prototype of the 

LSRM are shown in Fig. 2 and Table 1. 
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a b δ  
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Fig. 2. Main dimensions of the conceived actuator. 
 
Table 1: Motor mechanical and electrical parameters 

Number of modules 4 
Tooth width (b) 3 mm 
Slot width (a) 3 mm 
Tooth pitch ( λ ) 6 mm 
Phase separation (c) 1.5 mm 
Mover length 135 mm 
Stator length (L) 40.5 mm 
Air gap width (δ ) 0.1 mm 
Step size 1.5 mm 
Number of turns per phase 520 
Height of the mover teeth (h) 4 mm 

 
Figure 3 shows the comparison of flux linkage 

versus phase current for different positions. We notice 
that the flux linkage versus current with different 
positions characteristics obtained by the proposed 
model closely match those obtained by FEM in the 
saturated region. However, the deviation in the linear 
region, as shown in Fig. 4, is obvious. Consequently, it 
is necessary to develop a new method to solve this 
problem. 
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Fig. 3. Extreme left phase: comparison of flux linkage 
versus current with different positions (-Model, *FEM). 
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Fig. 4. Extreme left phase: comparison of flux linkage 
versus current with different positions in the linear 
region (-Model, *FEM). 
 
B. Second approach 

The flux linkage of the aligned position, shown in 
Fig. 1, can be expressed as, [11-17]: 

 
2

1

ϕ

= 

− ≥

c s

c
s

L i i i
aa i i
i

, (10) 

with 
 2

1= −c s
s

aL i a
i

. (11) 

In a similar way, we get for the midway position: 

 
2

1

ϕ

= 

− ≥

i s

i
s

L i i i
mm i i
i

, (12) 

with 
 2

1= −i s
s

mL i m
i

, (13) 

where Lc and Li are also constants. 
Constants a1, a2, m1 and m2 are evaluated by using 

respectively points M1, S1 and M2, S2 in Fig. 1. 
Figure 5 gives the comparison of flux linkage 

produced by the left extreme phase versus current for 
different positions. It can be observed that results 
obtained by the proposed analytical model closely 
match those obtained by finite element methods. 

The force produced by an LSRM is proportional to 
the rate of change of co-energy as the rotor moves from 
one position to another, as follows: 
 ( , )( , ) ∂

=
∂
cW i xF i x
x

, (14) 

 
0

( , ) ( , )ϕ= ∫
i

cW i x i x di , (15) 

Using (14) and (15), we get: 
 

0

( , )( , ) ϕ= ∂
∂∫

i i xi x diF
x

. (16) 

As shown previously, the electromagnetic force of 
the conceived motor is formulated by Equation (16). 
Now, the flux linkage is limited to the second order 
Fourier model as indicated by (1) and its related 
relations (2), (3) and (4). After necessary mathematical 
manipulations, it is not difficult to get, [18-19]: 

 0 0

0 0 0

1 2 2sin
2

2 4 1 1sin
2 2

i i

c op

i i i

c op i

F x di di

x di di di

π π ϕ ϕ
λ λ

π π ϕ ϕ ϕ
λ λ

   = − −       
   − + −       

∫ ∫

∫ ∫ ∫

. (17) 

Electromagnetic force Equation (17) is a highly 
nonlinear function with respect to the mover position 
and current. Figure 6 represents the comparison of the 
thrust force produced by the left extreme phase as 
function of mover position. Characteristics are calculated 
via the proposed model and respectively by FEM. 
Evidently, the main difference comes from the choice 
of the mathematical model, specifically the linkage flux 
model, Equation (1). We expect that the accuracy may 
be improved by introducing higher order harmonics in 
Equation (1) and eventually by correctly choosing the 
number of Fourier terms. 

Figure 6 shows a reasonable coincidence between 
the proposed analytical model with those obtained by 
the finite element method (FEM) which attests to the 
truth of the approach. Therefore, the second order of 
Fourier series is sufficient to achieve the desired results. 

The flux linkage based model has larger error, but 
basically the results cover satisfactory in the second 
order of Fourier series. In order to improve these 
results, it was essential to develop a more realistic 
approach, [20-21]. 
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Fig. 5. Extreme left phase: comparison of flux linkage 
versus current with different positions (-Model, *FEM). 
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Fig. 6. Extreme left phase: comparison of the thrust 
force as function of mover position for different order 
of Fourier series (-Model, *FEM). 
 

III. INDUCTANCE-BASED MODEL OF 
LSRM 

In LSRM, the reluctance of the magnetic path in a 
given phase changes with rotor movement. The 
reluctance is maximum in unaligned position and 
minimum in the aligned position. As a consequence, 
phase inductance changes periodically as function of 
the rotor position. At any given rotor position, the phase 
inductance also varies with the instantaneous phase 
current. Therefore, the phase inductance versus mover 
position will be represented by Fourier series (18) and 
the nonlinear variation of its coefficients with current 
will be expressed by polynomial functions (20, 21), 
[22-23]: 

 
0

( , ) ( ) cos
=

=∑
m

k r
k

L x i L i kN x , (18) 

where i, x and m are respectively the phase current, the 
position of the mover and the number of terms in the 
Fourier series. 

The accuracy and stability of numerical simulations 
are the main challenges which should be met. To 
simplify expression (18), only the first three terms of 
the Fourier series are considered. The inductance 
expression is given by Equation (19), [24-25]: 

 
0 1

2

2( , ) ( ) ( ) cos( ( ( 1) ))

2( ) cos(2 ( ( 1) ))

j j j r
r

j r
r

L x i L i L i N x j
NN

L i N x j
NN

π

π

= + − −

+ − −
, (19) 

with L(x, ij) and N are respectively the inductance associate 
to the phase j in the position x of the mover for the 
current ij and the number of phase. 

To determine the three coefficients L0, L1 and L2,  

we use the inductance at three positions: aligned position 
Lc (ij), unaligned position Lop (ij) and midway position 
between the above two positions Li (ij). Note that, Lop (ij) 
can be treated as a constant but, Lc (ij) and Li (ij) are 
functions of the phase current ij and can be approximated 
by the polynomials, [25-26]: 

 
0

( )
=

=∑
p

n
c j n j

n
L i a i , (20) 

 
0

( )
=

=∑
p

n
i j n j

n
L i b i , (21) 

where p is the order of the polynomials and an, bn are 
the coefficients. 

In our research, p = 6 is chosen after we compare the 
fitting results of different p values, (p = 3, p = 4, p = 5 
and p = 6 have been tried and compared). As a result 
the inductance of the aligned position Lc (ij) and midway 
position Li (ij) are approximated respectively by the 
Equations (22) and (23). Figure 7 shows the good 
agreement between the FEM and the proposed curve 
fitting methods. FEM results are obtained by Magnet 
2D software. Analytical calculations were performed by 
means of curve-fitting matlab toolbox: 

 

6 5 4 3 2
1 2 3 4

1 2

5

4

7

7

3

6

6

5

  ( )
 a  = -0.4883   = 1.356

  a  = -1.153    = 0.1993
  a  = 0.06603   = -0.02222

a  = 0.1253

cL i
a
a
a

a i a i a i a i a i a i a= + + + + + +

, (22) 

 

6 5 4 3 2
1 2 3 4 5 6 7

1 2

3 4

5 6

7

  ( )
= -0.3227   = 1.186

  = -1.609   = 0.9716
  

 
 = -0.2766   = 0.03345

 = 0.09355

i b i b i b i b i b i b i b
b b
b b
b

i

b
b

L = + + + + + +

. (23) 

Consequently, the three coefficients for the Fourier 
series can be computed as, [27-29]: 

 ( )0
1 1
2 2
 = + +  

c op iL L L L , (24) 

 ( )1
1
2

= −c opL L L , (25) 

 ( )2
1 1
2 2
 = + −  

c op iL L L L . (26) 

The stator phase inductance at the aligned position 
is very affected by the stator phase current variations. 
On the contrary, the unaligned inductance is practically 
constant due to the large reluctance that characterizes 
this position. 

It is worth mentioning that, found analytical model 
remains valid for any position x and any current i as 
illustrated by Figs. 8 and 9. 
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Fig. 7. Evolution of the winding inductance versus 
current: (a) aligned position, and (b) midway position. 
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Fig. 8. Extreme left phase: comparison of inductance 
versus current with three positions (-Model, *FEM). 
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Fig. 9. Extreme left phase: comparison of inductance 
versus position with different currents (-Model, *FEM). 

Multiplying the expression of inductance by the 
current (i), it gives the expression of linkage flux, [30-
32]: 
 ( ) ( ), ,ϕ =i x iL i x . (27) 

Figure 10 gives the comparison of linkage flux 
produced by the left extreme phase versus current for 
different positions. It can be observed that the linkage 
flux versus current for different position characteristics 
which are obtained by the proposed model closely 
match those obtained by finite element methods. These 
results prove the effectiveness of the proposed model. 
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Fig. 10. Extreme left phase: comparison of linkage flux 
versus current with different positions (-Model, *FEM). 
 

Furthermore, it is well known that the total 
electromagnetic force is given by the following 
expression: 
 ( )

1
,

=

=∑
N

j
j

F F i x , (28) 

where N is the number of phase, Fj the force of phase j 
and ij the phase current. Consequently, the force Fj can 
be described by the following equation: 

 ( )
( )

, 0

,
,

 
∂  

∂  = =
∂ ∂

∫
i

j j j
c j

j

L x i i di
W

F i x
x x

, (29) 

L (x, ij) is the inductance associate to the phase j in the 
position x of mover for the current ij. 

For a given current, Equation (29) becomes: 

 
[ ]

2( )1( , )
2

=

∂
=

∂
j

j j
i cte

L x
F i x i

x
. (30) 

Figure 11 shows also a reasonable coincidence 
between the curve obtained by the proposed model and 
that taken via the finite element method (FEM). 
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Fig. 11. Extreme left phase: comparison of the thrust 
force as function of mover position (-Model, *FEM). 
 
IV. DYNAMIC PERFORMANCES OF LSRM 

We plan to study the dynamic behavior of the all 
biomedical system. Dynamic electric equations of the 
four phases are: 

( , ) ( , )( , ) A A A
A A A A A

A

L x i d i L x i dxU Ri L x i i i
i dt x d t

 ∂ ∂
= + + + ∂ ∂ 

, (31) 

( , ) ( , )( , ) B B B
B B B B B

B

L x i d i L x i dxU Ri L x i i i
i dt x d t

 ∂ ∂
= + + + ∂ ∂ 

,(32) 

( , ) ( , )( , ) C C C
C C C C C

C

L x i d i L x i dxU Ri L x i i i
i dt x d t

 ∂ ∂
= + + + ∂ ∂ 

, (33) 

( , ) ( , )( , ) D D D
D D D D D

D

L x i d i L x i dxU Ri L x i i i
i dt x d t

 ∂ ∂
= + + + ∂ ∂ 

.(34) 

The mechanical equation relating the rotor 
acceleration, speed, position and load force is: 

 ( )
2

02c r
dx dx dxm F x F signe F
dt dt dt

ξ  = − − − 
 

, (35) 

parameters mc, ξ , F0 and Fr designate the actuator 
mass, the viscous friction force, the dry friction force 
and the load force. 

In order to validate the accuracy of the proposed 
model, Matlab/Simulink was used to perform the 
simulation with this model. This last, has been tested 
and compared by the linear model to predict the 
dynamic performance of the LSRM. Dynamic behaviour 
of position, thrust force and speed are resumed in  
Fig. 12. Note that, the excitation of phase A allows 
positioning the translator on the first step corresponding 
to 1.5 mm. Successive excitation of other phases are 
needed for next steps. 
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Fig. 12. (a) Position, (b) speed, and (c) thrust force 
evolution during four steps (*linear model, -proposed 
model). 
 

The proposed model of the LSRM is characterized 
by a strongly oscillatory translation compared to the 
linear model. These oscillations are expected to disturb  
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the accuracy of the position and the constancy speed 
often required by many industrial applications and 
especially in the medical fields. This problem often 
leads to losses of synchronism, [33-36]. 

 
V. CONCLUSION 

It is essential to have an accurate model of a linear 
switched reluctance motor that describes its static 
characteristics. It has been shown in this paper that 
there are different ways of modelling static 
characteristics of an LSRM. The developed analytical 
models consider the variation of either the phase flux 
linkage or the phase inductance with rotor position 
accounting for magnetic saturation. Results are compared 
to those obtained via the 2D-FEM. The comparison 
shows a reasonable agreement, proving the validity of 
the proposed approaches. 
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Abstract ─ In this paper, a new design of ultra-

wideband (UWB) microstrip monopole antenna is 

presented. The main novelty of the proposed structure 

is the using of protruded strips as resonators to design 

an UWB antenna with dual band-stop property. In the 

proposed design, by cutting the rectangular slot with a 

pair of rotated Y-shaped strips in the ground plane, 

additional resonance is excited and much wider 

impedance bandwidth can be achieved. To make a 

single band-notched function, the square radiating patch 

is converted to the square-ring structure with a pair of 

protruded fork-shaped strips. Finally, by cutting a 

rectangular slot with a protruded M-shaped strip at the 

feed line, a desired dual band-notched function is 

achieved. The measured results reveal that the 

presented dual band-notched antenna offers a very wide 

bandwidth from 2.8 to 11.6 GHz, with two notched 

bands, around of 3.3-3.7 GHz and 5-6 GHz covering all 

WiMAX and WLAN bands. 

 

Index Terms ─ Dual band-notched antenna, protruded 

strip resonators, UWB system. 
 

I. INTRODUCTION 
UWB communication systems usually require 

smaller antenna size in order to meet the miniaturization 

requirements of the radio-frequency (RF) units [1]. It is 

rapidly advancing as a high data rate wireless 

communication technology. The Federal Communication 

Commission (FCC) has released a bandwidth of 7.5 GHz 

(from 3.1 GHz to 10.6 GHz) for ultra wideband wireless 

communications. Due to its high bandwidth and very 

short pulses, UWB radio wave propagation provides 

very high data rate which may be up to several hundred 

Megabits per seconds (Mbps), and it is difficult to tract 

the transmitting data, which highly ensures the data 

security. The UWB technology has another advantage 

from the power consumption point of view. Due to 

spreading the energy of the UWB signals over a large 

frequency band, the maximum power available to the 

antenna as part of UWB system will be as small as in 

order of 0.5 mW according to the FCC spectral mask. 

This power is considered to be a small value and it is 

actually very close to the noise floor compared to what 

is currently used in different radio communication 

systems. It is a well-known fact that planar antennas 

present really appealing physical features, such as 

simple structure, small size, and low cost. Due to all 

these interesting characteristics, planar antennas are 

extremely attractive to be used in emerging UWB 

applications, and growing research activity is being 

focused on them. Consequently, a number of planar 

microstrip antennas have been experimentally 

characterized [2-4]. 

The frequency range for UWB systems between 

3.1–10.6 GHz [5] will cause interference to the existing 

wireless communication systems, for example the 

wireless local area network (WLAN) for IEEE 802.11a 

operating in 5.15–5.35 GHz and 5.725–5.825 GHz 

bands, the worldwide interoperability microwave access 

(WiMAX) operating in 3.3–3.7 GHz and 5.35-5.65 GHz, 

so the UWB antenna with a band-notched function is 

required. Lately to generate the frequency band-notched 

function, several band-notched microstrip antennas 

have been reported [6-11].  

All of the above methods are used for rejecting a 

single band of frequencies. However, to effectively 

utilize the UWB spectrum and to improve the performance 

of the UWB system, it is desirable to design the antenna 

with dual band rejection. It will help to minimize the 

interference between the narrow band systems with the 

UWB system. Some methods are used to obtain the 

dual band rejection in the literature [12-15].  

In this paper, a new monopole antenna with dual 

band-notched characteristic for UWB applications has 

been proposed. The proposed antenna consists of a 

square-ring radiating stub with a pair of protruded  

fork-shaped strips, a feed-line with an M-shaped strip 

1054-4887 © 2016 ACES

Submitted On: February 23, 2014
Accepted On: October 22, 2015

204ACES JOURNAL, Vol. 31, No. 2, February 2016

mailto:m.ojaroudi@iauardabil.ac.ir


protruded inside the rectangular slot, and a ground 

plane with a pair of protruded Y-shaped strips inside 

the slot.  

 

II. ANTENNA DESIGN 
The presented small monopole antenna fed by a 

microstrip line as shown in Fig. 1, is printed on an FR4 

substrate of thickness 1.6 mm, permittivity 4.4, and loss 

tangent 0.018. 

 

 
 

Fig. 1. Geometry of the proposed monopole antenna: 

(a) side view, (b) radiating patch, (c) feed-line, and (d) 

modified DGS.  

 

The basic monopole antenna structure consists of a 

square patch, a feed line, and a ground plane. The 

square patch has a width W. The patch is connected to a 

feed line of width Wf and length Lf. On the other side of 

the substrate, a conducting ground plane is placed.  

Regarding defected ground structures (DGS) 

theory, the creating slots in the ground plane provide 

additional current paths. Moreover, these structures 

change the inductance and capacitance of the input 

impedance, which in turn leads to change the 

bandwidth [16]. Therefore, by cutting a rectangular slot 

with a pair of rotated Y-shaped strips in the ground 

plane, much enhanced impedance bandwidth may be 

achieved. In the proposed design, protruded Y-shaped 

strips in the ground plane are used to make an 

additional resonance and increase the bandwidth. 

This work started by choosing the dimensions of 

the designed antenna. Hence, the essential parameters 

for the design are: f0 = 4.5 GHz (first resonance frequency), 

r = 4.4 and hsub = 0.8 mm. The dimensions of the patch 

along its length have now been extended on each end 

by a distance ΔL, which is given as: 

 )1(
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where hsub is the height of dielectric, Wsub is the width 

of the microstrip monopole antenna and 
effr  is the 

effective dielectric constant. Then, the effective length 

(Leff) of the patch can be calculated as follows: 

 )2(2 LLLeff  . (2) 

For a given resonant frequency f0, the effective 

length is given as: 
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For a microstrip antenna, the resonance frequency 

for any TMmn mode is given by as: 
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The width Wsub of microstrip antenna is given: 
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The last and final step in the design is to choose  

the length of the resonator and the band-stop filter 

elements. In this design, the optimized length  

Lresonance is set to resonate at 0.25λresonance, where  

Lresonance=L9+L12-L8+W11+0.5W10. λresonance
 
corresponds to 

the extra resonance frequency (12 GHz), respectively. 

Also, the optimized length Lnotch is set to band-stop resonate 

at 0.5λnotch, where Lnotch1=L5+W5+W12+0.5(L4+L6+W6), 

and Lnotch2=0.5(L1+W1) +L2+W2+W4. λnotch1
 
and λnotch2

 
correspond to first band-notched frequency (3.5 GHz) 

and second band-notched frequency (5.5 GHz), 

respectively. The final values of proposed design 

parameters are specified in Table 1. 

 

Table 1: Final dimensions of antenna parameters 

Parameter W
 

L
 

1W 
1L 

Value (mm) 10 10 8 8 

Parameter 2W 
2L 

3W 3L 

Value (mm) 0.5 3.1 4.5 3.6 

Parameter 4W 4L 5W 5L 

Value (mm) 2 3.5 0.2 3 

Parameter 6W 6L 7W 7L 

Value (mm) 1 3.1 0.2 3.1 

Parameter 8W 8L 9W 9L 

Value (mm) 0.15 1.25 4 0.75 

Parameter 10W 10L 11W 11L 

Value (mm) 1.25 0.3 0.75 2.8 

Parameter 12W 12L fW
 

fL
 

Value (mm) 0.55 3 7 2 

Parameter subW
 

subL
 

subh
 

gndL
 

Value (mm) 12 18 1.6 3.5 

 

In the square-ring stub, two fork-shaped strips 

protruded inside the ring have been used for generating 
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a single band-stop performance that’s playing an 

important role in the broadband characteristics of this 

antenna, because by using it, the band-notch 

performance can be controlled such as band-rejections 

range and variable function. The modified M-shaped 

strip protruded inside rectangular slot at feed-line 

causes a second band-notched performance which 

finally a multi-resonance antenna with desired dual 

band-notched function to suppress interferences from 

WLAN, WiMAX, and C-bands can be achieved [11].  

 

III. RESULTS AND DISCUSSIONS 
The planar monopole antenna with various design 

parameters was constructed, and the numerical and 

experimental results of the input impedance and 

radiation characteristics are presented and discussed. 

The analysis and performance of the proposed antenna 

is examined by using Ansoft simulation software high-

frequency structure simulator (HFSS) [17], for better 

impedance matching. 

VSWR characteristics for the ordinary monopole 

antenna [Fig. 2 (a)], the antenna with a pair of rotated 

Y-shaped strips protruded inside the slot at ground 

plane [Fig. 2 (b)], the square-ring antenna with pairs of 

protruded Y-shaped and fork-shaped strips [Fig. 2 (c)], 

and the proposed antenna structure [(Fig. 2 (d)] are 

compared in Fig. 3.  

As shown in Fig. 3, by using the pair of rotated  

Y-shaped strips at the ground plane, a new resonance at 

the higher frequency (10.7 GHz) is generated and the 

usable upper frequency of the antenna is extended from 

10.3 GHz to 11.9 GHz. To generate a single frequency 

band-notched function, the square radiating patch was 

converted to the square-ring structure with a pair of 

protruded fork-shaped strips, and also by using an  

M-shaped strip inside the rectangular slot at feed-line, 

the good dual band-notched function can be achieved 

which is covering the 3.5/5.5 GHz WiMAX/WLAN 

bands [11-13].  

 

 
 

Fig. 2. (a) Ordinary monopole antenna, (b) antenna with 

pair of Y-shaped strips, (c) antenna with pairs of Y-shaped 

and fork-shaped strips, and (d) the proposed monopole 

antenna. 

 

 
 

Fig. 3. Simulated VSWR characteristics for the various 

structures shown in Fig. 2. 

 

To understand the phenomenon behind the multi 

resonance and dual band-notched performances, the 

simulated current distribution for the proposed antenna 

at the new resonance frequency (9.5 GHz) and notched 

frequencies (3.5 & 5.5 GHz) is presented in Fig. 4. It 

can be observed on Fig. 4 (a), at 10.5 GHz the current 

concentrated on the edges of the interior and exterior of 

the Y-shaped strips protruded inside the slot. Therefore, 

the antenna impedance changes at these frequencies due 

to the resonance properties of the proposed structure. 

Figures 4 (a) and 4 (b) present the simulated current 

distributions on the top layer at the notched frequencies 

(3.7 and 5.5 GHz). As illustrated in Figs. 4 (b) and 4 (c), 

at the notched frequencies, the current flows are more 

dominant around of the fork-shaped and M-shaped 

strips. As a result, the desired high attenuation near the 

notched frequencies can be produced [18-19]. As seen 

in these figures, the current direction on the reject 

structures is opposite to each other, so the far fields 

produced by the currents on the reject structures cancel 

out each other in the reject band. 

 

 
 

Fig. 4. Simulated surface current: (a) at 10.7 GHz  

(first extra resonance frequency), (b) at 3.5 GHz (first 

notched frequency), and (c) at 5.5 GHz (second notched 

frequency). 
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The proposed antenna with final design as shown 

in Fig. 5, was built and tested. The VSWR characteristic 

of the antenna was measured using the HP 8720ES 

network analyzer in an anechoic chamber. The radiation 

patterns have been measured inside an anechoic 

chamber using a double-ridged horn antenna as a 

reference antenna placed at a distance of 2 m. Also, 

two-antenna technique using an Agilent E4440A 

spectrum analyzer and a double-ridged horn antenna as 

a reference antenna placed at a distance of 2 m is used 

to measure the radiation gain in the z axis direction  

(x-z plane). Measurement set-up of the proposed antenna 

for the VSWR, antenna gain and radiation pattern 

characteristics are shown in Fig. 6.  

 

 
 

Fig. 5. Fabricated antenna: (a) top view, and (b) bottom 

view. 

 

 
 

Fig. 6. Measurement set-up of the antenna: (a) VSWR, 

and (b) antenna gain and radiation patterns. 

 

Figure 7 shows the measured and simulated VSWR 

characteristics of the proposed antenna. The antenna 

has the frequency band of 2.8 to 11.8 GHz with two 

rejection bands around 3.3.-3.7 and 5-6 GHz. 

Figure 8 depicts the measured and simulated 

radiation patterns of the proposed antenna including the 

co-polarization and cross-polarization in the H-plane 

(x-z plane) and E-plane (y-z plane). It can be seen that 

quasi-omnidirectional radiation pattern can be observed 

on x-z plane over the whole UWB frequency range, 

especially at the low frequencies. The radiation patterns 

on the y-z plane display a typical figure-of-eight (8), 

similar to that of a conventional dipole antenna. The 

radiating patterns indicated at higher frequencies have 

more ripples in both E- and H-planes, owing to generation 

of higher-order modes [20-21]. Measured and simulated 

maximum gains of the proposed antenna are shown in 

Fig. 9. Two sharp decrease of maximum gains in the 

notched frequencies bands at 3.5 and 5.5 GHz are shown 

in Fig. 9. For other frequencies outside the notched 

frequencies, the antenna gains has a flat property which 

increases by the frequency. As illustrated, the proposed 

antenna has sufficient and acceptable gain level in the 

operation bands [22]. 

 

 
 

Fig. 7. Measured and simulated VSWR characteristics 

of the proposed antenna. 

 

 
 

Fig. 8. Measured and simulated radiation patterns: (a)  

3 GHz, (b) 4.5 GHz, (c) 7 GHz, and (d) 11 GHz. 
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Fig. 9. Measured and simulated gains of the proposed 

antenna. 

 

The measured and simulated radiation efficiency 

characteristic of the proposed antenna is shown in  

Fig. 10. The efficiency measurement was conducted 

using the reverberation chamber a cavity-technique and 

based approach, called the source-stirred method. 

Measured and also simulated results of the calculations 

using the software HFSS indicated that the proposed 

antenna features a good efficiency, being greater than 

87% across the entire radiating band except in two 

notched bands [23]. On the other hand, the radiation 

efficiencies of the proposed dual band-notched antenna 

at 3.5 and 5.5 GHz, are only about 29 and 31%, 

respectively. 

 

 
 

Fig. 10. Measured and simulated radiation efficiency 

characteristic of the proposed antenna. 

 

IV. CONCLUSION 
In this paper, a novel small monopole antenna with 

WiMAX/WLAN band-stop characteristic for UWB 

applications is proposed. In this design, the proposed 

antenna can operate from 2.8 to 11.8 GHz with two 

rejection bands around 3.3 to 3.7 GHz and 5 to 6 GHz. 

The designed antenna has a small size of 12×18×1.6 mm3. 

Good VSWR and radiation pattern characteristics are 

obtained in the frequency band of interest.  
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