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Abstract – In this paper, we presented an improved
hybrid optimization method to construct distributed
array with two identical sub-arrays, which is mainly
applied on airplanes as the front-end of communication
and detection system. According to different demands
on array’s gain and operating distances, the proposed
method presents a scheme of implementation of two
operate modes by optimizing elements’ positions and
excitations. Two sub-arrays are able to work together to
realize high gain when the object is quite far away, and
one sub-array is able to work alone when the object is rel-
atively close. This method is presented based on Particle
Swarm Optimization (PSO) method and convex method,
accomplishing that peak sidelobe level (PSLL) of whole
array is lowered under -10 dB, and PSLLs of sub-arrays
are lowered under -20 dB by supplementing some aux-
iliary units and re-optimizing array’s excitation distribu-
tion. In the procedure of optimization, the hybrid method
is designed catering to multiple constraints according
to the requirements of practical application. A spe-
cific example for synthesizing reconfigurable distributed
array is provided and the sensitivity of obtained perfor-
mance affected by interference of optimized results is
discussed.

Index Terms – convex optimization, differential evolu-
tion algorithm, distributed array synthesis, grating lobe
suppression, PSO Optimization Algorithm.

I. INTRODUCTION
With the requirements of radar and communica-

tion systems applied on complex platform, distributed
array is attracting more and more attention and research
nowadays[1, 2]. Different from traditional array, dis-
tributed array has better flexibility of array configuration
and enlarges array’s aperture on account of the coop-
eration of sub-arrays. With large array aperture, dis-
tributed array has higher directivity and narrower main
lobe width, realizing desirable features like good spatial
resolution and angular accuracy[3]. As for distributed
array with a few sub-arrays, it has broad application

prospects because of its good flexibility on array arrange-
ment. For example, when applied on airplane as the
front-end of radar system, distributed array is able to
be arranged on a side of the fuselage, taking full advan-
tage of the available space to make the aperture as large
as possible. In [4], we have proposed a hybrid method
to optimize distributed array, the optimized PSLL is
–10 dB.

Considering that optimized distributed array’s PSLL
is still higher than traditional antenna array, it will be
helpful to enhance array’s applicability if it can operate
in different modes in which array’s PSLL can be sup-
pressed lower. For example, when the target is relatively
close to the plane, the detecting result obtained from
a single sub-array might be better since the sub-array
has the potential of reaching lower PSLL, ensuring sub-
arrays’ ability of isolated operation would be a good way
of improvement. However, performance of sub-arrays
with elements’ locations and excitation distribution pre-
sented in [4] is not good enough to put into practical
application. Therefore, the optimized distributed array
should be further improved to cater to the demand.

Nowadays, a lot of optimization researches have
been done to improve the performance of large-spaced
antenna array. Many global optimization algorithms
are used on array synthesis, such as Genetic Algorithm
(GA), Simulated Annealing (SA), Particle Swarm Opti-
mization (PSO) and Differential Evolution (DE) [5–15].
Considering that array optimization problem has high
degree of freedom, global optimization methods will be
helpful to improve array’s performance. Furthermore,
distributed array synthesis is a high-dimensional non-
linear problem, convex optimization method has been
considered and widely researched for array synthesis.
As proposed in [16–19], convex optimization is usually
applied to improve the sparsity of array. According to
its optimization principle of using l1-norm, convex opti-
mization is also able to be leverage to solve the problem
of distributed array synthesis.

In this paper, based on the result in [4], we propose
a hybrid optimization method specially for designing

Submitted On: October 9, 2021
Accepted On: November 17, 2021

https://doi.org/10.13052/2021.ACES.J.361203
1054-4887 © ACES

https://doi.org/10.13052/2021.ACES.J.361203


1527 ACES JOURNAL, Vol. 36, No. 12, December 2021

and constructing distributed array with multiple operat-
ing modes. Considering that the array to be modified is
sparse, and only change the locations and excitations of
original elements will badly affect the whole array’s pat-
tern, it is possible to improve sub-arrays’ performance by
interpolating elements and adjusting their parameters. To
accomplish the model switch of array, binary codes are
adopted to control the on-off state of array elements to
make the whole array reconfigurable and normally oper-
ate in different mode. Meanwhile, in order to guarantee
both whole array and sub-arrays perform well, the dis-
tributed array should be holistically optimized after sub-
array construction. With this method, the performance
of sub-arrays are significantly improved and the pattern
of the whole array is almost unaffected. Since elements’
positions and excitations are optimized and fixed, it is
also convenient to switch operation mode by just chang-
ing the on-off state of array elements.

The paper is organized as follows: In Section II,
configuration and performance of array to be improved
are introduced and the hybrid method to design reconfig-
urable distributed array are proposed. Optimized numer-
ical results are presented in Section III. Array’s tolerance
to excitation error and element position error are statis-
tically analyzed in Section IV. Conclusions are given in
Section V.

II. ARRAY’S CONFIGURATION AND
HYBRID METHOD TO DESIGN

MULTI-MODE DISTRIBUTED ARRAY
Uniform distributed array is formed by two identi-

cal sub-arrays arranged in line, as shown in Figure 1.
Each sub-array has N isotropic elements, and the dis-
tance between two adjacent units equals to half wave-
length. The far-field pattern of distributed array can be
calculated by

S(θ) =
2N−1

∑
n=0

Ine− jkxnsinθ

= Se(θ)(1+ e− jkDsinθ ),

(1)

where Se(θ) represents sub-arrays’ pattern and D is the
distance between two sub-arrays. The whole distributed

Fig. 1. Model of distributed array with two identical sub-
arrays.

Fig. 2. Normalized Patterns of distributed array and sub-
array. All elements are evenly spaced arranged and uni-
formly excited.

array can be regarded as a large binary array. The radia-
tion performance of the distributed array factor is coher-
ent with the typical pattern of a binary array. If all ele-
ments in every sub-array are evenly spaced arranged and
uniformly excited, patterns of whole array and sub-array
are shown in Figure 2. PSLL of distributed array is -2.47
dB.

In [4], we proposed a new hybrid method to opti-
mize the global performance of distributed array, in
which every sub-array has 25 elements. PSLL of the
whole array is lower than -10 dB, exactly equal to -
10.6624 dB, far lower than original PSLL of -2.1594 dB.
However, both sub-arrays are badly deteriorated, where
the PSLL of left and right sub-arrays are respectively
equal to -6.5776 dB and -2.5718 dB. The patterns of two
sub-arrays resulted from global optimization are shown
in Figure 3.

In order to accomplish the reconfiguration of
distributed array, sub-arrays’ performance should be
improved first. Based on the sparsity of sub-arrays, we
present a hybrid method to improve the performance of
sub-array method by adding supplementary units into
sub-arrays and presenting binary code to control the on-
off state of array’s elements.

A. Reconfigurable sub-array design
For the optimized distributed array, inter-element

distances of sub-arrays are enlarged, the sparsity of
which gives enough space to interpolate more elements.
After presetting minimum inter-element spacing, supple-
mentary elements should be added as much as possi-
ble to ensure enough degrees of freedom of sub-array
optimization. According to test, not all elements are
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Fig. 3. Normalized directivity pattern of left and right
sub-arrays. Elements’ positions and excitations are
respectively as Table 1 and Table 2 shows.

required to get involved in sub-arrays. Therefore, sub-
arrays with added elements should be thinned in the next
step to find optimal sparse scheme.

During the process, global optimization algorithms
will be helpful to interpolate elements. In this paper,
PSO is adopted with advantages of simpleness and
quickness. To accomplish optimization of sub-arrays, we
take PSLL as an indicator to search the optimal result.
Therefore, PSLL and the fitness function are

PSLL = max[20log10
S∆(θ)θ∈ΩSL

S∆max
], (2)

f (x) = min(PSLL). (3)
The iterative formula of PSO is shown as

vid(t +1) = w× vid(t)+ c1× rand1×
(pbest(t)− xid(t))+ c2× rand2

× (gbest− xid(t)),
(4)

where vid and xid are velocity vector position vector of
ith element, pbest is the best individual in one iteration
and gbest is the best individual during the whole process
of optimization, and k is the inertia weight to control the
search capability of algorithm.

During the process, we set that the interval between
two adjacent elements is no less than 0.4λ . The fitness

function and constraints are described as
f (x) = min(PSLL)

s.t. did(n)−did(n−1)≥ 0.4λ

did(n+1)−did(n)≥ 0.4λ .

(5)

After this procedure, optimal result of element interpo-
lation is obtained. All added elements are temporarily
uniform excited in the result. In the next step, both orig-
inal elements and added elements are getting involved
in the selection to form new sub-arrays. In this process,
binary PSO (BPSO) is used to determine the selection of
sub-arrays’ elements, which is presented by Kennedy in
1997 [20] and used for antenna and array design to get
better radiation performance[21–24].

Here a logistic transformation sigmoid(x) is used to
constrain xid to the integer 1 or 0, and the relationship
between the value of xid and sigmoid(x) is shown as fol-
low.

sigmoid(vid) = (1+ exp(vid))
−1, (6)

xid =

{
0, i f rand()≥ sigmoid(vid)

1, otherwise
. (7)

During the interpolation and selection of elements, two
weight vectors should be recorded. One is the thinning
weight vector describing sub-arrays’ sparsity, named as
ws. The other is to mark interpolated elements, named as
wi. Two vectors are defined as follows.

wt(n) =

{
1, i f the element is turned on
0, otherwise

, (8)

wi(n) =

{
0, i f the element is added
1, otherwise

. (9)

Assuming that the sum of elements making up new
sub-array is N, the pattern of new sub-array will be cal-
culated by

S(θ) =
N−1

∑
n=0

wt(n)Ine− jkxnsinθ . (10)

B. Excitation Optimization
In order to get optimal performance of sub-arrays,

elements’ excitations should be optimized as well.
Assuming Dini is the directivity of sub-array before opti-
mized, the constraints can be expressed as{

R{S(θmax)}= Dini

|S(θ)| ≤ PSLL−q ∀θ ∈ΩSL,
(11)

where q is the preset parameter to help finding the lowest
PSLL. Assuming sub-arrays’ excitation vector is w. To
identify elements whose excitations should be optimized,
weight vector w1 are obtained by

w1 = wt ∩wi. (12)
By vectorizing eqn (10) and adding the weight vector w1,
constraints in eqn (11) can be rewritten as{

R{A(θ T
0 w1w)}= Dini

A(θ T w1w)≤ PSLL−q ∀θ ∈ΩSL.
(13)
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The optimization problem is described as
min

w
‖w‖1 under eqn (13). (14)

Here l1 minimization optimization is considered to opti-
mize the excitations of array. To get a better solution,
a range of favorable weighting matrices α for a fixed w
when w is unknown and iterative computation procedure
that alternates between obtained w and redefining new
weights are adopted. The optimization problem in ith
iteration is

min
wi

2N−1

∑
n=0

α
i
nw0wn under eqn (13), (15)

α
i
n = 1/(|wi−1

n |+ ε) f or i > 1. (16)
It should be noticed that excitation optimization is

supposed to proceed simultaneously with element selec-
tion to find the optimal result. After this process, excita-
tions of original elements getting involved in restructur-
ing sub-arrays are changed, resulting in bad influence to
the performance of the whole array. Therefore, original
elements not involved in new sub-arrays will be helpful
to reduce the deterioration by tweaking their excitations.
Here, convex optimization method is also suitable for the
operation. Assume that wh is the weight vector to mark
elements to be adjusted, in which 1 represents elements
whose excitations will be tweaked and 0 represents ele-
ments which remain unchanged. The adjustment prob-
lem is described as

min
wi

2N−1

∑
n=0

α
i
nwhwn under eqn (13). (17)

The iteration during the process is the same as eqn (16).
After all procedures proposed above, the design of

distributed array with multiple operation modes is fin-
ished. Binary codes controlling elements’ on-off state
are also obtained. The design process is summarized as
follows:

1. Add supplemental elements into sub-arrays as
much as possible and adjust their locations.

2. Select proper elements to reassemble new sub-
arrays.

3. Solve convex problem (15) to get optimal result
under arrangement designed in step 2.

4. If the optimal result meet the demand, end the
iteration.

5. If not, repeat steps 1 to 3 until the desirable PSLL
is obtained or the number of iterations is reached.

6. Get weight vectors to control the working state of
elements.

7. Solve convex problem (17) to optimize perfor-
mance of the whole array.

III. NUMERICAL RESULTS
Here, results of designing the multi-mode dis-

tributed array are presented to assess the capability and
effectiveness of the hybrid method. Distance between

two sub-arrays is 30λ . The number of elements in the
whole array is 50 and both original sub-arrays contain
25 elements.

To keep the scale of reconstructed sub-arrays as the
same as the original, the number of elements getting
involved in new sub-arrays are artificially preset as 25.
During the process, the desired PSLLs of sub-arrays are
set as -20 dB and the PSLL of the whole array after
sub-array design is hoped to be maintained under -10
dB. In the procedure of element interpolation, the min-
imum inter-element distance is preset as 0.4λ . Accord-
ing to practical calculation tests, 100 times of PSO itera-
tions and 20 times of convex optimization iterations are
enough to get optimal result.

Figure 4 shows the comparisons of original sub-
arrays and the optimized reconstructed sub-arrays. Opti-
mization results of elements’ positions and excita-
tions of reconstructed two sub-arrays are presented
in Table 1 and Table 2, in which the supplemen-
tary elements are marked “1” and original elements

Fig. 4. Comparison of normalized original pattern and
optimized pattern of two sub-arrays. First figure is pat-
tern of left sub-array and the other is pattern of right sub-
array.
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Table 1: Optimized positions and excitations of left sub-
array
No. Posit. Excit. If added
1 8.50 0.0758 0
2 9.69 0.4898 0
3 10.84 0.7541 0
4 11.24 0.2145 1
5 11.64 1.0805 1
6 12.05 0.1824 0
7 12.47 0.8190 1
8 12.91 0.3002 1
9 13.50 0.8716 0
10 13.99 0.2831 1
11 14.40 0.9619 1
12 15.37 1.0704 1
13 16.21 0.9172 0
14 17.20 1.1829 0
15 17.70 0.8281 1
16 18.12 0.9002 0
17 18.63 0.3515 1
18 19.10 0.7759 1
19 19.57 0.0726 0
20 20.16 0.7240 0
21 20.76 0.6283 1
22 21.23 0.4384 0
23 21.89 0.4468 0
24 22.41 0.2567 0
25 22.95 0.6680 0

are marked “0”. The unit of element position
is D/λ .

For the left sub-array, PSLL of original pattern is
-6.5776 dB, while the PSLL of optimized pattern is -
20.1245 dB. For the right sub-array, PSLL of original
pattern is -2.5718 dB, and PSLL of optimized pattern is
-20.3247 dB. Compared with original sub-arrays, per-
formance of reconstructed sub-arrays has significantly
improved.

Affected pattern and optimized pattern of whole
array are shown in Figure 5. The PSLL of affected pat-
tern is equals to -6.91 dB. By optimizing excitations of
other elements, PSLL of the whole array is lowered to
-10.12 dB. Optimized results are listed in Table 3. Com-
pared with original distributed array, whose PSLL is -
10.6624 dB, result obtained from design method pro-
posed in this paper is slightly higher, which is accept-
able.

To research if optimized pattern would be affected
when main beam points at different angles, we calculated
distributed array’s pattern when directions of main beam
are 15 deg, 30 deg and 60 deg. Results are shown in
Figure 6. It clearly shows that when array’s elements

Table 2: Optimized positions and excitations of right
sub-array
No. Posit. Excit. If added
1 43.30 0.4787 0
2 43.81 0.4661 0
3 44.44 0.3169 0
4 44.99 0.5370 0
5 45.60 0.6914 0
6 46.42 0.9867 0
7 47.59 0.8062 0
8 48.06 0.5422 1
9 48.51 0.9421 1
10 48.98 0.1754 0
11 49.39 0.9837 1
12 49.80 0.0306 1
13 50.20 1.0501 0
14 50.71 0.1044 1
15 51.17 0.8562 1
16 51.59 0.4388 0
17 52.19 1.1783 1
18 52.61 0.3757 1
19 53.02 1.1090 0
20 53.45 0.3466 1
21 53.85 0.9394 1
22 54.25 0.1085 0
23 54.78 0.7255 1
24 55.20 0.0366 1
25 55.61 0.5992 0

Fig. 5. Comparison of normalized pattern of distributed
array. The black line shows the deteriorated pattern of
distributed array without second optimization, and the
red line shows optimized pattern.

are isotropic, main beam deflection is of no influence on
PSLL of optimized distributed array.

The entire process of optimization is based on
MATLAB 2018b on Windows 10, with hardware
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Fig. 6. Normalized pattern of distributed array when its
main beam points at 15 deg, 30 deg, and 60 deg respec-
tively.

configuration of Intel Core i7-8700 CPU @ 3.20GHz and
48.0GB RAM. The convex optimization problems dis-
cussed above can be solved by professional MATLAB
toolbox efficiently, such as CVX Toolbox.

With sufficient sampling point on array’s pattern,
computation time of a single circulation from step 1 to
step 3 is around 55 seconds. Meanwhile, the process in
step 7 with 20 iterations needs around 17 seconds.

IV. INFLUENCE OF POSITION AND
EXCITATION ERRORS

Considering that all results obtained from the
method proposed before are too accurate, when designed
distributed array works in different modes, performances
of both sub-arrays and whole array will be sensitively
affected by errors in elements’ positions and excitations,
which should be estimated to further analyze the stability
of distributed array. Therefore, we will give error analy-
sis on array performance in this section.

Based on optimized results in Tables 1, 2 and 3, ran-
dom errors obeying Gaussian distribution are added. The
mean value µ of Gaussian distribution is set as 0. As
for variance, We set 3δ of excitation errors respectively
equaling to 0.05, 0.1, and 0.5, and 3δ of position errors
respectively equaling to 0.1, 0.5, and 1 (d/λ ), where δ

is the variance of Gaussian distribution.
Statistical results including mean value, median, and

standard deviation are calculated and presented to mea-
sure the sensitivity in varying degrees of random errors.
Each result is obtained by 100 repetitive calculations
considering the particularity of single experiment.

Table 4 shows how far the performance of the whole
array is affected by excitation errors, Table 5 and Table
6 show the impacts on sub-arrays. According to these
results, with errors becoming larger, performances of
whole array and sub-arrays are all deteriorated more seri-
ously. Meanwhile, performances of sub-arrays are more

Table 3: Optimized positions and excitations of right
sub-array
No. Posit. Excit. No. Posit. Excit.
1 0 0.2673 26 42.01 4.1974
2 1.00 1.3577 27 42.60 1.9057
3 1.81 0.7584 28 43.30 0.4787
4 2.82 0.2774 29 43.81 0.4661
5 3.62 0.8353 30 44.44 0.3169
6 4.35 0.4523 31 44.99 0.5370
7 5.58 0.6042 32 45.60 0.6914
8 7.07 0.6341 33 46.42 0.9867
9 8.50 0.0758 34 47.59 0.8062
10 9.69 0.4898 35 48.97 0.1754
11 10.84 0.7541 36 50.20 1.0501
12 12.05 0.1824 37 51.59 0.4388
13 13.50 0.8716 38 53.02 1.1090
14 14.91 1.7641 39 54.25 0.1085
15 16.21 0.9172 40 55.60 0.5992
16 17.20 1.1829 41 56.73 2.5817
17 18.12 0.9002 42 57.79 1.8934
18 19.57 0.0726 43 59.26 0.9398
19 20.16 0.7240 44 60.42 0.9546
20 21.23 0.4384 45 61.84 0.7879
21 21.89 0.4468 46 63.32 0.0533
22 22.41 0.2567 47 64.47 0.5555
23 22.95 0.6680 48 65.61 0.2845
24 23.51 2.1102 49 66.51 0.3983
25 24.01 2.3182 50 67.71 3.5303

Table 4: Statistical results of influence of performance of
whole array affected by excitation errors
3σ Mean Median STD
0.05 -9.5865 dB -9.5899 dB 0.0297
0.1 -9.5887 dB -9.5849 dB 0.0513
0.5 -9.2738 dB -9.3218 dB 0.2327

Table 5: Statistical results of influence of performance of
left sub-array affected by excitation errors
3σ Mean Median STD
0.05 -19.5693 dB -19.5953 dB 0.1879
0.1 -18.9642 dB -19.0321 dB 0.3873
0.5 -15.0161 dB -15.1379 dB 1.0454

Table 6: Statistical results of influence of performance of
right sub-array affected by excitations with errors
3σ Mean Median STD
0.05 -19.6902 dB -19.6956 dB 0.1983
0.1 -19.0137 dB -19.0164 dB 0.3547
0.5 -14.8955 dB -14.8412 dB 1.2031
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Table 7: Statistical results of influence of performance
of whole array affected by position errors
3σ Mean Median STD
0.1 -9.3233 dB -9.4196 dB 0.3074
0.5 -7.9334 dB -8.0707 dB 1.0199
1 -7.3616 dB -7.4806 dB 0.9001

Table 8: Statistical results of influence of performance
of left sub-array affected by position errors
3σ Mean Median STD
0.1 -16.6991 dB -16.8060 dB 1.1429
0.5 -10.2251 dB -10.4522 dB 1.9255
1 -7.9909 dB -7.4586 dB 1.5969

Table 9: Statistical results of influence of performance
of right sub-array affected by position errors
3σ Mean Median STD
0.1 -17.0452 dB -17.2262 dB 1.2713
0.5 -9.9021 dB -9.8193 dB 1.7144
1 -7.6588 dB -7.7431 dB 1.6792

easily to be affected. Compared with optimized results
in Table 3, it is indicated that the optimized distributed
array can tolerate excitation errors to some extent.

Then the statistical results of influence caused by
element position errors are displayed in Tables 7, 8 and
9. According to the results, obviously element position
error can lead to more serious deterioration of array’s
performance than excitation error. With the variance of
error becoming larger, PSLL of optimized whole array
and sub-arrays are rapidly increased, especially for sub-
arrays, their PSLLs are raised over 10 dB. As shown in
these three tables, when 3δ equals to 1(d/λ ), PSLLs of
whole array and sub-arrays are all higher than -8 dB,
the optimized performances of every operating mode are
deteriorated.

V. CONCLUSION
In this paper, a hybrid method for designing dis-

tributed array with different operating modes is pro-
posed. The working modes are conveniently switched
by changing on-off state of elements. After array opti-
mizing, PSLLs of sub-arrays can be lowered under -20
dB, making their patterns significantly improved. Mean-
while, performance of the whole array is hardly influ-
enced, PSLL of which maintains under -10 dB. Then,
array’s sensitivity to excitation errors and element posi-
tion errors are tested, and its tolerance to these two
errors are given via statistical results, in which the effec-
tiveness and capability of proposed method are proved.
Therefore, the proposed method gives a new solution

of designing distributed array with multiple operating
modes, improving performance of distributed array and
broadening its applicability on a variety of practical
applications.
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