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Abstract─ A technique is proposed to measure the 
permittivity and permeability parameters of a 
sample of biaxial material placed into a 
rectangular waveguide. By constructing the 
material as a cube, only a single sample is required 
to find all six material parameters. The sample is 
inserted into the waveguide in multiple 
orientations, and the transmission and reflection 
coefficients of the sample region are measured 
using a vector network analyzer. The material 
parameters are then found by equating the 
measured S-parameters to those determined 
theoretically using a mode-matching technique. 
The theoretical details are outlined and the 
extraction process is described. A stacked 
dielectric cube is characterized experimentally to 
demonstrate the feasibility of the approach, and 
results are compared to those obtained using a 
reduced-aperture waveguide technique. 
 
Index Terms – Anisotropic, biaxial, material 
measurement, permeability, permittivity, and 
waveguide. 
 

I. INTRODUCTION 
Engineered materials, formed from composites 

of various constituents with both dielectric and 
magnetic properties, are gaining interest for use in 
antenna apertures due to their useful 
electromagnetic properties [1, 2]. These materials 
are often anisotropic, and their constitutive 

parameters are hard to predict theoretically. Thus 
it is important to develop methods to accurately 
characterize the behavior of anisotropic materials 
experimentally, so that the constitutive parameters 
may be used in the analysis and design of antenna 
systems. 

Rectangular waveguide systems are often used 
to measure the electromagnetic properties of 
materials due to high signal strength, ease of 
sample preparation, and the ability to analyze the 
sample interaction analytically [3]. The authors 
have recently developed a method for 
characterizing the properties of biaxially 
anisotropic materials using a reduced-aperture 
waveguide system [4]. By using a sample holder 
of cubical shape, a single sample of biaxial 
material may be measured in three different 
orientations, providing the required number of 
reflection and transmission measurements to 
determine the six unique constitutive parameters. 
The fields in the sample region are computed 
analytically, and the mode-matching approach is 
used to determine the theoretical S-parameters of 
the cascaded system consisting of the sample 
holder and the empty waveguide transitions. This 
technique has the drawbacks that the sample must 
fit tightly within the conducting sample holder (to 
preclude air gaps), the restricted aperture of the 
sample holder reduces the energy transmitted 
through the sample, and a special sample holder 
must be constructed. 
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This paper introduces an alternative technique 
that doesn’t require a special sample holder. In this 
technique a cubical sample is inserted directly into 
a full-aperture waveguide, leaving spaces on each 
side of the sample. The sample is centered within 
the guide cross section, and mode-matching 
techniques are again used to find the S-parameters. 
This approach eliminates the presence of gaps 
along the sidewalls (although not along the top and 
bottom walls), reduces reflections from the 
conducting restriction, and does not require a 
special sample holder. Drawbacks include 
accurately centering the sample in the guide, and 
dealing with a more complicated field structure in 
the sample region, including finding the modal 
propagation constants by solving a transcendental 
equation. 
 

II. THEORETICAL S-PARAMETERS 
FOR A CUBICAL BIAXIAL MATERIAL 

SAMPLE IN A RECTANGULAR 
WAVEGUIDE 

Dependable extraction of the biaxial properties 
of a material sample depends on having an 
accurate model for the theoretical S-parameters of 
the measurement system. The system considered 
here is designed in such a way that simple mode-
matching techniques can be used to find the S-
parameters with a computational accuracy that is 
easily quantified [5].  
 Consider the system shown in Fig. 1. A 
cubical sample of material is centered within the 
cross-section of a rectangular waveguide such that 
the cross-sectional view is shown in Fig. 2. The 
material is assumed to be biaxial along the 
orthogonal axes 𝐴𝐴, 𝐵𝐵, and 𝐶𝐶, such that the tensor 
permittivity and permeability are given by, 
 

 𝜀𝜀 = 𝜀𝜀0 �
𝜀𝜀𝐴𝐴 0 0
0 𝜀𝜀𝐵𝐵 0
0 0 𝜀𝜀𝐶𝐶

� (1) 

and 

 𝜇𝜇 = 𝜇𝜇0 �
𝜇𝜇𝐴𝐴 0 0
0 𝜇𝜇𝐵𝐵 0
0 0 𝜇𝜇𝐶𝐶

�, (2) 

 

respectively, where 𝜀𝜀𝐴𝐴, 𝜇𝜇𝐴𝐴, etc., are relative 
parameters. A TE10 rectangular waveguide mode 
is assumed to be incident upon the sample from 
the region 𝑧𝑧 < 0, as shown in Fig. 3. Due to the 
material discontinuities at the sample interfaces, 

an infinite spectrum of empty waveguide modes is 
reflected back into this region, an infinite spectrum 
of modes is created in the sample region, 0 ≤ 𝑧𝑧 ≤
𝑑𝑑, and an infinite spectrum of modes is transmitted 
into the region 𝑧𝑧 > 𝑑𝑑. The empty waveguide 
sections on the sending and receiving ends are 
assumed to be of sufficient length that only the 
dominant empty waveguide TE10 mode 
propagates to the ends of the sections. Thus, 
dominant-mode reflection and transmission 
coefficients can be measured at these ports using a 
vector network analyzer, and the S-parameters of 
the sample determined by shifting these 
measurements to the sample planes 𝑧𝑧 = 0 and 
𝑧𝑧 = 𝑑𝑑. To determine the biaxial material 
properties, the theoretical S-parameters are needed 
at these planes. 
 

 
 

Fig. 1. Cubical sample of biaxial material centered 
inside a rectangular waveguide. 
 

 
 

Fig. 2. Cross-sectional view of the sample inside 
the waveguide. 
 

 
Fig. 3. Side view of the sample inside the 
waveguide showing the presence of higher-order 
modes in each region. 
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 Since the electric field of the dominant TE10 
mode of the empty guide is even about 𝑥𝑥, the 
incident field will only couple to modes with a 
similar symmetry. The field structure of the empty 
waveguide modes is well known [6], and it is 
easily seen that only modes of the type TE𝑛𝑛0 will 
be excited in the empty guides. Thus, the 
transverse fields in the region 𝑧𝑧 < 0 may be 
expanded as, 

𝐸𝐸𝑦𝑦(𝑥𝑥, 𝑧𝑧) =
𝑎𝑎1
𝑖𝑖 𝐸𝐸�1(𝑥𝑥)e−𝑗𝑗𝛽𝛽�1𝑧𝑧 + ∑ 𝑎𝑎𝑛𝑛𝑟𝑟 𝐸𝐸�𝑛𝑛(𝑥𝑥)e+𝑗𝑗𝛽𝛽�𝑛𝑛 𝑧𝑧𝑁𝑁

𝑛𝑛=1              (3) 
 𝐻𝐻𝑥𝑥(𝑥𝑥, 𝑧𝑧) =
−𝑎𝑎1

𝑖𝑖 𝐻𝐻�1(𝑥𝑥)e−𝑗𝑗𝛽𝛽�1𝑧𝑧 + ∑ 𝑎𝑎𝑛𝑛𝑟𝑟𝐻𝐻�𝑛𝑛(𝑥𝑥)e+𝑗𝑗𝛽𝛽�𝑛𝑛 𝑧𝑧𝑁𝑁
𝑛𝑛=1 , (4) 

while the field in the region 𝑧𝑧 > 𝑑𝑑 may be written 
as, 

 𝐸𝐸𝑦𝑦(𝑥𝑥, 𝑧𝑧) = ∑ 𝑎𝑎𝑛𝑛𝑡𝑡 𝐸𝐸�𝑛𝑛(𝑥𝑥)𝑁𝑁
𝑛𝑛=1 e−𝑗𝑗𝛽𝛽�𝑛𝑛 (𝑧𝑧−𝑑𝑑) (5) 

 𝐻𝐻𝑥𝑥(𝑥𝑥, 𝑧𝑧) = −∑ 𝑎𝑎𝑛𝑛𝑡𝑡 𝐻𝐻�𝑛𝑛(𝑥𝑥)e−𝑗𝑗𝛽𝛽�𝑛𝑛 (𝑧𝑧−𝑑𝑑)𝑁𝑁
𝑛𝑛=1 . (6) 

Here 𝑎𝑎1
𝑖𝑖  is the known amplitude of the incident 

TE10 mode, while 𝑎𝑎𝑛𝑛𝑟𝑟  and 𝑎𝑎𝑛𝑛𝑡𝑡  are modal amplitudes 
to be determined by applying appropriate 
boundary conditions at the interfaces between the 
samples and the empty waveguide sections. Once 
these are found, the theoretical S-parameters are 
given by, 

 𝑆𝑆11
𝑇𝑇 = 𝑎𝑎1

𝑟𝑟

𝑎𝑎1
𝑖𝑖  (7) 

 𝑆𝑆21
𝑇𝑇 = 𝑎𝑎1

𝑡𝑡

𝑎𝑎1
𝑖𝑖 . (8) 

In equations (3) to (6), 𝛽̅𝛽𝑛𝑛  is the real phase 
constant of the TE𝑛𝑛0 mode given by, 

 𝛽̅𝛽𝑛𝑛 = �𝑘𝑘0
2 − 𝑘𝑘�𝑐𝑐 ,𝑛𝑛

2  (9) 

with 𝑘𝑘0 = 𝜔𝜔�𝜇𝜇0𝜀𝜀0  is the free-space wave 
number, and 𝑘𝑘�𝑐𝑐 ,𝑛𝑛  the cutoff wavenumber, 

 𝑘𝑘�𝑐𝑐 ,𝑛𝑛 = 𝑛𝑛𝑛𝑛
𝑎𝑎

, 𝑛𝑛 = 1,2,3, …. (10) 

Also in equations (3) to (6), the field structure of 
the empty waveguide modes is given by, 

 𝐸𝐸�𝑛𝑛(𝑥𝑥) = − 𝑗𝑗𝑗𝑗 𝜇𝜇0
𝑘𝑘�𝑐𝑐 ,𝑛𝑛

sin𝑘𝑘�𝑐𝑐 ,𝑛𝑛 �𝑥𝑥 −
𝑎𝑎
2
� (11) 

 𝐻𝐻�𝑥𝑥(𝑥𝑥) = 𝐸𝐸�𝑛𝑛
𝑍𝑍�𝑛𝑛

, (12) 

where 𝑍̅𝑍𝑛𝑛  is the TE-wave impedance 

 𝑍̅𝑍𝑛𝑛 = 𝜔𝜔𝜇𝜇0
𝛽𝛽�𝑛𝑛

. (13) 

The field structure of the waveguide modes in the 
sample region is somewhat more complicated. 
Assuming that the biaxial cube is aligned so that 
the axes 𝐴𝐴, 𝐵𝐵, and 𝐶𝐶 lie along some choice of the 
directions 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧, the fields within the region 
0 ≤ 𝑧𝑧 ≤ 𝑑𝑑 may be expanded as, 

 
𝐸𝐸𝑦𝑦(𝑥𝑥, 𝑧𝑧) =

∑ �𝑎𝑎𝑛𝑛+e−𝑗𝑗𝛽𝛽𝑛𝑛𝑧𝑧 + 𝑎𝑎𝑛𝑛−e+𝑗𝑗𝛽𝛽𝑛𝑛 𝑧𝑧�𝐸𝐸𝑛𝑛(𝑥𝑥)𝑁𝑁
𝑛𝑛=1

 (14) 

 
𝐻𝐻𝑥𝑥(𝑥𝑥, 𝑧𝑧) =

∑ �−𝑎𝑎𝑛𝑛+e−𝑗𝑗𝛽𝛽𝑛𝑛𝑧𝑧 + 𝑎𝑎𝑛𝑛−e+𝑗𝑗𝛽𝛽𝑛𝑛 𝑧𝑧�𝐻𝐻𝑛𝑛(𝑥𝑥)𝑁𝑁
𝑛𝑛=1

, (15) 

where 𝑎𝑎𝑛𝑛+ and 𝑎𝑎𝑛𝑛− are amplitudes to be determined 
by application of the boundary conditions at 𝑧𝑧 = 0 
and 𝑧𝑧 = 𝑑𝑑. Here the modal fields are given for 
𝑥𝑥 > 0 by, 

 𝐸𝐸𝑛𝑛(𝑥𝑥) = �
𝐸𝐸𝑛𝑛𝐼𝐼 (𝑥𝑥), 0 ≤ 𝑥𝑥 ≤ 𝑤𝑤

2

𝐸𝐸𝑛𝑛𝐼𝐼𝐼𝐼(𝑥𝑥),   𝑤𝑤
2

< 𝑥𝑥 ≤ 𝑎𝑎
2

� (16) 

 𝐻𝐻𝑛𝑛(𝑥𝑥) = �
𝐻𝐻𝑛𝑛𝐼𝐼 (𝑥𝑥), 0 ≤ 𝑥𝑥 ≤ 𝑤𝑤

2

𝐻𝐻𝑛𝑛𝐼𝐼𝐼𝐼(𝑥𝑥),   𝑤𝑤
2

< 𝑥𝑥 ≤ 𝑎𝑎
2

�, (17) 

where 

 𝐸𝐸𝑛𝑛𝐼𝐼 (𝑥𝑥) = 𝑗𝑗𝑗𝑗 𝜇𝜇𝑧𝑧
𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼 cos�𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼 𝑥𝑥�, (18) 

 𝐸𝐸𝑛𝑛𝐼𝐼𝐼𝐼(𝑥𝑥) = − 𝑗𝑗𝑗𝑗 𝜇𝜇0
𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼𝐼𝐼 sin �𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼 𝑑𝑑
2
�

sin𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼𝐼𝐼 �𝑥𝑥−𝑎𝑎2�

cos𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼𝐼𝐼 �𝑑𝑑−𝑎𝑎2 �

, (19) 

 𝐻𝐻𝑛𝑛𝐼𝐼 (𝑥𝑥) = 𝐸𝐸𝑛𝑛𝐼𝐼 (𝑥𝑥)
𝑍𝑍𝑛𝑛𝐼𝐼

, 𝐻𝐻𝑛𝑛𝐼𝐼𝐼𝐼(𝑥𝑥) = 𝐸𝐸𝑛𝑛𝐼𝐼𝐼𝐼(𝑥𝑥)
𝑍𝑍𝑛𝑛𝐼𝐼𝐼𝐼

, (20) 

with 

 𝑍𝑍𝑛𝑛𝐼𝐼 = 𝜔𝜔𝜇𝜇𝑥𝑥
𝛽𝛽𝑛𝑛

, 𝑍𝑍𝑛𝑛𝐼𝐼𝐼𝐼 = 𝜔𝜔𝜇𝜇0
𝛽𝛽𝑛𝑛

. (21) 

These fields are found by solving the wave 
equation for a biaxial medium [7], 

 � 𝜕𝜕
2

𝜕𝜕𝑥𝑥2 + 𝜇𝜇𝑧𝑧
𝜇𝜇𝑥𝑥
�𝜔𝜔2𝜇𝜇𝑥𝑥𝜀𝜀𝑦𝑦 − 𝛽𝛽2��𝐻𝐻𝑧𝑧(𝑥𝑥, 𝑧𝑧) = 0 (22) 

and applying the boundary conditions at the 
interfaces 𝑥𝑥 = 𝑎𝑎/2 and 𝑥𝑥 = 𝑤𝑤/2. Note that 
because of symmetry, the boundary conditions at 
𝑥𝑥 = −𝑎𝑎/2 and 𝑥𝑥 = −𝑤𝑤/2 are satisfied 
automatically. 
 The complex propagation constants 𝛽𝛽𝑛𝑛  are 
found by solving the transcendental equation, 

 
𝜇𝜇0𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼 sin�𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼 𝑤𝑤

2
� sin �𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼𝐼𝐼 𝑎𝑎−𝑤𝑤
2
� =

𝜇𝜇𝑧𝑧𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼𝐼𝐼 cos�𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼 𝑤𝑤
2
� cos �𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼𝐼𝐼 𝑎𝑎−𝑤𝑤
2
�

 (23) 
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where the cutoff wavenumbers are related to the 
complex propagation constants by, 

 
�𝑘𝑘𝑐𝑐 ,𝑛𝑛

𝐼𝐼 �2 = 𝜇𝜇𝑧𝑧
𝜇𝜇𝑥𝑥
�𝜔𝜔2𝜇𝜇𝑥𝑥𝜀𝜀𝑦𝑦 − 𝛽𝛽𝑛𝑛2�

�𝑘𝑘𝑐𝑐 ,𝑛𝑛
𝐼𝐼𝐼𝐼 �2 = 𝑘𝑘0

2 − 𝛽𝛽𝑛𝑛2 .
 (24) 

 It is not as straightforward to number the 
modes in the partially-filled guide as it is to 
number the modes in the empty waveguide 
extensions. One approach is to start with the 
solution for 𝛽𝛽𝑛𝑛  under the condition 𝑤𝑤 = 0, which 
is given by equations (9) and (10) since the sample 
region is empty, and then slowly increase the 
width of the sample, solving for 𝛽𝛽𝑛𝑛  at each step 
using the previous solution as an initial guess. 
Then the modes can be numbered according to the 
starting empty waveguide mode. This is the 
approach suggested in [8] for thin samples. 
However, as the sample width increases, modes 
may switch between propagating and evanescent, 
and solving equation (23) using previous results as 
initial guesses becomes problematic. Instead, 
when the material loss is not too high, the 
following approach can be used. First the 
imaginary parts of the material constants are set to 
zero (implying a lossless material). Then the real 
values of 𝛽𝛽 are found by looking for zero 
crossings of equation (23) between 𝛽𝛽 = 0 and 
𝛽𝛽 = 𝜔𝜔�𝜇𝜇𝑥𝑥𝜀𝜀𝑦𝑦 . These are the propagating modes, 
and are assigned the index 𝑛𝑛 according to the order 
of the zero crossing. Next 𝛽𝛽 is replaced by – 𝑗𝑗𝑗𝑗 in 
equation (23), and real values of 𝛿𝛿 are found by 
looking for zero crossings starting from 𝛿𝛿 = 0 and 
continuing until a prescribed number of modes 
have been found. These are the evanescent modes, 
and they are numbered continuing after the highest 
order propagating mode. Finally, the imaginary 
parts of the material parameters are restored, and 
the zero crossing values found earlier for 𝛽𝛽 and 𝛿𝛿 
are used as initial guesses in a Newton’s method 
root search (possibly with a small imaginary 
perturbation) to find the complex propagation 
constants for both the propagating and the 
evanescent modes. 
 The unknown modal amplitudes are found by 
enforcing continuity of 𝐸𝐸𝑦𝑦  and 𝐻𝐻𝑥𝑥  at the interfaces 
𝑧𝑧 = 0 and 𝑧𝑧 = 𝑑𝑑, 

 𝑎𝑎1
𝑖𝑖 𝐸𝐸�1(𝑥𝑥) + ∑ 𝑎𝑎𝑛𝑛𝑟𝑟 𝐸𝐸�𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 = ∑ [𝑎𝑎𝑛𝑛+ +𝑁𝑁
𝑛𝑛=1

𝑎𝑎𝑛𝑛−]𝐸𝐸𝑛𝑛(𝑥𝑥)  (25) 

 −𝑎𝑎1
𝑖𝑖 𝐻𝐻�1(𝑥𝑥) + ∑ 𝑎𝑎𝑛𝑛𝑟𝑟𝐻𝐻�𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 = 
 ∑ [−𝑎𝑎𝑛𝑛+ + 𝑎𝑎𝑛𝑛−]𝐻𝐻𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 , (26) 
 
 ∑ �𝑎𝑎𝑛𝑛+e−𝑗𝑗𝛽𝛽𝑛𝑛𝑑𝑑 +𝑁𝑁

𝑛𝑛=1
𝑎𝑎𝑛𝑛−e+𝑗𝑗𝛽𝛽𝑛𝑛𝑑𝑑 ]𝐸𝐸𝑛𝑛(𝑥𝑥) =∑ 𝑎𝑎𝑛𝑛𝑡𝑡 𝐸𝐸�𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 , (27) 
 
 ∑ �−𝑎𝑎𝑛𝑛+e−𝑗𝑗𝛽𝛽𝑛𝑛𝑑𝑑 + 𝑎𝑎𝑛𝑛−e+𝑗𝑗𝛽𝛽𝑛𝑛𝑑𝑑�𝐻𝐻𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 = 
 −∑ 𝑎𝑎𝑛𝑛𝑡𝑡 𝐻𝐻�𝑛𝑛(𝑥𝑥)𝑁𝑁

𝑛𝑛=1 . (28) 

Note that, for convenience, the same number of 
modes, 𝑁𝑁, is used in the empty waveguide and 
sample holder regions. 
 Equations (25) to (28) are a system of 
functional equations. They may be transformed 
into a system of linear equations by applying 
appropriate testing operators as follows. First, 
equation (25) is multiplied by 𝐸𝐸�𝑚𝑚 (𝑥𝑥) and 
integrated between 0and 𝑎𝑎/2. Next, equation (26) 
is multiplied by 𝐻𝐻�𝑚𝑚 (𝑥𝑥) and integrated between 
0and 𝑎𝑎/2. Then equation (27) is multiplied by 
𝐸𝐸�𝑚𝑚 (𝑥𝑥) and integrated between 0and 𝑎𝑎/2. Finally, 
equation (28) is multiplied by 𝐻𝐻�𝑚𝑚(𝑥𝑥) and 
integrated between 0 and 𝑎𝑎/2. Note that all 
integrals can be computed in closed form. The 
result is a linear system of 4𝑁𝑁 × 4𝑁𝑁 equations of 
the form, 

�

−𝐶𝐶𝑚𝑚𝑚𝑚 𝐷𝐷𝑚𝑚𝑚𝑚
𝐸𝐸𝑚𝑚𝑚𝑚 𝐹𝐹𝑚𝑚𝑚𝑚

𝐷𝐷𝑚𝑚𝑚𝑚 0
−𝐹𝐹𝑚𝑚𝑚𝑚 0

0 𝐷𝐷𝑚𝑚𝑚𝑚′
0 −𝐹𝐹𝑚𝑚𝑚𝑚′

𝐷𝐷𝑚𝑚𝑚𝑚′′ −𝐶𝐶𝑚𝑚𝑚𝑚
𝐹𝐹𝑚𝑚𝑚𝑚′′ 𝐸𝐸𝑚𝑚𝑚𝑚

�

⎣
⎢
⎢
⎡
𝑎𝑎𝑛𝑛𝑟𝑟

𝑎𝑎𝑛𝑛+
𝑎𝑎𝑛𝑛−

𝑎𝑎𝑛𝑛𝑡𝑡 ⎦
⎥
⎥
⎤

= 𝑎𝑎1
𝑖𝑖 �

𝐶𝐶𝑚𝑚1
𝐸𝐸𝑚𝑚1

0
0

�  

 (29) 

where each of the quantities 𝐶𝐶𝑚𝑚𝑚𝑚 , 𝐷𝐷𝑚𝑚𝑚𝑚 , etc., are 
𝑁𝑁 × 𝑁𝑁 submatrices, and 𝑎𝑎𝑛𝑛𝑟𝑟 , 𝑎𝑎𝑛𝑛+, etc., are the 
unknown modal coefficients. Once the matrix of 
equation (29) has been solved, equations (7) and 
(8) can be used to compute the desired S-
parameters. 
 

III. EXTRACTION PROCEDURE 
Since there are six independent complex 

quantities to determine, (𝜀𝜀𝐴𝐴 , 𝜀𝜀𝐵𝐵 , 𝜀𝜀𝐶𝐶 ,𝜇𝜇𝐴𝐴 , 𝜇𝜇𝐵𝐵 , 𝜇𝜇𝐶𝐶), the 
extraction process requires a minimum of six 
complex measurements. These may be obtained by 
measuring 𝑆𝑆11 and 𝑆𝑆21 with the material axes 𝐴𝐴, 𝐵𝐵, 
and 𝐶𝐶 aligned along three properly chosen 
directions. Consider the orientations, 

 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑥𝑥,𝑦𝑦, 𝑧𝑧) (30) 
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 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑧𝑧, 𝑥𝑥,𝑦𝑦), (31) 

 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑦𝑦, 𝑧𝑧, 𝑥𝑥). (32) 

Measurement under these orientations gives the S-
parameters (𝑆𝑆11,1

meas,𝑆𝑆21,1
meas), (𝑆𝑆11,2

meas,𝑆𝑆21,2
meas), 

(𝑆𝑆11,3
meas,𝑆𝑆21,3

meas), respectively. The material 
parameters can be found by solving the system of 
six nonlinear equations in six complex unknowns, 

 𝑆𝑆11,𝑛𝑛
thy (𝜀𝜀𝐴𝐴 , 𝜀𝜀𝐵𝐵 , 𝜀𝜀𝐶𝐶 ,𝜇𝜇𝐴𝐴 , 𝜇𝜇𝐵𝐵 , 𝜇𝜇𝐶𝐶) − 𝑆𝑆11,𝑛𝑛

meas = 0 
𝑛𝑛 = 1,2,3  (33) 

 𝑆𝑆21,𝑛𝑛
thy (𝜀𝜀𝐴𝐴 , 𝜀𝜀𝐵𝐵 , 𝜀𝜀𝐶𝐶 ,𝜇𝜇𝐴𝐴 , 𝜇𝜇𝐵𝐵 , 𝜇𝜇𝐶𝐶) − 𝑆𝑆21,𝑛𝑛

meas = 0 
𝑛𝑛 = 1,2,3.  (34) 

It may be difficult to solve this set of equations 
using standard methods such as Newton’s method, 
since extremely accurate initial guesses may be 
required. Alternatively, a subset of the material 
parameters may be found using fewer equations 
and then these parameters may be used as known 
quantities to solve for the remaining parameters.  
This approach is possible since only the three 
parameters 𝜀𝜀𝑦𝑦 , 𝜇𝜇𝑥𝑥 , and 𝜇𝜇𝑧𝑧appear at any given 
orientation. 
 Although many possible measurement 
combinations are possible, the results shown here 
were obtained using a three-step process. First, 
measurements are made with the orientations, 

 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑥𝑥,𝑦𝑦, 𝑧𝑧) (35) 
 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (−𝑧𝑧,𝑦𝑦, 𝑥𝑥), (36) 

giving the S-parameters (𝑆𝑆11,1
meas,𝑆𝑆21,1

meas) and 
(𝑆𝑆11,2

meas,𝑆𝑆21,2
meas), respectively. The first of these 

orientations is labeled 1 in Fig. 4. The second 
orientation corresponds to a rotation of the cube by 
90°and is labeled 2 in Fig. 4. The measured S-
parameters only implicate 𝜀𝜀𝐵𝐵 , 𝜇𝜇𝐴𝐴, and 𝜇𝜇𝐶𝐶 , which 
can be found by solving the set of simultaneous 
equations, 

 𝑆𝑆11,𝑛𝑛
thy (𝜀𝜀𝐵𝐵 ,𝜇𝜇𝐴𝐴 , 𝜇𝜇𝐶𝐶) − 𝑆𝑆11,𝑛𝑛

meas = 0,𝑛𝑛 = 1 (37) 

 𝑆𝑆21,𝑛𝑛
thy (𝜀𝜀𝐵𝐵 , 𝜇𝜇𝐴𝐴 , 𝜇𝜇𝐶𝐶)− 𝑆𝑆21,𝑛𝑛

meas = 0,𝑛𝑛 = 1,2, (38) 

using Newton’s method. Next, a measurement is 
made using orientation 3 in Fig. 4, 

 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑦𝑦,−𝑥𝑥, 𝑧𝑧) (39) 

giving(𝑆𝑆11,3
meas,𝑆𝑆21,3

meas). This measurement implicates 
𝜀𝜀𝐴𝐴, 𝜇𝜇𝐵𝐵 , and 𝜇𝜇𝐶𝐶 . However, 𝜇𝜇𝐶𝐶  is now known, so 𝜀𝜀𝐴𝐴 
and 𝜇𝜇𝐵𝐵  may be found by solving, 

 𝑆𝑆11,3
thy (𝜀𝜀𝐴𝐴 , 𝜇𝜇𝐵𝐵) − 𝑆𝑆11,3

meas = 0 (40) 

 𝑆𝑆21,3
thy (𝜀𝜀𝐴𝐴 , 𝜇𝜇𝐵𝐵) − 𝑆𝑆21,3

meas = 0, (41) 

using Newton’s method. Finally, a measurement is 
made under orientation 4 of Fig. 4, 

 (𝐴𝐴,𝐵𝐵,𝐶𝐶) → (𝑧𝑧, 𝑥𝑥,𝑦𝑦) (42) 

implicating 𝜀𝜀𝐶𝐶 , 𝜇𝜇𝐴𝐴, and 𝜇𝜇𝐵𝐵 . Since both 𝜇𝜇𝐴𝐴, and 𝜇𝜇𝐵𝐵  
are now known, 𝜀𝜀𝐶𝐶  can be found by solving, 

 𝑆𝑆21,4
thy (𝜀𝜀𝐶𝐶)− 𝑆𝑆21,4

meas = 0 (43) 

using Newton’s method. Note than when both 
reflection and transmission data is available, but 
only one S-parameter is required, a choice is made 
to use transmission data since experience shows 
that it is more robust. 
 

 
 

Fig. 4. Four cube orientations used in the three-
step process. 

 
IV. MEASURED RESULTS 

 
A. Experimental setup 

Demonstration of the partially-filled 
waveguide technique is undertaken by performing 
appropriate measurements at S-band and 
employing the extraction algorithm developed in 
the previous section. The waveguide system 
consists of two 5 inch (12.7 cm) long sections of 
WR-284 rectangular guide with coaxial transitions 
connected at the ends. These are attached through 
test port cables to an Agilent E5071C vector 
network analyzer (VNA); the assembled system is 
shown in Fig. 5. The VNA is calibrated at the open 
ends of the waveguide sections using a through-
reflect-line (TRL) method. A cubical material 
sample is inserted in the end of one of the 
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waveguide sections so that its surface is flush to 
the open-ended waveguide surface and centered 
between the walls, as shown in Fig. 6. The two 
sections of guide are then assembled and the 
reflection coefficient 𝑆𝑆11, and transmission 
coefficient, 𝑆𝑆21, are measured. Assembly is done 
using precision alignment pins to ensure high 
repeatability between measurements. The 
measurement process is repeated with the sample 
inserted into the appropriate orientations described 
in section III. Note that the S-parameters must be 
phase corrected to account for the fact that the rear 
surface of the cube is not located at the calibration 
plane. All measurements were made with a -5dBm 
source power, 64 averages, and a 70 kHz IF 
bandwidth. 

 
 
Fig. 5. Assembled S-band waveguide system. 

 

 
 
Fig. 6. Cubical sample inserted into waveguide 
section. 
 
B. Experimental results 

To test the characterization procedure using an 
anisotropic material, a cube was constructed by 
gluing together Rogers RO3010 circuit board 
substrate and Rogers RT/duroid 5870 substrate. 
The 3010 board has a thickness of t1

The simple geometry of the uniaxial cube 
allows 𝜀𝜀𝐴𝐴, 𝜀𝜀𝐵𝐵 , and 𝜀𝜀𝐶𝐶  to be estimated using closed-
form expressions. At the highest frequency 
considered in the measurements, the free-space 
electrical length of the stack period is 𝑘𝑘0(𝑡𝑡1 +
𝑡𝑡2) = 0.387. Since 𝑘𝑘0�𝜀𝜀𝑟𝑟1

′ (𝑡𝑡1 + 𝑡𝑡2) ≪ 2𝜋𝜋, the 
following approximate formulas may be used to 
determine the biaxial material constants [9], 

 = 1.27 mm, a 
dielectric constant of 𝜀𝜀𝑟𝑟1

′ = 10.2 and a loss 

tangent of tan𝛿𝛿1 = 0.0022. The 5870 board has a 
thickness of 𝑡𝑡2 = 3.4 mm, a dielectric constant of 
𝜀𝜀𝑟𝑟2
′ = 2.33, and a loss tangent of tan𝛿𝛿2 =

0.0012. The resulting cube, shown in Fig. 7, has 
uniaxial dielectric properties and isotropic 
magnetic properties. If the 𝐵𝐵 direction is chosen to 
be aligned perpendicular to the layer interfaces, 
then it is expected that 𝜀𝜀𝐴𝐴 and 𝜀𝜀𝐶𝐶  should be 
identical, but different from 𝜀𝜀𝐵𝐵 . The sample was 
constructed approximately 0.01 mm larger than 
the inner dimensions of the sample holder so that 
when inserted it would compress slightly and 
eliminate air gaps between the MUT and the 
sample holder walls. 

 𝜀𝜀𝐵𝐵 = � 1
𝜀𝜀𝑟𝑟2

− 𝜀𝜀𝑟𝑟1−𝜀𝜀𝑟𝑟2
𝜀𝜀𝑟𝑟1𝜀𝜀𝑟𝑟2

𝑡𝑡1
𝑡𝑡1+𝑡𝑡2

�
−1

 (44) 

𝜀𝜀𝐴𝐴 = 𝜀𝜀𝐶𝐶 = 𝜀𝜀𝑟𝑟2 + (𝜀𝜀𝑟𝑟1 − 𝜀𝜀𝑟𝑟2) 𝑡𝑡1
𝑡𝑡1+𝑡𝑡2

 (45) 

where 𝜀𝜀𝑟𝑟1 = 𝜀𝜀𝑟𝑟1
′ (1 − 𝑗𝑗 tan𝛿𝛿1) and 𝜀𝜀𝑟𝑟2 =

𝜀𝜀𝑟𝑟2
′ (1 − 𝑗𝑗 tan𝛿𝛿2). Using the board parameters 

gives 𝜀𝜀𝐵𝐵 = 2.95− 𝑗𝑗0.0038 and 𝜀𝜀𝐴𝐴 = 𝜀𝜀𝐶𝐶 = 4.47−
𝑗𝑗0.0081. Because of internal reflections, the 
results of [10] suggest deviations of up to 10% 
between these approximations and the values 
measured using the partially-filled waveguide. 
Also, the slight anisotropy of the boards 
themselves suggests that 𝜀𝜀𝐴𝐴 should differ slightly 
from 𝜀𝜀𝐶𝐶  [11]. 

 
 

Fig. 7. Layered cube constructed from alternating 
layers of Rogers substrates. 
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 The S-parameters of the uniaxial cube were 
measured 10 separate times, recalibrating between 
the measurements, and the material parameters 
were extracted using the 3-step procedure outlined 
in section III. The average values are shown in 
Figs. 8 and 9.  

 
Fig. 8. Relative permittivities (mean values) of the 
uniaxial cube extracted using 10 measurement 
sets. Inset shows 2-𝜎𝜎 confidence interval. 

 
Fig. 9. Relative permeabilities (mean values) of 
the uniaxial cube extracted using 10 measurement 
sets. Inset shows 2-𝜎𝜎 confidence interval. 

 
The results for 𝜀𝜀𝐴𝐴 and 𝜀𝜀𝐶𝐶  are slightly higher 

than predicted by the closed-form expression (36), 
while 𝜀𝜀𝐵𝐵  is very close to the predicted value. The 
extracted values of 𝜇𝜇𝑟𝑟  are all close to unity, as 
expected, since the cube is non-magnetic. Note 
that the variance between measurement sets is 
quite small, such that showing the error bars in the 
figures would be distracting. Instead, the smaller 
insets in the figures show 95% (2-𝜎𝜎) confidence 
intervals for portions of the data sets; these 
intervals are typical across the entire frequency 
range. 

The narrow confidence intervals suggest that 
noticeable variations in the extracted parameters 
are due to systematic errors, such as imperfect 
machining and alignment of the sample layers, or 
the presence of glue between sample layers, or air 
gaps between the sample and the waveguide walls, 
accentuated in certain frequency ranges by an ill-
conditioning of the extraction process. This can be 
observed as gaps in the data in the frequency range 
3 GHz - 3.15 GHz. There is amplified propagation 
of experimental uncertainties near frequencies 
where the sample is a half-wavelength long,  a 
problem inherent to all guided-wave techniques in 
which both permittivity and permeability are 
determined (including the Nicolson-Ross-Wier 
closed-form method for isotropic materials [12-
13]). Typically, the propagated error becomes so 
large that extraction is completely unreliable. This 
is a drawback of using a cubical sample holder, 
since the thickness of the material cannot be 
reduced below a half-wavelength. Experience has 
shown that a frequency range within 
approximately ±5% of the half-wavelength 
frequency should be avoided, and data within that 
range is not displayed in the figures, producing the 
observed gaps. It is possible, however, to 
interpolate the values of the parameters in the 
gaps. Figures 10 and 11 show the extracted 
parameters obtained by fitting a fifth-order 
polynomial to the data.  

 
Fig. 10. Extracted relative permittivities of the 
uniaxial cube fitted to a fifth-order polynomial. 
 
 The extracted values of permittivity and 
permeability are quite similar to those obtained 
using the reduced-aperture waveguide described in 
[4]. To provide a direct comparison, the material 
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parameters 𝜀𝜀𝐴𝐴 and 𝜀𝜀𝐵𝐵extracted using both methods 
are directly compared in Figs. 12 and 13, while a 
comparison for the parameter 𝜇𝜇𝐴𝐴 is shown in Fig. 
14. Results for the parameters 𝜀𝜀𝐶𝐶 , 𝜇𝜇𝐵𝐵 , and 𝜇𝜇𝐶𝐶  are 
quite similar. Note that the reduced-aperture 
waveguide technique also has difficulties near half 
wavelength frequencies, but because the 
propagation constants of the modes are different 
than those for the partially-filled guide, the gaps 
appear in the range 3.55 GHz - 3.75 GHz, and do 
not coincide with those of Figs. 8 and 9. This 
suggests that combining data from both techniques 
may ameliorate the half-wavelength issue. 

 
Fig. 11. Extracted relative permeabilities of the 
uniaxial cube fitted to a fifth-order polynomial. 

 
Fig. 12. Comparison of 𝜀𝜀𝐴𝐴  for the uniaxial cube 
extracted using the partially-filled waveguide 
technique and the reduced-aperture waveguide 
technique [4]. 

 
V. CONCLUSION 

 This paper introduces a method for measuring 
the electromagnetic properties of a biaxial material 

using a partially-filled rectangular waveguide. The 
proposed technique is validated using 
experimental data, and its accuracy is found to be 
commensurate with that of the reduced-aperture 
waveguide technique, without the need for a 
special sample holder, and with less worry about 
air gaps between the sample and the waveguide 
walls. The drawback to the method is the need for 
a more complicated theoretical analysis. A 
combination of both techniques may provide a 
means for overcoming the difficulties with 
accurately extracting the parameters near 
frequencies where the sample is a half wavelength 
in thickness. 

 

 
Fig. 13. Comparison of 𝜀𝜀𝐵𝐵  for the uniaxial cube 
extracted using the partially-filled waveguide 
technique and the reduced-aperture waveguide 
technique [4]. 

 
Fig. 14. Comparison of 𝜇𝜇𝐴𝐴 for the uniaxial cube 
extracted using the partially-filled waveguide 
technique and the reduced-aperture waveguide 
technique [4]. 
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Abstract ─ This paper describes the development 
of a method based on measurements of the radar 
cross section (RCS) amplitude and phase in the 
forward direction to determine the extinction cross 
section for the 2.5 GHz - 38 GHz frequency range 
using the optical theorem. Forward RCS 
measurements are technically complicated due to 
that the direct signal has to be subtracted from the 
total signal at the receiving antenna in order to 
extract the forward RCS. The efficiency of this 
subtraction as a function of time is evaluated. A 
traditional calibration method using a calibration 
target and a second method that does not require a 
calibration target are investigated and compared. 
The accuracy of the forward RCS measurements is 
determined using small spheres of different sizes. 
The spheres have a forward RCS that is straight 
forward to calculate with good accuracy. The 
method is also extended to polarimetric 
measurements on a small helix that are compared 
with method-of-moments calculations to validate 
the method. 
  
Index Terms - Bistatic, calibration, extinction 
cross section, forward RCS, measurement, method 
of moments, and polarimetry. 
 

I. INTRODUCTION 
This study treats the development of a method 

to determine the extinction cross section for the 
2.5 GHz-38 GHz frequency range. The method is 
based on measurements of the radar cross section 
(RCS) in the forward direction in a conventional 
anechoic chamber designed for monostatic 

measurements. The extinction cross section is then 
calculated from the measured forward RCS using 
the optical theorem. The motivation for this work 
is to develop an experimental method that can be 
used to verify theoretical work, which shows that 
the extinction cross section integrated over all 
frequencies is related to the static properties of the 
scatterer [1-4].  

Most radar applications in use today are 
monostatic. One comparative advantage of bistatic 
radar is that it can be used to detect objects, which 
have a low monostatic radar signature [5], but 
bistatic systems are, in general, more complicated 
than monostatic systems. Some applications that 
use scattering in the forward direction are systems 
for ground target identification [6], radar fences 
[5], and Beyond the line-of-sight HF-radar [7]. 
The relative lack of applications where forward 
scattering is used also means that most RCS 
ranges are set up for monostatic measurements. A 
system where the RCS in the forward direction can 
be measured is described in [8]. That system 
operates in the 2 GHz-12.4 GHz range with a 
measurement accuracy of 1 dB at a level of 
-18 dBsm for the forward RCS [8]. 

Forward RCS measurements are technically 
complicated due to the large direct contribution 
from the transmitting antenna to the received 
signal. The direct signal has to be subtracted from 
the total signal at the receiving antenna in order to 
extract the forward RCS. The efficiency of this 
subtraction is evaluated in this study by 
performing long time measurements leading to an 
estimation of subtraction accuracy as a function of 
the time between the two measurements.  
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Two calibration methods are investigated. The 
first method is the traditional calibration method 
used in most RCS measurements. It uses a target 
with known RCS as a calibration target to calibrate 
the target measurement. The second method that is 
described here uses only a direct path 
measurement of the signal to calibrate the target 
measurement without any calibration object. To 
the best of our knowledge, the latter method is not 
in frequent use in the RCS community.  

The method described here is also extended to 
polarimetric measurements of the forward RCS 
and hence, the possibility to determine the 
extinction cross section for arbitrarily polarized 
incident radiation. This is tested using 
measurements on a small helix coil and comparing 
with method of moments calculations. More 
details of the experimental methods that are 
presented in this paper can be found in [9-11]. 
 

II. THEORY 
Consider the direct scattering problem of a 

time harmonic plane electromagnetic wave 
impinging in the k̂-direction on a bounded 
scatterer. The bistatic RCS, ˆ( , )f r , in the r̂ 
direction at the frequency f is then defined as [12], 
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where Ei denotes the incident electric field, Es 
denotes the scattered electric field and r = |r| 
denotes the magnitude of the position vector r = 
rr̂. Introduce the complex-valued bistatic RCS 
amplitude, A ˆ( , )f r , in the r̂ direction. A ˆ( , )f r is 
similar to the scattering dyadic usually used in 
scattering theory. A ˆ( , )f r preserves the phase 
information in the measurement and it is defined 
as, 
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where it is assumed that the time convention is 
ie t for the time harmonic wave and k=2f/c0. c0 

is the phase velocity of light in free space. ˆ( , )f r  

and A ˆ( , )f r are then related by, 
 

                     
2

ˆ ˆ( , ) ( , ) .f f r A r             (3) 

In practice, the two polarization components 
of ˆ( , )fA r are measured separately for an incident 
wave that is transmitted with a defined 
polarization. This means that measured RCS data 
usually is presented as a function of the 
transmitted and received polarizations, e.g., VH 
and AVH are the notations for the recorded RCS 
and RCS amplitude component, respectively, for 
vertical transmitting and horizontal receiving 
linear polarizations. 

The scattering cross section, s(f), is the 
average of the bistatic RCS over all angles, 

             ˆ( , )d
1

( ) ,
4s ff 
 

  r                (4) 

where  and d denote the unit sphere and the 
surface element of the unit sphere, respectively. 
The extinction cross section, ext(f ), also 
designated the total cross section [13], is defined 
as 
                  ext s a( ) ( ) ( ),f f f                    (5) 

where a( f ), is the absorption cross section. The 
extinction cross section can be determined using 
equation (5) by measuring the bistatic RCS at all 
angles and the absorption cross section. However, 
a more straight forward method is to measure the 
RCS amplitude in the forward direction, A ˆ( , )f r , 

and use the optical theorem to determine ext(f ) 
[14], 

                0
ext ii

c ˆ( ) Im ( , )f A f
f


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where Aii(f, k̂ ) is the component of A(f, k̂ ) that is 
co-polarized with the incident electric field, Ei, 
i.e., 
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III.  MEASUREMENTS 

Forward RCS measurements are performed in 
an anechoic chamber originally designed for 
monostatic RCS measurements. A pair of 
wideband ridged horn antennas are positioned 
facing each other at a distance of 6.80 m with the 
sample placed on an expanded polystyrene (EPS) 
column at the midpoint, see Fig. 1. The 
measurement uses a performance network 
analyzer (PNA) transmitting a continuous wave 
without online hard or software gating. The source 
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power from the PNA is set to 1 mW for the 
measurements described here. The power output 
from the antenna is significantly lower mainly due 
to cable losses. Two separate measurements using 
different antennas are performed for each sample 
in the frequency intervals 1 GHz-22 GHz and 16 
GHz-40 GHz. Each interval is swept using 4000 
frequency points. Eight such sweeps are averaged 
for each of the sample measurement, background 
measurement, and calibration measurement. 
Calibration measurements are performed using the 
two methods described in section A. 

The sample is measured and the direct path 
data is subtracted from the sample data. The 
processed sample data is then calibrated with the 
calibration vectors obtained using the two 
calibration methods. The calibrated data is finally 
gated with a 3.3 ns window in the time domain, 
chosen to acquire the entire target response and to 
minimize the influence of the background. The 
time domain filtering, as well as a large antenna 
beam width at low frequencies, reduces the useful 
frequency range to 2.5 GHz-38 GHz. 
 

3.40 m 3.40 m

2.38 m

Transmitting
antenna

Receiving
antenna

 
 
Fig. 1. The figure shows the experimental setup in 
the anechoic chamber. 
 

IV. RESULTS AND DISCUSSION 
A. Calibration 

The first calibration method described here 
using a calibration target is the standard method 
for RCS calibration [8]. The RCS amplitude is 
determined from the difference between a 
measurement with the scattering target present and 
a measurement without target. The RCS amplitude 
component Aij defined previously with i and j 
transmitted and received polarizations, 
respectively, is then given by 
                      ij ij ij,r ij,d( ),A v V V                          (8) 

where vij is the complex-valued calibration vector 
for the setup, Vij,r is the complex-valued amplitude 

as measured at the receiver with a scattering 
target, and Vij,d is the complex-valued amplitude as 
measured at the receiver without a scattering 
target. In this method vij is determined in a 
calibration measurement using a target with 
known RCS amplitude, Aij,cal, 

              ij,cal
ij

ij,r,cal ij,d( )
A

v V V                            (9) 

where Vij,r,cal is the measured amplitude at the 
receiver for the calibration target. 

Spheres are ideal forward RCS calibration 
objects for several reasons. The RCS is easy to 
calculate to very good accuracy using the Mie 
series, see [9]. The symmetry of a sphere means 
that it is straight forward to align the setup. A 
sphere has also a much larger forward RCS than 
its monostatic RCS. In fact, a sphere’s forward 
RCS is similar to the forward RCS of a flat plate 
with the same cross section area. 

It is also of interest to find a method that does 
not require a calibration target. This alternative 
method is based on measuring the direct signal 
from transmitting to receiving antenna and using it 
to calibrate. It is used to calibrate forward 
scattering measurements from different terrain 
types [11] and to calibrate the measurements in an 
outdoors bistatic RCS range [12]. The method is 
also evaluated and discussed in great detail in [13]. 

The transmitting and receiving antennas are 
positioned facing each other at distance rd between 
the antenna phase centers so that the direct path 
signal can be measured. Assuming that the 
transmitting antenna generates a spherical wave 
and an ideal receiving antenna, the measured 
amplitude component at the receiving antenna for 
an empty setup can be written as, 
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0
ij,d

d

e

2

krF
V

r
                          (10) 

where F0 is the complex far field amplitude of the 
transmitting antenna and rd is the distance between 
the antenna phase centers. The incident field at the 
object position rt is, 

                           
ti

0
0

t

e

2

krF
E
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                          (11) 

and the far field amplitude of the scattered field is 
F = SE0, where S is the scattering coefficient for 
the co- and cross-polarized components. The 
received signal with the object present is, 

1147 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



      
dr ii

0 0
ij,r ij,d ij,d

r t r

e e

2 2

krkrSE SF
V V V

r r r 
            (12) 

where rr is the distance between the target and the 
receiving antenna, rr + rt = rd. We can then solve 
for the scattering coefficient as, 
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This expression is equal to the complex valued 
RCS amplitude for the object, Aij, and can be used 
to calculate the RCS using equation (3) and the 
extinction cross section using equation (6). The 
calibration vector, vij, can be identified as, 
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ij

d ij,d

2
.v V

r r
r


                        (14) 

A comparison between the two methods is 
made by performing forward RCS measurements 
on small metal spheres, with different radii a and 
calibrating the measured data with both calibration 
methods. The results of these measurements are 
shown in Fig. 2. The first calibration method using 
a calibration target gives a more accurate result 
than the second method. In fact, the data calibrated 
in this way is so close to the theoretical results that 
the curve is hard to distinguish from the theoretical 
curve in the figure. A calibration with the second 
calibration method using the direct path 
measurement to obtain a calibration vector results 
in a forward RCS that deviates up to 0.7 dB from 
the Mie result. It is not clear what causes the 
discrepancies for the second calibration method. 
Further studies are needed in order to investigate 
this. 

Equation (6) is used to determine the 
extinction cross section for horizontally polarized 
incident electric field from the forward RCS 
amplitude, shown in Fig. 2, with similar results. 

 
B. Background subtraction 

Consecutive background measurements of the 

forward scattering amplitude, Abg
ˆ( , )f k , are 

performed to determine the efficiency of the 
background subtraction as a function of time. 

Abg,0
ˆ( , )f k  is the forward scattering amplitude 

measured at t = t0 and Abg,n
ˆ( , )f k  is the forward 

scattering amplitude measured at t = tn with tn > t0. 
The subtraction efficiency is defined according to 
equation (15). Here (f0,tn) is the subtraction 

efficiency for the frequency f = f0 at time t = tn. 
The efficiency is obtained by averaging over a 
frequency interval centered at f = f0 with k 
frequency points, 

2

bg,n i bg,0 i
0 n

i
bg,n i

ˆ ˆ( , ) ( , )1
( , )

ˆ( , )
.

A f A f
f t

k A f



 

k k

k
     (15) 
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Fig. 2. Comparison between results from forward 
RCS measurements on metal spheres using the 
two calibration methods described (top figure). 
The corresponding results for the extinction cross 
section are shown in the bottom figure. The results 
obtained from a Mie series calculation are shown 
as a reference. 
 

Figure 3 shows the subtraction efficiency, , 
as a function of time for six different, 2 GHz wide, 
frequency bands. The bands with 6 GHz, 12 GHz, 
and 18 GHz center frequencies are measured at the 
same time and the bands with 24 GHz, 30 GHz, 
and 36 GHz center frequencies are measured at the 
same time but on another day. As expected and 
seen in the figure, the subtraction is most efficient 
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at low frequencies. With reduced wavelength the 
effect of displacements becomes larger. The losses 
also increase with increased frequency, which 
means a reduced signal to noise ratio (SNR). The 
reduced SNR also reduces the efficiency of the 
subtraction. The figure shows that the background 
subtraction is most efficient if the subtraction is 
performed within a few minutes relative to t0. 
Focusing on the first 4 h of the measurements it is 
seen that the curves are not monotonically 
increasing. Instead, the subtraction is more 
efficient at t = 4 h than at t = 2 h. 
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Fig. 3. The figure shows the subtraction efficiency 
as a function of time, in hours, for f = 2 GHz 
wide frequency bands. The curves are labeled with 
the center frequencies of the frequency bands. 
 

This is interpreted as due to a change in 
distance between transmitting and receiving 
antenna. This interpretation is confirmed by a 
corresponding phase shift in the background 
measurement data. It is likely that this change in 
distance is caused by small chamber contractions 
or expansions due to temperature changes. 
Estimates of the temperature changes that are 
required to obtain these results can be made 
assuming a 6.8 m antenna to antenna distance, a 
chamber steel support structure and a coefficient 
of linear expansion of 11.7·10-6/°C for steel [14]. 
The subtraction efficiency is –63 dB for the 6 GHz 
curve at t=2 h and –30 dB for the 36 GHz curve at 
t=3 h. Assuming that the background subtraction 
efficiency is limited by relative displacements of 
the antennas, displacements of 5.6 m and 24 m 
are calculated for 6 GHz and 36 GHz, 
respectively. Using the antenna to antenna 

distance and the coefficient for linear expansion 
for steel, the error levels correspond to 
temperature changes of 0.07 °C and 0.3 °C, 
respectively. This means that it is extremely 
important to maintain a stable temperature if a 
good background subtraction efficiency is desired. 

The result of a forward RCS measurement of 
the empty chamber is shown in Fig. 4. The figure 
also shows the results after coherent background 
subtraction and time domain gating. The 
performed background subtraction suppresses the 
background by more than 70 dB, which gives a 
background level of less than –55 dBsm at the 
lower frequencies. The background suppression 
becomes gradually less efficient with increasing 
frequency and gives a background of less than –25 
dBsm at the highest frequencies. Time domain 
gating reduces the background by another 5 dB for 
the lower frequencies and 20 dB for the higher 
frequencies, see Fig. 4. 
 

5 10 15 20 25 30 35

−70
−60
−50
−40
−30
−20
−10

0
10
20

f/GHz

RCS/dBsm

+ Backgr. subtr.
Measured backgr.

+ Time gated

 
 

Fig. 4. Measurement of the background. The 
figure shows calibrated raw data from a 
background measurement, data after subtracting 
another background measurement, and after 
additional time gating. 
 
C. Polarimetric measurements 

The cross-polarization distortion in the 
transmit and receive channels can be estimated 
measuring the background signal using the setup 
in Fig. 1 without a target. Figure 5 shows the 
results from such a measurement of the calibrated 
background signal for the HH and HV 
components. The suppression, i.e., the difference 
between the two curves, varies from 
approximately 20 dB to more than 30 dB 
depending on frequency. 

1149 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



The forward RCS of a helix is measured with 
the incident wave direction, k̂, along the axis of 
the helix. A helix is chosen because it is expected 
to give different extinction cross sections for 
different circular polarizations of the incident 
wave. The four linearly polarized components, 
HH, VV, HV, and VH, of the forward RCS 
obtained from a measurement of the helix sample 
are shown in Fig. 6. The linearly polarized 
components of the RCS amplitude can then be 
used to determine the circular polarized 
components. 
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Fig. 5. The measured calibrated backgrounds for 
HH and HV polarizations before background 
subtraction. 
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Fig. 6. The measured linearly polarized forward 
RCS components. 

 
The determined circular polarized forward 

RCS amplitude components are used with 
equation (6) to obtain extinction cross sections for 
circular polarized incident waves. The resulting 
extinction cross sections for the helix for left 

circular polarized incident wave and for a right 
circular polarized incident wave are shown in Fig. 
7. There is also, as expected, a large difference 
between the two polarizations due to the geometry 
of the helix. The results are compared with 
method-of-moments calculations to validate the 
method. It is found that the measured and 
calculated results qualitatively agree well. 
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Fig. 7. The figure shows the extinction cross 
sections, ext(f ), for left circular (LCP) (top) and 
right circular (RCP) (bottom) polarization of the 
incident wave determined from experiments and 
calculations. A drawing of the helix (dimensions 
in mm) used in the experiments is shown as an 
insert. 

 
Polarimetric calibration to reduce the effect of 

cross-polarization distortion in the transmit and 
receive channels is considered for future 
development of the method presented in this 
paper. One could e.g., use methods analogous to 
polarimetric calibration methods suggested for 
monostatic measurements, see e.g., [15, 16]. 
However, finding a calibration object for 
broadband forward scattering polarimetric 
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calibration is more complicated than in the 
monostatic case. 

 
V. CONCLUSIONS 

A method to determine the extinction cross 
section utilizing forward RCS measurements is 
developed. It can be used to determine the 
extinction cross section in the frequency range 2.5 
GHz˗38 GHz. It is found that a calibration using a 
calibration target is more accurate than an 
alternative calibration method that does not require 
a calibration target. It is concluded that the 
alternative method needs further analysis to be 
useful for this purpose. 

It is suggested that changes in the relative 
distance from transmitting antenna to receiving 
antenna are the limiting factor for the background 
subtraction efficiency. It is found that the 
combined effect of coherent background 
subtraction and time domain gating is to suppress 
the background by 75 dB at low frequencies and 
by 50 dB at high frequencies. This results in a 
remaining background level of -60 dBsm at low 
frequencies and -35 dBsm at high frequencies for a 
forward RCS measurement. 

The method is validated by measuring small 
metal spheres with known extinction cross 
sections. The measurements show that the 
extinction cross section can be measured with 
good accuracy down to a level of -30 dBsm for the 
investigated frequency range. Measurements of the 
RCS amplitude linear polarization components can 
be used to calculate the extinction cross section for 
a circular polarized incident wave. 

 
ACKNOWLEDGMENT 

The financial support by the Swedish 
Foundation for Strategic Research and the 
Swedish Defense Materiel Administration is 
gratefully acknowledged. 

 
REFERENCES 

[1] C. Sohl, M. Gustafsson, and G. Kristensson, 
“Physical limitations on broadband scattering by 
heterogeneous obstacles,” J. Phys. A : Math. 
Theor., vol. 40, pp. 11165-11182, 2007.  

[2] C. Sohl, C. Larsson, M. Gustafsson, and G. 
Kristensson, “A scattering and absorption identity 
for metamaterials: experimental results and 
comparison with theory,” J. Appl. Phys ., vol. 103, 
no. 5, pp. 054906, 2008. 

[3] M. Gustafsson, C. Sohl, and G. Kristensson, 
“Illustrations of new physical bounds on linearly 
polarized antennas,” IEEE Trans. Antennas 
Propagat., vol. 57, no. 5, pp. 1319-1327, May 
2009. 

[4] M. Gustafsson, I. Vakili, S. Keskin, D. Sjöberg, 
and C. Larsson, “Optical theorem and forward 
scattering sum rule for periodic structures,” IEEE 
Trans. Antennas Propagat., vol. 60, no. 8, pp. 
3818-3826, 2012. 

[5] C. Larsson, M. Gustafsson, and G. Kristensson, 
“Wideband microwave measurements of the 
extinction cross section — experimental 
techniques,” Lund University, Department of 
Electrical and Information Technology, P.O. Box 
118, S-221 00 Lund, Sweden, Tech. Rep. 
LUTEDX/(TEAT-7182)/1–22/, 2009, http: // www. 
eit.lth.se. 

[6] C. Larsson, M. Gustafsson, and G. Kristensson, 
“Polarimetric measurements of the extinction cross 
section,” International Conference on 
Electromagnetics in Advanced Applications 
(ICEAA), Turin, Italy, pp. 311-314, September 14–
18 2009. 

[7] C. Larsson, M. Gustafsson, and G. Kristensson, 
“Calibration methods for wideband forward RCS 
measurements,” Proceedings of the Fourth 
European Conference on Antennas and 
Propagation (EuCAP), pp. 1-5, 2010. 

[8] E. Knott, J. Shaeffer, and M. Tuley, Radar Cross 
Section. 5601 N. Hawthorne Way, Raleigh, NC 
27613: SciTech Publishing Inc., 2004. 

[9] G. Ruck, D. Barrick, W. Stuart, and C. Krichbaum, 
Radar Cross-Section Handbook. New York: 
Plenum Press, vol. 1 and 2, 1970. 

[10] R. Newton, “Optical theorem and beyond,” Am. J. 
Phys, vol. 44, pp. 639-642, 1976. 

[11] P. Beckmann and A. Spizzichino, The Scattering of 
Electromagnetic Waves from Rough Surfaces. 
Oxford: Pergamon, 1963. 

[12] F. Daout, A. Khenchaf, and J. Saillard, 
“Calibration of bistatic polarimetric 
scatterometers,” International Geoscience and 
Remote Sensing Symposium,  (IGARSS) , Remote 
Sensing for a Sustainable Future, vol. 1, pp. 746-
648, May 1996. 

[13] E. Zdansky, A. Örbom, and J. Rahm, “Object-free 
calibration and procedures for bistatic wideangle 
ISAR measurements of clutter reflectivity at the 
Lilla Gåra (Sweden) test range,” Proceedings of 
the Antenna Measurement Techniques Association 
(AMTA), pp. 1-6, 2011. 

[14] D. Lide, CRC Handbook of Chemistry and Physics: 
A Ready-Reference Book of Chemical and Physical 
Data. Ed. 88 (2007-2008). Boca Raton, Florida: 
CRC Press, 2008. 

1151 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



[15] W. Wiesbeck and D. Kähny, “Single reference, 
three target calibration and error correction for 
monostatic, polarimetric free space 
measurements,” Proc. IEEE, vol. 79, no. 10, pp. 
1551-1558, 1991. 

[16] B. Welsh, B. Kent, and A. Buterbaugh, “Full 
polarimetric calibration for radar cross-section 
measurements: Performance analysis,” IEEE 
Trans. Antennas Propagat., vol. 52, no. 9, pp. 
2357-2365, 2004. 
 

 
Christer Larsson received the 
B.Sc. degree in Physics from 
Uppsala University, Uppsala, 
Sweden in 1981, the Ph.D. degree 
in Physics from the Royal 
Technical Institute, Stockholm, 
Sweden in 1990, was appointed 
Adjunct Professor in 2007 at Lund 

University, Lund, Sweden and Docent in 2010 at Lund 
University. Prof. Larsson is a senior specialist in radar 
signatures at Saab Dynamics, Linköping, Sweden. His 
research interests are in the electromagnetic properties 
of materials, radar cross section, and inverse synthetic 
aperture radar. 

Mats Gustafsson received the 
M.Sc. degree in Engineering 
Physics 1994, the Ph.D. degree in 
Electromagnetic Theory 2000, was 
appointed Docent 2005, and 
Professor of Electromagnetic 
Theory 2011, all from Lund 
University, Sweden. His research 

interests are in scattering and antenna theory and 
inverse scattering and imaging with applications in 
microwave tomography and digital holography. He has 
written over 60 peer reviewed journal papers and over 
75 conference papers. He cofounded the company 
Phase holographic imaging AB in 2004. Prof. 
Gustafsson received the best antenna poster prize at 
EuCAP 2007 and the IEEE Schelkunoff Transactions 
Prize Paper Award 2010. He serves as an AP-S 
Distinguished Lecturer for 2013-15. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

LARSSON, GUSTAFSSON: WIDEBAND MEASUREMENTS OF THE FORWARD RCS 1152



 
 

A Three Dimensional FDTD Algorithm for Wave Propagation in 
Cold Plasma Media using Forth-Order Schemes 

 
 

M. Pourbagher1 and S. Sohafi2

 
  

1 

armanpurbaqer@yahoo.com 
Department of Electrical Engineering, Urmia University 

 
2 

 
Department of Electrical Engineering, Semnan University 

 
Abstract─ A fourth-order accurate in space and 
second-order accurate in time, finite-difference 
time-domain (FDTD) scheme for wave 
propagation in cold plasma media is presented. 
The formulation of Maxwell’s equations is fully 
described and an elaborate study of the stability 
and dispersion properties of the resulting 
algorithm is conducted. The efficiency of the 
proposed FDTD (2, 4) technique in cold plasma 
media compared to its conventional FDTD (2, 2) 
counterpart is demonstrated through numerical 
results. 
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I.  INTRODUCTON 
The finite difference time domain (FDTD) 

method [1, 2] has prevailed in the computational 
electromagnetics area as an accurate numerical 
technique for the direct integration of Maxwell’s 
equations. Its evolution has ensued from several 
technological developments, resulting in the 
emergence of various algorithms that extend the 
method’s implementation to various modern 
applications. A major group of such problems 
involves pulse propagation inside dispersive 
materials. Representative examples are the 
simulation of light propagation in optical devices, 
soil modeling in ground penetrating radar (GPR) 
problems [3], and study of potential effects of 
human tissue exposure to electromagnetic 
radiation. The techniques that render the FDTD 
method suitable for dispersive media modeling are 
grounded on an appropriate formulation of either 
the equation of motion of charged particles, or the 

local constitutive relation connecting the dielectric 
displacement to the electric field. In the former 
occasion a differential equation, which describes 
the electric field dependence on the polarization 
current density, is derived and discretized via 
regular differencing rules [4, 5]. For the latter case 
three popular approaches have been presented. 
The auxiliary differential equation (ADE) [6] 
technique translates the frequency-dependent 
constitutive relation in the time domain, by inverse 
Fourier transform, leading to an ordinary 
differential equation. The Z-transform based 
method [7] concludes in a similar differential 
equation, assuming the complex permittivity in the 
Z-domain to be a transfer function. Finally, in the 
recursive convolution (RC) [1] formulation the 
convolution integral corresponding to the time 
domain constitutive relation is approximated by a 
discrete summation, which is then properly 
calculated using a recursive procedure. The 
accuracy of the aforementioned efforts for 
expanding the FDTD method to frequency 
dependent materials is controlled by the choice of 
the spatial increment. Specifically, Yee’s scheme 
is characterized by numerical dispersion errors, 
which accumulate in time and contaminate the 
solution. This side-effect is limited by using very 
fine discretization. Considering the fact that FDTD 
techniques for dispersive media introduce 
auxiliary variables or store field values from 
previous time steps, the fine mesh is translated 
into excessive memory demands. Furthermore, the 
achievement of high frequency resolution requires 
elongated simulations. An obvious way to restrict 
the memory needs and total computational times is 
the use of higher-order schemes [8-12]. A fourth-
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order accurate in time and space FDTD approach 
for propagation in collisionless plasma has been 
presented in [13-24]. Despite the accuracy and 
memory savings achieved, the proposed method is 
restricted to lossless dispersive media. Recently, in 
[14, 25-31], a novel higher order method for 
modeling lossy media has been presented. In this 
paper, a staggered fourth-order accurate in space 
and second-order accurate in time FDTD scheme 
for the simulation of lossy dispersive materials is 
proposed. The media considered are second- and 
Nth-order Lorentz, first- and Mth-order Debye, 
and second-order Drude. The algorithm is based 
on the ADE technique [6, 12, 21], while a 
material-independent perfectly matched layer 
(PML) [15-18] is utilized for the reflectionless 
truncation of the computational domain. The 
stability and numerical dispersion characteristics 
of the proposed technique, examined for the (2, 2) 
case in [16, 19, 27, 29, 31], are investigated 
through the derivation of an appropriate stability 
criterion as well as a dispersion relation for each 
material. 
 

II. HIGHER-ORDER FDTD SCHEMES 
FOR DISPERSIVE MEDIA 

The key premise of the proposed FDTD (2, 4) 
method is the discretization of the spatial and 
temporal derivatives using fourth-order and 
second-order approximations, respectively. In 
order to present a more compact methodology for 
wave propagation in dispersive media, temporal 
central finite difference- (𝛿𝛿𝑡𝑡 ,𝛿𝛿2𝑡𝑡 ,𝛿𝛿𝑡𝑡2), central 
average- (𝜇𝜇𝑡𝑡 ,𝜇𝜇2𝑡𝑡), and central spatial-operators 𝛿𝛿𝛽𝛽  

are defined in tables I and II. In the context of this 
paper the spatial derivative ∂/∂β is substituted by 
the fourth-order spatial operator, 

1
∆𝛽𝛽
𝛿𝛿𝛽𝛽𝐹𝐹𝑚𝑚  = 

1
24∆𝛽𝛽

 

(𝐹𝐹𝑚𝑚−3
2
−27𝐹𝐹𝑚𝑚−1

2
+ 27𝐹𝐹𝑚𝑚+1

2
− 𝐹𝐹𝑚𝑚+3

2
 )    (1) 

where the index m corresponds to β coordinate, 
unless stated otherwise. 

The simulation of dispersive materials is 
founded on the ADE technique. Wave propagation 
inside the medium is fully described by the two 
Maxwell’s laws, which are discretized using the 

FDTD (2, 4) scheme, and the frequency-dependent 
constitutive relation D(r,ω) =𝜖𝜖(ω)E(r,ω), where 
𝜖𝜖(ω) is the complex permittivity defining the 
material’s dispersion properties. Taking the 
inverse Fourier transform of the previous 
constitutive relation, an ordinary differential 
equation is derived, which is then discretized 
utilizing a central differencing scheme in time. 
Assuming an Nth-order dispersion, the process, 
which has been just described, results in [8-12], 
 

𝐸𝐸𝑛𝑛+1 = ℱ (𝐸𝐸𝑛𝑛 ,…, 𝐸𝐸𝑛𝑛−𝑁𝑁+1, 𝐷𝐷𝑛𝑛+1, 𝐷𝐷𝑛𝑛 ,…, 
𝐷𝐷𝑛𝑛−𝑁𝑁+1). 

(2) 
The two discretized Maxwell’s equations along 
with equation (2) constitute the overall 
computation model. 

 
Table I: Temporal approximations. 
 Time 

Domain 
Z  Domain 𝝎𝝎𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃 

𝜹𝜹𝒕𝒕𝑭𝑭𝒏𝒏 𝐹𝐹𝑛𝑛+1
2

− 𝐹𝐹𝑛𝑛−
1
2 

𝑍𝑍1
2�

− 𝑍𝑍−1
2�  

2j sin( 𝜔𝜔∆𝑡𝑡
2

 ) 

𝜹𝜹𝟐𝟐𝟐𝟐𝑭𝑭𝒏𝒏 1
2
 (𝐹𝐹𝑛𝑛+1 −
𝐹𝐹𝑛𝑛−1) 

1
2
 (Z −𝑍𝑍−1 ) j sin(𝜔𝜔∆𝑡𝑡 ) 

𝝁𝝁𝒕𝒕𝑭𝑭𝒏𝒏 1
2
  (𝐹𝐹𝑛𝑛+1

2 +

𝐹𝐹𝑛𝑛−
1
2 ) 

1
2
 (𝑍𝑍1

2� +

𝑍𝑍−1
2�  ) 

cos( 
𝜔𝜔∆𝑡𝑡

2
) 

𝝁𝝁𝟐𝟐𝟐𝟐𝑭𝑭𝒏𝒏 1
2
 (𝐹𝐹𝑛𝑛+1 +
𝐹𝐹𝑛𝑛−1) 

1
2
 (Z +𝑍𝑍−1 ) cos( 𝜔𝜔∆𝑡𝑡 ) 

𝜹𝜹𝒕𝒕𝟐𝟐𝑭𝑭𝒏𝒏 𝐹𝐹𝑛𝑛+1

−  2𝐹𝐹𝑛𝑛
+ 𝐹𝐹𝑛𝑛−1 

Z +𝑍𝑍−1 − 
2 

−4 𝑠𝑠𝑠𝑠𝑠𝑠2 

(
𝜔𝜔∆𝑡𝑡

2
 ) 

 
A. Cold plasma media 
 Cold plasma media is described by the 
following permittivity function [2, 6, 19, 20], 
 

𝜖𝜖 (𝜔𝜔 ) = 𝜖𝜖0 � 1 + 𝜔𝜔𝑝𝑝
2

𝜔𝜔(𝑗𝑗 𝑣𝑣𝑐𝑐−𝜔𝜔)
�                  (3) 

where 𝜔𝜔𝑝𝑝 is the radian plasma frequency and 𝑣𝑣𝑐𝑐 is 

the collision frequency. The governing differential 
equation is, 

𝑣𝑣𝑐𝑐
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜕𝜕2𝐷𝐷
𝜕𝜕𝑡𝑡2  = 𝜖𝜖0 ( 𝜔𝜔𝑝𝑝2E+𝑣𝑣𝑐𝑐

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜕𝜕2𝐸𝐸
𝜕𝜕𝑡𝑡2  )       (4) 

which is written in difference notation as, 
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[ 𝑣𝑣𝑐𝑐
𝛿𝛿2𝑡𝑡
∆𝑡𝑡

+ 𝛿𝛿𝑡𝑡2

(∆𝑡𝑡)2 ] 𝐷𝐷𝑛𝑛= 

𝜖𝜖0 [ 𝜔𝜔𝑝𝑝2𝜇𝜇2𝑡𝑡 + 𝑣𝑣𝑐𝑐
𝛿𝛿2𝑡𝑡
∆𝑡𝑡

+ 𝛿𝛿𝑡𝑡2

(∆𝑡𝑡)2  ] 𝐸𝐸𝑛𝑛 ,        (5) 

and solved for 𝐸𝐸𝑛𝑛+1to obtain, 
 

𝐸𝐸𝑛𝑛+1 = 1
𝜖𝜖0

{ 4𝜖𝜖∞𝐸𝐸𝑛𝑛–𝜖𝜖0�𝜔𝜔𝑝𝑝
2 (∆𝑡𝑡)2–𝑣𝑣𝑐𝑐∆𝑡𝑡+2�𝐸𝐸𝑛𝑛−1

�𝜔𝜔𝑝𝑝
2 (∆𝑡𝑡)2 + 𝑣𝑣𝑐𝑐∆𝑡𝑡+2�

+

1
𝜖𝜖0
�( 2+𝑣𝑣𝑐𝑐∆𝑡𝑡)𝐷𝐷𝑛𝑛+1– 4𝐷𝐷𝑛𝑛  + (2−𝑣𝑣𝑐𝑐∆𝑡𝑡)𝐷𝐷𝑛𝑛−1

�𝜔𝜔𝑝𝑝
2 (∆𝑡𝑡)2 + 𝑣𝑣𝑐𝑐∆𝑡𝑡+2�

�.            (6) 

Table II: Spatial approximations. 
 𝜹𝜹𝜷𝜷𝑭𝑭𝒎𝒎 Eigenvalues 

2nd-
order 

𝐹𝐹𝑚𝑚+1
2
− 𝐹𝐹𝑚𝑚−1

2
 2j sin(𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽

∆𝛽𝛽
2

 ) 

4th-
order 

− 1
24

 (𝐹𝐹𝑚𝑚+3
2
−

𝐹𝐹𝑚𝑚−3
2
 ) + 9

8
 

(𝐹𝐹𝑚𝑚+1
2
− 𝐹𝐹𝑚𝑚−1

2
 ) 

2j [ 
9
8

sin(𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽
∆𝛽𝛽
2

 ) 

− 1
24

sin(3𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽
∆𝛽𝛽
2

 

) ] 

6th-
order 

3
640

 (𝐹𝐹𝑚𝑚+5
2
−

𝐹𝐹𝑚𝑚−5
2
 ) − 25

384
 

(𝐹𝐹𝑚𝑚+3
2
− 𝐹𝐹𝑚𝑚−3

2
 ) 

+ 75
64

 (𝐹𝐹𝑚𝑚+1
2
−

𝐹𝐹𝑚𝑚−1
2
 ) 

2j [ 
75
64

sin(𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽
∆𝛽𝛽
2

 

) 

− 25
384

sin(3𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽
∆𝛽𝛽
2

 

) 

+ 3
640

sin(5𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽
∆𝛽𝛽
2

 

) ] 

 
III. STABILITY ANALYSIS 

 Among the principal properties of the FDTD 
method, inherent in explicit differential equation 
solvers, is the conditional stability. In the 
conventional Yee’s scheme the unbounded growth 
of errors is eluded by the proper choice of the time 
step size dictated by the Courant condition. The 
stability characteristics of the proposed higher-
order algorithm are investigated using the 
methodology presented in [17-21, 28-36], which 
combines the Von Neumann method with the 
Routh-Hurwitz criterion. It is presumed that the 
error present in the computation of any field 
quantity F is described by a single term of a 
Fourier series expansion, 
 

𝐹𝐹𝑛𝑛  = 𝐹𝐹0𝑍𝑍𝑛𝑛𝑒𝑒𝑗𝑗 ∑ 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽𝑚𝑚∆𝛽𝛽𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧            (7) 
where the complex variable Z corresponds to the 
growth factor of the error. Under this assumption, 
the temporal differencing and averaging operators 

as well as the spatial differencing operators are 
evaluated as shown in tables I and II. The time-
dependent wave equation in a source-free 
homogeneous dispersive medium is, 

𝜇𝜇 𝜕𝜕2𝐷𝐷
𝜕𝜕𝑡𝑡2 − ∇2E = 0                         (8) 

and approximated by, 

𝜇𝜇 𝛿𝛿𝑡𝑡2

(∆𝑡𝑡)2 𝐷𝐷𝑛𝑛–∑
𝛿𝛿𝛽𝛽

2

(∆𝛽𝛽)2𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 𝐸𝐸𝑛𝑛  = 0          (9) 

where 𝛿𝛿𝛽𝛽 , (β = x, y, z) denotes the central spatial 
difference operator of arbitrary order with respect 
to the coordinate indicated by the subscript. 
Solutions of the form in equation (7) are 
substituted in equation (9) leading to a polynomial 
in Z. The stability of the finite difference scheme 
is assured if the roots of this characteristic 
polynomial are located inside or on the unit circle 
in the Z-plane, namely |Z| ≤ 1. The bilinear 
transformation, 

𝑍𝑍 = 
𝑟𝑟+1
𝑟𝑟−1

                              (10) 

is then applied to the stability polynomial. In this 
way, the exterior of the unit circle in the Z-plane is 
mapped on the right-half of the r-plane. In order to 
examine whether the root of the polynomial with 
respect to r are nonnegative, the Routh table is 
created. If the values of all the elements in the first 
column are positive or zero, the algorithm is 
stable. The enforcement of the stability constraint 
regarding the specified entries of the Routh table 
results in certain inequalities relating the 
parameters of the FDTD scheme. Following the 
procedure, which has just been described, equation 
(9) is formulated, with the use of tables I and II as, 
 

( 𝑍𝑍 − 1)2𝐷𝐷0 + 4Z𝜖𝜖∞𝑣𝑣2𝐸𝐸0 = 0            (11) 

where, 
 

𝑣𝑣2=(𝑐𝑐∞∆𝑡𝑡)2 ∑ 1
(∆𝛽𝛽)2𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 [ 9

8
sin( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽

∆𝛽𝛽
2

 )  −
1

24
sin( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽

3∆𝛽𝛽
2

 ) ]2 

(12) 
for fourth-order accuracy in space and 𝑐𝑐∞= 
1
√𝜇𝜇𝜖𝜖∞
� . A formula similar to equation (12) can be 

derived in a straight forward manner for any 
spatial approximation order [29-34]. The spatial 
discretization operators are shown in table II for 
the case of second- and sixth-order. Next, the 
stability properties of the FDTD (2, 4) scheme for 
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the three aforementioned cold plasmas media will 
be examined. In the case of the Drude model the 
methodology will be presented in detail, while for 
the Debye and Lorentz models only the final 
results will be provided. The constitutive relation 
in the Z-domain for the Drude model is, 
 

{ [ 
𝑣𝑣𝑐𝑐

2∆𝑡𝑡
+ 1

(∆𝑡𝑡)2 ] 𝑍𝑍2 − 2
(∆𝑡𝑡)2 Z + 1

(∆𝑡𝑡)2 −
𝑣𝑣𝑐𝑐

2∆𝑡𝑡
 } 𝐷𝐷0 = 

𝜖𝜖0 { [ 
𝜔𝜔𝑝𝑝

2

2
+ 𝑣𝑣𝑐𝑐

∆𝑡𝑡
+ 1

(∆𝑡𝑡)2 ] 𝑍𝑍2 − 2
(∆𝑡𝑡)2 Z +𝜔𝜔𝑝𝑝

2

2
− 𝑣𝑣𝑐𝑐

∆𝑡𝑡
+

1
(∆𝑡𝑡)2 } 𝐸𝐸0 

(13) 
Solving equation (11) for 𝐷𝐷0 results in, 
 

𝐷𝐷0 = − 4𝑍𝑍𝜖𝜖0𝑣𝑣2

(𝑍𝑍−1)2 𝐸𝐸0 .                  (14) 

Substituting in equation (13) the characteristic 
stability polynomial is derived, 
 

S(Z) = [
2

(∆𝑡𝑡)2 + 𝑣𝑣𝑐𝑐
∆𝑡𝑡

+ 𝜔𝜔𝑝𝑝2 ] 𝑍𝑍4 + [ 
8( 1−𝑣𝑣2)

(∆𝑡𝑡)2 −
2𝑣𝑣𝑐𝑐( 1−2𝑣𝑣2)

∆𝑡𝑡
− 2𝜔𝜔𝑝𝑝2 ] 𝑍𝑍3 + [

12
(∆𝑡𝑡)2 + 2𝜔𝜔𝑝𝑝2 −

16𝑣𝑣2

(∆𝑡𝑡)2 ] 

𝑍𝑍2 + [ 
8( 1−𝑣𝑣2)

(∆𝑡𝑡)2 − 2𝑣𝑣𝑐𝑐( 1−2𝑣𝑣2)
∆𝑡𝑡

− 2𝜔𝜔𝑝𝑝2 ] Z+ 2
(∆𝑡𝑡)2 −

𝑣𝑣𝑐𝑐
∆𝑡𝑡

+ 𝜔𝜔𝑝𝑝2. 

(15) 

After applying the billinear transformation, we 
obtain, 
 

S(r) = 
2𝑣𝑣2𝑣𝑣𝑐𝑐
∆𝑡𝑡

𝑟𝑟3 + [𝜔𝜔𝑝𝑝2 + 4𝑣𝑣2

(∆𝑡𝑡)2 ] 𝑟𝑟2 + 2𝑣𝑣𝑐𝑐
∆𝑡𝑡

 

( 1- 𝑣𝑣2)+𝜔𝜔𝑝𝑝2 + 4
(∆𝑡𝑡)2 −

4𝑣𝑣2

(∆𝑡𝑡)2            (16) 

and the corresponding Routh table is built. 
 
Table III: Routh-Hurwithz table. 

𝟐𝟐𝒗𝒗𝟐𝟐𝒗𝒗𝒄𝒄
∆𝒕𝒕

 
𝟐𝟐𝒗𝒗𝒄𝒄
∆𝒕𝒕

 ( 1- 𝒗𝒗𝟐𝟐) 

𝝎𝝎𝒑𝒑
𝟐𝟐 +

𝟒𝟒𝒗𝒗𝟐𝟐

(∆𝒕𝒕)𝟐𝟐
 𝜔𝜔𝑝𝑝2 +

4
(∆𝑡𝑡)2 −

4𝑣𝑣2

(∆𝑡𝑡)2 

𝒄𝒄𝟑𝟑 0 

𝒄𝒄𝟓𝟓 0 

 
 

where, 

𝑐𝑐3 = 2𝜔𝜔𝑝𝑝
2𝑣𝑣𝑐𝑐
∆𝑡𝑡

1−2𝑣𝑣2

𝜔𝜔
𝑝𝑝  + 4𝑣𝑣2

(∆𝑡𝑡)2

2 , 𝑐𝑐5 = 𝜔𝜔𝑝𝑝2 + 4 (1−𝑣𝑣2)
(∆𝑡𝑡)2  .     (17) 

 

Enforcing the entries of the first column to be 
nonnegative we get, 
 

𝑣𝑣2 ≤ 1
2�  .                              (18) 

In order to derive the numerical dispersion 
relation, the following discrete solution is 
assumed, 
 

𝐹𝐹𝑛𝑛  ( I, J, K ) = 𝐹𝐹0 exp [ j ( n𝜔𝜔∆𝑡𝑡 + I𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑥𝑥∆𝑥𝑥 + 
J𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑦𝑦∆𝑦𝑦 + K𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑧𝑧∆𝑧𝑧 )] 

(19) 

where F represents the electric or magnetic field, 
indexes I, J, K denote the position of the nodes in 
the mesh, Δβ (β=x, y, z) are the sizes of the 
discretization cell, and 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽  (β = x, y, z) the 
wave numbers of the discrete modes in the β-
direction. Similarly to the continuous case, we 
replace in Maxwell’s equations ∂/∂t with j𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛  

and ∇with −𝑗𝑗𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 , where 𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 = 
2
∆𝑡𝑡

sin(
𝜔𝜔∆𝑡𝑡

2
). 

Given 𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛  and 𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 , Maxwell’s equations can 
be written in discrete form as, 

 

𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 𝜇𝜇0𝐻𝐻0 = 𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 × 𝐸𝐸0           (20-a) 

𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛 (𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 )𝐸𝐸0 = −𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 × 𝐻𝐻0,   (20-b) 

where 𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛 is the discrete permittivity function 
defined below. The numerical wave number 𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛  
derived for the second-order spatial approximation 
is, 

𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛  = ∑ 2
∆𝛽𝛽𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 sin( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽∆𝛽𝛽

2
 ) 𝛼𝛼𝛽𝛽         (21) 

and for the fourth-order spatial approximation, 
 

                                                                𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 =                                              

∑ 2
∆𝛽𝛽𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 [9

8
( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽∆𝛽𝛽

2
 ) − 1

24
sin( 3𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽∆𝛽𝛽

2
 )] 

𝛼𝛼𝛽𝛽 

(22) 
where 𝛼𝛼𝛽𝛽  is the unit vector in β-direction (see 
table II). The previous definitions can be extended 
to any order of spatial approximation. The central 
operator of N-order (N: even number) has the 
general form, 
 

𝛿𝛿𝛽𝛽𝐹𝐹𝑚𝑚  = ∑ 𝑐𝑐𝑗𝑗𝑁𝑁( 𝐹𝐹𝑚𝑚+𝑗𝑗
2
− 𝐹𝐹𝑚𝑚−𝑗𝑗2

 )𝑁𝑁−1
𝑗𝑗=1(𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 )      (23) 
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with the coefficients 𝑐𝑐𝑗𝑗 calculated through Taylor 
series expansions and given in a closed form [18-
24] by, 
 

𝑐𝑐𝑗𝑗𝑁𝑁 = 
(−1)

𝑗𝑗
2−

1
2

2(𝑗𝑗2)2

[(𝑁𝑁−1)!!]2

(𝑁𝑁−1−𝑗𝑗 )!!(𝑁𝑁−1+𝑗𝑗 )!!
j = 1, 3, 5, …, N−1 

(24) 
where, 

𝑛𝑛!! = �
𝑛𝑛. (𝑛𝑛 − 2) … 5.3.1         𝑛𝑛 > 0, 𝑜𝑜𝑜𝑜𝑜𝑜
𝑛𝑛. (𝑛𝑛 − 2) … 6.4.2         𝑛𝑛 > 0, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
1                                     𝑛𝑛 =  −1, 0 .

� 

Applying the previous formula, the coefficients 
𝑐𝑐1

2= 1 for Yee’s scheme,𝑐𝑐1
4 = 9/8 and 𝑐𝑐3

4= −1/24 
for Fang’s fourth-order scheme, and 𝑐𝑐1

6= 75/64, 
𝑐𝑐3

6= − 25/384, 𝑐𝑐5
6= 3/640 for a sixth-order scheme 

are yielded. It can be easily proven that the 
numerical wave number for the Nth-order accurate 
scheme is, 
 

𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛  = ∑ 2
∆𝛽𝛽𝛽𝛽=𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 ∑ 𝑐𝑐𝑗𝑗𝑁𝑁𝑁𝑁−1

𝑗𝑗=1(𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 ) sin( 𝑗𝑗𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ,𝛽𝛽∆𝛽𝛽
2

 ) 

𝛼𝛼𝛽𝛽 .      

(25) 
The numerical wave number 𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛  is defined as, 
 

𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛  = 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛  ( sin𝜃𝜃 cos∅𝑎𝑎𝑥𝑥 + sin𝜃𝜃 sin∅𝑎𝑎𝑦𝑦 +
cos𝜃𝜃 𝑎𝑎𝑧𝑧  ).           (26) 

The discrete counterpart of the continuous 
permittivity function, called numerical 
permittivity, is defined as the ratio of the discrete 

values of D and E, i.e., 𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛 =𝐷𝐷
𝑛𝑛
𝐸𝐸𝑛𝑛� . Similar to 

the continuous dispersion relation the discrete one 
is, 

𝜇𝜇0𝜖𝜖𝑛𝑛𝑛𝑛𝑚𝑚 ( 𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 )𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛2  = 𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛 .𝒌𝒌𝑛𝑛𝑛𝑛𝑛𝑛       (27) 

Using the discrete form of the constitutive 
equation and the temporal operators shown in the 
third column of table I, which are derived by 
setting Z = exp(jωtΔt), the discrete expression of 
the complex permittivity function for the cold 
plasma medium, 
 

𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛  = 𝜖𝜖0 [ 1+ 𝜔𝜔𝑝𝑝 ,𝑛𝑛𝑛𝑛𝑛𝑛

𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 ( 𝑗𝑗𝑣𝑣𝑐𝑐 ,𝑛𝑛𝑛𝑛𝑛𝑛 −𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 )
 ]      (28) 

where 𝜔𝜔𝑝𝑝 ,𝑛𝑛𝑛𝑛𝑛𝑛 = 𝜔𝜔𝑝𝑝�cos  ( 𝜔𝜔∆𝑡𝑡 ) , 𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 = 
2
∆𝑡𝑡

sin(
𝜔𝜔∆𝑡𝑡

2
) and 𝑣𝑣𝑐𝑐 ,𝑛𝑛𝑛𝑛𝑛𝑛 =𝑣𝑣𝑐𝑐cos(

𝜔𝜔∆𝑡𝑡
2

). Restricting 

ourselves to one-dimensional problems, without 
loss of generality, it is obtained for the FDTD (2, 
2) case, 

 

𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛  =  
2
∆
𝑠𝑠𝑠𝑠𝑠𝑠−1( 

∆
2
𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 �𝜇𝜇0𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛   )          (29) 

for the FDTD (2, 4), 
 

2
∆
 [ 

9
8

sin( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ∆
2

 )− 1
24

sin( 3𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ∆
2

 ) ] = 

𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 �𝜇𝜇0𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛              (30) 

and for the FDTD (2, 6), 
 

2
∆
 [ 

75
64

sin( 𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ∆
2

)− 25
384

sin � 3𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ∆
2

� +
3

640
sin( 5𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 ∆

2
 )] = 𝜔𝜔𝑛𝑛𝑛𝑛𝑛𝑛 �𝜇𝜇0𝜖𝜖𝑛𝑛𝑛𝑛𝑛𝑛 .  (31) 

To investigate the dispersive features for both 
second- and fourth- order schemes we consider the 
following example in a second order Lorentz 
medium; let 𝜖𝜖∞= 2.25𝜖𝜖0, 𝜖𝜖𝑠𝑠= 3𝜖𝜖0, 𝜔𝜔0= 2π𝑓𝑓0, 𝑓𝑓0= 
200 MHz and 𝛿𝛿0= 0.1𝜔𝜔0. Figure 1 shows the 

normalized phase velocity 𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐�  = 𝑘𝑘 𝑅𝑅𝑅𝑅{𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 }�  

for the second-order case with Δ = 0.005 m, Q = 
0.6 and the fourth- and sixth-order with Δ = 0.01 
m, Q = 0.1 where the Courant number Q is defined 

as Q =𝑐𝑐0∆𝑡𝑡
∆� . The superior performance of the 

higher-order schemes is evident, even for larger Δ. 
 

IV. NUMERICAL RESULTS 
The efficiency of the proposed FDTD (2, 4) 

scheme compared to the conventional second-
order accurate technique has been extensively 
investigated through numerical results. An 
analytical reference solution has been developed in 
order to precisely define the potential errors of 
each method [21-23]. The two schemes have been 
tested in one-dimensional wave propagation 
problems in homogeneous and inhomogeneous 
geometries involving materials of diverse 
dispersion types. In all the examined cases, the 
new algorithm has been found to be superior, 
achieving higher accuracy in modeling dispersive 
characteristics for equal spatial discretization, or 
allowing a less dense lattice to be used, while the 
same level of accuracy is ensured [33-36]. 
 In the first case studied a Lorentz-type 
medium slab is placed in free space. The resonant 
frequency of the material is set to 𝜔𝜔0= 2 × 
109 𝑟𝑟𝑟𝑟𝑟𝑟 𝑠𝑠𝑠𝑠𝑠𝑠� , the damping coefficient is equal to 
𝛿𝛿0= 0.1𝜔𝜔0, whereas 𝜖𝜖∞= 2.25𝜖𝜖0 and 𝜖𝜖𝑠𝑠= 3𝜖𝜖0 [22-
27]. The wideband reflection coefficient at the 
interface between air and the dispersive dielectric 
is calculated by the FDTD (2, 2) and FDTD (2, 4) 
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ADE techniques. The computational domain 
consists of 2000 cells and the dielectric slab 
occupies the region from the 700th cell to 750th 
cell. For the FDTD (2, 4) scheme the spatial step 
size is set to Δx = 0.005 m, Q = 0.1 and the total 
number of time steps 𝑁𝑁𝑡𝑡  = 14250. Two sets of 
parameters are selected for the FDTD (2, 2) 
simulations, namely (a) Δx = 0.005 m, Q = 0.95 
and 𝑁𝑁𝑡𝑡= 1500 and (b) Δx = 0.0025 m, Q = 0.95, 
𝑁𝑁𝑡𝑡= 3000 where the number of cells is doubled. 
The results for the first case are depicted in Fig. 1, 
along with the reference solution. It is clearly 
observed that the FDTD (2, 4) scheme is far more 
accurate obtaining only slight deviations from the 
exact reflection coefficient function even for 
frequencies high above the resonant one [25-27]. 
Contrarily, its (2, 2) counterpart generates 
significant errors. The reflection coefficient for the 
latter group of parameters is illustrated in Fig. 2. 
The graphs corresponding to the two schemes 
almost coincide introducing minor shifts in the 
peaks locations compared to the analytical 
solution. However, it should be reminded that in 
the FDTD (2, 2) case a two times denser grid is 
utilized. 
 In the next simulation, the propagation of the 
modulated Gaussian pulse f(t) = 

exp�− (𝑡𝑡 − 𝑡𝑡0)2

𝑇𝑇2� �cos(2π𝑓𝑓𝑠𝑠t) where 𝑡𝑡0= 8×10−9 

sec, T = 10−9 sec and 𝑓𝑓𝑠𝑠= 600 MHz, inside a 
Lorentz-type dispersive medium is explored. The 
parameters of the material are 𝜔𝜔0= 2π 
200×106 𝑟𝑟𝑟𝑟𝑟𝑟 𝑠𝑠𝑠𝑠𝑠𝑠� , 𝛿𝛿0= 0.1𝜔𝜔0, 𝜖𝜖∞= 2.25𝜖𝜖0 and 
𝜖𝜖𝑠𝑠= 3𝜖𝜖0. For the FDTD (2, 2) scheme two different 
uniform grids are considered: (a) Δx = 0.01 m, Q = 
0.5 for 5000 time steps and (b) Δx = 0.05 m, Q = 
0.5 for 1000 time steps. The respective parameters 
for the FDTD (2, 4) scheme are Δx = 0.05m and Q 
= 0.1. 
 In Fig. 3, the time domain electric field 
located 0.2 m away from the excitation point is 
illustrated for the three aforementioned cases 
along with the exact solution. For an easier 
observation a detail of the previous graphs is 
shown in Fig. 4. It is evident that the higher order 
algorithm achieves the same level of accuracy as 
the FDTD (2, 2) with the first set of parameter 
values, but with a five times coarser grid. In table 
III, the three methods are compared in terms of 
maximum error and total computational time. It is 

noted that the proposed higher order technique is 
more accurate and computationally efficient. 
 

 
 

Fig. 1. The reflection coefficient as a function of 
frequency. Comparison is made between the exact 
data, FDTD (2, 4) and FDTD (2, 2) with Δx = 
0.005 m. 
 

 
 

Fig. 2. The reflection coefficient as a function of 
frequency. Comparison is made between the exact 
data, FDTD (2, 4) Δx = 0.05 m and FDTD (2, 2) 
with Δx = 0.0025 m. 

 
 Finally, the air-slab problem is solved by the 
FDTD (2, 2) and FDTD (2, 4) algorithms 
assuming that the slab is filled with a third order 
Debye dispersive material. The characteristic 
parameters of the three poles are 𝜖𝜖𝑠𝑠1= 3𝜖𝜖0, 𝜏𝜏1= 9, 
4×10−9sec, 𝜖𝜖𝑠𝑠2= 2𝜖𝜖0, 𝜏𝜏2= 10−10sec, and 
𝜖𝜖𝑠𝑠3=𝜖𝜖0, 𝜏𝜏3 = 10−6 sec, while the infinite 
permittivity is set equal to 2.25 𝜖𝜖0. In both cases, 
the computational space consists of 2000 cells, the 
spatial step size is 0.01m and Q = 0.8. The electric 
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field function in the time-domain is presented in 
Fig. 5. It is again obvious that the proposed higher 
order scheme accomplishes better accuracy. 
 

 
 

Fig. 3. Electric field waveforms of the exact, 
FDTD (2, 4) and FDTD (2, 2) with two different 
grids. 

 
 Having verified that FDTD (2, 4) can be 
efficiently extended to cold plasma medias, it is 
applied to wave scattering by an infinite height 
cylinder made of cold plasma placed in air. The 
computational space consists of 200×200 cells. 
The cylinder is excited by a plane wave. The wave 
front is assumed to be a modulated Gaussian pulse 
centered at 20 GHz. The excitation frequency is 
stable, while for the plasma frequency of the cold 
plasma three values have been selected, namely 
28.7 GHz, 5.74 GHz, and 0.287 GHz. 
 

 
 

Fig. 4. Details of Fig. 3, observed that the 
proposed technique produces an acceptable close 
to the (2, 2) scheme result but with a five-times 
coarser grid. 

 
Fig. 5. Electric field waveforms of the exact, 
FDTD (2, 4) and FDTD (2, 2). 

 
V.  CONCLUSION 

 A novel FDTD (2, 4) scheme for the 
simulation of wave propagation inside cold plasma 
media has been presented. Its stability properties 
for three specific models have been investigated 
and appropriate stability conditions have been 
derived. Additionally, the numerical dispersion 
characteristics have been examined and for the 
case of a second-order Lorentz medium, it has 
been verified that the proposed algorithm is more 
powerful than the conventional second-order 
technique, as expected. The efficiency of the 
FDTD (2, 4) algorithm has also been explored in 
various numerical examples, where it has been 
compared to the FDTD (2, 2) method and an 
analytical solution. In all the cases considered, it 
has been proven that the former achieves better 
accuracy when the same grid is used or the same 
level of accuracy for coarser grids. Additionally, 
the presented method accomplishes minimum 
errors, while reducing the overall computational 
time. 
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Abstract–Traditionally, tapered chambers are 
constructed using a square based pyramidal shaped 
taper. The taper is then shaped into an octagon and 
finally transformed into a cylindrical launch 
section. This approach is related to the 
manufacturability of different absorber cuts. This 
paper introduces a chamber where the conical 
shape of the launch in continued throughout the 
entire length of the tapered chamber. The results 
of the free space VSWR test over a 1.5 m diameter 
quiet zone (QZ) are presented at different 
frequencies. The conical taper appears to have a 
better illumination wave front and better QZ levels 
even at frequencies above 2 GHz than the standard 
traditional approach. This design was implemented 
in Singapore and the actual chamber was designed 
to have a secondary near field range for planar and 
spherical scans. As with all antenna chambers, as 
the frequency increases, the usable or far field 
illuminated QZ is reduced. At a 12 m distance 
from the feed to the turntable, the quiet zone at 8 
GHz is reduced to 45 cm. The chamber includes a 

near to far field range to allow the use of the 
chamber at higher frequencies when testing 
electrically large antennas. Another solution 
implemented to extend the quiet zone at high 
frequency is to use a large dielectric lens to 
improve the phase distribution of the field. A light 
weight, broadband lens with a diameter of 2 m was 
developed by Matsing Pte Ltd. The parameters of 
the lens were specially customized for the tapered 
chamber built. The RF lens, weighing just 35 kg, 
has a focal length of 10 m. It was installed in front 
of the turn table. The performance of the tapered 
chamber with the RF lens is presented. The usable 
far field QZ was increased by using a dielectric RF 
lens that allows for electrically larger antennas to 
be measured in the tapered range of the chamber. 
 
Index Terms−Antenna range design, 
metamaterials, quiet zone, RF lens, and tapered 
chamber. 
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I.  INTRODUCTION 
Tapered anechoic chambers have been around 

for almost 50 years [1-2]. The reason for the 
introduction of these chambers was the issues 
present on rectangular chambers at frequencies 
below 500 MHz [3-4]. At lower frequencies, the 
antennas used in an antenna measurement range 
become physically very large. These antennas can 
be difficult to handle inside an anechoic chamber. 
Less directive antennas are used. These less 
directive antennas will radiate more energy to the 
side walls, ceiling and floor of the chamber. To 
reduce the reflections, thicker absorbers are 
required. To accommodate the thicker absorbers, 
the chamber must be larger. Tapered anechoic 
chambers were introduced to solve this low 
frequency issue. Instead of trying to eliminate the 
specular reflections into the quiet zone, the 
specular area is brought closer to the measuring 
antenna and the specular reflections are used to 
create the illumination in the QZ [2, 5]. 
Traditionally, tapered anechoic chambers were 
built having a square based pyramid as the taper 
(see Figs. 1 and 2). To better accommodate 
different feed antennas, the square section may be 
changed to a cylindrical cross section taper. These 
changes in cross section require a lot of special 
cuts of absorber to make the transition from the 
conical section to the square section as smooth as 
possible. As was reported in [2-5], the absorber 
reflections are used to create the illumination in 
the QZ.  

 
 
Fig. 1. A typical tapered anechoic chamber. 
 

The concept presented in this paper introduces 
a conical taper. The entire tapered structure 
maintains a constant angle and a circular cross 
section. Figure 3 shows a picture of the conical 

tapered chamber of the new type of chamber. The 
tapered section shown in Fig. 3 is about 10 m in 
total length. The results for the free-space VSWR 
[6] of the range are presented in the next section 
where they are compared with similar chambers 
that use the traditional design. 

 
 
Fig. 2. Shaping from square to octagonal cross- 
section at the feed section. 

 
 

Fig. 3. The conical tapered anechoic range. 
 

II. MEASURED RESULTS 
The manufactured chamber, using the conical 

taper, had its QZ scanned using the free space 
VSWR tests [6]. The tests were performed at a 
series of frequencies from 200 MHz up to 18 GHz. 
The chamber was lined with 60" (152 cm) 
curvilinear absorbers on the back (i.e., receive) 
wall and a combination of 24" (61 cm) pyramidal 
absorbers and 36" (91.44 cm) on the sidewalls, 
floor and ceiling. The tapered section has a 
specially cut wedge material that lines the tapered 
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section from the feed location to the QZ area. The 
wedges ranged from 18" (45.72 cm) at the QZ end 
to 8" (20.32 cm). Figure 4 shows a picture of the 
conical treatment. 

 
 
Fig. 4. The tapered section seen from the feed 
location. The tapered section was built inside an 
RF shielded room to avoid outside interference 
during measurements. 
 

The source antenna was an ETS-Lindgren 
model 3164-06 dual linearly polarized open 
boundary quad-ridge horn [7], rated from 300 
MHz to 6 GHz. In this application, the antenna 
was used from 200 MHz. Attenuators were used at 
the feed of the antenna to reduce the effects of the 
high VSWR. The QZ was scan with an ETS-
Lindgren model 310 6B dual ridge horn. The 
scanning antenna and source antenna are shown in 
Fig. 5. 

 
 

Fig. 5. The scanning antenna at the QZ viewed 
from a point right behind the source antenna at the 
apex of the taper. 

Figure 6 shows the reflectivity levels of the 
QZ versus direction for horizontal and vertical 
polarizations. Results are shown for 200 MHz, 400 
MHz, 800 MHz, and 1,000 MHz. All these results 
were measured with the source antenna at a fixed 
position in the apex of the taper. Commonly, the 
antenna is moved as frequency changes to 
maintain the phase center close to the reflections 
and keep a QZ illumination free of ripples [3-4]. 

 

 
 
Fig. 6. Reflectivity results for the conical tapered 
chamber. 
 
 

For frequencies above 2 GHz, a different horn, 
an ETS-Lindgren 3164-05 dual linearly polarized 
open boundary quad-ridge horn, rated from 2 GHz 
to 18 GHz, was used. For scanning the QZ, a 
series of standard gain horns were used with gains 
ranging from 10 dBi to 20 dBi. Additionally, since 
a smaller horn was used as the source, the horn 
was positioned inside an extension of the conical 
taper. Figure 4 shows one of the two halves that 
made up this high frequency extension.  
 Figure 7 shows the results of the scans at high 
frequencies. As discussed in [5], tapered chambers 
are better suited for low frequencies and care must 
be taken to properly position the source antenna. 
However, it is possible to use them at these high 
frequencies once the chamber is properly 
characterized. 
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Fig. 7. Reflectivity levels in the QZ versus angle at 
four different frequencies. 
 

III. COMPARISON WITH 
TRADITIONAL CHAMBERS 

Comparison with traditional chambers is 
difficult. There are no two identical chambers with 
the exact same absorber treatment with the only 
difference being the taper geometry. So a 
qualitative comparison is done. When compared 
with traditional chambers, there seem to be some 
advantages in the new design. In traditional 
chambers, antennas with gains of 16 dBi and 
above are required to get adequate illumination at 
the QZ. It appears to be one of the advantages of 
the conical taper that lower gain antennas can be 
used to illuminate the QZ. At 10 GHz, the source 
antenna has a directivity of 12 dBi [7]. On the 
other hand, the conical quad ridge horn used in 
many traditional tapered anechoic chambers has a 
directivity of 14 dBi at 10 GHz.  

The open boundary ridge horn was 
successfully used in the conical chamber design. 
However, in the past, when it was used in a 
traditional chamber, a smooth amplitude taper was 
not achieved as seen in Fig. 8. In Fig. 9, a 
comparison of the reflectivity of the conical 
tapered chamber and a traditionally implemented 
chamber is shown for 400 MHz. At this frequency, 
there is a slight difference on the back wall 
reflectivity between the chambers (180°) but this 
is related to the difference in absorber treatment 
between the chambers. One can notice the large 
variation in horizontal polarization as the direction 

changes from 15° to 60° on either side of the 
source antenna. The reflectivity swings by about 
10 dB. These variations are not seen in the conical 
tapered chamber. 

 
 
Fig. 8. Data for a transverse scan of a traditional 
chamber using the same horn used in the conical 
design. 

 
Fig. 9. Comparison with a traditional chamber. 
 

The chamber was implemented with two 
ranges, a far field tapered range and an NF-FF 
planar and spherical range. Figure 3 shows the 
chamber plan with the two ranges. The antenna 
under test uses the same positioner for both ranges, 
and the QZ is the same for both ranges. For the 
spherical range the probe is located between the 
QZ and the planar scanner on the opposite wall. 
The planar scanner can be used for testing high 
gain arrays. These arrays can be positioned at the 
QZ or closer to the scanner mounted on a tripod 
depending on the frequency of operation or the 
size of the scanner. 
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IV. INCREASING THE QZ SIZE 
As mentioned above, the tapered chamber is 

used to overcome some of the limitations of the 
standard rectangular chamber for antenna testing 
at lower frequencies. However, like in rectangular 
chamber, the size of the quiet zone in a tapered 
chamber reduces significantly as the frequency 
increases. For example, the tapered chamber 
installed at the National University of Singapore 
(NUS) has a quiet zone of 1.4 m at 500 MHz but 
only 45 cm at 8 GHz. To increase the quiet zone at 
the higher frequencies, it was proposed to integrate 
a customized RF lens inside the chamber. The 
authors are not aware of other methods to increase 
the quiet zone without physical alterations to the 
original chamber. 

 
V. DESIGN OF THE RF LENS 

The design of the RF lens is based on the 
principle of optical refraction to transform a 
spherical wave from a point source to a planar 
wave. By precisely controlling the dielectric 
constant of the lens, the focal length of the lens 
can be customized based on the lens aperture.  

A plano-convex RF lens was designed and 
integrated into tapered chamber at NUS (see Fig. 
10). Its focal length, f, of 10 m is equal to the 
distance between the source antenna and the end 
of the tapered section of the chamber. The 
diameter of the lens was chosen to be 2 m in order 
to cover a large area of the aperture of the tapered 
chamber while allowing easy mobility of the lens 
inside the chamber. 

 
 
Fig. 10. Placement of lens in tapered chamber. 

 
The lens has a comparatively high ratio of the 

size of the planar wave front to the lens diameter 

(a factor of about 0.7 D, where D is the diameter 
of the lens). Hence, a 2 m diameter lens can 
produce a 1.4 m plane wave-front. The profile 
𝑃𝑃(𝑥𝑥,𝑦𝑦)  of the lens was designed using the 
following equations [8], 

𝑥𝑥 = 𝑟𝑟
𝑡𝑡𝑡𝑡𝑡𝑡 𝜃𝜃𝑚𝑚

− 𝑦𝑦
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

  (1) 

where 
𝑦𝑦 = 𝜌𝜌 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, (2) 

and 

𝜌𝜌 = 𝑓𝑓�√𝜀𝜀−1�
√𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −1

 , (3) 

with 

ℎ = 𝑟𝑟
√𝜀𝜀−1

� 1
𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑚𝑚

− 1
𝑡𝑡𝑡𝑡𝑡𝑡 𝜃𝜃𝑚𝑚

�. (4) 
 

The variables are defined in Fig. 11. 

 
 

Fig. 11. Lens geometry. 

 
Due to the proposed size of the RF lens (2 m), 

the lens cannot be manufactured with traditional 
dielectric materials as it will be difficult to control 
the dielectric permittivity throughout the lens to a 
high degree of accuracy. Furthermore, if the lens is 
manufactured with traditional dielectric material, it 
will be extremely heavy (≈  1,000 kg), making it 
difficult to install and requiring a special support 
structure, which may cause undesirable 
diffractions.  

To overcome these challenges, a new low-loss, 
light weight metamaterial manufactured by 
Matsing Pte Ltd was used. The material allows the 
control of the dielectric permittivity to a high 
degree of accuracy. It has extremely low-loss 
(𝜀𝜀” < 10−4). It slow density (40 kg/m3) means that 
the 2 m lens weighs only 35 kg, allowing the lens 
to be portable and easily installed. Furthermore, 
the material is isotropic and broadband, so that the 
lens is operable for both vertical and horizontal 
polarizations on a range of frequencies. 

RODRIGUEZ, MATITSINE, CHIA, LAGOISKI, MATYTSINE, ET. AL.: CONE SHAPED TAPERED CHAMBER FOR ANTENNA MEASUREMENTS 1166



VI. NUMERICAL ANALYSIS 
The performance of the designed lens was first 

evaluated using FEKO. A half-wavelength dipole 
was placed at the focal length of the 2 m lens. The 
focal length corresponds to the distance (of 10 m) 
between the feed and aperture of the tapered 
chamber. The field was observed at a vertical 
plane at 2 m (corresponding to the quiet zone 
region) on the other side of the lens. For simplicity, 
the lens and the dipole were simulated in free-
space without the tapered chamber as the primary 
aim of the simulation was to ensure that for the 
given length of the taper, the lens would provide 
the best possible illumination. Including the 
chamber with its absorbers in the simulation 
model would drastically increase the problem size 
and complexity beyond the capability that the 
numerical package could handle at these high 
frequencies.  

Figure 12 shows the predicted fields (for a 
quadrant) at 8 GHz. The circles in the plots 
represent the outline of the 2 m lens. Cuts of the 
fields along the lens diameter are shown in Figs.13 
and 14 for 2 GHz and 8 GHz, respectively. The 
fields of the dipole in the absence of the lens are 
superimposed in the figures for reference. For ease 
of comparison, the magnitudes are normalized to 
their respective mean values while the phase 
without the lens is normalized to its peak value 
and the phase with the lens is normalized to its 
mean value. From these figures, it is observed that 
the field with the lens deviates slightly from the 
dipole field due to mainly diffraction from the lens. 
However, the lens reduces significantly the large 
phase variation of the dipole field. Thus, the 
designed lens was shown to produce a reasonably 
good plane wave in the vicinity of the quiet zone 
of the tapered chamber.  

 
 

Fig. 12. Predicted field distribution at 8 GHz, both 
in (a) magnitude and (b) phase. 

 
 

Fig. 13. Computed field distribution at 2 GHz. 

 
 

Fig. 14. Computed field distribution at 8 GHz. 
 

VII. MEASURED PERFORMANCE 
The manufactured lens is installed at the 

aperture of the tapered chamber as shown in Fig. 
15. A special frame was made from low reflection 
material to hold and easily place the lens in the 
tapered chamber.  

For the field measurement of the quiet zone of 
the tapered chamber, a simple linear scanner was 
set up as shown in Fig. 16. A broadband dual-
ridged horn was used as the probe antenna. The 
field was measured along an axis transverse to the 
lens axis at about 2 m from the lens. The lens was 
then removed and the measurement repeated. 

The results at 2 GHz and 8 GHz are shown in 
Figs. 17 and 18, respectively. The magnitudes and 
phases are “normalized” in the same manner as the 
numerical results were. Note that the transverse 
distance in these figures, unlike that of Figs.13 and 
14, is relative to the start of the measurement 
position at 0 m. The plots show that the lens has 
indeed improved the phase significantly without 
adversely affecting the amplitude. The size of the 
quiet zone for ±10° phase variation with and 
without lens is summarized in Table I. Thus, the 
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lens has significantly improved the phase 
performance of the tapered chamber. 

 
 
Fig. 15. View of the lens from the source antenna. 
 

 
 
Fig. 16. The QZ scanned with the lens in place at 
the end of the taper section. 

 
 
Fig. 17. Measured field distribution at 2 GHz. 

 
 

Fig. 18. Measured field distribution at 8 GHz. 
 

Measurements were also done from 500 MHz 
to 1 GHz to confirm that the lens did not affect the 
original quiet zone of the chamber at low 
frequency.  
 
Table I: Size of quiet zone (in cm) for ±10° phase 
variation with and without lens. 

𝒇𝒇 (GHz) 2 4 6 8 10 
Without lens 95 65 55 45 40 
With lens 140 140 140 140 140 

 
VIII. CONCLUSION 

The paper has introduced a new approach to 
the manufacturing of tapered anechoic chambers. 
This approach has shown that it provides good QZ 
reflectivity results over wide frequency ranges. 
Additionally, the new design appears to allow the 
use of lower directivity antennas than the ones 
used in traditional chambers. These lower 
directivity antennas provide a smaller amplitude 
taper across the QZ, which reduces the errors 
during gain measurements. With the addition of 
the RF lens, the phase of the quiet zone of the 
tapered chamber at higher frequency (2 GHz−10 
GHz) has been improved significantly. The lens 
provides a quick and easy way to enhance the 
performance of the tapered chamber, allowing the 
user to easily install it due to its light-weight 
construction. The NUS tapered chamber with the 
RF lens is now capable of far-field measurement 
of relatively large antennas from 0.3 MHz to 10 
GHz. 
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Abstract ─ Method of moments (MoM) codes
have become increasingly capable and accurate for
predicting the radiation and scattering from
structures with dimensions up to several tens of
wavelengths.  In an earlier work, we presented a
network model (NM) algorithm that uses a Gauss-
Newton iterative nonlinear estimation method in
conjunction with a CARLOS-3D™ MoM model
to estimate the “as-built” materials parameters of a
target from a set of backscatter measurements.  In
this paper, we demonstrate how the NM algorithm,
combined with the basis pursuits (BP) ℓ1
minimization technique, can be used to locate
unknown defects (dents, cracks, etc.) on a target
from a limited set of RCS pattern measurements.
The advantage of ℓ1 minimization techniques such
as BP is that they are capable of finding sparse
solutions to underdetermined problems.  As such,
they reduce the requirement for a priori
information regarding the location of the defects
and do not require Nyquist sampling of the input
pattern measurements.  We will also show how the
BP solutions can be used to interpolate RCS
pattern data that is undersampled or has gaps.

Index Terms - ℓ1 minimization, method of
moments, RCS measurement.

I. INTRODUCTION
Recently, there has been an interest in the use

of computational electromagnetics (CEM)
prediction codes to improve the quality, efficiency,
and utility of RCS measurements.  This is
especially true at lower frequencies (electrically
small targets) where multiple interactions and

narrow bandwidths limit the effectiveness of ISAR
imaging for mitigation of measurement errors such
as multipath and/or target support contamination
or the detection of defects or changes on a target.
Furthermore, these CEM-aided measurement
techniques have applications beyond those of
conventional imaging, including estimating the as-
built values of surface impedances, near field-to-
far field transformation, and interpolating RCS
pattern data that is undersampled or has gaps.

Over the last several years, IAI staff have
developed a specific implementation of a CEM-
aided measurement technique known as the
network model (NM) algorithm [1].  The NM
algorithm is a model-based estimation technique
that uses a full-wave method of moments (MoM)
CEM code to predict the induced currents on the
structure and associated radiated/scattered field
patterns as part of the estimation process (although
it can be extended in principle to other types of
rigorous CEM codes).  As such, the algorithm
includes both single and multiple interactions and
is applicable to both convex and concave shaped
targets. The NM algorithm has been used in the
past to mitigate illumination and multipath errors
[2], [3] and to estimate the “as-built” equivalent
surface impedance of non-PEC features and/or
treatments of a target from a set of backscatter
(RCS) measurements [4].

In this paper, which is an expansion of our
2012 AMTA Proceedings paper [5], we apply the
NM algorithm to the problem of RF target
diagnostics.  Specifically, we  demonstrate how
the NM algorithm, combined with the basis
pursuits (BP) ℓ1 minimization technique, can be
used to locate unknown defects (dents, cracks,
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etc.) on a target from a limited set of RCS pattern
measurements.  The advantage of ℓ1 minimization
techniques such as BP is that they are capable of
finding sparse solutions to underdetermined
problems.  As such, they reduce the requirement
for a priori information regarding the location
and/or characteristics of the defects and do not
require Nyquist sampling of the input pattern
measurements.  The fact that NM algorithm does
not require specific knowledge or models of the
defects makes it more generally applicable than
methods where a “library” of one or more defect
models is required (see, for example, the method
described earlier in this journal [6]).  We will also
show how the BP solutions can be used to
interpolate RCS pattern data that is undersampled
or has gaps.

In Section II of this paper, we derive the
iterative network model (NM) algorithm and
briefly discuss its convergence properties.
Section III provides numerical simulations of its
performance for a simple canonical RCS shape
using the CARLOS-3D™ MoM code [7].  The
paper  concludes  with  a  summary  and  list  of
references in Sections 0 and V, respectively.

II. NETWORK MODEL ALGORITHM
FORMULATION

The network model (NM) algorithm is a
model-based technique for bringing a method-of-
moments (MoM) scattering prediction into
agreement with a corresponding set of
measurements [1]-[5].  The formulation of the NM
algorithm begins with the familiar matrix equation
that arises in all MoM prediction codes [8],
namely

( ) vjηZ = , (1)

Here, Z is the target impedance matrix, written
explicitly as a function of a vector of target model
parameters η, j is the vector of coefficients for the
basis functions used to represent the induced
(electric and magnetic) currents on the target, and
v is the vector of excitation coefficients used to
represent the incident field on the target. We will
assume throughout that the incident field is a plane
wave with a given polarization and direction of
incidence (i.e., far-field illumination), but the
derivation presented herein can be
straightforwardly extended to arbitrary scattering
and/or radiation measurements in the near or far

field. Note that all of the quantities in Eq. (1) are
implicit functions of frequency f.

Given the incident field and a model for the
target geometry and its associated materials
parameters, the MoM code computes Z and v and
then solves Eq. (1) to find j, viz.

( ) ( )vηYvηZj == -1 , (2)

where Y is the MoM admittance matrix for the
target.

Now consider a vector of measurements s and
MoM predictions sp of the target's far-field (FF)
scattering pattern at set of M observation angles
and polarizations.  The units of s and sp are defined
such that the magnitude squared of any element is
equal to the FF target RCS.  From Eq. (2), the
MoM prediction at the mth observation angle and
polarization can be written as

( ) ( ) ( ) m
T
mm

T
m

T
mpms vηZrvηYrjrη 1-=== , (3)

where rm is a (known) radiation vector relating the
induced current to the far-field scattering pattern,
and T denotes the matrix transpose.  In general,
this  is  not  the  same  as  the mth measurement sm,
even under error-free measurement conditions.
This is because the MoM model for the target is
never perfect.  To that end, the vector η
corresponds to a set of N parameters that are
chosen to represent the sources of the differences
between the target measurements and its MoM
model predictions. For obvious reasons, we will
refer to these as Z-parameters.

In its most general form, the network model
seeks to estimate a set of N Z-parameters η that
brings the MoM scattering predictions sp into
satisfactory agreement with the scattering
measurements s:

( ) ( ) Mmss m
T
mpmm ,...,1,1 ==» - vηZrη , (4)

subject to constraints on the allowable solutions η.
This is a (constrained) nonlinear system of M
equations and N unknowns.

Inasmuch as it is reasonable to assume the
initial MoM predictions are not grossly in error, a
solution to Eq. (1) can be found using one of many
standard gradient-based iterative techniques.  In
particular, we use a modified Gauss-Newton
method, wherein at the kth iteration, Eq. (1) is
expanded in a first-order Taylor series about the
current values η(k) of the Z-parameters;
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)()()( kkkp ηGss D+» , (5)

where ( ))()( kpkp ηss = are the current values of the
MoM scattering predictions, and G(k) is the
Jacobian matrix whose elements are given by

( ) ( ) ( ) mkknk
T
m

n

pm
kmn

k

s
G vηYηQηYr

ηη
)()()()(

)(

-=
¶

¶
=

=
h

, (6)

with

( ) ( )
n

n h¶
¶

=
ηZηQ . (7)

A solution Δη(k) is then found that satisfies the
linear system of equations (5) to within some
acceptable value in a least squares sense, viz.

)(2)()()( kkkk e<D-D ηGs , (8)

subject to the constraints on the allowable
solutions, where Δs(k) = s − sp(k).   This  is  used  to
update the MoM model Z-parameters according to

( ))()()1( kkCk ηηη D+=+ bP , (9)

where 0 < β ≤ 1 to control the step size of the
update and PC is a projection onto any constraints.
The process is then repeated until acceptable
agreement between the measurements s and
predictions sp is achieved.

In general, the performance of the NM
algorithm will depend on the number of unknown
Z-parameters N relative to the number of
independent measurements M.  This is evident in
the fact that linear system in Eq. (5) consists of M
equations and N unknowns. Historically, model-
based estimation algorithms require M > N for
good performance, because in that case the
resulting system of equations is well-posed and
stable and can be solved using standard (e.g., least
squares) techniques. Unfortunately, in many
applications, the number of measurements M is
either limited or we seek to reduce it.  Similarly, in
order to ensure that the NM algorithm is robust
with respect to the how the "as-built" measured
target and its numerical model differ, we want to
work in situations where the number of Z-
parameters N is  large.   This  is  because  we  don't
want to assume that we know a priori where the
discrepancies between the model and the target lie.
It  is  therefore  very  likely  that  we  will  be  faced
with an underdetermined problem (M < N) whose
solution is not just ill-posed, but in fact non-

unique.  In this case, it is necessary to impose
constraints and/or conditions upon the allowable
solution in order to stabilize ("regularize") the
linear system solver.

Two common regularization methods involve
minimizing, or at least bounding, the ℓ2 or  ℓ1
norms of the solution.  Each results in a solution
with very different characteristics.  For the
underdetermined problem, ℓ2 minimization solvers
produce solutions that tend to be "spread out"
across all of the unknowns. Conversely, ℓ1
minimization solvers (such as BP) produce
"sparse" updates where a smaller fraction of the
unknowns are significant.

It follows that for the purposes of locating
defects (cracks, gaps, dents, bumps) on a target, an
ℓ1 minimization solver may be the better choice
because while the locations of the defects aren't
known, it is likely that there will be a relatively
small  number  of  them.   (Of  course,  it  is  always
good to incorporate a priori information about
possible defect locations if available in order to
keep the number of Z-parameters required to
model  them  at  a  minimum.)   ℓ1 minimization is
also more likely to provide a more compact (better
resolved) estimate of the defects’ location, thereby
helping to overcome the limited resolution typical
of low frequency measurements.

We  chose  the  MATLAB  code  SPGL1  [9]  as
the  ℓ1 minimization linear system solver for the
NM algorithm. This code achieves ℓ1
minimization by solving the basis pursuits (BP)
denoising problem, which is characterized as

e<D-DD
D 21

..min ηGsη
η

ts , (10)

where ε is the desired accuracy of the linear
solution at each Gauss-Newton iteration (see Eq.
(1)). In order to accomplish this, the SPGL1 code
uses a recasting of Eq. (10) known as the LASSO
problem, which is defined as

t<DD-D
D 12

..min ηηGs
η

ts . (11)

SPGL1 begins with a small τ (typically zero), and
with repeated iterations determines a Δη which
satisfies Eq. (11).  If this solution does not satisfy
Eq. (10), τ is increased and the iterations are
repeated.

Note that these BP iterations form an inner
loop inside the NM Gauss-Newton iterations.  In
the current NM implementation of the SPGLI
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code, the BP loop is stopped at the current value of
τ when Eq. (11) is satisfied without having to
refine the value of Δη.

III.NETWORK MODEL SIMULATIONS
Numerical simulations of the NM algorithm

defect detection performance were conducted
using the EMCC version of the CARLOS-3D™
MoM code [7].  The code was modified to provide
the matrices and vectors required to implement the
NM algorithm Gauss-Newton iterations.

The structure used in the simulations was a
20” version of the PEC NASA almond target [10].
Two versions of the almond were created: a
pristine “showroom” version with no defects
which was used as the initial  model for the MoM
predictions, and an “slightly used” version with
four defects that was used as the source of the
“measured” data.  Two of the defects (bump and
edge dent) were relatively small and the other two
(gouge and large dent) were relatively large.  Fig.
1 and Fig. 2 show the meshes used in the MoM
simulations of the two versions of the almond.

Far-field backscatter data for both versions of
the almond were generated using the CARLOS-
3D™ code for all three polarizations (qq, ff, and
qf = fq) along five 360° azimuth cuts in 1°
increments about the almond at frequencies of 3,
3.5, 3.7, and 4 GHz.  The cuts were at elevations
ranging from q = −20° to +20° in 10° increments,
where 0° elevation is defined as the plane of
symmetry intersecting the side of the almond.

Data from three of the “slightly used” almond
target azimuth cuts (q = −20°, 0°,  +20°) were
provided to the NM as the “measured” data s.  The
corresponding cuts for the  “showroom” target
were provided to the NM as the predicted data sp.

In order to model the defects without having
to perturb the shape of the “showroom” almond
target, each of its facets was allowed to have
unknown impenetrable complex-valued surface
impedance.  These impedance values comprised a
total of N = 8000 unknown Z-parameters η which
the NM estimated in order to bring the MoM
predictions into agreement with the measurements.
While only an approximation to the true defects,
this choice of Z-parameters allowed the
derivatives Q in Eq. (7) to be computed efficiently
and in closed form.  The initial values of the Z-

parameter facet impedances for the “showroom”
target were taken to be zero Ohms/square (PEC).

The NM impedance estimates were used then
to locate the defects and predict the backscatter
data at the other two elevations (q = −10°, +10°).

Fig. 1. MoM mesh for the “showroom” version of
the 20” almond target (no defects).

Gouge

Bump

Large Dent

Edge Dent

Top View

Side View

Bottom View

Fig. 2. MoM mesh for the “slightly used” version
of the 20” almond target showing the four defects.

A. Single Frequency Defect Detection
Fig. 3 shows the absolute value of the

estimated surface impedances found by the NM
algorithm using the SPGL1 ℓ1 minimization linear
system  solver  using  “measured”  data  at  only  a
single frequency (4 GHz).  The total number of
independent measurements (based on Nyquist) for
this case was M =  255.  The estimates that differ
substantially from zero (PEC) show a good
correlation with the defect locations for the two
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small defects (bump and edge dent).  For the large
dent defect, the NM estimates tend to correlate
with its boundary rather than the entire extent of
the defect.  Finally, for the gouge defect, the non-
zero NM impedance estimates correlate well with
the defect location, but there are also a pair of

additional “false alarm” artifacts adjacent to the
gouge defect.  These are likely due to the fact that
we are using a surface impedance to approximate
the defect, combined with using only single
frequency data for the estimates.

|η| (Ohms)

Gouge

Bump

Large DentEdge Dent

Top View

Side View

Bottom View

Fig. 3. Defects on the “slightly used” version of the almond target (left) compared to the BP  single-
frequency NM estimates of the facet surface impedances on the “showroom” version of the target (right).

Fig. 4 compares the NM estimates of the facet
surface impedances obtained using the BP ℓ1
minimization linear system solver to those
obtained using a more traditional ℓ2 minimization
linear system solver, namely singular value
decomposition (SVD).  The estimates from each
solver  have been normalized to their respective
peak values in order to better compare the two
results.   The  figure  clearly  shows  how  ℓ1
minimization results in a more sparse and
localized estimate of the defect locations.  It is
worth noting the in both cases, the estimated
impedances were almost purely reactive.  This is
not surprising because the defects do not contain
any ohmic losses.

B. Multiple Frequency Defect Detection
In an attempt to reduce the “false alarm”

artifacts in the NM impedance estimates, the
results in Section III.A were repeated using the
“measured” data at the other three frequencies
(3.0, 3.5, and 3.7 GHz).  The impedance estimates
for all four frequencies were then averaged.  The
idea is that the false alarm artifacts will be

uncorrelated with one another with sufficiently
large changes in frequency.

Fig. 5 shows the absolute value of the
averaged impedance estimates obtained from both
the BP and SVD solvers.  The results for each are
shown on a scale that is normalized to the peak
value of their respective averaged impedances.
When compared to the 4 GHz single frequency
estimates in Fig. 4, the results in Fig. 5 show that
averaging the impedance estimates from multiple
frequencies has reduced some of the artifacts,
particularly for the SVD solver.  That said, there
remains a single, relatively large “false alarm”
artifact associated with the gouge defect.  In
addition, frequency averaging does not appear to
have substantially improved the detection of the
large dent defect.  It may be possible to improve
the false alarm rejection by combining the
multiple frequency results through some other
method than averaging, such as M-out-of-N
detection.  Even better performance is potentially
achievable by using all the frequencies jointly in
the impedance estimation process.
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Top View

Side View

Bottom View

ℓ1 Minimization (BP) ℓ2 Minimization (SVD)

|η|/|η|max
1.0

0.5

0

Fig. 4. Comparison of the BP (left) and SVD (right) single-frequency NM estimates of the facet surface
impedances on the “showroom” version of the almond target.  (Note that the  images of the SVD results
have been corrected from the original versions our AMTA paper [5].)

Top View

Side View

Bottom View

ℓ1 Minimization (BP) ℓ2 Minimization (SVD)

|η|/|η|max
1.0

0.5

0

Fig. 5. Comparison of the BP (left) and SVD (right) frequency-averaged NM estimates of the facet
surface impedances on the “showroom” version of the almond target.
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C. Missing Data Interpolation
The single-frequency (4 GHz) NM impedance

estimates were used to predict the RCS cuts of the
“slightly used” target at the three “measured” and
at two "unmeasured" elevation cuts.  Plots of the
mean RCS of the initial and final NM prediction
error versus elevation angle for each of the five
azimuth cuts are shown in Fig. 6, with the results
from BP on the left and from SVD on the right.
The prediction error is defined as the coherent
difference between the “measured”  data  for the
“slightly used” target and the MoM predictions for
the “showroom” target.

Fig. 6. Mean RCS versus elevation angle of the
initial (dashed) and final (solid) NM prediction
error obtained using the single-frequency (4 GHz)
BP (top) and SVD (bottom) impedance estimates.

The plots show that the NM with BP solver
has reduced the prediction error by 5-7 dB for qq
polarization and 15-20 dB for ff polarization over
the three azimuth cuts (q = −20°, 0°, +20°) used to
estimate the surface impedances.  The
corresponding reductions using the SVD solver are

greater (10-15 dB for qq polarization and 20-25
dB for ff polarization).  When one considers the
two azimuth cuts (q = −10°, +10°) that the were
not part of the original “measured” data, the
reductions are roughly the same as the measured
cuts in qq polarization over for both solvers.  On
the other hand, the reductions are less in ff
polarization, with BP performing 1-3 dB better
than SVD.

IV. CONCLUSION
We have demonstrated the application of the

iterative network model algorithm, combined with
the basis pursuits (BP) ℓ1 minimization technique,
to the problem of locating unknown defects (dents,
cracks, etc.) on a target from a limited set of RCS
pattern measurements.  The defects were modeled
using an effective surface impedance.  Numerical
simulations of the NM algorithm performance
were presented for the NASA almond target using
the CARLOS-3D™ MoM code.  The results
showed that the use of a BP ℓ1 minimization solver
did a significantly better job of locating defects on
the target relative to the more conventional ℓ2
minimization (SVD) solver using data at a single
frequency, although some artifacts were still
present in the latter.  Averaging the results from
multiple frequencies further reduced the artifacts
for both solvers.  The results also showed that the
estimated surface impedances could be used to
accurately predict the target RCS at angles that
were not part of the measured data.

As mentioned earlier, the approach described
herein can be easily extended to include both near
field and far field target measurements, so long as
the near target illumination is known and can be
modeled in the MoM code.  An efficient technique
for incorporating the illumination from an
arbitrary antenna in MoM predictions is described
in [11].

In future work, we plan on developing a
parametric model for the frequency dependence of
the defects that would allow us to use multiple
frequencies jointly in the NM Gauss-Newton
estimation algorithm.  We expect this approach to
work better for reducing false alarm artifacts
relative to averaging the estimates obtain from
applying the NM to each frequency individually.
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Abstract ─ This paper assesses the performance of 
the feature selective validation (FSV) method by 
applying probability density functions to the FSV 
point-by-point analysis. As an augmentation to 
confidence histograms, probability density 
functions offer two advantages: they (1) provide 
the users of FSV with more subtle information 
about the quality of the data comparison and (2) 
make a statistical analysis of the FSV results 
available. The application of probability density 
functions in the verification of FSV is presented in 
this paper, which provides a quantitative measure 
to support the qualitative conclusions drawn in 
early publications on the FSV method used as a 
foundation for IEEE Std. 1597.1.  
  
Index Terms ─ Computational electromagnetics, 
EMC, feature selective validation, FSV, and 
statistical validity.  

 
I. INTRODUCTION 

With the publication of IEEE standard 1597.1 
“standard for validation of computational 
electromagnetics computer modeling and 
simulation” [1], the feature selective validation 
(FSV) method has become a de jure standard for 
validation of electromagnetic simulation, 
particularly focusing on EMC. However, as the 
technique becomes more widely used [3-6], the 
need for certain enhancements becomes more 
apparent. In particular, the original formulation 
used six ‘natural language’ categories into which 
the FSV data was binned in order to help the 

interpretation between purely numerical results 
and the qualitative approach used by many 
practitioners. Unfortunately, this histogram 
approach only provides a coarse level of meta-
representation and this lacks sufficient 
discrimination for more subtle usage, for example 
when comparing numerical modeling output as 
part of an optimization exercise. Continuous 
probability density functions (PDFs) offer the 
potential for greater precision in analysis over 
confidence histograms and this was demonstrated 
in a recent paper [2] but with only little detail. 
This paper addresses the issues that led to the 
development of the PDF approach, its 
implementation and interpretation and provides a 
more detailed investigation into the use of PDFs in 
the analysis of FSV comparisons, providing, for 
the first time a measure to verify the performance 
of FSV against one of the key design objectives, 
namely, to perform comparisons in the manner of 
a group of experts [7].  
 

II. THE FSV METHOD 
 
A. The FSV method 

The FSV method was developed to validate 
electromagnetic models by quantifying the 
agreement between the reference and the numerical 
results. The details of this method can be found in 
[7] and [8]. In the FSV method, datasets under 
comparison are decomposed into DC, low- and 
high-frequency components first by use of the 
Fourier transform. Then three figures of merit are 
obtained to demonstrate data agreement from 
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different perspectives based on these components. 
The amplitude difference measure (ADM) shows 
the ‘trend’ difference, while the feature difference 
measure (FDM) quantifies the differences of fine 
details. Then the ADM and FDM are combined to 
give the global difference measure (GDM). These 
figures of merit can be further represented in three 
different ways: point-by-point results (ADMi, 
FDMi, and GDMi), single value results (ADMtot, 
FDMtot, and GDMtot), which are obtained by 
taking the mean of each point-by-point result, and 
confidence histograms (ADMc, FDMc, and 
GDMc), which are discussed below. 

 
B. Natural language descriptors and confidence 
histograms 

A very practical characteristic of FSV is that it 
provides quantitative and qualitative results 
depicted by six natural language descriptors 
(excellent, very good, good, fair, poor, and very 
poor). Table I outlines the relationship between 
quantitative results and these descriptors. The 
aforementioned confidence histogram is presented 
by counting the proportions of the point-by-point 
results that fall into the six categories (N.B., the 
process of linearization is discussed in section III). 

 
Table I: FSV interpretation scale [1]. 

FSV value 
(quantitative) 

FSV interpretation 
(qualitative) 

Less than 0.1 Excellent 
Between 0.1 and 0.2 Very Good 
Between 0.2 and 0.4 Good 
Between 0.4 and 0.8 Fair 
Between 0.8 and 1.6 Poor 

Greater than 1.6 Very Poor 
 

However, the coarse categorization can mask 
some subtleties in the distribution of the FSV 
results. Figure 1 shows some typical results to be 
compared (for the sake of space, the confidence 
histogram for the GDM is presented in Fig. 3). 
Figure 2 shows histograms based on the distribution 
of the GDMi values of datasets given in Fig. 1 [8]. 
The first histogram, based on 6 bins, used in FSV as 
the standard GDMc, suggests only 1 local 
maximum (mode) at a GDM value of 0.45. While 
for the second histogram, with 30 bins, more local 
maxima (around GDM values of 0.3, 0.4, and 0.5) 
are revealed. So it is necessary to find an alternative 
indicator to show this information. Further, the 

histograms show their limitations when confronted 
with multiple comparisons. Specifically, we lack 
flexible tools in the cross-comparison of multiple 
histograms. 

 

 
 
Fig. 1. Data sets for comparison [8]. 
 

 
(a) 

 

 
(b) 

 

Fig. 2. Histogram of linearized GDMi value based 
on (a) 6 bins and (b) 30 bins. 

 
III. EXTRACTING PROBABILITY 
DENSITY FUNCTIONS FROM FSV 

DATA 
To solve the problems of histograms discussed 

in section II, a PDF, derived from the point-by-
point data, is introduced to show the distribution 
of values in a more general way. As a result, the 
FSV distribution functions open up opportunities 
to apply statistical methods to the FSV results, 
giving rise to potentially revealing meta-analyses. 
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A. Method 
The PDF is estimated based on a normal 

kernel function [9]. It is known that a probability 
density function ( )f x  can be written as, 

0

( ) ( )
( ) ( ) lim

2h

d F x h F x h
f x F x

dx h

  
      (1) 

where ( )F x  is the cumulative distribution function 
of the random variable x, and h is the “bandwidth”. 
For a random sample of size n from the density f, 
X: {x1, x2, … ,xn}, its empirical cumulative 
distribution function (ECDF) has the form, 

{ }ˆ ( )
N X x

F x
n


                           (2) 

where { }N X x  represents the number of 
elements less than or equal to x in X. Then the 
form in equation (1) becomes 

{ }ˆ( )
2

N x h X x h
f x

nh

   
 ,            (3) 

which can also be rewritten as, 

1

1ˆ( ) ( )
n

i

i

x x
f x K

nh h


                   (4) 

where 
1

,  -1< <1,
( ) 2

0,  otherwise.

u
K u


 


 

The form in equation (4) is that of a Kernel 
density estimator with uniform Kernel function, K. 
The choice of Kernel bandwidth h controls the 
smoothness of the probability density curve, the 
detail of which can be found in [9]. To obtain 
smoother PDFs, a Gaussian Kernel function is 
adopted in this paper, 

 

2

Gaussian

(1/ 2 )exp(- /2),  -1< <1,
( )

0,  otherwise.

u u
K u

 


    (5) 

 

Due to the non-linear relationship between the 
quantitative results and the qualitative description 
in Table I, we need to pre-process the point-by-
point results according to Table II, thereby 
reflecting the qualitative information linearly in 
PDFs. 
 
B. Statistical analysis 

By introducing PDFs, it becomes possible to 
analyze FSV results using statistics, which is 
familiar to most engineers. Generally, statistical 
moments can be applied to a single PDF result. 
The second moment, variance, provides 

information on the dispersion of a set of data. The 
third moment, Skewness, gives a measure of the 
symmetry of the shape of a distribution. The 
fourth moment, Kurtosis, is a measure of the 
flatness, or peakedness, of a distribution, 

2 2

1

1
Variance= = ( ( ) )

N

i

GDM i
N

 


           (6) 

3

3
1

1 ( ( ) )
Skewness=  

N

i

GDM i

N




 ,            (7) 

4

4
1

1 ( ( ) )
Kurtosis=  

N

i

GDM i

N




 ,             (8) 

where GDM(i) is the point-wise value of the FSV 
result (note that this also applies to the ADM(i) 
and FSM(i) results but only GDM(i) is shown 
because of space limitations). N is the number of 
points in the GDM, while µ and σ are the mean 
and standard deviation of GDM, respectively. 

 
Table II: Piecewise linear conversion. 

FSV value 
(point-by-

point) 

Linearized 
Value 

FSV 
interpretation 

X≤0.1 X Excellent 
0.1＜X≤0.2 X Very Good 
0.2＜X≤0.4 0.2+(X-0.2)/2 Good 
0.4＜X≤0.8 0.3+(X-0.4)/4 Fair 
0.8＜X≤1.6 0.4+(X-0.8)/8 Poor 
1.6＜X≤3.2 0.5+(X-1.6)/16 

Very Poor 
X＞3.2 0.6 
 
For multiple comparisons, which is a strong 

motivation for the introduction of PDFs, statistical 
tests can provide widely recognized analysis 
methods. The Kolmogorov-Smirnov test (KS-test) 
[10] is used here for the following reasons: the 
KS-test is a non-parametric test, so it has the 
advantage of making no assumption on the 
distribution of data (important to ensure the 
generality of FSV); additionally, the KS-test is a 
robust test whose result is not affected by scale 
changing like the aforementioned linearizing 
procedure. 

The KS-test aims to determine if the 
distributions of two datasets differ significantly. 
The null hypothesis is that the two datasets are 
from the same distribution. The alternative 
hypothesis is that they are from different 
distributions. The null hypothesis would be 
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rejected if the test statistic, D, is greater than the 
critical value decided by significance level. The 
statistic D is determined by the maximum vertical 
deviation between the two curves of the 
cumulative distribution functions (CDFs) of the 
datasets,  

 1 2max ( ) ( )D CDF x CDF x            (9) 

where 1 ( )CDF x  is the proportion of values less 

than or equal to x in the first data set and 2 ( )CDF x  
is the proportion of values less than or equal to x 
in the second data set. 

The critical value of statistic D [11] for 
different significance level can be decided by, 

   1 2 1 2/CriticalD k N N N N            (10) 

where 1N and 2N is the length of datasets being 
compared. The value of k can be obtained from 
tables [11]. For 95 % confidence, k is 1.36, for 
90 % confidence, k is 1.22. 
 

IV. FSV PERFORMANCE 
VERIFICATION 

A. Method 
When FSV was introduced in [7] and [8], its 

validation was performed by comparing the 
confidence histograms of a survey of experts and 
FSV predictions. Figure 3 shows confidence 
histograms comparison of data sets shown in Fig. 
1. By use of PDFs, the comparison can be shown 
in a more analytical way. Further, the discrepancy 
between them can be quantitatively represented by 
the result of the KS-test. 

 

 
 

Fig. 3. Comparison of confidence histograms. 
 
Due to the piecewise linear conversion of FSV 

results in Table II, the PDF results of visual 
assessment are calculated by transforming the 
qualitative results of FSV survey to typical 
quantitative values according to Table III. The 

survey results come from [8] with 50 experts 
surveyed. 

Figures 4 and 5 outline the comparison of 
PDFs and CDFs between FSV prediction and 
visual assessment of data sets shown in Fig. 1, 
respectively. The single D value, 0.15, in Fig. 5 
indicates the ‘accuracy’ of FSV when comparing 
the data sets in Fig. 1. According to the algorithm 
in equation (10), the CriticalD for 90 % confidence is 
0.17 with N1 = N2 = 100. In this case, the null 
hypothesis is accepted. 

 
Table III: Typical values of FSV categories (mid-
points in the linearized categories). 

FSV Categories Typical Values
Excellent 0.05 

Very Good 0.15 
Good 0.25 
Fair 0.35 
Poor 0.45 

Very Poor 0.55 
 

 
 

Fig. 4. Comparison of PDFs. 
 

 
 
Fig. 5. Comparison of CDFs. 

 
Further, the other 7 pairs of datasets from [8] 

are also analyzed. They are labeled as Data set 1 to 
8 in turn considering data set in Fig. 1 is named 
Data set 5. The details follow. 
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B. Comparisons of xDM with survey results 
It is known that FSV provides three types of 

measurement, ADM, FDM, and GDM. All the 
measurements can be given in the form of PDFs. 
Consequently, the discrepancy between these 
measurements and survey results can be shown by 
use of KS-test. By applying the typical values of 
FSV categories in Table III, the distributions of 
GDM of eight datasets are compared with their 
survey results in [8]. Table IV outlines the 
comparison result. It can be seen that most D 
values are smaller than the DCritical value, 0.17, 
except Data set 8, which means that it can be 
proposed that FSV results can mirror the 
assessment of experts in the majority of cases to a 
given level of accuracy in this case 90 % (or an 
inaccuracy of 1-in-10, which is about what the 
survey showed) . 

 
Table IV: D values for different datasets. 

Data set 
D Value 

(GDM vs. Survey) 
1 0.10 
2 0.15 
3 0.14 
4 0.05 
5 0.15 
6 0.06 
7 0.03 
8 0.19 

 
To evaluate the influence of typical value of 

FSV categories, the D values under different 
typical values for data sets are shown by boxplots 
in Fig. 7. As shown in Fig. 6, the typical values of 
FSV categories are linearly changed based on 
Table III, i.e., implementing a tolerance on the 
highly quantized visual results. For instance, the 
typical value for “Excellent” changes from 0 to 0.1 
and, accordingly, the “Fair” value will change 
from 0.4 to 0.5. Consequently, the estimated PDFs 
will shift in the tolerance of FSV categories. 

It can be seen from Fig. 7 that all the data sets 
have D values smaller than 0.17 with the change 
of typical values, including Data set 8. It is 
suggested that a new subtle survey is necessary to 
further verify the validity of FSV. Table V shows 
the comparison of D values when ADM and FDM 
are separately compared with survey results (using 
the typical values in Table III). D values of ADM 
and FDM for most of data sets are close to each. 

So it is reasonable to take the equal weighting of 
them when calculate GDM, as shown in equation,  

2 2GDM ADM FDM  .             (11) 

It is also observed from Table V that neither 
ADM nor FDM can represent the discrepancy 
between data set as experts do not look at just 
trend or feature differences. But it works well 
when they are combined using equation (11), as 
shown in Table IV.   

 

 
 

Fig. 6. Comparison of histograms and estimated 
PDFs given by different typical values of FSV 
categories. 
 

 
Fig. 7. Boxplots of data sets for different typical 
values of FSV categories. 
 
Table V: D values for different comparisons. 

Data set
D Value 

(ADM vs. Survey) 
D Value 

(FDM vs. Survey)
1 0.14 0.12 
2 0.07 0.16 
3 0.35 0.33 
4 0.11 0.77 
5 0.31 0.45 
6 0.26 0.24 
7 0.13 0.10 
8 0.34 0.48 
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Figure 8 (b) shows the results of Data set 2, 
the ADM is closer to survey results than FDM or 
GDM. It can be seen from Fig. 8 (a) that the 
difference between data set is mainly caused by a 
partial shift in axis X. Experts may visually correct 
this type of data and just focus on amplitude 
difference. So we can infer that experts pay little 
attention to the feature difference when they assess 
Data sets 2. In this case, how to decide the weight 
of FDM would be an interesting investigation in 
the future. 

 

 
 

(a) 
 

 
 

(b) 
 

Fig. 8. (a) Data set 2 and (b) comparisons of its 
PDFs. 

 
Figure 9 gives Data set 8 and the comparison 

of PDF results. It is indicated that the discrepancy 
between data sets is mainly caused by offset 
difference. So the ADM is much greater than the 
FDM and will dominate the GDM through 
equation (11). The equal weighting of ADM and 
FDM is also reasonable in this situation. 

 
 

(a) 
 

 
 

(b) 
 

Fig. 9. (a) Data set 4 and (b) comparisons of its 
PDFs. 
 

C. Comparison of statistical analysis 
Table VI gives the comparison of the 

statistical analysis. The slight difference between 
mean values demonstrates that the FSV method 
can mirror the process of expert assessment. The 
mean value differences also indicate that, overall, 
experts tend to give more pessimistic assessment 
than FSV method for these data sets, which may 
provide a direction to the improvement of FSV. 
Data set 2 is an exception, as discussed in sub-
section B, because experts intuitively correct the 
distortion caused by partial shift and give an 
optimistic assessment. 

The comparison of variance shows that 
experts’ assessment has tighter dispersion than 
FSV prediction. It means that FSV is more 
pessimistic in this. Again, comparisons of 
Skewness and Kurtosis show the general 
agreement between experts’ assessment and FSV 
predication. It is noted that the variance of Data set 
1’s survey result is 0, so its Skewness and Kurtosis 
cannot be obtained. 
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To sum up, the PDFs and corresponding 
statistical analysis provide solid evidence to the 
validity of FSV method. And the introduction of 

PDFs makes it possible for the FSV to be a pre-
statistical analysis method. 

 
Table VI: Comparison of statistical analysis between FSV and experts assessment. 

 Methods 1 2 3 4 5 6 7 8 

Mean 
(GDMtot) 

Survey 0.05 0.23 0.25 0.54 0.40 0.29 0.17 0.47 

FSV 0.03 0.27 0.20 0.54 0.37 0.28 0.16 0.41 

Variance 
Survey 0.0000 0.0048 0.0129 0.0006 0.0090 0.0138 0.0072 0.0037 

FSV 0.0009 0.0256 0.0069 0.0009 0.0106 0.0164 0.0140 0.0062 

Skewness 
Survey - 1.0195 1.1188 -3.7500 -0.9285 0.1033 1.8939 -0.1585

FSV 2.8684 0.0082 0.3778 0.4443 -1.0226 0.0385 0.9600 -1.0131

Kurtosis 
Survey - 4.9669 3.5826 15.0625 3.8481 2.5132 7.3729 2.4719 

FSV 14.6380 1.7572 3.0547 2.2734 3.9211 2.1639 3.0704 4.3879 
 

V. CONCLUSION 
This paper has discussed the introduction of 

PDFs as an enhancement to the presentation of 
FSV results. The performance of this indicator has 
been demonstrated in the verification of the 
performance of the FSV method itself. As the 
result of the introduction of PDFs, statistical 
analysis is employed to give quantitative results. 
By use of these analysis, the performance of FSV 
is verified when it is compared with experts’ 
assessment. Further exploration with more data 
sets and more subtle rating scales would increase 
the statistical power of this observation, which 
needs more people to test this. Furthermore, the 
FSV method can be classified as a pre-statistical 
analysis method (or a data pre-conditioning 
method), which can provide greater flexibility for 
a wider range of computational electromagnetics 
practitioners. 
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Abstract ─ The fast multipole method (FMM) for 
large-scale electromagnetic scattering problems is 
implemented on high performance computing 
(HPC) platforms and its performance is 
investigated in terms of accuracy, speedup, and 
scalability. The HPC platforms include a 13-node 
graphical processing unit (GPU) cluster, and a 
field programmable gate array (FPGA)-based high 
performance reconfigurable computer (HPRC). 
The details of the implementations and the 
performance achievements are shown and 
analyzed. We demonstrate a scalable 
parallelization while maintaining a good degree of 
accuracy.     
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I. INTRODUCTION 
Modeling large-scale objects is a challenging 

problem in electromagnetics community due to the 
excessively heavy requirements of memory and 
computational resources. Since it has an important 
role in the research of target identification, or the 
stealth and anti-stealth technology, many 
numerical techniques have been developed over 
past two decades to reduce this burden without 
significant loss of accuracy, including adaptive 
integral method (AIM) [1], impedance matrix 
localization (IML) [2], and fast multipole method 
(FMM) [3]. Compared with the others, FMM is 
among the most suitable techniques for large-scale 
problems. It reduces the computational complexity 
of method of moments (MoM) from O(N3) to 

O(N3/2) where N denotes the number of unknowns, 
whereas AIM and IML have the complexity of 
O(N3/2logN) and O(N2

Many authors have investigated the 
parallelization of FMM and its multi-level version 
(MLFMA) 

logN), respectively.      

[4-12] on CPU clusters in solving 
problems of hundreds of thousands to millions of 
unknowns. Others used FMM to solve large 
acoustic problems on multi-node GPU systems 
[13-14], or implemented MLFMA on GPUs, [15].  

This paper is a continuation of our previous 
efforts [16, 17], and investigates the parallelization 
of FMM for electromagnetics structures on two 
HPC platforms. The first platform includes 13 
nodes populated with a Nvidia Tesla M2090 GPU. 
The second platform is an FPGA-based SRC-7 
system, which includes a single Altera Stratix 
EP4SE530 FPGA. In this paper, we enhance the 
GPU cluster implementation in [16] by the use of 
the two workload partitioning techniques among 
the computing nodes, namely group-based and 
direction-based distributions. The group-based 
distribution technique is applied for the calculation 
of the near components of the impedance matrix, 
while the direction-based distributions are used in 
the far component computation as will be 
discussed later in the implementation section. Our 
previous work in [16] utilized only the group-
based approach, which resulted in more 
communication overhead. Regarding the FPGA 
platform, this paper provides an entire FMM 
implementation whereas our previous work in [17] 
utilized the FPGA only for the near component 
calculations of the impedance matrix. More details 
of the entire FMM implementation on FPGA is 
provided in the implementation section.  
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For the sake of validation of accuracy with 
analytical methods, the work presented here 
focuses on canonical problems such as scattering 
from a sphere. The work can easily be extended to 
real-life problems involving complicated 
structures.  

The rest of the paper is organized as follows. 
Section II provides an overview of FMM. We 
present the implementation of FMM on HPC 
platforms in section III. 

II. OVERVIEW OF THE FAST 
MULTIPOLE METHOD (FMM) 

Performance metrics for 
evaluation are presented in section IV. The 
experimental results are discussed in section V, 
followed by the conclusions in section VI. 

 

The fundamental principles of FMM and its 
applications in electromagnetics have been well 
studied in literature [3-4]. In this section, we 
provide a brief overview to help our discussion on 
its parallel implementations discussed in section 
III. 

Like in MoM, FMM solves for the linear 
equation system created in the form of ZI = V 
where I represents the unknown currents, V 
depends on the incident field, and Z is the 
impedance matrix.  The main idea in FMM is the 
grouping concept as shown in Fig. 1, where the N 
edges in the mesh of a given structure are 
categorized into M localized groups based on their 
proximity. According to this approach, two 
interaction types can be defined: near and far, as 
depicted in Fig. 1. These different types allow the 
system matrix to be split into two components, 
Znear and Zfar

( )near farZI Z Z I V .= + =

, as shown in equation (1), 

 

 (1) 

The near term comprises of interactions 
between spatially close edges, and is computed 
and stored in a similar manner to MoM [18]. The 
interactions between the remaining edges that are 
spatially far from each other constitute the far 
term. The advantage of separating the Z matrix 
into two components is that the Zfar

1
ET

 matrix does 
not need to be computed and stored ahead of time. 
Instead it is factorized into radiation, , 2

ET , 

receive, 1
ER , 2

ER  and translation functions, LT . 
Equation (2) depicts these functions based on the 
electric-field integral equation (EFIE) formulation, 
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In the equations above, the prime syntax 
denotes the source points, and i and m are indices 
that refer to the edges and groups in the mesh, 
respectively. The vector rab  

implies the direction 

from point b to a. The unit vector k̂  denotes the K 
possible field directions in κ space, ( )f r  denotes 

the associated basis function, ( ) ( )2
lh x  is the 

spherical Hankel function of the second kind, and 

( )lP x  is the Legendre polynomial.  

At this stage, the Z matrix is known and the 
unknown values for I can be solved for iteratively 
using equation (1). Each component of the voltage 
term Vi

1 1 1

' ' ' ' ' '
' ' '

N N N

i ii i near ,ii i far ,ii i
i i i

V Z I Z I Z I ,
= = =

= = +∑ ∑ ∑

 is calculated as in equation (6) using the 
matrix-vector multiplication (MVM), 

 

 (6)

 
where the near component is based on MoM and 
the far component is computed from equation (7) 
as, 
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where mG  denotes all elements in the mth

mB
 group, 

and  denotes all nearby groups of the mth group. 
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The details of the parallelization of FMM will be 
discussed in the following section.  

 

 
 

Fig. 1. Grouping in FMM (N edges, M groups). 
 
III. HPC IMPLEMENTATION OF FMM 

We consider two platforms for the parallel 
implementation of FMM; namely a GPU cluster 
and an FPGA-based HPRC system. In this section 
we first discuss the different architectures and 
programming models of these systems, and then 
provide the details of our HPC implementations on 
both platforms. 

 
A. HPC architectures and programming 
models 

The first platform utilized in our FMM 
implementation is the GPU cluster, which consists 
of 13 computing nodes. Each node has a dual 6-
core 2.66 GHz Intel Xeon processor, 48 GB RAM 
along with one Nvidia Tesla M2090 GPU running 
at 1.3 GHz with 6 GB of GPU memory. The nodes 
are interconnected through the InfiniBand 
interconnection, as shown in Fig. 2. The cluster 
populates CUDA v4.2 and MVAPICH2 v1.8.1 (a 
well-known implementation of message passing 
interface (MPI)). Two parallel programming 
approaches of CUDA and MPI are combined to 
provide the use of GPU programming across the 
cluster.  

The second platform is an SRC-7 MAPstation 
workstation, which consists of one general 
purpose microprocessor subsystem and one series 
J MAP reconfigurable processor subsystem, see 
Fig. 3. The microprocessor board, which is based 
on a dual-core 3.00 GHz Intel Xeon  processor and 
6 GB RAM, is connected to the MAP board 
through the series D SNAP interconnect. The 
SNAP card plugs into the memory DIMM slot on 
the microprocessor motherboard to provide a high 
data transfer rate between the boards. The MAP 

board is composed of one control FPGA (Altera 
Stratix EP2S130) and one user FPGA (Altera 
Stratix EP4SE530), which operate at 200 MHz. It 
also contains 16 on-board memory (OBM) banks 
with a total capacity of 64 MB, and two 
simultaneously accessible 1 GB global common 
memory (GCM) banks. SRC’s proprietary Carte-C 
programming environment is used in the FPGA-
based code development. The programming model 
offers a compromise between high-level languages 
(HLLs), e.g. C, and hardware description 
languages (HDLs), e.g. VHDL, to abstract 
underlying hardware design details and streamline 
the disparate design flows [19]. 

 

 
 

Fig. 2. System architecture of GPU cluster. 
 

 
 

Fig. 3. System architecture of SRC MAPstation. 
 

The two platforms utilize two different 
programming models. The CUDA used by the 
GPU follows the single program multiple data 
(SPMD) model [20], which allows data 
parallelism (wide parallelism). Under the SPMD 
scenario, thousands of threads execute the same 
program on different GPU cores, simultaneously 
operating on different data sets in parallel. On the 
other hand, FPGA programming mainly supports 
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task parallelism (deep parallelism) by utilizing 
pipelining technique. It is interesting to mention 
that data parallelism can also be allowed in FPGA 
programming. However, this depends on the 
availability of on-chip resources. The SRC’s Carte 
programming environment allows the user full 
control of data utilization in terms of pipelining 
and parallelization, whereas with the CUDA 
environment the user is oblivious to how the GPU 
is scheduled. Thus, CUDA is very easy to use 
whereas Carte 

The FMM algorithm comprises three main 
steps: pre-processing, processing, and post-
processing (see 

requires both software and 
hardware programming skills. 

 
B. HPC implementations 

Fig. 4). The pre-processing step 
involves reading the geometry mesh and dividing 
edges into localized groups. The processing step 
involves five tasks as shown in Fig. 4. The matrix 
components for near interactions, the 
radiation/receive functions, the translation matrix, 
and the V vector are calculated and stored. 
Iterative methods, such as biconjugate gradient 
stabilized method (BiCGSTAB) [21], are 
employed for solving the linear system. Finally, 
the electromagnetic quantities of interest, e.g. 
scattered fields, are calculated in the post-
processing step. Based on our profiling results, the 
processing step consumes the most execution time 
in the algorithm. Hence, it is selected as the 
candidate for hardware parallelization, while the 
other steps are handled on the CPU. 

 

 
 

Fig. 4. FMM processing step flowchart. 
 
B.1. GPU cluster implementation 

The geometry mesh data resulting from the 
pre-processing step in Fig. 4 is transferred to the 
GPU memory once at the beginning of the 
processing step and the entire computation is 
performed on the GPU afterward. The 
parallelization of the processing step in GPU 
cluster implementation is performed at two levels: 

(i) among computing nodes using MPI library, and 
(ii) within GPU per node using CUDA 
programming model. The workload of 
computational tasks in the processing step, as 
shown in Fig. 4, are equally distributed to 
computing nodes such that each node holds the 
same amount of workload and the inter-node 
communication is minimized. Two partitioning 
techniques, which are defined as group-based 
distribution and direction-based distribution, are 
exploited to achieve the balanced workload 
distribution among the computing nodes. The first 
technique involves the uniform distribution of M 
groups among n computing nodes. The second 
technique, which was suggested in [5], involves 
the distribution of independent computation for 
each sample in κ space among the nodes. Within 
each node, the CUDA thread-block model is 
utilized to calculate the workload assigned to that 
node. The remaining parts of this section highlight 
the implementation details of each computational 
task in the processing step. 

  

Our earlier work 
1) Near interaction calculations 

[22] on implementing MoM 
on multiple GPUs is leveraged for the first task of 
the processing step (see Fig. 4), namely 
calculation of Znear, which utilizes conventional 
MoM. Using the group-based partitioning 
technique, the rows of the Znear matrix are 
assigned to the computing nodes with the 
assumption that each node has approximately an 
equal number of Zmn Fig. 5 elements, as shown in , 

where groupN denotes the average number of edges 

per group, and nodeM is defined as the average 
number of groups per node [16]. At a given node, 
each sparse row is handled by a CUDA block in 
which a CUDA thread calculates one element, 
Zmn

[16-

, of that row. For further details of the GPU 
cluster implementation, the readers are referred to 
our previous work in 17]. 

 

The second task is the calculation of the far 
interactions, which consists of the calculations of 
three functions: radiation, T

2) Far interaction calculations 

E, receive, RE, and 
translation, TL. As seen in equations (3) and (4), 
the radiation and receive functions are in the form 
of complex conjugate of each other. Thus their 
implementations are identical. In contrast to our 
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previous work in [16-17] in which the group-based 
partitioning was used for far interactions, the 
direction-based partitioning strategy is applied to 
the GPU implementation of this task due to the 
fact that each sample in κ space is completely 
independent of other samples. This efficient 
workload distribution guarantees the minimum 
communication at the end of the matrix-vector 
multiplication as discussed later in the next 
section. As shown in Fig. 6, following the κ space 
distribution, each node handles calculations of M 
groups for Knode (≈K/n) directions. Given this 
amount of workload per node, the CUDA kernel is 
launched with M•Knode blocks such that each block 
performs Ngroup radiation/receive function 
calculations at a given direction and each thread 
evaluates a single function. 

 

 
 

Fig. 5. Workload distribution and CUDA 
implementation of the Znear

 
 matrix. 

 
 

Fig. 6. Workload distribution and CUDA 
implementation of the radiation/receive functions. 

 
The next task for the far interactions is the 

calculation of the translation matrix, TL, which 
contains all the translation operators among far 
groups. The workload of the TL matrix 
calculations is also distributed across the nodes 
following the direction-based technique since it 
has to be evaluated for the entire κ space. Each 
CUDA block is assigned to compute one sparse 

row of the TL
Fig. 

7

 matrix for a given direction and each 
thread computes one element in that row, see 
. 

 

 
 

Fig. 7. Workload distribution and CUDA 
implementation of the translation matrix. 
 

The V vector calculations are simply the 
evaluations of incident electric fields at each 
triangle in the geometry mesh. The details of the 
computation, which render itself to parallel 
implementation can be found in 

3) V vector calculations 

[18].  
 

The final task is the solution for the linear 
equation using iterative solver, i.e., BiCGSTAB 
algorithm 

4) Solution of the linear equation 

[21]. In this algorithm, each iteration 
involves matrix-vector multiplications (MVMs), 
i.e., Z.I, which constitute the most time consuming 
part of the solution. The calculation of Zfar

[3]

I 
comprises three stages: aggregation, translation, 
and disaggregation, (the readers are referred to  
for further details), while ZnearI is simply a regular 
sparse MVM. This section only discusses the GPU 
cluster parallelization of Zfar Fig. 8I, as shown in . 
It should be noted that the other parts of the 
BiCGSTAB are also performed on GPU. They 
involve 

The unknown currents are distributed across 
the computing nodes using the group-based 
partitioning technique.  During the iterative linear 
solution, each node calculates the estimated values 

basic linear algebra operations leveraged 
from the CUBLAS library [23]. 

1191 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



of its assigned unknowns and updates all nodes. In 
the aggregation stage, each node computes the 
radiated fields for all M groups for the Knode 
directions by multiplying the unknowns with their 
corresponding radiation functions, TE, and 
accumulating within each group. The CUDA 
execution model assigns one group for a specific 
direction to each block in which each thread 
performs one multiplication. The CUDA kernel 
also requires parallel reductions within every 
block to sum the per-thread results to give the 
radiated fields for each group. 

 

 
 
Fig. 8. Parallelization of the far MVM. 
 

In the translation stage, the received fields for 
each associated direction are calculated from the 
multiplication of the translation matrix, TL, and the 
radiated fields. Since the translation matrix is 
sparse, the CUDA implementation simply 
performs Knode normal sparse MVMs. 

In the disaggregation stage, the received field 
quantities of all M groups are multiplied with the 
corresponding receive functions, RE, and 
integrated over the partitioned κ space in each 
node. Similar to the aggregation stage, the CUDA 
kernel is invoked with M blocks each thread of 
which computes one disaggregation followed by 
the integration for one partial result of the far term 
Vi

The 

 as presented in equation (6). Finally, at the end 
of the MVM, the partial results from all nodes are 
summed together and all nodes are updated. This 
is accomplished through the reduce-scatter 
communication.  

solution of the linear equation requires 
communication only at two steps: (i) before 
starting the MVM to update the estimated values 

for the unknowns among the nodes; (ii) after the 
disaggregation stage of the MVM to update the 
ZfarI results among the nodes. Due to the efficient 
use of the group-based and direction-based 
distribution schemes, the inter-node 
communication overhead among the nodes is 
reduced. This overhead is further reduced as it is 
performed directly among GPU memory spaces 
using MVAPICH2’s GPU-to-GPU feature. 

 
B.2. FPGA implementation 

The SRC-7 MAPstation contains a single user 
FPGA, thus in this paper the FPGA parallelization 
is performed on a single node. However, this work 
can be easily extended to work on a multi-node 
system using MPI librabry. 

Fig. 4

As in the GPU 
implementation, the FPGA implementation in this 
work also focuses on the parallelization of the 
processing step of . However, only four tasks 
of the processing step, namely calculating matrix 
components for near interactions, calculating the 
radiation/receive functions, calculating the V 
vector, and iterative linear solution, are fully 
pipelined on FPGA. Due to its complex recursive 
computation relating to the evaluations of 
spherical Hankel functions and Legendre 
polynomials, as shown in equation (5), the 
remaining task, which is calculating the translation 
matrix, is not a good candidate for the FPGA 
implementation and thus is handled by the CPU. 
Since the on-board memory (OBM) is limited to a 
total capacity of 64 MB, the entire workload 
cannot fit on a single FPGA chip. Therefore, the 
workload of each computational task is equally 
divided in a group-wise manner into sequential 
chunks. Each chunk is then computed using the 
pipelining technique. Currently, the FPGA logic 
resource of our SRC-7 computer limits the number 
of pipelines in each task to one. In spite of that, 
our implementation can be modified with minimal 
effort to work with fewer chunks and more 
pipelines on larger resource FPGA systems. The 
remaining parts of this section highlight the FPGA 
implementation details of each computational task.  
 

The first task is the calculation of Z
1) Near interaction calculations 

near
Fig. 4

, see 
, which utilizes conventional MoM. Using 

the group-wise partitioning technique, the 
computation of Znear’s rows are divided into 
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Nchunknear Fig. 9 chunks (see ) where MAX_OBM is 
the maximum size of a single OBM bank. At the 
beginning of the calculation, the geometry mesh 
data is transferred from the CPU memory to the 
OBM. Per chunk, the row and column indices of 
the corresponding Zmn elements are transferred to 
OBM followed by fully pipelined computations. 
The evaluation of each Zmn [18], , is separated into 
two loops running concurrently. The first loop 
computes the elements under the integration sign. 
For the second loop, we leverage our earlier work 
in [22] on the integration implementation. The 
streaming technique is exploited, as shown in 
yellow blocks in Fig. 9, to enable computation and 
data transfer overlapped. Accordingly, each result 
of Zmn is streamed out to CPU memory 
immediately as soon as it is computed. The 
process is continued for the rest of chunks. 

 

 
 

Fig. 9. Workload distribution and FPGA 
implementation of the Znear matrix. 
 

The second task is the far interaction 
calculations. As mentioned before, for the FPGA 
implementation we only consider the radiation, T

2) Far interaction calculations 

E, 
and receive, RE, functions, and their 
implementations are identical since they are 
complex conjugates of each other. For the sake of 
simplicity, the group-wise partitioning technique is 
also used to divide the radiation/receive functions 
to Nchunk Fig. 10 chunks (see ). The 
radiation/receive functions must be evaluated at all 
K directions. Before calculations, the group and 
direction data are transferred from the CPU 
memory to the OBM. Per chunk, the geometry 
mesh data is transferred to OBM before the fully 

pipelined computation starts. The use of 
streaming, as shown in yellow blocks in Fig. 10, 
allows the computations to continue while the data 
is being transferred out. The results are stored in 
the global-common memory (GCM) instead of the 
CPU memory to avoid the overhead of 
communication through SNAP card. 
 

 
 
Fig. 10. Workload distribution and FPGA 
implementation of the radiation/receive functions. 
 
3) V vector calculations 

As in the GPU cluster implementation, the 
calculations of the V vector are parallelized on the 
hardware. The FPGA implementation details are 
not discussed in this paper due to its simplicity. 

 

Similar to the GPU implementation, this 
section focuses on the Z

4) Solution of the linear equation 

farI matrix-vector 
multiplication (MVM) in BiCGSTAB algorithm. 
The calculation of Zfar

Fig. 8

I comprises three stages: 
aggregation, translation, and disaggregation. The 
parallelization of far MVM follows the flowchart 
presented in , except one node is available to 
us in the HPRC system and is used to handle the 
entire computation. Thus, communication is not 
required at the end of the MVM. In terms of 
FPGA pipelining, it can be observed in equation 
(7) that these three stages are similar and involve 
multiplications and accumulations (integrations). 
Hence, a generic implementation, as shown in Fig. 
11, can be applied to all stages. The symbols 
Input_A, Input_B, and Output_C are used to 
represent the input and output variables, and 
acc_length is the length of the accumulation for 
each stage (see Table I).  
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Before calculations, the Input_A is transferred 
to the OBM from the CPU memory. Using the 
group-wise partitioning technique, per chunk, the 
Output_C are then computed by multiplying each 
value of Input_A with its corresponding value of 
Input_B, and accumulating on acc-length 
sequences. All computation loops are fully 
pipelined such that Input_B is streamed in from 
the GCM while Output_C are streamed out to the 
GCM. 

 
Table I: General symbols for each stage in the far 
MVM. 

 Aggrega-
tion 

Translation Disaggrega
-tion 

Input_A unknown 
currents 

radiated 
fields of M 
groups 

received 
fields of M 
groups 

Input_B radiation 
functions 

translation 
matrix 

receive 
functions 

Output _C radiated 
fields of 
M groups 

received 
fields of M 
groups 

ZfarI 

acc-
length 

number 
of edges 
per group 

number of 
elements per 
TL

K 

 matrix’s 
row 

   

 
 

Fig. 11. Generic FPGA implementation of three 
stages of the 

IV. PERFORMANCE METRICS 

far MVM. 
 

In our performance analysis, we assume two 
models. The first model is the fixed-workload 
model (Amdahl’s Law) [24] where the 
computational workload is fixed and equally 

distributed among the processing elements (PE) 
(i.e., computing nodes for GPU implementation 
and MAP cards for FPGA implementation) as the 
number of processing elements increases. The 
second model is the fixed-time model (Gustafson’s 
Law [24])  where larger computational workloads 
(larger problem size) are used while maintaining 
the same performance as the number of processing 
elements is increased. 

The performance of our HPC implementations 
is evaluated in reference to its single CPU 
implementation. In our analysis, we consider the 
computation time, Tcomp, which is defined as the 
time spent on GPU or FPGA, as well as the total 
execution time, Ttotal, which is the sum of the 
computation time and the overhead, Tcomm

.PE PE PE
total comp commT T T= +

, which 
is associated with all communications between 
processing elements (GPUs or FPGAs) and CPUs, 
as given in equation (8), 
   (8) 

Two metrics are investigated for performance 
comparisons between platforms: (i) speedup, and 
(ii) scalability. The speedup, S, is defined as the 
ratio of time required by a single CPU to carry out 

the total workload, ( )1CPUT ,D , to the time 

required by multiple hardware processing 
elements for their associated workload, 

( )PE
PE PET N ,D as in equation (9), 

 ( ) ( )
( )

1CPU

PE PE
PE PE

T D
S N ,

T N ,D
=

,  (9) 

where DPE is the workload for a single processing 
element, NPE is the number of processing 
elements, D is the total workload assigned. In the 
fixed-workload model, the workload per element 
DPE is adjusted with the number of processing 
elements, DPE=D/NPE. In the fixed-time model, 
the total workload D is adjusted with the number 
of processing elements, D=DPE*NPE

( ) ( )
( )1

PE
PE

S N
N .

S
Ω =

.  
Finally, the scalability factor, Ω, is defined as 

the normalized speedup of multiple processing 
elements in reference to a single processing 
element, as given by equation (10), 

 (10) 

 
V. EXPERIMENTAL RESULTS 

The implementation on both platforms is done 
using single precision. The implementation for 
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GPU is parallelized using up to 13 nodes, while 
the FPGA implementation is performed on a 
single node due to the available configuration in 
our lab. 

We validate the accuracy of the 
implementation on both platforms by calculating 
the radar cross section (RCS) of a 5.4 λ diameter 
(58 K unknowns) PEC sphere illuminated by an x-
polarized normally incident field. The RCS is 
compared with the results using Mie scattering. It 
can be observed from 

In reviewing our experimental results, first 
we verify the accuracy and then investigate the 
performance in terms of the two metrics: speedup 
and scalability. 

 
A. Accuracy 

Fig. 12 that the two HPC 
results and the analytical solutions show a good 
agreement. 
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Fig. 12. RCS of a 5.4λ diameter PEC sphere. 

 
B. Performance evaluation for GPU cluster  

Two experiments are conducted with a PEC 
sphere following fixed-workload model and fixed-
time model as discussed in section IV. In the 
fixed-workload model, the sphere diameter is 
chosen as d = 15.75 λ corresponding to 506 K 
unknowns. The size of the problem demands the 
use of at least 8 nodes to satisfy the required GPU 
memory. The speedup factor increases from 

Fig. 13

755 
for 8 nodes to 1,152 for 13 nodes as observed in 

. Since each node processes less workload, 
the GPU execution time decreases as the number 
of nodes increases. The difference observed 
between the speedup of total execution time and 
computation time is due to the inter-node 
communication overhead. 

In the fixed-time model, the sphere diameter 
for a single node is chosen as d = 7.45λ, which 
fully utilizes the single GPU memory with 113 K 
unknowns. As the number of nodes increases, the 
workload at each node remains constant enabling 
the solution for a 17.96 λ diameter sphere with 
656 K unknowns for 13 nodes. We observe in Fig. 
14 that the GPU implementation outperforms the 
CPU by achieving a speedup of 1,133 for 13 
nodes. 

 
 

Fig. 13. Speedup of GPU cluster (Amdahl’s Law, 
single CPU execution time ≈ 11 hours). 

 
Finally, we compare the scalability of the 

GPU cluster implementation for both experiments. 
The scalabilities for the computation speedup and 
the total speedup in comparison to the linear 
theoretical scalability are demonstrated in Fig. 15 
(fixed-workload model) and Fig. 16 (fixed-time 
model). It can be seen in both figures that the 
computation speedup scales identically to the 
theoretical linear expectation demonstrating our 
efficient hardware implementation. The total 
speedup scales closely to the theoretical 
expectation demonstrating our efficiency in 
reducing the inter-node communication overhead. 
 

 
 

Fig. 14. Speedup of GPU cluster (Gustafson’s 
Law, single CPU execution time ≈ 1.26 hours). 
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Fig. 15. Scalability of GPU implementation (fixed-
workload model). 
 
 

 
 

Fig. 16. Scalability of GPU implementation (fixed-
time model). 
 
C. Performance evaluation for FPGA 
workstation 

Due to our available configuration of the SRC-
7 MAPstation workstation, the experiment is 
carried out on a single FPGA fully utilizing its 
memory by choosing d = 5.4 λ (39 K unknowns). 
Therefore, our performance analysis is limited to 
the speedup of a single node, which is observed to 
be a factor of 2. For the same problem size, the 

 

GPU implementation achieves a total speedup 
factor of 77.5, outperforming the FPGA 
implementation. However, it should be noted that 
in the current FPGA implementation, due to the 
complex recursive nature as mentioned in section 
III.B.2, the translation matrix calculation task is 
handled on the CPU. This contributes to a 
decreased performance compared to that of GPU 
where all tasks are fully parallelized. Moreover, 
the FPGA system has significantly more limited 
resources in terms of clock speed and memory. In 
particular, the FPGA operates at 200 MHz 

whereas the GPU runs at 1.3 GHz, and the on-
board memory of FPGA is limited to a total 
capacity of 64 MB compared with 6 GB of GPU 
memory. The memory limit results in the fact that 
each computational task can only be parallelized 
in a chunk-wise manner, which is part of the 
reason for the less impressive FPGA performance. 
This is despite the fact that the pipelining 
technique is efficiently utilized in each chunk.  

VI. CONCLUSIONS 
In this paper, the FMM algorithm is 

implemented on two HPC platforms, a 13-node 
GPU cluster and a single FPGA SRC workstation, 
for large-scale electromagnetic scattering 
problems. It is shown that for the same degree of 
accuracy, the GPU implementation outperforms 
the CPU implementation in terms of speedup by a 
factor of 1,133 for problem sizes with more than 
half million unknowns. Currently, the maximum 
problem size that can be handled by our GPU 
cluster implementation is limited by the GPU 
memory, which is 6 GB per node in our cluster. 
Larger problem sizes can be handled by the cluster 
by fully utilizing all available system resources 
including the CPU and GPU memories. We also 
observe that the GPU cluster implementation 
demonstrates a favorable scalability characteristic 
as the number of nodes increases, which proves a 
highly efficient parallelization scheme, which 
reduces the inter-node communication overhead. 
The paper also demonstrates a speedup factor of 
two for the FPGA implementation. Although, the 
comparison of performance in terms of speedup 
reveals that the GPU implementation surpasses the 
FPGA implementation, it should be noted that the 
FPGA system has significantly more limited 
resources than GPU in terms of frequency (200 
MHz versus 1.3 GHz) and on-board memory (64 
MB versus 6 GB). In the near future, when FPGA 
computers are equipped with larger resources and 
operate at higher frequencies, the authors believe a 
comparable performance with GPU can be 
achieved. 
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Abstract ─ A novel holographic near-field phase-
less technique is presented. The measurement 
system is composed of the antenna under test, the 
reference antenna, the amplitude scanning 
measurement system, and the holographic 
reconstructed algorithm. The interference 
amplitude of the antenna under test with the 
reference antenna is measured by the amplitude 
scanning system. The complex near field of the 
antenna under test is reconstructed by a computer, 
where the measured interference is corrected by 
the multiplication with the virtual spherical 
reference wave and then filtered in Fourier 
transformation domain (e.g., plane wave angular 
spectrum) or the back-projected image space. The 
reconstruction method is rigorous without 
traditional Fresnel approximation. The novel 
technique requires the amplitude on one 
measurement surface and the computer 
reconstructed algorithm, while the previous phase 
less technique depends on two measurement 
surfaces or extra hardware to provide synthesized-
reference-wave. The novel measurement method 
and reconstruction algorithm could be used in 
many applications as for the planar near field 
measurement for example. Simulated results are 
presented to demonstrate the complex field 
retrieval method and near-field to far field 
transformation.  
  
Index Terms ─ Antenna measurements, hologram, 
near-field, and phase-less measurements. 

I. INTRODUCTION 
As well known the radiation characteristic of 

an antenna under test (AUT) is defined at far field 
distance and is therefore to be measured at the 
plane wave condition, which could be a physical 
or digital synthesis quiet zone. Far field range and 
compact range provide real plane wave where the 
pattern of the AUT [1] is measured directly. Near-
field technique measures the radiation field in the 
near zone and calculates the radiation pattern [2, 
3] employing post-processing near-field far field 
transformation (NFT) to obtain the synthesized 
plane wave. Although the phase error from the 
probe position can be corrected to some extent by 
employing some optical tracking device, it is very 
difficult to reduce the cable fluctuation phase 
error. The excessive cost of vector measurement 
and the phase accuracy restrict the application of 
near-field technique, especially for millimeter 
wave or sub millimeter bands. Phase less 
techniques are presented to overcome these 
difficulties, including planar [4, 5] and spherical 
measurements [6], where the costly phase 
measurement equipments are no longer required 
for the conventional NFT. The lack of phase 
information can be compensated by the additional 
amplitude on more measurement surfaces. The 
phase retrieval techniques rely on the wave 
propagation relationship between the measurement 
surfaces, e.g., Fourier angular spectrum for planar 
measurements, spherical modal expansion for 
spherical measurements. The amplitude scanning 
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measurements on more surfaces increase the 
burden of testing time and iterative reconstruction 
calculation, especially for electrically large or low 
side lobe AUTs. 

Holography was firstly described by Dennis 
Gabor for the optical imaging systems. It is a two-
step process: (1) recording the interference pattern 
(only amplitude) from the sum of wave fronts 
interacted with an object wave and a reference 
wave; (2) reconstruction of the object wave fronts 
from the recording. Gabor’s holography was 
developed to the off-axis geometry for avoiding 
overlap by Emmett Leith and Juris Upatnieks in 
[7] and [8]. Based on these theories, the 
holographic near field phase less technique can be 
multiplied for antenna measurements. An off-axis 
reference antenna is included in the traditional 
near field measurement system. The interference 
amplitude of the AUT with the reference antenna 
is recorded by the amplitude scanning system. The 
complex near field of the AUT can be 
reconstructed by a computer with the measured 
interference amplitude, where the key process is 
how to separate and remove these unwanted terms 
including the reference wave and its complex 
conjugate. There are some ways such as Fresnel 
nonlinear phase approximation compensation [9] 
and synthesized-reference-wave [10-12] for the 
reference plane wave. Synthesized-reference 
required extra hardware including the directional 
coupler and a high quality flexible cable for the 
inner reference, and a variable attenuator and a 
phase shifter for the off-axis plane wave. There are 
some potential disadvantage for this method in the 
millimeter/submillimeter band because of the 
phase shifter’s accuracy and the fluctuation error 
of the reference cables. This paper presents a 
novel near field computer reconstructed hologram 
(NFCRH), which will overcome the disadvantage 
in the synthesized-reference-wave holography. 
The complex near field of the antenna under test is 
reconstructed by computer, where the measured 
interference is just corrected by the multiplication 
with the virtual spherical reference wave and then 
filtered in the angular spectrum domain and the 
spatial domain. 

In this paper the holographic near field phase 
less technique is presented for antenna 
measurements. Section II devotes the detailed 
concept and the rigorous reconstruction algorithm. 

Section III shows the simulated results of a 
medium antenna. 
 

II. CONCEPT AND ALGORITHOM  
As shown in Fig. 1, the signal from one 

coherent source is allocated to the antenna under 
test and reference antenna through a directional 
coupler, the interference field in the scanning area 
(planar, cylindrical, or spherical surface) is 
measured by a magnitude scanning probe. The 
control and process of measurement system is 
realized by a computer. The near-field amplitude 
and phase of the antenna under test is 
reconstructed by a virtual signal processing 
algorithm described in flow. 

 

 
 
Fig. 1. Flowchart of holographic phaseless 
algorithm working with amplitude only data on 
one surface. 

 
When the magnitude probe is scanning in 

near-field, the interference field in the scanning 
surface is summed coherently by the radiation 
field of test antenna and reference antenna, which 
can be expressed as, 

 

| |( )( ) ( ) / | |0r rr

0r r r rjkj

g
E A e Be        .      (1) 

 

In which Eg is the interference field, A(r') and 
Φ(r') is the amplitude and phase under test in any 
scanning position, separately. B is the unbalance 

factor between two channels.
| / | |0|r r

0r rjke     is 

the reference spherical wave, r0, r' is the position 
vector of the probe and the reference source where 
the antenna under test is set to the zero position. k 
is the wave number in free space. 
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The amplitude obtained by the measurement 
system can be expressed as, 

2
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     (2) 

The reconstruction step is implemented by a 
computer for the hologram. The reconstructed 
field Er can be obtained when |Ehf|

2 is corrected by 
the multiplication with the virtual reference across 
the scanning surface, 
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(3) 
The reconstruction method is rigorous without 

Fresnel approximation [9]. Because the paraxial 
approximation is in conflict with the off-axis 
holography, the previous work using a spherical 
reference wave has been carried out with limited 
success [10]. Here a novel holographic near-field 
reconstruction technique is presented to overcome 
these limitations. The first two in equation (3) 
contain the space modulated carrier of reference 
signal, the off-axis design of reference signal leads 
to a higher spatial carrier, and makes the wave 
under test, the direct wave and the twin-wave 
reconstructed by holographic separable in spatial 
spectrum domain and the aperture back-projected. 
Both the amplitude and phase of the antenna under 
test are all low-frequency signals and varying 
slowly. They can be obtained through low-pass 
filtering. So we do Fourier transform for Eh, and 
then extract the low-frequency information. For a 
low gain antenna with the wide spatial spectrum it 
is not easy to separate the reconstructed spectrum. 
The holographic spectrum can be back-projected 
to the aperture where the reference source and 
under test is resolved by the imaging technique 
[13-16]. Finally, when the unwanted item have 
been filtered out the amplitude and phase of the 
antenna under test can be reconstructed by the 
inverse transform for the far field pattern. 

 
III. SIMULATION RESULTS 

Simulations have been done for a pyramidal 
horn as the antenna working at 15 GHz. The 

aperture field has been assumed to be a cosine 
function in the H-plane (oriented in the x-axis) 
with the dimensions a = 100 mm, and an uniform 
distribution in the E-plane (oriented in the y-axis) 
with the dimensions b = 70 mm. The near field 
amplitude and phase can be calculated by Rayligh-
Sommerfeld formula [15] at a measurement plane 
(with the dimensions 800 mm  800 mm, the 
sampling step 8 mm, which is less than λ/2, the 
distance 265 mm to the aperture under test). The 
antenna under test is set to zero position and the 
reference point source locates x = 175 mm and y = 
-360 mm. The interference amplitude of the 
antenna under test with the reference wave can be 
summed as the measurement value of the scanning 
probe. 

The field reconstructed with hologram can be 
obtained using equation (3). These results can be 
transformed to angular spectrum by fast Fourier 
transformation (Fig. 2 (a)) where the spatial 
frequency is normalized to wave number, or back-
projected to the aperture (Fig. 2 (b)) using near 
field imaging. The unwanted items can be 
separable and filtered out using low pass filter 
from the signal under test. In the angular spectrum 
domain these terms is separated in the kx and ky 
axis locations, while the imaging space is in the x 
and y axis. Because the reference antenna just 
locates at one point, it is easier to separate them in 
x and y space than in angular spectrum. 

The complex near field reconstruction 
achieved by the angular and the image filter is 
show in Figs. 3 and 4, where the locations are the 
vertical and horizontal line in the measurement 
plane. These results show a high degree of 
agreement in the H-plane, however the level of 
agreement in the E-plane is reduced using angular 
filter. This is due to the point reference source 
location near to E-plane with a wider angular 
spectrum. The higher agreement has been obtained 
using image filter both in the E-plane and H-plane 
over the range asin (0.7) =  44.4, which is near 
to the valid angle of NFT because those unwanted 
items can be removed more clearly due to the 
point source’s spatial localization. Moreover, it 
can be seen that the calculated far field pattern is 
reconstructed from the complex near field. The 
accuracy of reconstructed far field can be reduced 
by the unbalance between the reference and test 
channels. The comparisons are shown in Figs. 5 
and 6. 
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(a) Reconstructed and calculated angular spectrum 

of reconstructed field Er. 

 

 
(b) Reconstructed and calculated aperture image of 

reconstructed field Er. 
 

Fig. 2. Calculated results for reconstruction and 
filtering. 
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Fig. 3. Near field amplitude and phase hologram 
reconstructed and angular/image filtered in the 
horizontal line. 
 

-400 -300 -200 -100 0 100 200 300 400
-70

-60

-50

-40

-30

-20

-10

0
Field AMP Hologram Reconstructed and Filtered @V-line

X(mm)

A
M

P
(d

B
)

 

 

Under Test

Reconstructed & Angular Filtered
Reconstructed & Image Filtered

 
(a) Amplitude 

 

-400 -300 -200 -100 0 100 200 300 400
-4000

-3500

-3000

-2500

-2000

-1500

-1000

-500

0
Field Phase Hologram Reconstructed and Filtered @V-line

X(mm)

P
H

A
(d

eg
)

 

 

Under Test

Reconstructed & Angular Filtered

Reconstructed & Image Filtered

 
(b) Phase 

 

Fig. 4. Near field amplitude and phase hologram 
reconstructed and angular/image filtered in the 
vertical line. 
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Fig. 5. Calculated far field pattern from the 
reconstructed complex near field of the pyramidal 
horn under test in the E-and H-Planes (B = 0 dB). 

 
IV. CONCLUSION 

A holographic near-field phase less technique 
using the computer reconstruction algorithm to 
determine the complex near field and the far field 
pattern has been proposed in this paper. The 
innovation of the technique lays in the reference 
correction and the filter methods. In comparison 
with the previous technique, it does not require 
two measurement surfaces or extra hardware.  

The effectiveness of the technique has been 
verified by numerical simulations using an 
aperture antenna with the medium gain. The 
results have been shown that the approach can 
provide the accurate near field and far field. The 
comparison of the filter methods show that the 
back-projected image filter more fits to the 
medium-gain antenna than angular spectrum filter. 
The accuracy of the reconstruction algorithm and 

filter methods has been confirmed by comparison 
of the results with the true value from the aperture. 
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Fig. 6. Calculated far field pattern from the 
reconstructed complex near field of the pyramidal 
horn under test in the E-and H-Planes (B = -30dB). 
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Abstract ─ We describe here a vector finite 
difference approach (VFD) to the evaluation of 
eigenvalues and modes of elliptical waveguides. 
The FD is applied using a  2D elliptical grid  in the 
waveguide section. A suitable Taylor expansion of 
the vector mode function allows to take exactly  
into account the boundary condition. To prevent 
the raising of spurious modes, our FD 
approximation results in a constrained eigenvalue 
problem, that we solve using a decomposition 
method. This approach has been evaluated 
comparing our results to known data for the 
elliptic case. 
  
Index Terms - Elliptic waveguides, mode 
eigenvalues, and vector finite difference.  
 

I. INTRODUCTION 
The full-wave solution of waveguide problems 

can be faced both with general-purpose and 
specialized numerical techniques such as mode-
matching (MM) [1] and methods of moments 
(MOM) [2]. The most effective of them is 
probably the mode-matching, since it exploit the 
modal structure of the field. However MM 
requires an accurate knowledge of the mode 
themselves to be implemented. More precisely, a 
quite large number of vector modes distribution 
and eigenvalues are needed and all the field modal 
functions must be known at the same set of points. 
The same type of information is also required in 
the analysis, using the method of moments 
(MoM), of thick-walled apertures [3-4] and slots 
[5]. Indeed, these apertures can be considered as 
stub waveguides, and the mode vectors of these 
guides are the natural basis functions for the MoM 
[6]. 

Apart from some simple geometries, where 
analytical evaluation of such mode vectors [7] is 
possible mode computation cannot be done in 
closed form, (or the closed-form solution is 
unsuitable for effective use), so, until now, many 
different numerical techniques have been 
proposed, and the most popular are based on FEM 
[8].  

The most effective method to compute the 
field structure in a guide is the frequency-domain 
finite difference (FDFD) [9-10], i.e., the direct 
discretization of the vector eigenvalue problem 
[11-14]. Of course, for curved boundary, the 
standard rectangular grid is unfit, and a suitable 
curved grid should be used [15]. Moreover the 
vast majority of FDFD approach compute the 
Hertz potentials and then extract the vector mode 
functions using a numerical derivative. In this 
work we use an extension of vector generalization 
of FDFD approach presented in [16-17] to  elliptic 
waveguides [18]. In order to improve both the 
accuracy and the computational effectiveness, a 
discretization grid fitting exactly the waveguide 
boundary is chosen. Both TE and TM modes are 
computed using an elliptic grid equivalent to the 
TM boundary condition [19] for scalar eigenvalue 
problem. For each grid point, a fourth-order 
Taylor approximations allow to replace the 
continuous eigenfunction problem with a discrete 
one. This leads to a matrix eigenvector problem, 
when additional conditions are added. These come 
out from the boundary conditions (which are 
included directly in the problem matrix), and the 
solenoidal or irrotational condition on mode 
vectors.  

As a result, a matrix eigenvalue problem with 
linear constraints is obtained [20]. This is a known 
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linear algebra problems, which can be quite easily 
reduced to a standard eigenvalue problem [21], for 
which effective procedure exist. 
 
II. DESCRIPTION OF THE TECHNIQUE 

Each  modes vector of a metallic waveguide e


 
is an eigenfunction of the  Helmholtz equation,  

 

2 2 0

0

t t

n C

e k e

e i

  

 

 

   (1) 

with additional condition, respectively (see Fig.1),  

 0t e  


  on C (TE modes) (2) 

 0t e  


  on C (TM modes), (3) 

where C is the contour of the waveguide (see Fig. 
1).   
 

 

Fig. 1. Geometry of the waveguide contour. 

  
Actually, in the MoM formulation, we need 

the modes of the surface magnetic current 

M


equivalent to the transverse dielectric field e


. 
Therefore, we prefer a problem description in 
terms of the (two-dimensional) magnetic current 

M


equivalent to the transverse field ze i M 
  

. 

We can get from equation (1), for TM modes,  
 

    
    

 

2

2

t t t t t z

t z t z t t

z t t t

e e i M

i M i M

i M M

         

           
      

   

   

  
  (4) 

 

   
      0.

t

t z z t t z

t z z t z t

e

i M i M M i

M i i M i M

  

           

      



     

     
        (5)  

By equation (5), it follows that 0t M  


. 

When substituted in equation (1), after replacing 
and collecting terms we get,  

    
2 2

2 2

2 2 .

t t

z t t t t z

z t t

e k e

i M M k i M

i M k M

  

         
    

 

    

  
 (6) 

The TM eigenvalue problem can therefore  be  
rewritten as,  

 2 2 0t tM k M  
 

 (7) 

with additional conditions. sentence, 

 0n C
M i 
 

 (8) 

 0.t M  


 (9) 

The dual procedure can be used to compute TE 
modes, and results in equations (7) and (8), while 
equation (9) must be replaced by,  

 0.t M  


 (10) 

It is therefore clear that the only difference in 

computing e


 or M


 is the exchange of the 
additional conditions. We work, in the following, 

with M


 but the approach, using e


, is equivalent. 
It is worth noting that both, equations (9) and (10) 

are scalar equations (since M


is transverse to the 
waveguide axis). 

Vector FDFD approach to the solution of these 
problems is based on the replacement of equations 
(8), (9), and (10) with a discretized version. 

Therefore, M


 is evaluated only on the points of a 
elliptic grid (see Fig. 2) with spacing ,u v  , and 
the equations are replaced by  difference 

equations. Also M


 is expressed in ellipitcal 
component so that equation (7) becomes,  

 
   

 

2 2

2 .

t u t vu v

t u u v v

M u M u

k M u M u

   

 

 

   (11) 

For each internal grid point (see Fig. 3), a 
fourth order Taylor approximation allows to 
evaluate the surface magnetic current in terms of 
the current samples at the neighboring points. The 
expression of the Laplace vector operator in 
elliptic coordinates [21]  can be simplified if we 

let coordinates grid TE and TM A hM
 

, where  
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2 2

1

sinh sinf

h
a u v




 is the common value of 

the scale factor, 2 fa  being the inter-focal 

distance.  The u  component of 2
t M


 then 

becomes,  

 

   

   

   

   

22

5 3 2

2

5 3

2

3 5

22

5 3 2

1 1

1 1

1 1

1 1
,

v v

u

u v

u

u

u

A Ah
h u u h u

A Ah h
h u v v h u

A Ah h
v h v h v u

A Ah
h v v h v

 
   

  

  
     

   

  
     
   

 
   

  

 (12) 

 
and the v component,  
 

 

   

   

   

2 2

5 5

2 2

3 2 3 2

2 2

5 5

1 1

1

1
.

1

1

u v

v v

v u

A Ah h
h v u h v v

A A
h v h u

A Ah h
h u u h u v

  
    
   
 

   
 

  
     

  





 (13) 

 

 
 
Fig. 2. Geometry of the elliptic cylindrical 
coordinates. 

 
 

Fig. 3. Internal point of the elliptic cylindrical.  
 

III. DISCRETIZATION OF THE 
EQUATIONS 

For an internal point P as in Fig. 3 we can use 
a fourth-order Taylor expression. Letting,    

 
2

2
, 2

3 4
3 4

3 4

1

2

1 1

6 24

u u
i p P u

P P

u u

P P

A AA u A
u u

A A
u u

  

 

 
     

 

 
   

 

  

(14) 
where i  stands for both u and v, we have  

 ,B i i pA A u u  ,  , 2N i i pA A u u    

 ,D i i pA A u u   ,  , 2 .Q i i pA A u u    
 

By combining these equations we find, 

, ,2

, ,2 2

,

, ,2

, ,2 2

,

1
16 16

14
30

1
16 16 .

14
30

Q u N u

u
D u B u

P
P u

Q v N v

v
D v B v

P
P v

A A
A A A

u u
A

A A
A A A

u u
A

  
 

        
  
 

        

    (15) 

And similarly in v direction,  

 

, ,2

, ,2 2

,

, ,2

, ,2 2

,

1
16 16

14
30

1
16 16

14
30

A v C v

v
G v H v

P
P v

A u C u

u
G u H u

P
P u

A A
A A A
v v

A

A A
A A A
v v

A

  
 

        
  
 

        

  (16) 
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for the second-order derivatives of equations (12) 
and (13). Also the first-order derivatives can be 
evaluated much in the same way as,  

 

, , , ,

, , , ,

, , , ,

, , , ,

8 8

12
8 8

12
8 8

1

.

2
8 8

12

D u N u B u Q uu

D v N v B v Q vv

C u H u A u G uu

C v H v A v G vv

A A A AA
u u

A A A AA
u u

A A A AA
v v

A A A AA
v v

 


 



 





 

 


 
 


 



 (17) 

 

Equation (17) can be used also in equations (9) 
and (10) to get, 

 

, ,

2 2
, ,

, , , ,2

81 1
· ·

812

1
· 8 8 0.

12

D v N vv u

B v Q v

C u H u A u G u

A AA A
A Ah u v uh

A A A A
vh

              

 





  


(18) 

 

In the same way, to discretize the condition of 
equation (9) (TM modes) we use equation (17) and 
get,  

 

2

, , , ,

2

, , , ,

2

1
·

8 81
·

12
8 81

· 0
1

.
2

v u

C v H v A v G v

D u N u B u Q u

A A
h v u

A A A A
h v

A A A A
h u

 

      




 






 (19) 

For then points close to the boundary, such as P 
and B in Fig. 4, an approach different must be 
used to evaluate the u- derivatives since less than 2 
grid points (D is not a grid point) are present 
outside. Therefore, both the equation for P and B 
require the mode vector at N.K.S.  

  

 
 
Fig. 4. Boundary point of the elliptic cylindrical. 

Since     , ,3 , 4k i i p s i i pA A u u A A u u      ,  

 ,K iA , ,S iA , ,B iA , and ,N iA we can evaluate the 

derivatives by a suitable linear combination as,  
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, ,

2 2
, ,

6 41

912
B u N uu

k u P uP
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A Au u

 
       

 (20) 
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,
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u u

A

  
 

       

 (21) 

In equation (20) we have also included the BC 

', 0D uA  . In the same way, the condition of 

equations (9) and (10) becomes,   
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h v
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 
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 


 

 

(22) 
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h v u
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h v
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A A Ah u

      

  

 
 




   

 (23) 

The elliptical framework has different singular 
points, i.e., the foci and the points on the inter-
focal segment, which require a different treatment, 
since the field are not regular there. For the focus 
of the ellipse (Fig. 5) we need the integral form of 
the eigenvalue equation. By integrating the first 
term of equation (7) on the surface S of Fig. 5, 

 2 2· ·t t
S S

M dS k M dS   
 

         (24) 

wherein the Laplace operator is equal to, 

 
 

 

2 ·

· .

t t t t t

t t

M M M

M

     

  

  

  (25) 

Substituting in equation (7) we get,  
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   2· ·t t t S
S

M dS k MdS    
 

 (26) 

and use of the theorem of the gradient [19] results 
in, 

 

 
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· (

.

· )
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· · · · · ·

t t t n
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u v
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C C C

M dS M i dl
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    
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  

 

 

  

 

    

 (27) 
 

 
 

Fig. 5. Focus A of the ellipse.  
 

The line integrals are divided in 4 parts (see 
Fig. 5). We describe here in details only the 
evaluation of the part over 1C . Letting 

,
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 

 and ,0
2
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, we have,  
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(28) 

and  
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.
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2

u
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n n
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 
 


 (29) 

The same approach can be used for points on the 
inter-focal segment. 
   

IV. SOLUTION OF CONSTRAINED 
EIGENVALUE PROBLEM 

The discretized version of equation (1) for TM  
modes are obtained collecting equation (7) and the 
constraint in equations (8) and (9) to get a 
constrained eigenvalue  problem. In the same way, 
equation (7) and the constraint of equations (8) 
and (10)  are equivalent to the TE problems. Both 
can be written as,  

 
0T

Ax x
C x





 (30) 

when, A  is the discrete Laplace operator, 
including the boundary condition, and C  is the 
discrete form of the  constraint  (2) or (3), A  is a 
(2n, 2n) matrix, and C  is (2n, m) with n > m and 

2
tk   . Following [20], we can solve equation 

(30) by letting x Q y  , where Q is the 
orthogonal (2n, 2n) matrix obtained by the QR 
factorization of the matrix C. Inserting x Q y   
in the first of equation (30), and pre-multiplying 

by  TQ  we get,  

A Q y Q y      TQ A Q y   
TQ Q y y      , which can be recast as 

By y , where TB Q A Q    is a (2n, 2n) 
matrix. This matrix can then be partitioned as,  

 11 12

21 22

.
B B u u

B y y
B B v v

        (31) 

Now C Q R  , and the constraint becomes 

analogously 0TR y  . Since R is partitioned into 

an invertible 1T  and a null matrix, both n n  then, 

 10 0 0.T u
R y T

v
      (32) 
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 So the constraint can be expressed as  
0u  [23]. Therefore, we need to extract the 

eigenvalues of  22B ,  

 22B v v   (33) 

where 22B  is a (n, n) matrix. Therefore, we still 

needs the eigenvalues of an n n  matrix which, at 
variance of the scalar case, is a full one. After the 
eigenvalues and eigenvectors of 22B  are computed 

(by standard  routines) the actual eigenvectors x 

can be computed 
0

x Q
v

  . 

 
V. NUMERICAL RESULTS 

 The high-order VFD elliptic waveguide 
described in the previous section has been 
extensively validated, to assess its accuracy and 
effectiveness. It is well-known that an analytical 
solution is known for elliptic waveguide [18] but 
its effectiveness is very poor, so that it is 
unsuitable for our comparison. Therefore, we have 
chosen to test our data on the cut-off frequencies 
against the data of Zhang and Chen [24], which 
are very accurate but quite hard to compute, and 
the data of Tsogkas et.al. reported [25], which is 
the most recent paper on the topic. We have 
chosen a set of waveguide with a minor axis equal 
to 4 (in arbitrary units) and different eccentricities 
ex . The discretization step v  has been always 
set to 1°, while different values of u has been 
used for each test. The resulting eigenvalue 
problem has been solved using standard MATLAB 
routines, on a PC with two Intel Xeon E5504 
CPUs @ 2.00 GHz, 48 GB RAM, OS: MS 
Windows 7 Professional. 
 The main results of our validation are 
collected in Figs. 7 and 8. From them it appears 
that our VFD approach is able to give a very high 
accuracy, with a difference (with respect to the 
accurate data of [24]), which is smaller than 
0.01%. On the other hand, the recent approach 
proposed in [25] has an accuracy around 1%. The 
results reported in Fig. 9, show also that the 
accuracy of our VFD is essentially independent 
from the eccentricity. The computation time of the 
VFD approach is the sum of the matrix filling time  
and the time needed to extract eigenvalue and 
eigenvectors of the full matrix. The latter is high 
since we deal with full matrices so that the total 

time is essentially equal to it. For example, for a 
grid with Du = 0.0065 and 72000 points, the 
filling matrix time is 6,10 sec and the time to 
extract eigenvalue and eigenvectors is 800 sec. 
 

 
 

Fig. 7. Relative error on the cut-off frequency of 
the first modes of an elliptic waveguide ex = 0.6. 

 

Fig. 8. Relative error on the cut-off frequency of 
the first modes of an elliptic waveguide ex = 0.8. 
 

 
Fig. 9. Relative error on the cut-off frequency of 
the proposed VFD approach for different 
eccentricities. 

FANTI, MONTISCI, MAZZARELLA, CASULA: VFD APPROACH TO THE COMPUTATION TE AND TM MODES IN ELLIPTIC WAVEGUIDE 1210



VI. CONCLUSION 
 A new approach to the VFD computation of 
modes of an elliptic waveguide has been 
presented. We describe here a high vector finite 
difference frequency domain approach to the mode 
computation for both TE and TM modes. The 
main idea is the use of a discretization grid 
tailored to the waveguide boundary. 
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Abstract ─The full current thin dielectric sheet 
(TDS) approximation is considered for the 
problem of electromagnetic (EM) scattering by a 
three-dimensional (3-D) homogeneous thin chiral 
dielectric sheet. This approximation leads to 
surface integral equations (SIE) instead of the 
traditional volume integral equations (VIE). The 
surface of the thin dielectric region is modeled by 
triangle cells. Consequently, the number of 
unknowns is reduced by only surface meshes 
being utilized to discretize the dielectric geometry. 
Modified Rao-Wilson-Glisson (RWG) and pulse 
functions simultaneously for basis and testing 
functions are employed to approximate the 
tangential and normal currents in the dielectric 
layer. Then these SIEs are solved numerically 
using the conventional method of moments 
(MoM). The results by this approach show 
agreement with other methods while it greatly 
reduces the number of unknowns. 
  
Keywords ─ Electromagnetic (EM) scattering, 
method of moments (MoM), pulse basis functions, 
Rao-Wilson-Glisson (RWG) basis functions, 
surface integral equations (SIE), thin dielectric 
sheet (TDS), and volume integral equations (VIE). 
 

I. INTRODUCTION 
Over recent years, many works have been 

contributed in an effort to develop efficient 
numerical techniques to solve the electromagnetic 
(EM) problems related to three-dimensional (3-D) 
chiral materials [1-4]. In [1], the finite-difference 
time-domain (FDTD) method was extended for 
chiral bodies. In [2], the transition matrix (T-
matrix) method has been modified for chiral 
scatterer. However, each of these methods has 
certain limitations. In solving problems involving 
dispersive materials, time domain methods rely on 
the Z-transform of analytical expressions that 
describe dispersion properties of a material. The 
convergence problem restricts T-matrix’s 
application. Extensive literatures in this area show 
a continuous interest in the method of moments 
(MoM) technique for solving EM problems related 
to chiral bodies [3, 4]. The MoM based on surface 
integral equation (SIE) method has been applied to 
deal with chiral problems [3]. For complex bodies 
consisting of inhomogeneous chiral media, the 
generalizing volume integral equation (VIE) 
method involving MoM has been extended to 
solve the EM scattering [4]. As we all well know, 
volumetric formulations have been widely used in 
calculating the electromagnetic scattering from 
arbitrarily shaped, inhomogeneous, dielectric 
bodies, however, it is also well known that 
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burdened with the discretization of the object and 
the surrounding space, the number of unknowns of 
VIE rapidly grows with the size of the object, this 
results in larger memory requirement and longer 
solution time in solving the corresponding matrix 
equation, it limits the application of the simulation 
in the case of large and open radiation problems. 
The VIE is suitable for inhomogeneous dielectric 
structures. However, both VIE and general SIE 
only work well for relatively thick dielectric 
materials. They tend to suffer from unfavorable 
convergence problems when the dielectric is thin, 
especially less than one tenth of a wavelength in 
dielectric.  

By the way, more and more nonmetallic 
structures have replaced metallic ones to reduce 
the weight or the radar cross section (RCS), 
especially in the construction of radome, so that an 
investigation of a thin dielectric layer is very 
important. For a very thin dielectric, a method 
called impedance boundary condition (IBC) 
algorithm has been extensively applied to analyze 
the thin and lossy dielectric coating problems [5]. 
In this way, the geometry is modeled by surface 
meshes for the SIE instead of volume meshes for 
the VIE. The unknown quantity is then greatly 
reduced, and the resultant SIE based on the IBC is 
then solved by MoM using the popular RWG 
basis. The algorithm can greatly facilitate the 
solving of EM scattering problems involving thin 
dielectric. Although the IBC method has a high 
computational efficiency, there still have some 
constraints of the algorithm because of its plane 
wave approximation. Another method for solving 
thin dielectric sheet problems is the thin dielectric 
sheet (TDS) approximation [6]. In this 
approximation, the algorithm adopts the 
assumption that the induced volume current 
remains constant and very small in the normal 
direction because the thickness of the dielectric 
sheet is relatively small compared to the 
wavelength, then only the tangential field 
component is considered, that is the contribution 
from the normal polarization current was ignored. 
In order to improve the accuracy of the equivalent 
model of TDS, a modified TDS approximation 
referred as the full current TDS approximation [7, 
8] takes both tangential and normal currents into 
account, and the normal currents are described by 
the additional vector pulse basis functions in the 
algorithm. It can handle the EM scattering 

problem of TDS more efficiently. The full current 
TDS approximation is then extended to deal with 
the scattering problem for multilayer dielectric 
sheets and coating objects [9, 10].  

As a generalization work of the previous 
methods, the main contribution of this paper 
therefore is that the full current TDS 
approximation strategy is extended and applied to 
the scattering problems for thin chiral dielectric 
sheet. The rest of the paper is organized as 
follows. Section 2 gives a concise introduction to 
the full current TDS formulations derived from 
VIE equations to describe electromagnetic 
scattering involving thin chiral dielectric sheet. In 
section 3, The MoM solution procedure and matrix 
evaluation are described. Numerical examples are 
demonstrated and discussed in section 4. Last but 
not least, some concluding remarks are given in 
section 5. 

 
II. FORMULATION 

 
A. TDS surface integral formulation 

Let us consider a thin homogeneous bi-
isotropic sheet, as illustrated in Fig. 1. The 
geometry is assumed to be illuminated by a plane 
wave incident fields ,inc incE H . The expressions of 
electric and magnetic fields inside the bi-isotropic 
region are relatively complex due to the 
introduction of bi-isotropic constitutive relations, 
namely, 

  D E H                                  (1) 

  B H Ε ,                               (2) 

where  and  are the permittivity and 

permeability, respectively,  and are bi-isotropic 
parameters. E , H , D , and B are the complex-
valued phasors of the electric field, magnetic field, 
displacement vector, and magnetic induction 
intensity, respectively. And the D and B can be also 
written as, 

( )r ri  D E H                       (3) 

( )r ri     B H Ε ,                  (4) 

where r and r are chirality parameter and tellegen 
parameter, respectively. A bi-isotropic medium  
with 0r  and 0r  is an ordinary magneto-

dielectic  medium, the one with 0r   and 0r   
then is called chiral medium, while the one 
with 0r  and 0r   is named Tellegen medium. 
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In the paper, we only study the chiral problem as a 
special case. However, the method is applicable to 
any thin bi-isotropic media situation. 
 

 ,v vJ M

 0 0, 

 , , ,   

 
 

Fig. 1. Configuration of a thin chiral sheet. 
 

Then E , H can be expressed as,  

1 2  E D B                              (5)     

3 4  H D B ,                            (6) 

where the parameters ( 1, 2,3, 4)i i  are given by 
equations (26) to (29) in the appendix. 

The polarization volume electric/magnetic 
current density in the chiral dielectric are defined 
by, 

1 2v i i  J D B                           (7) 

      3 4v i i  M D B ,                        (8) 

where the parameters ( 1,2,3,4)i i  are given by 
equations (30) to (33) in the appendix.  

Inside the thin dielectric medium, the incident 
electric field, scattered electric field, and total 
electric field satisfy, 

    ,inc scat
die V   E r E E r r                 (9) 

where scat
dieE stands for the scattered electric field 

from the TDS, r denotes the field point. Similarly, 
by electric-magnetic duality in Maxwell theory, 
the relationships among the incident magnetic 
field, scattered magnetic field, and total magnetic 
field in the thin sheet can be expressed as,  

    ,inc scat
die V   H r H H r r              (10) 

where scat
dieH stands for the scattered magnetic field 

from the TDS. Scattering electric and magnetic 
fields from the dielectric region are written as, 

 

 

0

0

( , ) ( )

( , ) ( ) ( , ) ( )

scat
die vv

v vv v

i G dV

G dV G dV
i





   

       



 

Ε r r r' J r

r r' J r r r' M r

  (11) 
 

 

0

0

( , ) ( )

( , ) ( ) ( , ) ( )

scat
die vv

v vv v

i G dV

G dV G dV
i





   

       



 

H r r r' M r

r r' M r r r' J r

, (12) 
where ( , )G r r' is the scalar Green's function in free 

space which is defined by
0

( , )=
4

ikeG






r r'

r r'
r r'

. The 

thickness of dielectric layer is quite limited 
compared to the wavelength, so the fields vary 
very little with respect to the normal direction. 
Volume integral can be replaced by the surface 
integral at the middle section, as, 

 
tdsv S

dV dS   .                     (13) 

Thus, the volume integrals degenerate to surface 
integrals and the number of unknowns is evidently 
reduced because only surface meshes are utilized 
to discretize the geometry. In addition, to 
transform the volume integrals in equations (11) 
and (12) to surface integrals, it is necessary to 
decompose the D and B into tangential and normal 
components within the TDS, that is, 

t n D D D                            (14) 

t n B B B .                          (15) 
According to [7],  
 

  , ( 1, 2)i i i i i              D D D D   (16) 
 

and take equations (7), (8), (13), and (16) into 
equations (11) and (12), the integrals in equations 
(11) and (12) then can be approximated as, 

   

 

2
0 1 1

0

2
0 2 2

0

3 4

tds
t n n

tds
t n n

tds tds

scat
die S

S S S

S
S S S

S S

G dS G dS

G dS G dS

i G dS i G dS

 

 

 

 

     

     

       

 

 

 

Ε r D n D

B n B

D B

    


    


 





                          
(17) 
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   

 

2
0 3 3

0

2
0 4 4

0

1 2

tds
t n n

tds
t n n

tds tds

scat
die S

s s s

S
s s s

S S

G dS G dS

G dS G dS

i G dS i G dS

 

 

 

 

     

     

       

 

 

 

H r D n D

B n B

D B

    


    


 





                         , (18) 
 

where nS  , nS   , tS  , tdsS  denote top, bottom, side, 
and middle surfaces, respectively, and n is the unit 
normal vector directing out of the TDS at the 
interfaces. Take equations (14) and (15) into 
equations (17) and (18), the formulas (34) and (35) 
for scat

dieE and scat
dieH can be further obtained. Then the 

TDS SIEs are obtained by taking equations (34) 
and (35) into equations (9) and (10). 
 

B. MoM solution 
Because the electric flux in equation (14) is 

decomposed into normal and tangential parts, it 
can be specified by two sets of basis functions 
numerically. It is the same to magnetic intensity in 
equation (15). As a result, to solve the TDS SIEs 
by the MoM, four sets of basis functions are 
employed. For TDS, the modified RWG basis [7] 
is used for the tangential current since charge is 
enforced to exist at the edges between air-
dielectric interfaces, and the pulse basis [7-8] is 
used for the normal current. The difference 
between the modified RWG basis and the 
conventional RWG basis [11] is that the former 
defines half basis functions at the edges. The 
electric flux and magnetic intensity are 
approximated by four sets of basis functions as 
follows, 

 

1

( )
dN

t d d
d

B


 Β f r                         (19) 

1

( )
N

n n n
n

B



 Β P r ,
                      

 (20) 

1

( )
dN

t d d
d

D


 D f r ,                        (21) 

1

( )
N

n n n
n

D



 D P r ,                        (22) 

 

where Nd is the number of total edges (including 
shared and boundary edges) and N is the total 
number of triangles nT of the TDS. ( )df r is the 
modified RWG basis defined as, 

2( )

0

d
d d

dd

l
T

A
otherwise

 


  
 

ρ r
f r               (23) 

where dl  is the length of the edge and dA  is the 

area of the corresponding triangle dT  . It should be 

noted that for half basis, only dA  is defined at the 

boundary edges of an open surface. ( )nP r is the 
vector pulse basis of triangles, defined as, 

( )
0

n n
n

n

T
T


  

n r
P r

r
                     (24)

 
where nn  is the unit normal vector of the triangle 

nT . 
To convert the TDS SIEs into matrix 

equations, by Galerkin’s testing procedure, we test 
the TDS SIEs with the modified RWG basis and 
pulse basis. The matrix equation     Z I V  can 

be written as, 
DD DD DB DB E
TT TN TT TN td
DD DD DB DB E
NT NN NT NN n n
BD BD BB BB H

dTT TN TT TN t
BD BD BB BB H

nNT NN NT NN n

Z Z Z Z VD
Z Z Z Z D V

BZ Z Z Z V
BZ Z Z Z V

       
                     
           

       (25) 

where the subscript TT denotes the interaction 
between tangential current, TN and NT denotes the 
interaction between tangential and normal current, 
NN denotes the interaction between normal 
current. The superscript alphabet D and B involves 
electric current and magnetic current, respectively. 

E
tV and H

tV denote the excitation from incident 
tangential electric and magnetic fields, and 

E
nV and H

nV denote the excitation from incident 

normal electric and magnetic fields. dB  and 

dD are 1dN   unknown matrices, and nD  and nB  

are 1N   unknown matrices. The elements of  Z  

are given in the appendix.  
 

III. NUMERICAL RESULTS 
In this section, three examples are investigated. 

Only chiral problems are considered as a special 
case, so 0r   in the following examples. The 
first example is a dielectric sphere shell under the 
illumination of a plane wave incident from the 
direction where    , 0 ,0     at 0.2 GHz. The 

sphere is with inner radius 1.0 m, outer radius 
1.05m, and 2.6r  , 1r  , 0r  . It is modeled 
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by 1866 triangles. Figure 2 (a) and (b) show the 
total RCS at 0 and 90  . The circle lines by 
our proposed TDS SIE agree well with the solid 
lines by the Mie series. 
 In the second example, we consider a thin 
chiral plate as an example. In order to demonstrate 
the validity and advantages of our method, the 
results calculated by VIE are also given for 
comparison. The dimension of the chiral plate is 
1 0.5 0.05m m m   (in x, y, and z dimensions, 
respectively), and the constitutive parameters 
are 2.6 r , 1 r , and 0r  , 0.1 , 0.3 , 0.5 , 0.7 . 
The structure is illuminated by a plane wave 
incident from the direction where    , 180 ,0   . 

It is modeled by 400 triangles for the TDS SIE and 
1369 tetrahedrons for VIE. Figure 3 shows the 
normalized co-polarized and cross-polarized 
bistatic RCS ( 2

0  and 2
0  ) for scattering 

angle 0 calculated by our code and VIE. In 
order to show more clearly, the curves calculated 
by VIE are plotted only when 0.5r  . From Fig. 
3, we can conclude that they are in good 
agreements. Small discrepancy exists due to the 
approximation of TDS formulations. We also can 
see that there are big differences among  with 

different r . The cross-polarized RCS   of the 

TDS with 0r   is very small and can be ignored 

when compared with those with 0r  . With the 

increase of r , the cross-polarized RCS is 
gradually increasing up covering the observed 
angles ranges from 120o to 180o. It confirms that 
the truth of one distinct manifestation of 
"chirality" is the existence of a cross-polarization 
component in the field scattered by a chiral object 
[12]. 

Finally, the TDS approximation is applied to 
calculate 2

0   and 2
0   of a thin chiral 

circular cylinder shell with radius 0.6 m, thickness 
0.05 m, and height 0.2 m. The constitutive 
parameters are 2.6 r , 1 r , and 0.0r  , 0.2 , 

0.4 , 0.6 . The structure is illuminated by a plane 
wave incident from the direction 
where    , 0 ,0    . Figure 4 (a) and (b) show 

the normalized co-polarized and cross-polarized 
bistatic RCS ( 2

0  and 2
0  ) for scattering 

angle 0 , respectively. It is modeled by 480 

triangles for the TDS SIE and 1038 tetrahedrons 
for VIE. The results when 0.2r   calculated by 
VIE (solid lines) are plotted for comparison. We 
can see from Fig. 4, the RCS results calculated by 
our code are in good agreements with those by 
VIE. It further confirms that the cross-polarization 
component in the field scattered by a chiral object 
is existing. It shows the superiority of the method 
used in the paper over VIE on the treatment of 
TDS. 
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Fig. 2. Normalized total scattering cross section of 
a dielectric sphere shell in free space characterized 
by 2.6r  , 1r  , 0r  ; (a) RCS at 0 and 

(b) RCS at 90 . 
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Fig. 3. Normalized scattering cross section of a 
thin chiral plate in free space characterized by 

2.6r  , 1r  , and 0r  , 0.1 , 0.3 , 0.5 , 0.7 ; (a) 
co-polarized and (b) cross-polarized components. 
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Fig. 4. Normalized scattering cross section of a 
chiral circular cylinder shell in free space 
characterized by 2.6r  , 1r  , and 0r  , 0.2 , 

0.4 , 0.6 ; (a) co-polarized and (b) cross-polarized 
components. 
 

IV. CONCLUSION 
The TDS SIE method used in the paper leads 

to SIE instead of the traditional VIE. 
Consequently, the number of unknowns is reduced 
by only surface meshes being utilized to discretize 
the thin chiral dielectric sheet. Apparently, the 
approach in the paper needs fewer unknowns 
compared with VIE. In addition, it is easier for 
meshing. Modified RWG and pulse functions for 
basis and testing functions are employed to 
approximate the tangential and normal currents in 
the thin chiral dielectric layer. Finally, the TDS 
method are verified by Mie series and VIE by 
considering different shapes, and the simulation 
results show good agreements. Obviously, it is 
more advantageous to solve some thin sheet 
problems by TDS SIE than VIE. We further 
confirm that the truth of one distinct manifestation 
of "chirality" is the existence of a cross-
polarization component in the field scattered by a 
chiral object in the paper. 

The TDS approximation in the paper can deal 
with thin electric, chiral, and bi-isotropic media 
effectively. In spite of this, the method has its 
limitations because it is an approximate method. 
Scattering or radiation problems of a TDS coating 
metal are also of practical interest, the task is 
currently in progress and it will be reported later. 
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APPENDIX 
In this appendix, the parameters in equations 

(5), (6), (7), and (8) are given as, 

1


 




           
             (26) 

2


 





 
, 

           
             (27) 

      
3


 





 
, 

           
             (28) 

4


 




, 
            

             (29) 

   

 0
1

   


 
 


  

, 
      

             (30) 

0
2




 



, 

           
             (31) 

0
3




 



 
, 

           
             (32) 

 0
4

   


 
 




 .                  (33) 

Let us now consider the integrals in equations (17) 
and (18). According to [8], when  is close to 0, 
the formulations (17) and (18) then can be 
approximated as,  

   

 

2
0 1

1 1

0 1 1

2
0 2

2 2

0 2

tds

n

n n

tds

n

scat
die S

t t T n n
C S

n t t n n
S S

S

t t T n n
C S

n t t

G dS

G dl G dS

G dS G dS

G dS

G dl G dS

G dS G

   

  

   

   

  

  



 



 
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 





        
   
          
  



       



      


 

 


 

Ε r D

t D n D

D n D

B

t B n B

B 2

3 4

n n

tds tds

n n
S S

S S

dS

i G dS i G dS



 

 

 

 
 
 
  
  

       

 

 

n B

D B

  (34) 
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D n D

B

t B n B

B 4

1 2

n n

tds tds

n n
S S

S S

G dS

i G dS i G dS



 

 

 

 
 
 
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 

 

n B

D B

  ,(35) 

here    , ,TG G n   r r r r , representing the 

contribution from the sources on the interface nS  . 

Note that n
D and n

B have been replaced by t tD , 

n
D and  t tB , n

B . And it  in    in   

 i  1, 2,3,4i  . 

Then evaluations of the submatrices of the 
impedance matrix in equation (25) are, 

2 1
, 1 1 0 1 2 3 3 4

0

DD
TT qd tt tt tt ttZ I I I i I

    


         (36) 

2 2
, 2 1 0 2 2 3 4 4

0

DB
TT qd tt tt tt ttZ I I I i I

    


    ,   (37) 

2 3
, 3 1 0 3 2 3 1 4

0

BD
TT qd tt tt tt ttZ I I I i I


    


    ,    (38) 

2 4
, 4 1 0 4 2 3 2 4
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TT qd tt tt tt ttZ I I I i I

    


    ,   (39)

2 1
, 1 1 0 1 2 3 3 4
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DD
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where 
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   f f ,                 (53) 

 

 

3 ,

,

q

q d

tt q nT
C

t d q nT T

I G S dl ds

G S ds ds







 

   

      

 

 

f r r

f f r r
,     (54) 

4 '
q d

tt q dT T
I G dsds

 
    f f ,              (55) 

1
q

ntn T qI ds


  nf ,                      (56)

 

2
q d

nT Ttn qI G ds ds
 

  f n ,                  (57)

 

3 ( , )

( , )

q d

q d

tn q n nT T

q n nT T

I G S ds ds

G S ds ds



 



 

    

    

 
 

f r r' n n

f r r' n n
,    (58) 

4 '
q d

nT Ttn qI G dsds
 

    f n ,              (59) 

1
m

nt m dT
I ds


  fn ,                      (60) 

2
m dT Tnt m dI G ds ds

 
  n f ,                 (61) 

3 ( , )

( , )

m

m d

nt m n dT
C

m n t dT T

I G S dl ds

G S ds ds







 

    

     

 

 

n r r' t f

n r r' f
,     (62) 

4 '
m dT Tnt m dI G dsds

 
    n f ,               (63) 

1
m

nnn T mI ds


  n n ,                    (64) 

2
m n

nT Tnn mI G ds ds
 

  n n ,              (65) 

3 ( , )

( , )

m n

m n

nn m n nT T

m n nT T

I G S ds ds

G S ds ds



 



 

    

    

 
 

n r r' n n

n r r' n n
,     (66) 

4 '
m n

nT Tnn mI G dsds
 

    n n .           (67) 

Consider 1d  t f , 1n n n  and 0 s
dsf n , then 

the above formulas become simple and easy to 

handle. It should note that  ( , )= ,n TG S G r r' r r , 

representing the contribution from the sources on 
the interface nS  . Consider,  

       1
, , ,n n

GG G S G S
n 

           
n r r r r r r r

        (68) 
then the integrations in equations (62) and (66) can 
be transformed to more simple forms, and then 
just integral of the Green's function needs to be 
treated, rather than that of the gradient of Green's 
function. After all these matrix elements have been 
evaluated, and then dB , dD , nD , and nB can be 
solved by direct or iterative matrix solvers. 
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Abstract ─ In this paper, a simple structure made 
of periodic arrays of windmill structure, printed on 
only one side of a dielectric substrate, is 
introduced. Simulation and measurement were 
carried out for one layer of infinite left-handed 
material (LHM) slab using monolayer windmill 
structure. The results showed that by carefully 
adjusting the dimensions of the windmill structure, 
magnetic and electric resonances can be coexistent 
in a frequency range where there are both negative 
magnetic and electric responses. To further verify 
the left-handed (LH) properties of this structure 
metamaterial, effective medium parameters were 
retrieved and a refraction phenomenon based on a 
wedge-shaped model was demonstrated. 
Equivalent circuits for the magnetic and electric 
resonance were also offered to give a qualitative 
explanation of the LH behaviours. 
 
Index Terms ─ Double negative (DNG), left-
handed material (LHM), monolayer, and negative 
refractive index (NRI). 
 

I. INTRODUCTION 
Artificial electromagnetic structures, called 

metamaterials, can be engineered to exhibit exotic 
electric and magnetic properties not realizable in 
nature. In 1968, Veselago [1] initially assumed a 
material with negative permittivity and 
permeability simultaneously and theoretically 
demonstrated the abnormal electromagnetic 
properties. However, research work in this area 
did not draw much attention in the engineering and 
physics communities because there are no such 
materials in natural world. His work was neglected 
for almost 30 years. In 1999, Pendry et al. [2] 
showed that negative  can be realized by using 
conducting wires and negative  by split-ring 

resonators (SRRs). Smith et al. [3] constructed a 
real structure composed of conducting wires and 
SRRs, and demonstrated its negative  and  at 
microwave frequencies. Subsequently, a great 
variety of left-handed metamaterials (LHMs) were 
proposed, such as split-triangle resonator (STRs) 
[4], multi-gap split-ring [5], SRR pairs [6, 7], 
single split-ring resonators [8], ferromagnetic host 
and wire array [9], etc. The above methods of 
realizing LHMs enrich greatly the content of 
LHMs. Nevertheless, there is an annoying problem 
for the LHMs realized by the above methods. 
Most of the above-mentioned LHMs share one 
thing in common that they print the metallic 
patterns on both sides of the substrates. It not only 
increases the complicacy of fabrication when the 
operating frequency increased to high frequency 
such as terahertz frequency but also increases the 
difficulty to add lumped active elements (for 
example, varactor diodes) on such structures to 
control their left-handed properties, because 
modern commercial components are generally 
designed for surface mount. 

In this paper, a simple metamaterial structure 
based on the windmill is proposed and 
investigated experimentally and numerically at 
microwave frequency range. Although it derives 
from the bi-layered chiral metamaterial [10, 11], 
unlike the structure in [10] that requires the 
electromagnetic waves normal to the planes of the 
printed boards, this paper’s proposed structure 
requires electromagnetic waves travel along the 
planes of the thin dielectric sheet. Compared with 
the conjugated gammadions structure [11], this 
monolayer windmill metamaterial structure is 
more easily manufactured. 
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II. UNIT-CELL DESIGN AND 
SIMULATION 

A unit cell of the single-sided windmill 
structure is shown in Fig. 1, where the metallic 
strips are printed on one side of t = 0.6 mm thick 
FR4 substrate with the relative permittivity of 4.4 
and tans = 0.02. The metallization is copper with 
a thickness of 0.017 mm. The other geometrical 
dimensions are as follows, in millimetres: L = 5, a 
= 2.05, b = 0.3, c = 0.2, d = 2.4, g = 0.6. The Y 
structure has been demonstrated to have LH 
behaviours in some frequency ranges [12]. So for 
this paper, in response to the magnetic field, the 
capacitance between four adjacent L-shaped 
structures (seen the loop in Fig. 4 (a)) and their 
own self-inductance form an equivalent L–C loop, 
which can provide a negative permeability. In 
response to the electric field, the metal thin strips 
which, parallel to the electric field can provide a 
negative permittivity. So LH behaviours are 
expected for this structure. 

 

 
 

Fig. 1. Geometry of one unit cell of the windmill 
structure metamaterial. 

 
In order to verify our speculation, the 

numerical simulations were performed for one 
layer of the windmill structure LHM slab by 
HFSS. A theoretical model based on an artificial 
waveguide with the transverse boundaries of two 
ideal magnetic conductors and two ideal electric 
conductor planes is employed. This enables the 
model to be equivalent to an infinite layer medium 
illuminated by a parallel incident plane wave. To 
be specific, input/output ports are imposed in z-
direction, and perfectly electric conducting (PEC) 

and perfectly magnetic conducting (PMC) 
boundary conditions are imposed in x and 
ydirections (perpendicular to the plane of the 
windmill structure), respectively. There are many 
methods to retrieve constitutive parameters of 
metamaterials [13-15]. Most of them use 
scattering parameters to obtain the impedance z 
and effective refractive index n and then 
calculating  = nz and  = n/z. In this paper, we 
use a standard algorithm [15] extracted from the 
scattering parameters. Figure 2 gives the simulated 
magnitudes of S11 and S21 parameters, as well as 
the retrieved real parts (solid curves) and 
imaginary parts (dashed curves) of effective 
permeability, permittivity, and refractive index. 
Figure 2 (a) shows that there is a transmission 
peak at 10.4 GHz, which indicates an LH 
passband. As clearly shown in Fig. 2 (b) and (c), 
there are obviously an electric resonance and a 
magnetic resonance. In Fig. 2 (b) and (c) show that 
the effective the effective permittivity is negative 
in 9.28 GHz12 GHz while the frequency range of 
negative effective permeability is 10.2 GHz10.7 
GHz, much narrower than the negative electric 
permittivity. In the frequency range where both the 
effective permittivity and permeability are 
negative, an LH band is expected. Figure 2 (d) 
depicts the extracted effective refractive index of 
the metamaterial at various frequencies. Clearly, 
as the frequency increases, the effective index of 
refraction changes from positive to negative then 
to positive. The refractive index varies from n = -
2.95 + j0.85 at 10.1 GHz to n = -0.018 + j2.54 at 
11.35 GHz. So as the grey area shows, the 
windmill structure is double negative between 
10.2 GHz and 10.7 GHz, and the negative index 
bandwidth is 500 MHz. 

Please note that in Fig. 2 (c) and (d), the 
negative reflective region (shaded region) is much 
wider than the negative permeability region. This 
can be explained as follows. A wider negative n' 
frequency band is observed due to the dispersion 
of fabricated prototype. Since the real part of n (n') 
is given by n' = 'z'-''z'' from n = z and z = 
sqrt(/), the imaginary parts of the permittivity 
('') and the permeability ('') also accounts for n'. 
Therefore, a negative real part of n can be 
accomplished without having ' and ' 
simultaneously negative. The amplitude of Im (n) 
is relatively small compared to the real part, which 
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suggests a low loss in the proposed left-handed 
metamaterial. 

To further verify the LH properties and obtain 
a direct image of the negative refraction of the EM 
wave for the windmill structure, we utilize a 
wedgeshaped configuration, which is stacked by 
our designed single slab planar metamaterials with 
an inclined angle of 45°in simulation. Similarly to 
[16] described methods, it stacked one unit cell 
along the y-axis in the simulation. For the wedge 
model, 7 unit cells are used along the xaxis and 
the zaxis, respectively. The refraction interface 
has a staircase pattern with one unit cell step in the 
xdirection and the zdirection, which can be 
referred to as a wedge angle of 45°. All the unit 
cells are positioned between two conducting plates 
with the absorber boundary conditions at the side 
faces.  
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Fig. 2. (a) Simulated magnitudes of S11and S21 

parameters; real (solid curves) and imaginary 
(dashed curves) of the effective, (b) relative 
permittivity, (c) relative permeability, and (d) 
index of refraction. 
 

Figure 3 shows the phenomenon of refraction 
of the EM radiation at the interface between 
designed metamaterial and vacuum. The typical 
electric field distributions at 10.4 GHz and 9 GHz 
are presented in Fig. 3 (a) and (b), in which the 
negative and the positive refractive behaviors are 
demonstrated clearly, respectively. The 
unambiguous negative refraction phenomenon is 
observed in the LH transmission passband, which 
has been ascertained from the retrieved effective 
parameter procedures as discussed above. The 

arrow lines indicate the transmission direction of 
the refracted waves, while the dashed lines are 
along the surface normal. 
 

 

 
 

Fig. 3. The distribution of the electric field in the 
wedge-shaped configuration at different frequency 
points; (a) the negative refraction at 10.4 GHz and 
(b) the positive refraction at 9 GHz. 

 
III.  EQUIVALENT CIRCUIT MODEL 

AND PARAMETRIC STUDY 
Negative effective permittivity and 

permeability can be obtained by electric and 
magnetic resonances, respectively. Both the 
electric and magnetic resonances are equivalent to 
L–C resonant circuits. The windmill structure has 
an intrinsic relation with the Jerusalem cross [17-
19]. We start with the equivalent circuit model in 
Fig. 4 when the proposed LHM responds to 
incident electromagnetic waves. The wires along 
the electric field E-direction of the incident 
electromagnetic wave excite the electric response 
and produce negative permittivity ε up to the 
plasma frequency. The linear arrow in Fig. 4 (a) 
denotes the equivalent current of electric 
resonance. In Fig. 4 (a), both A and B are 
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Fig. 6. Photograph of the experimental setup. 
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Fig. 7. Comparison between simulation and 
measurement result of (a) S11 and S21 parameters, 
(b) permittivity, (c) permeability, and (d) index of 
refraction. 
 

V.  CONCLUSION 
In summary, we studied the LH properties of 

the monolayer windmill structure by simulation 
and experiment in the microwave frequency 
regime. The windmill structure metamaterial 
simultaneously shows an electric and magnetic 
response to incident EM wave, and the LH 
transmission passband is expected. The negative 
refraction is demonstrated by simulating the 
wedge-shaped model. Furthermore, the design 
parameters and their relation to the magnetic and 
electric resonances have been investigated. The 
simplicity of structure makes the LHM easy to 
fabricate, which may be useful for potential 
applications in the future. 
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Abstract  As a novel concept for field probes, 
radar cross section (RCS) measurements on long 
rigid objects rotated within a small angular range 
in and out of the broadside condition are reported.  
The rotation was maintained either in a horizontal 
(H) plane or in a vertical (V) plane containing the 
center of the quiet-zone (QZ).  Processing the RCS 
data by DFT yields a spectrum, which is 
recognized as the field distribution along that 
object.  This spectrum compares extremely well to 
traditional field-probes taken earlier by translating 
a sphere across the QZ in H- or V-direction.  
Preliminary results at several S-band frequencies 
are presented and discussed.    
  
Keywords  Compact range, field distribution, 
large targets, and RCS measurements. 
 

I. INTRODUCTION 
For accurate radar cross section (RCS) 

measurements, it is important to perform the field 
probe in the target zone as a function of frequency, 
polarization, and the locations. Traditionally, one 
can translate a calibration object (e.g., a sphere) 
across the test zone, and to analyze the response 
with respect to the field uniformity or the variation 
thereof. Such a method is usually time consuming 
and costly. Besides, the probe and its supporting 
structure (if large) may often contaminate the very 
field being probed.   
 While searching for a suitable calibration 
object for the cross-polarized channels in the 
Boeing 9-77 compact range, we studied dielectric 
strings stretched tightly across the range at 45o 
from horizontal and near broadside to the radar.  
The lower end of the string was anchored to the 
floor while the upper end was tied to the upper 
turntable (UTT). Rotating the UTT would produce 
a pattern from the string as a function of the 

aspect-angle. It dawned on us that when we 
processed the data by the digital Fourier transform 
(DFT), it would generate a response spectrum, 
which was related to the incident wave-field 
distribution along that string at 45o from horizontal 
[1, 2].      
 Of practical interest regarding field probes, the 
two major orientations are horizontal and vertical 
intersecting at the quiet-zone (QZ) center. The 
problem and challenge for the experiments are to 
assemble such long and rigid targets, mounting it 
to the range and maneuvering it for the desired 
motion. To validate the concept, some preliminary 
measurements were taken (among others) from a 
60-ft steel rod supported horizontally [3], and a 
40-ft aluminum cylinder plus a blue rope 
supported vertically [4]. The results are analyzed 
in connection with the feasibility of the new 
concept.   
 

II. HORIZONTAL MEASUREMENTS  
 The 60-ft long rod (diameter 1.74 inches) was 
assembled by connecting six 10-ft long steel 
conduits together. The five joints were each made 
by fastening the ends of two adjacent conduits 
with screws to a short cylindrical stem inserted 
inside the conduits. The screw-heads were kept 
flush to the outer surface. The outside of the joints 
were wrapped with conducting aluminum tape.   
The two ends of the long rod were each covered 
by a flat circular plate and then painted. The long 
rod, weighing 75 pounds, was supported by eight 
pairs of strings (non-flashing) from the UTT at 
eight attachment points evenly distributed along its 
length, as depicted in Fig. 1.   
 Figure 2 shows the typical azimuth 
dependence of the radar echoes at 2.4 GHz from 
the 60-ft long rod. Data have been collected in the 
range of + 20o, but only those within + 5o are 
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plotted here. The main peak is very narrow. The 
side-lobes are asymmetric. Note that the VV trace 
(red) is shifted down by -10 dB to avoid overlap, 
and that it is very similar to the HH trace (blue).   
 

 
 

Fig. 1. Schematic of the 60-ft rod supported 
horizontally by eight string-reels (where A, B, E, F 
represent high-capacity and 1, 3, 5, 6 represent 
low-capacity string-reels) from the UTT (of 
diameter 60 feet, represented by a circle of red 
dashes).   

 

 
 

Fig. 2. Azimuth patterns in radar echoes at 2.4 
GHz measured from the 60-ft long rod supported 
horizontally by strings.  

  
Figure 3 shows the Fourier transform spectra 

using the 2.4 GHz data (of I and Q). The central 
portion within + 800 bins exhibits a plateau at 

about 35 dB above the noise floor. We recognize 
that the intensity variation on the plateau is of 
interest. Though the plateau is fairly flat at the 
center, it drops off quickly on the two sides. The 
fast oscillating wiggles near bins + 750 are 
commonly known as the Gibb’s phenomenon due 
to truncation of the rod.   
 

 
 

Fig. 3. Typical Fourier transform spectra from the 
azimuth measurements of the 60-ft rod at 2.4 GHz, 
(with HH in blue, VV in red and shifted down by -
3 dB).  
 

Figure 4 shows extended plots of the two ends, 
with computed points in symbols. The next step is 
to calibrate the bin number to distance along the 
rod. The appropriate formula taken from [1, 2] is 
as follows,    

      R / λ = J * (Da - 1) / (2W * A * N)          (1)    

where R is the cross-range distance, λ = c / F is the 
radar wavelength, J is the bin number measured 
from zero, N = power of 2, zero-padded, is the 
total size of the data set, Da is the number of 
measured data points, A is the UTT-angle swept 
(in radian), c is the speed of light, and W = 1 here, 
is a conversion factor which relates the UTT-angle 
to the actual out-of-plane angle for the rotation (if 
needed). In equation (1), we find that R and J have 
a unique relationship, once all the other parameters 
are known.   

For easy comparison with the horizontal field 
probes using the 14-inch sphere recorded in 1996, 
we plot the results on similar scales in Fig. 6, i.e., 
the ordinate in 5 dB/div., the abscissa in 60 
inch/div. By aligning Figs. 5 and 6, we can readily 
discern their strong resemblance, curve by curve, 
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wiggle by wiggle, per polarization and per 
frequency. Thus, the 60-ft rod provided the same 
horizontal field probe results, even at a higher 
resolution and over a wider coverage area. The 
close agreement validates the new method of 
performing field probes as proposed earlier [1, 2].  
Furthermore, it is nice to know that the wave-field 
at the Boeing 9-77 compact range on three 
arbitrarily chosen frequencies has not changed 
with time.   
 

 
 
Fig. 4. Extended view of the two ends of the 
Fourier transform spectra at 2.4 GHz. For 
calibration of pixel bin versus cross-range 
distance, the points at -13 dB down from the 
outermost peaks (denoted by short bars) are taken 
as end points.   
 
 Figure 5 shows the new results from the 60-ft 
rod of the field distribution represented by the 
Fourier transform spectra for both HH and VV 
polarizations at 3 frequencies. The ordinate scale 
(y-axis) is for the HH trace (blue) at 2.0 GHz, 
while the HH for 2.4 and 2.8 are shifted down 
successively by -10 dB. The VV traces (red) are 
each shifted down by -3 dB from the 
corresponding HH. We see that the features in 
Figs. 5 and 6 match each other remarkably well as 
a function of cross-range distance, per frequency 
and per polarization.     
 

III. VERTICAL MEASUREMENTS  
 The configuration of test geometry for moving 
an object in a vertical plane using the high-
capacity string-reels at the 9-77 compact range is 
shown in Fig. 7 (a) (schematic) and (b) 
(photograph). The 40-ft aluminum rod (4-inch 

diameter) supported by a blue rope through its 
center was the first target for measurement. The 
angular motion of the rod with respect to the pivot 
(on top) was achieved by pulling on the weight 
either by the pair of strings A and F from the front 
side, or by the pair of strings B and E from the 
back side. Figure 1 shows the relative placements 
of the string-reels.   

 

 
 
Fig. 5. Fourier transform spectra for the 60-ft rod 
after calibration of the cross-range distance and at 
three representative frequencies (2.0 GHz, 2.4 
GHz, and 2.8 GHz). Dashed lines mark the 
boundary of + 220 inches for easy comparison 
with the earlier results (see Fig. 6).   
 

 
 
Fig. 6. Horizontal field probes measured in 1996 at 
three frequencies by translating a 14-inch sphere 
supported by strings within the distance of + 220 
inches [7].  
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(a) 
 

 
 

(b) 
 
Fig. 7. (a) Schematic diagram of the test geometry 
for the vertical measurements and (b) photograph 
of the test geometry for vertical measurements (as 
viewed from the back).  

 The RCS data thus collected as a function of 
the translation distance of the lower end of the rod 
along Z (proportional to the out-of-plane tilt angle) 
were studied and analyzed. The second target was 
a separate piece of blue rope (dielectric, of 0.75 
inch diameter before being stretched). The artesian 
coordinates (Fig. 7 (a)) are defined according to 
the right-handed system with the X-axis pointing 
east, Y-axis pointing up vertically, and the Z-axis 
pointing out from the page (away from the main 
reflector, down-range, to the south).   
 Figures 8 and 9 show the measured radar 
echoes at 2.4 GHz on the 40-ft rod and on the long 
blue rope, respectively. They look very similar, 
except in [dBsm] scale. In Fig. 9, the difference in 
peak RCS for the blue rope, (VV-HH) at 2.4 GHz, 
was found to be 6.002 dB. With reference to the 
wave equations for thin dielectric strings, the ratio 
of  (TE / TH )2 for the vertical string gives rise to a 
simple expression of  {(+1)2 / 4},  where  = 
2.99 can be estimated as the dielectric constant of 
the rope [5, 6].  Also in Fig. 9, the peak RCS for 
the rope in VV at 2.4 GHz was measured at 7.124 
[dBsm]. Though the ka value at 0.479 (for the 
original radius of 0.375 inch) was moderate, not 
thin, let us assume that the equation for  Svv =  
(TE)2  = [ (L / 2) ()1/2 (-1) (ka)2 ]2   may still 
apply [5, 6]. By using L = 37.66 feet = 11.486 
meter, and = 2.99, we can estimate the ka to be 
0.335, or a = 0.262 inch as the “effective” radius 
of the rope (for wave scattering) after being 
stretched by a heavy weight.   
 A retro-reflecting ring was taped to the lower 
edge of the rod (Y= -20 ft) to facilitate monitoring 
of its motion by precision optical monitoring 
system (POMS). The (x, y, z) positions of the 
marker, recorded along with the radar data, were 
analyzed. The increments in dz versus z are shown 
in Fig. 10. Proper application of the DFT 
algorithm requires that the input data set must be 
equally spaced. In reality, however, the tilting 
motion of a vertically positioned object by pulling 
the strings tied to its lower end was not as smooth 
as we would have liked. To show how badly the 
sampling was, we subjected the as-measured raw 
data (2.4 GHz, VV) to DFT, and we obtained the 
arbitrary shaped spectra (in black) for the two 
cases in Fig. 11 (40-ft rod) and Fig. 12 (blue rope). 
Re-sampling of the raw data in regular steps of 
0.20 inch (for increasing z from -60 to 60 inches) 
was performed by two methods:  
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   a) Linear interpolation using the two nearest 
neighbors at each z position.   
   b) Spline interpolation using four data points at 
each prospective location, (aka cubic spline fit).   
 

 
 

Fig. 8. Radar responses from the vertical 40-ft rod 
at 2.4 GHz versus distance z. The pattern reached 
its peak within a narrow range in z when the rod 
was at broadside to the wave-front.   
 

 
 

Fig. 9. Radar responses from the vertical blue rope 
at 2.4 GHz versus distance z. Though similar to 
Fig. 8 above, the HH scattering from the dielectric 
rope was weaker than its VV by 6 dB. 
 
 In the DFT spectra from the linearly 
interpolated data for the 40-ft rod (Fig. 11, in 
green) and for the blue rope (Fig. 12, in blue), we 
see that the spectra now show an interesting 
feature consisting of a plateau at about 40 dB 
above the noise level. The DFT spectra from the 

spline interpolated data are also plotted (in red) for 
the two cases. For clarity, the DFT spectra are 
displaced on the amplitude scale by dB values as 
noted in the graph. Upon closer inspection, we see 
that the red spectra exhibit more (or better) fine 
structures than those from the linearly interpolated 
data (in green or in blue). Thus, the spline 
interpolation method was chosen for further 
analysis in the present work.    
 

 
 

Fig. 10. Motion of z-increments versus z for the 
40-ft rod (green) and the blue rope (blue). The 
direction of motion is indicated by an arrow. Note 
the swinging motion at the beginning of a run, as 
well as the hesitation near the broadside at z = 0.   
 

 
 

Fig. 11. DFT spectra of the as-measured raw data 
(black, arbitrarily shaped) and re-sampled data for 
the 40-ft rod. The stepped plateau was of prime 
interest in the present work. The cubic spline fit 
(red) showed more details than the linear inter-
polation (green).   
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Fig. 12. DFT spectra of as-measured raw data 
(black) and re-sampled data for the blue rope 
(otherwise similar to Fig. 11 above).   

 
 Calibration of vertical distance Y was 
facilitated by the Gibb’s phenomenon due to the 
finite length of the 40-ft rod in Fig. 11, plus the 
small peak at zero pixel due to the pivot of rotation 
in Fig. 12. The pivot for the swinging motion of 
the targets was about 4 feet above the UTT (see 
Fig. 7 (a)). Figure 13 shows the same data at 2.4 
GHz (both HH and VV) re-plotted as a function of 
the abscissa in the calibrated vertical distance Y 
(in feet). The ripples across the plateau represent 
the variation in field as sampled from the vertical 
objects by their small angular motions in a plane 
containing the YZ-axes. While the 40-ft rod 
showed abrupt cutoffs, the blue rope by its nearly 
floor-to-ceiling length (< 80 ft) would actually 
sample the field tapered much beyond the nominal 
quiet zone boundary (Y = + 14 ft) in the vertical 
dimension. Except for some minor difference, the 
field distributions within + 14 feet from the center 
are qualitatively similar as sampled from the two 
objects, and for each of the two polarizations. 
 In Figs. 14 and 15, we compare the results of 
field distributions at three frequencies obtained by 
the two objects plotted with the same scales.  
While the VV spectra for both objects are plotted 
in red, the HH spectra are plotted separately for 
the 40-ft rod (in green) and the blue rope (in blue) 
for easy distinction. The abscissae are Y-distance 
in 10 feet per division. The ordinates are in 3-dB 
per division, which was calibrated to the [dBsm] 
scale for the 2.0 GHz VV-case only. The VV 

traces for the 2.4 GHz and 2.8 GHz are each 
shifted down by -6 dB from the previous VV trace.   
 

 
 

Fig. 13. DFT spectra versus calibrated distance Y 
for the 40-ft rod and the blue rope at 2.4 GHz for 
both VV and HH polarizations.   
 

 
 

Fig. 14. FFT spectra versus vertical distance from 
the 40-ft rod at selected frequencies and 
polarization [VV (red) and HH (green)]. The 
cutoffs were due to the finite length of the rod.   
 
 In Fig. 14, the HH traces are each shifted 
down by -2 dB from the respective VV at the same 
frequency. Yet, in Fig. 15, since the HH scattering 
from the dielectric blue-rope is -6 dB weaker than 
the corresponding VV, the HH traces are each 
shifted up by 4 dB from the respective VV, so as 
to match the appearance of Fig. 14. We see in 
Figs. 14 and 15 that the DFT spectra obtained 
from the two different vertical objects (a metal rod 

1233 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



and a dielectric rope) are remarkably similar per 
frequency and per polarization, but varying in 
magnitude [dBsm]. 
 

 
 

Fig. 15. FFT spectra from the blue rope versus 
frequency and polarization [VV (red) and HH 
(blue)]. The results showed a wider field 
distribution tapering out from the quiet zone 
boundary. Different only in RCS scale (dBsm) for 
the two vertical objects, the features of Figs. 14 
and 15 (as a representation of field distribution) 
looked extremely similar.    
 

 
 

Fig. 16. Vertical field probes by a calibration 
sphere versus frequency and polarization recorded 
in 1996 [7]. The quiet zone boundary in the 
vertical dimension was specified as + 14 ft, (or + 
168 inches).   
 
 For comparison with the new results shown in 
Figs. 14 and 15, we revisit the field probes 

measured by translating a sphere supported by 
strings in the vertical direction through the QZ 
center, (data collected in 1996). In Fig. 16 (which 
is plotted with the same scales), we see that the 
field distributions are very comparable with the 
new results. It is comforting to know that the radar 
wave-field has remained about the same with time. 
 
 IV. SUMMARY AND CONCLUSION  
 The measurements described in this paper 
took a group effort by dedicated colleagues 
(named in the references) several years to 
accomplish. To them I am deeply grateful. We 
conclude that the new method of performing field 
probes by the angular motion of a long rigid 
object, in either the horizontal or vertical plane, 
has been successfully demonstrated and validated.  
Further research should shed new light on radar 
measurements.   
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Abstract ─ We present the design, fabrication, and 
characterization of a novel matched waveguide 
termination based on planar artificial 
metamaterial. This matched termination is realized 
by recent developed planar metamaterial absorber, 
which can be designed to near-completely absorb 
the propagating electromagnetic energy at the edge 
of a shorted rectangular waveguide. Theoretical 
discussions, numerical simulations and microwave 
experiments are employed to illustrate the matched 
characteristics of the proposed waveguide 
termination. As an example, a matched waveguide 
termination with standing wave ratio of 1.23 is 
experimentally demonstrated at microwave 
frequency. Our result yields a promising approach 
to design of novel waveguide terminations by 
techniques of metamaterials.  
  
Index Terms - Metamaterial absorber, waveguide, 
and termination.  
 

I. INTRODUCTION 
Matched waveguide termination, as a kind of 

important component, has been widely employed 
in waveguide systems to assist microwave 
measurements. The main functionality of such 
component is to absorb the electromagnetic field 
energy at the end of waveguides so as to eliminate 
the influences by waves reflecting at the edge. The 
origins of matched waveguide terminations could 
be traced to mid-20th century. Since that time, a 

great many approaches were developed to make 
matched terminations by, for examples, inductive 
and capacitive iris pairs [1], long sizes of tuners 
and dissipative elements [2], double-slug 
transformers and lossy dielectric loads [3], short-
circuiting plungers and dissipative elements [4], 
and sliding loads by sections of lossless and lossy 
dielectrics [5]. Nowadays, the most commonly 
used waveguide matched terminations are built by 
merging the tapered wedges or slabs of lossy 
materials into waveguides (see [6]). 

Unfortunately, all the existed matched 
waveguide terminations have the same 
disadvantage of large dimensions, restricting the 
possibility for integration application. Moreover, 
the present techniques of waveguide terminations 
are mainly focused on microwave frequencies, 
hardly suitable for terahertz and optical 
applications, such as silicon waveguide and 
nanophotonic integration. On the other hand, 
microwave absorbers have been rapidly developed 
in the past half century. Variety of absorbers was 
reported, such as dielectric absorbers, magnetic 
absorbers, ferrites, and ferroelectrics [7]. In 
particular, recent planar microwave absorbers, 
owning to the advantage of ultra-subwavelength 
thicknesses, have attracted considerable attention 
in design of communication radio frequency 
devices and antennas, some of which can be found 
in [8-11]. 

In the past decade, artificial structured 
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materials, termed metamaterials [12–16], have 
gained extensive research interests. Theoretically 
predicted by Veselago [17] and experimentally 
realized by Smith et al. [18, 19], metamaterials 
enable a fantastic approach to control 
electromagnetic wave propagating inside such 
media by properly designing the “meta-atoms”. 
Due to the excellent flexibility introduced by 
design of metamaterials, various novel 
applications have been considered such as super-
lens [20], invisibility cloaks [21], enhanced 
antennas [22], etc. Besides, there is another 
important application, using metamaterials to 
design planar absorber so called metamaterial 
absorber (MA) [23]. Such MA is impedance-
matched with free space while exhibits high loss, 
which is able to absorb incident electromagnetic 
wave energy near perfectly [24]. It is commonly 
known that, for the conventional absorbers, the 
electromagnetic wave energy is transformed into 
heat in the absorbing materials. For the MA, the 
energy is mainly consumed by the metal 
metamaterial resonators, due to the high-strength 
resonance characteristics [25]. Moreover, the 
absorbing frequency band can be easily operated 
from microwave to terahertz and optical 
frequencies by scaling the geometrical sizes [26, 
27] and the bandwidth can also be widened by 
various techniques [28–31]. 

Recently, in our previous works we have 
demonstrated that the rectangular waveguide can 
be used to experimentally demonstrate the 
absorptivity of MAs [32], giving an alternative 
method to analyze the configurations of MAs 
compared with the free space measurement 
method [33]. Most importantly, this method 
provides a fire-new approach to design the 
matched terminations, especially for the 
rectangular waveguide applications. Comparing 
with conventional matched waveguide 
terminations [1–6], the newly metamaterial-based 
termination exhibits high-flexible design tolerance 
by using various metamaterial configurations. In 
this paper, we present a novel design of the planar 
matched terminations for rectangular waveguide 
applications, for the first time to our knowledge, 
by using metamaterials. Such matched termination 
is realized by designing a metamaterial absorber 
that suitable for shorted rectangular waveguide, 
which matches the characteristic impedance of 
waveguide and can absorb incident 

electromagnetic (EM) energy. As an example, a 
matched waveguide termination operated at X-
band (8 GHz – 12 GHz) is designed, fabricated, 
and characterized by means of numerical 
simulation and microwave experiment. This paper 
is arranged as follows: section II gives a briefly 
discussions on the theoretical relationship between 
absorptivity and effective constitutive parameters; 
a metamaterial absorber is numerically designed in 
section III, and its application as matched 
terminations is demonstrated in section IV. 
 

II. THEORY 
We start by considering electromagnetic wave 

propagating at an interface between medium 1 and 
medium 2, the material properties of which are 
characterized by the relative permittivity εr,i and 
relative permeability μr,i, where i = 1, 2 denotes 
each medium. Fresnel equations give the 
reflections of s-polarized and p-polarized waves to 
be,  
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where , 0 , 0/i r i r i      is the characteristic 

impedance and , ,i r i r in    is the refractive 

index. For sake of simplicity, we restrict our 
discussion on the normal incident wave (i.e., the 
incident angle θ = 0) and medium 1 is free space 
with εr,i = μr,i = 1. Equation (1) is therefore reduced 
to be, 
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If we consider the metamaterial absorbers that 
consisted of electric-inductance-capacitor (ELC) 
resonators and backed metallic plate [23], in which 
case zero transmissivity is achieved, and thus the 
absorptivity could be simply expressed as, 
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Equation (3) reveals the relationship between the 
absorptivity and effective material parameters εr 
and μr of metamaterial. By properly designing the 
geometry of metamaterial’s unit cells and the 
coupling strength between those units and the 
metallic plate layers, one can successfully achieve 
the conditions of ε(ω) = μ(ω) and large loss 
tangents tan δε and tan δμ. The MAs can, therefore, 
impedance-match with free space and absorb the 
electromagnetic waves completely. 
 

III. NUMERICAL DESIGN OF 
METAMATERIAL ABSORBER 

Before discussing the proposed planar 
matched waveguide termination, we first 
numerically design an MA with nearly complete 
absorption, the unit cell of which is shown in the 
insert of Fig. 1. The designed structure is similar 
to [23], made up of metallic ELC resonator 
(constructed by copper line with width of 0.2 mm 
and thickness of 0.017 mm, and the electric 
conductivity of copper is 5.8×107 S/m) on one side 
of the FR4 substrate and metallic ground plane on 
the other side. 

 
 
Fig. 1. Simulated reflection and absorptivity of the 
MA unit cell. The inset is the schematic 
representation of the MA unit cell with 
dimensional parameters: a = 5 mm, b = 3.3 mm, 
c = 1 mm, and g = 0.2 mm. The substrate is FR4 
with relative dielectric constant εr = 4.0(1 + 0.02i) 
and thickness of 0.8 mm. 
 

In our simulation, perfect E boundaries along 
the z-axis and perfect H boundaries along the y-
axis are applied to mimic a transverse 

electromagnetic (TEM) wave propagating to the 
periodically arranged unit cells. Through strict 
numerical calculation by Ansoft HFSS software, a 
group of geometrical parameters are obtained, as 
listed in the caption of Fig. 1. It is seen that, there 
is a reflection dip centered at 10.7 GHz (see the 
black solid line). Due to existence of the ground 
plane on the other side of the substrate, no EM 
power can be transmitted through the structure. 
Since the surface of the metamaterial is smooth 
enough compare to the wavelength of incident 
wave, the influence of scattering is negligible. 
Therefore, the absorptivity of the MA comes to be 
A = 1–|S11|

2. The red dashed line in Fig. 1 indicates 
that more than 99.9 % EM energy is absorbed by 
the MA at the resonant frequency. 

The surface current distributions on the ELC 
resonant and the ground plane are shown in Fig. 2 
to reveal the resonant mechanism at resonance 
frequency 10.7 GHz. For EM wave normal 
incidence, the electric currents on the ELC pattern 
are symmetrical and thus provide the electric 
response. The antiparallel currents between the 
ELC cell and the ground plane show that a 
magnetic response is induced by the incident EM 
wave. The electric response and magnetic 
response appeared simultaneously at the given 
frequency so that enables the MA to absorb the 
incident electric and magnetic fields completely. 

 
Fig. 2. The surface current densities on the 
metamaterial unit cell and ground plane at 
resonant frequency 10.7 GHz. 
 

As analyzed in [23], the near-perfect 
absorption is mainly arisen from two aspects. The 
first one is that the metamaterial provides electric 
and magnetic resonances and enhances the local 
EM field. The other aspect is the losses in the 
coppers and substrate material. Both of the 
structure resonance and material losses provide the 
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impedance-match and absorption properties. In the 
following section, we show the application of the 
proposed metamaterial absorber as a planar 
matched waveguide termination operated at 
microwave X-band. 
 

IV. MATCHED WAVEGUIDE 
TERMINATION 

The above-mentioned MA shows near-perfect 
absorption to the normal incident EM wave, it is 
expected that similar MA is also useful for 
rectangular metallic waveguides where the 
incident waves are restricted into transverse 
electric mode. In such a way, MA can be applied 
as a planar matched waveguide termination. As 
shown in Fig. 3, the fabricated matched waveguide 
termination is 22.86 × 10.16 mm2 in size to fit the 
transverse size of the X-band rectangular 
waveguide and the other dimensional parameters 
are all the same as shown in the above section 
except the period space a = 4.5 mm.  

 
Fig. 3. (a) Schematic representation of the X-band 
matched rectangular waveguide termination based 
on the metamaterial and (b) fabricated 
metamaterial sample. 
 

The performance of a matched waveguide 
termination is characterized by the standing wave 
ratio (SWR), commonly defined as the amplitude 
ratio of a partial standing wave at an antinode 
(maximum) to an adjacent node. For ideal case 
that free of any reflection, no standing wave is 
formed and thus SWR equals to 1. The 

measurement is performed by a vector network 
analyzer (Agilent N5230A) and coaxial-to-
rectangular-waveguide transition. Figure 4 shows 
the measured SWR compared with the numerical 
result. It is seen that the matched termination 
exhibits a narrow matched band of about 80 MHz 
(SWR < 1.5) centered at 10.62 GHz with the dip 
value of SWR about 1.23. Comparing the 
measured and simulated results, there is a little 
shift of the matched band, mainly due to the 
fabrication tolerance. The reflection of the MA in 
rectangular waveguide is also in good agreement 
with that in free space, which verifies the equal 
effectiveness in both cases. Surface current 
distributions are further investigated in Fig. 5, 
where same resonance characteristics are found 
compared with that in Fig. 2. 

 
 

Fig. 4. Measured and simulated SWR of the 
proposed matched waveguide termination. 
 

Moreover, the measured and simulated input 
impedance characteristics are presented in Fig. 6 
to further show the impedance-match properties. 
In both measurement and simulation, the reference 
planes are chosen as close as possible to the 
metamaterial plane. The comparison shows a good 
agreement between the numerical and measured 
results near the resonant frequency. The measured 
result indicates a considerable mismatch which, 
leads to a big SWR at the design frequency (the 
circle of SWR = 1.5 is also shown in Fig. 6). To 
miniaturize the mismatch or SWR, some methods 
should be explored which, will be discussed in the 
next of this paper. 
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Fig. 5. The surface current densities on the 
metamaterial unit cells and the shorted wall at 
resonant frequency 10.7 GHz. 

 
Fig. 6. Measured and simulated input impedances 
of the metamaterial based matched termination. 
 

The performance of the above matched 
termination can be further improved to near 
perfect impedance-match by turning the thickness 
of the substrate or changing the substrate material 
with other loss values, as the same optimization 
method of MAs which, have been discussed in 

[23]. Here we give an optimized result of the 
proposed matched termination by adjusting the 
thickness of the substrate. Figure 7 shows the 
simulated SWR characteristics of the matched 
termination with different thicknesses of the 
substrates range from 0.8 mm to 1.0 mm. It can be 
known that the matched termination keeps a 
reasonable matched performance along the whole 
considered range (the SWR curves have a matched 
frequency band of wider than 70 MHz for 
SWR < 1.5). When the thickness of the substrate 
increases, the SWR first decreases and trends to 
the optimum value of 1.035 at 10.7 GHz and then 
arises back to the 1.23 at 10.7 GHz (see the inset 
figure of Fig. 7). In this case, the optimized 
thickness of the substrate is 0.9 mm. The 
optimized result shows a very well impedance-
match characteristic, similar to the conventional 
matched waveguide terminations [1-6]. 

 
 

Fig. 7. Simulated SWR characteristics at different 
thickness of the substrate. The inset figure is the 
amplified SWR characteristics near the resonance 
frequency. 
 

As a concluding remark, we would like to note 
that the unit cell of MA proposed in this paper is 
only for example, and it can be replaced by any 
other configurations reported in [34, 35]. Although 
our work is only focusing on microwave 
frequency, it can be expected that the behavior 
presented in this paper is quite general and can be 
also useful for THz or even optical range. 
Moreover, the narrow bandwidth can be widened 
by variety of techniques [26-31]. 
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V. CONCLUSION 
In this paper, a novel schematic design of X-

band planar matched waveguide termination based 
on the metamaterial has been discussed for the 
first time to our knowledge. The measured and 
simulated results demonstrated that the proposed 
inclusion exhibited a narrow matched frequency 
band of about 80 MHz (SWR < 1.5) centered at 
10.62 GHz. It was also shown that such near 
perfect matched characteristic could be optimized 
by adjusting the thickness of substrate. We expect 
that the matched frequency band can be operated 
from microwave to terahertz, and even optical 
frequencies by changing the structure sizes and the 
bandwidth can be enlarged by using some 
broadband techniques. It opens the way to design 
and fabricate the novel matched termination for 
waveguide by using the very interested 
metamaterials. It also has the broad applications in 
microwave engineering areas, for example, it can 
be used in design of traveling-wave antennas or 
leaky-wave antennas as matched terminations. 
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Abstract ─ In this paper an ultra-wideband 
monopole antenna with frequency band-stop 
performance is designed and manufactured. The 
proposed antenna consists of square radiating 
patch with two E-shaped slits and a ground plane 
with a protruded T-shaped strip inside the 
rectangular slot. In the proposed structure, by 
inserting a rectangular slot with a T-shaped strip 
protruded inside the slot on the ground plane, 
additional resonance is excited and hence, much 
wider impedance bandwidth can be produced, 
especially at the higher band. In order to create 
band-rejected function we use two E-shaped slits 
in the square radiating patch. The fabricated 
antenna has the frequency band of 3 GHz to over 
12.7 GHz with a rejection band around 5 GHz – 6 
GHz. Good VSWR and radiation pattern 
characteristics are obtained in the frequency band 
of interest. Simulated and measured results are 
presented to validate the usefulness of the 
proposed antenna structure for UWB applications 

  
Index Terms ─ Band-notched function, E-shaped 
slit, microstrip-fed monopole antenna, protruded 
T-shaped strip, and ultra-wideband (UWB) 
communications.  

 
I. INTRODUCTION 

Communication systems usually require 
smaller antenna size in order to meet the 
miniaturization requirements of radio-frequency 
(RF) units [1]. It is a well-known fact that planar 
monopole antennas present really appealing 
physical features, such as simple structure, small 
size, and low cost. Due to all these interesting 
characteristics, planar monopoles are extremely 
attractive to be used in emerging UWB 

applications, and growing research activity is 
being focused on them. Consequently, a number of 
planar monopoles with different geometries have 
been experimentally characterized [2-3]. 

The frequency range for UWB systems 
between 3.1GHz–10.6 GHz will cause interference 
to the existing wireless communication systems 
for example the wireless local area network 
(WLAN) for IEEE 802.11a operating in 5.15GHz–
5.35 GHz and 5.725GHz–5.825 GHz bands, so the 
UWB antenna with a band-notch function is 
required. Lately to generate the frequency band-
notch function, modified planar monopoles several 
antennas with band-notch characteristic have been 
reported [4-10]. In [6-8], different shapes of the 
slots (i.e., W-shaped, L-shaped, and folded 
trapezoid) are used to obtain the desired band 
notched characteristics. Single and multiple [9] 
half-wavelength U-shaped slots are embedded in 
the radiation patch to generate the single and 
multiple band-notched functions, respectively. and 
automatic design methods have been developed to 
achieve band-notch performance [10]. 
 In this paper, a simple method for designing a 
novel and compact microstrip-fed monopole 
antenna with band-notched characteristic for UWB 
applications has been presented. In the proposed 
antenna, for bandwidth enhancement we use a 
rectangular slot with a T-shaped strip protruded 
inside the rectangular slot on the ground plane. 
Also by using two E-shaped slits with variable 
dimensions beside the square radiating patch a 
band-stop performance can be created. The 
presented monopole antenna has a small size of 
12×18 mm 2 . The size of the designed antenna is 
smaller than the UWB antennas with band-notched 
function reported recently, which has at least a 
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size reduction of 15 % with respect to the previous 
similar antenna [7-10]. Good return loss and 
radiation pattern characteristics are obtained in the 
frequency band of interest. Simulated and 
measured results are presented to validate the 
usefulness of the proposed antenna structure for 
UWB applications. 

 
II. ANTENNA DESIGN 

The presented small monopole antenna fed by 
a microstrip line is shown in Fig. 1, which is 
printed on an FR4 substrate of thickness 1.6 mm, 
permittivity 4.4, and loss tangent 0.018. The basic 
monopole antenna structure consists of a cross-
shaped radiating patch, a feed line, and a ground 
plane. The patch is connected to a feed line of 
width Wf and length Lf. The width of the 
microstrip feed line is fixed at 2 mm, as shown in 
Fig. 1. On the other side of the substrate, a 
conducting ground plane is placed. The proposed 
antenna is connected to a 50  SMA connector for 
signal transmission. 

 

 
 

 (a)                                  (b) 
 

Fig. 1. Geometry of the proposed antenna, (a) side 
view and (b) bottom view. 
 

Regarding defected ground structures (DGS), 
creating slots in the ground plane provides an 
additional current path. Moreover, this structure 
changes the inductance and capacitance of the 
input impedance, which in turn leads to change the 
bandwidth. The DGS applied to a microstrip line 
causes a resonant character of the structure 
transmission with a resonant frequency 
controllable by changing the shape and size of the 
slot [2]. Therefore, by cutting a rectangular slot 
with a T-shaped strip protruded inside the 

rectangular slot on the ground plane and carefully 
adjusting its parameters, much enhanced 
impedance bandwidth may be achieved. As 
illustrated in Fig. 1, the E-shaped slits are placed 
in the radiating patch and is also symmetrical with 
respect to the longitudinal direction. This structure 
can perturb the resonant response and also acts as 
a half-wave resonant structure [3]. At the notched 
frequency, the current flows are more dominant 
around the slits, and they are oppositely directed 
between the slit edges [3]. As a result, the desired 
high attenuation near the notch frequency can be 
produced. 

The optimized values of presented monopole 
antenna design parameters are as follows: Wsub = 
12 mm, Lsub = 18 mm, hsub = 1.6 mm, Wf = 2 mm, 
Lf = 3.5 mm, W = 10 mm, WS = 4 mm, LS = 2 mm, 
WS1 = 1 mm, LS1= 1 mm, WS2 = 3 mm, LS2 = 
11.5 mm, WS3 = 1 mm, We = 12 mm, Le = 0.5 
mm, We1 = 0.25 mm, Le1 = 0.5 mm, We2 = 3 
mm, Le2 = 3.5 mm, d = 1.5 mm, d1 = 3.5 mm, 
and Lgnd = 3.5 mm. 

 
III. RESULTS AND DISCUSSIONS 
The proposed microstrip monopole antenna 

with various design parameters were constructed, 
and the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The proposed microstrip-
fed monopole antenna was fabricated and tested. 
The parameters of this proposed antenna are 
studied by changing one parameter at a time and 
fixing the others. Ansoft HFSS simulations are 
used to optimize the design and agreement 
between the simulation and measurement is 
obtained [11]. 

The configuration of the presented monopole 
antenna was shown in Fig. 1. Geometry for the 
ordinary square patch antenna (Fig. 2 (a)), with a 
rectangular slot with a T-shaped strip protruded 
inside the rectangular slot on the ground plane 
(Fig. 2 (b)), and the proposed antenna (Fig. 2 (c)) 
structures are compared in Fig. 2. The VSWR 
characteristics for structures that were shown in 
Fig. 2 are compared in Fig. 3. As shown in Fig. 3, 
it is observed that the upper frequency bandwidth 
is affected by using the rectangular slot with a T-
shaped strip protruded inside the rectangular slot 
on the ground plane and the notch frequency 
bandwidth is sensitive to the E-shaped slits on the 
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radiating patch [12]. Also it is found that by using 
the T-shaped strip protruded inside the rectangular 
slot on the ground plane, the third resonance occur 
at around 12 GHz in the simulation. The input 
impedance of the proposed slot antenna structure 
that studied in Fig. 1, on a Smith chart is shown in 
Fig. 4. 

 

 
 

            (a)                       (b)                      (c) 
 

Fig. 2. (a) Basic structure (ordinary square 
monopole antenna), (b) antenna with a pair of H-
shaped slots in the ground plane, and (c) the 
proposed antenna. 
 

 
 

Fig. 3. Simulated VSWR characteristics for the 
monopole antennas shown in Fig. 2.  
 

In order to understand the phenomenon behind 
this additional resonance and band notch 
performance, the simulated current distribution on 
the ground plane for the square antenna with a T-
shaped strip protruded inside the rectangular slot 
on the ground plane at the new resonance 
frequency of 12 GHz are presented in Fig. 5 (a). It 
can be observed that in Fig. 5 (a), the current 

concentrated on the edges of the interior and 
exterior of T-shaped strip protruded inside the 
rectangular slot at 12 GHz [13]. 

 

 
 
Fig. 4. The simulated input impedance on a Smith 
chart of the proposed antenna structure shown in 
Fig. 1. 
 

          

         (a)                                 (b) 
 

Fig. 5. Simulated surface current distributions on 
the ground plane (a) for the square monopole 
antenna with two H-shaped slot at 11.2 GHz and 
(b) for the proposed antenna at 5.5 GHz. 
 
Therefore the antenna impedance changes at this 
frequency due to the resonance properties of the 
proposed structure. Also, to understand the 
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phenomenon behind this band-notch performance, 
the simulated current distribution on the radiating 
patch for the proposed antenna at the notch 
frequency (5.5 GHz) is presented in Fig. 5 (b). It 
can be observed that in Fig. 5 (b), the current is 
concentrated on the edges of the interior and 
exterior of the E-shaped slits at 5.5 GHz. 
Therefore the antenna impedance changes at this 
frequency due to the band-notch properties of the 
proposed structure.  
 Figure 6 shows the simulated VSWR curves 
with different values of We. As shown in Fig. 6, 
when the interior width of the E-shaped slits 
increases from 3.0 mm to 4.5 mm, the center of 
the notched frequency decreases from 6.7 GHz to 
4.1 GHz. From these results, we can conclude that 
the notched frequency is controllable by changing 
the interior width of the E-shaped slits in the 
radiating patch. 
 

 
 
Fig. 6. Simulated VSWR characteristics for the 
proposed antenna with different values of LP. 

 
 The proposed antenna with optimal design 
was built and tested. The measured and simulated 
VSWR characteristic of the proposed antenna was 
shown in Fig. 7. The fabricated antenna has the 
frequency band of 3 GHz to over 12.7 GHz with a 
rejection band around 5 GHz–6 GHz. However, as 
shown in Fig. 7, there exists a discrepancy 
between measured data and the simulated results.  
This discrepancy between measured and simulated 
results is mostly due to a number of parameters 
such as the fabricated antenna dimensions as well 
as the thickness and dielectric constant of the 
substrate on which the antenna is fabricated, the 
wide range of simulation frequencies and also the 
effect of SMA and its connector, because in the 

simulation the mismatch, which is made by the 
adapter and connector, are not considered, but in 
practice the effect of the coaxial cable, which is 
connected to the SMA at the input of the antenna 
is considerable, especially the additional 
inductance which is produced by the length of its 
inner conductor, is not negligible [8]. In other 
words, in a physical network analyzer 
measurement, the feeding mechanism of the 
proposed antenna is composed of an SMA 
connector and a microstrip line (the microstrip 
feed-line is excited by an SMA connector), which 
are connected to network analyzer through a 
coaxial cable, whereas the simulated results are 
obtained by using the Ansoft simulation software 
high-frequency structure simulator (HFSS), in 
which by default, the antenna is excited by a wave 
port that it is renormalized to a 50  full port 
impedance at all frequencies, therefore this 
discrepancy between measured data and the 
simulated results could be due to the effect of the 
SMA port [8]. In order to confirm the accurate 
return loss characteristics for the designed 
antenna, it is recommended that the manufacturing 
and measurement process need to be performed 
carefully, besides, SMA soldering accuracy and 
FR4 substrate quality needs to be taken into 
consideration. 
 

 
 

Fig. 7. Measured and simulated VSWR 
characteristics for the proposed antenna. 
 
 Figure 8 illustrates the measured radiation 
patterns, including the co-polarization and cross-
polarization, in the H-plane (x-z plane) and E-
plane (y-z plane). It can be seen that the radiation 
patterns in the x-z plane are nearly omni-
directional for the three frequencies [14-15].  
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Fig. 8. Measured radiation patterns of the 
proposed antenna at (a) 4 GHz, (b) 7 GHz, and (c) 
10 GHz. 

 
Figure 9 shows the effects of the E-shaped 

slits and the protruded T-shaped strip on the 
maximum gain in comparison to the same antenna 
without them. It can be observed in Fig. 9 that by 
these structures, a sharp decrease of maximum 
gain in the notched frequency band at 5.5 GHz is 
shown. For other frequencies outside the notched 
frequency band, the antenna gain with the filter is 
similar to those without it [16]. 

 
IV. CONCLUSION 

A new small printed monopole antenna 
(PMA) with frequency-notch function for UWB 
applications is presented, in this paper. The 
proposed antenna can operate from 3 GHz to 12.7 
GHz with WLAN rejection band around 5 GHz–6 
GHz. In order to enhance the bandwidth we cut a 

rectangular slot with a T-shaped strip protruded 
inside the rectangular slot in the ground plane and 
also by using two E-shaped slits in the radiating 
patch, a frequency band-notch function can be 
achieved. The designed antenna has a small size of 
1218 mm2. Simulated and experimental results 
show that the proposed antenna could be a good 
candidate for UWB applications. 

 

 
 

Fig. 9. Maximum gain comparisons for the 
ordinary square monopole antenna (simulated), 
and the proposed antenna (measured). 
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Abstract ─ Offset parabolic reflector antennas are 
well-known for their very simple configurations 
and are widely used. However, low antenna gain 
sometimes results in inconvenient operation. In 
order to increase the antenna gain, an array feed is 
generally employed to correct the antenna aperture 
distribution. However, accurate and low-loss 
realization methods for array feeds were not 
studied sufficiently. In this work, radiation pattern 
synthesis is first performed at the array feed to 
achieve uniform aperture distribution. As a result 
of this synthesis, the array excitation coefficients 
are determined. Further, accurate design methods 
for corporate feed line networks to obtain the 
required excitation coefficients and low feeder loss   
through electromagnetic simulations are described. 
Finally, the designed array feed is fabricated, and 
the measured radiation patterns are compared with 
the calculated results. Moreover, the array feed is 
combined with the fabricated offset reflector, and 
the antenna radiation patterns and gains are 
obtained. An increase in the antenna gain is 
ensured. 
  
Index Terms – Array feed, electromagnetic 
simulation, offset parabolic reflector, and radiation 
pattern synthesis. 
 

I. INTRODUCTION 
Offset parabolic reflector antennas are well-

known for their very simple configuration and 
ease of installation. Currently, these antennas are 
widely used as satellite broadcasting receivers [1] 
and vehicle mounted uses for satellite 

communications [2]. Previously, an important 
review of this type of antenna was reported [3], 
and an example of a shaped beam obtained by 
weighted array feeds [4] was cited. Recently, 
simple design formulas for linear array feeds were 
reported [5]. As for the array feeds, examples of 
the fabrication of a small-number array [6] and a 
large-number array [7] were reported. In the case 
of a small-number array, it was reported that the 
error in the corporate feed design and feeder loss 
results in 1 to 2 dB of array feed loss. For realizing 
appropriate and low-loss array feeds, accurate 
design of array excitations, arrangement of 
corporate feed lines, and accurate fabrication are 
required. 

In this paper, an accurate and low-loss 
realization method for array feeds is described. 
First, the radiation pattern of an array feed is 
determined in order to increase the antenna gain of 
the offset reflector antenna. The excitation 
coefficients of the array elements are obtained 
through radiation pattern synthesis of the array 
feed in order to achieve uniform illumination of 
the offset antenna aperture. Further, corporate feed 
line network designs are performed by using a 
commercial electromagnetic simulator called 
FEKO. The main feature of the proposed feed line 
network is a coplanar feeder line arrangement for 
achieving a single feed point. Feed lines of 
appropriate lengths and power dividing ratios are 
designed on the basis of the accurate simulation 
results of the array excitations. In order to ensure 
design accuracies, an actual array feed is 
fabricated. Finally, the radiation patterns are 
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measured by using a combination of the fabricated 
array feed and the offset reflector. 

 
II. DESIGN OF AN ARRAY FEED 

 
A. Array excitation coefficients for a shaped 
beam 

The antenna configuration is shown in Fig. 1. 
The offset parabolic reflector is fed by an array 
feed. The antenna aperture illumination Ea() is 
determined from the simple relation to the 
radiation pattern Ef (f) of the array feed as follows, 

)2/(cos)(
2

1
)( 2  ffa E

f
E  .                   (1) 

For achieving uniform illumination on the aperture 
plane, Ef (f) must satisfy the following expression, 

)2/(cos

2
)( 2 

 f
E ff  .                       (2) 

The shape of Ef (f) given by equation (2) is shown 
in Fig. 2. The strengths are normalized by the 
value at the angle u. The required Ef (f) has the 
shape of a slope. This shape is quite different from 
those of the ordinal radiators. 
 

x
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Fig. 1. Antenna configuration. 
 

For achieving the radiation pattern in Fig. 2, 
the array feed configuration shown in Fig. 3 is 
used. A planar array configuration is employed. 
The array is composed of three column arrays and 
six row patches. Radiation pattern synthesis is 
performed in the column array, and Ef (f) is 
achieved in the zf-xf plane. The three column 
arrays are used to form a radiation pattern in the zf-
yf plane. The three column arrays have the same 

excitation values in order to adequately illuminate 
the reflector. 
 

 
 

Fig. 2. Feed radiation pattern for achieving 
uniform   Ea (). 
 

 
 

Fig. 3. Configuration of an array feed. 
 
 Radiation pattern synthesis is performed by 
determining the array excitation coefficients, 
which are denoted as Vn = ane

jn. The excitation 
coefficients of the array elements are determined 
through the least mean square method [8]. The 
above calculation is performed using the following 
expression, 

 

 [V] = ([B]H[T0][B])-1[B]H[T0][A]          (3)  
 

where [V] is the excitation coefficient vector, and 
[A] is the radiation pattern vector that corresponds 
to the objective radiation pattern in Fig. 2. [T0] is a 
weighting matrix, which emphasizes the important 
direction in the radiation pattern, and [B] denotes 
the contributions of [V] to the array radiation 
pattern. 

The synthesized radiation pattern ([F]) and [A] 
are shown in Fig. 4 (a). At [A], the reflector exists 
between angles l and u. Near the edges of the 
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reflector, the radiation levels are decreased by 
approximately -10 dB in order to suppress the 
spillover from the reflector. In all the radiation 
regions, [F] is well-designed with regard to [A]. 
The radiation pattern in the zf-yf  plane is shown in 
Fig. 4 (b). At the reflector edges, the radiation 
levels are suppressed by approximately -10 dB. 
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Fig. 4. Feed radiation patterns. 

 
The excitation coefficients designed using 

equation (3) are shown in Fig. 5. The amplitudes 
are symmetrical on both sides of the array. The 
phases are rotationally symmetrical around the 
center of the array. In the excitation phases, there 
are very steep changes at the two end elements. 
The maximum value obtained is 160. 

 
B. Accurate design of the excitation coefficients 

The design concept of the feed lines is 
illustrated in Fig. 6. Regarding the previous 
example, the radiation elements and feed lines are 
formed on a single plate in a 4 × 4 array antenna 
[9]. The objective of this configuration is to design 
a low-loss feeding network. The presence of a 

single feed point and the conformation of the 
series feed network within the column arrays are 
effective in reducing the feed network losses. 
Moreover, the conformation of the radiation 
elements and feed lines on a single plate allows for 
easy fabrication. The patch antennas and feed lines 
are formed on a Teflon substrate having electric 
constants of r = 2.6 and tan= 0.0018 and a 
thickness of 0.8 mm. The frequency in this case is 
selected as 11 GHz, by considering the use of 
broadcasting satellite (11 GHz to 12 GHz). Then, 
the patch size is 8 mm2. The /2 patch separation 
is 13.6 mm. In this configuration, the design of a 
four-port power divider at the feed point and the 
series feed network is sensitive for feed line 
parameters. Accurate feed line design is performed 
through try and error process by an 
electromagnetic simulator. 
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Fig. 5. Excitation coefficients of the feed array. 

 

Feed point

#1 #2 #3 #4 #5 #6

/2

/2

(Series feed network)

Fig. 6. Design concept of the feed lines. 
 

The actual series feed configuration is shown 
in Fig. 7. The phase distribution in Fig. 5 is 
achieved by adjusting the feed line length. At the 
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line length between P1 and P2, a very large phase 
lead is required. For this, the feed line length has 
to be very short when compared with the patch 
spacing. Therefore, a line length of one 
wavelength is added. The amplitude distribution is 
achieved by obtaining the appropriate power ratios 
at the power dividers. As shown in Fig. 7, D3 
denotes the power divider, and P1 through P6 
denote the power ratios in Fig. 5. ZT denotes the 
terminal resistance corresponding to the edge 
impedance of the patch antenna, and it is set to 
127 . Although the patch antennas should be 
attached to the terminal points, they are replaced 
by ZT for design convenience. At the final stage 
shown in Fig. 12, the patch antennas are attached 
to the terminals, and certain corrections are mainly 
added to the line lengths. Z0 denotes the common 
feeder line impedance, and it is set to 100 . Zi 
denotes the feeder line impedance. ZA is used to 
equally divide the source power to the half 
branches of the array antenna. 

 

 
 

Fig. 7. Series feed configuration. 

 
The fundamental design of a power divider 

(D3) is performed on the basis of the following 
equation, 

30
21

1
:

1
:

ZZ
PPPA                    (4) 

where PA is the sum of P1, P2, and P3. The relation 
of P1:P2:P3 = 0.02:0.19:1.0 is determined from the 
amplitude relation in Fig. 5. The remaining power 
dividers, namely, D2, D4, and D5, are designed in a 
similar manner. The calculated results of all the 
line impedances are shown in Fig. 8. The values of 
P1 and P6 are very small because Z1 is very large. 
The amplitudes and phases of the terminal currents 
are shown in Fig. 9. These values correspond to 
the excitation coefficients. The obtained 
amplitudes and phases of the configuration in Fig. 
7 agree very well with the objective values. 
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Fig. 8. Impedance. 
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Fig. 9. Terminal currents. 
 

Further, the feed line configuration between 
the column arrays is shown in Fig. 10. The feed 
lines to the six central patches are considered for 
design easiness. In order to achieve the same 
excitation phase in the column arrays, the feed line 
lengths are adjusted at the phase control sections. 
Similar amplitude excitations of the three column 
arrays are designed at the power divider. At the 
power divider, a power ratio of P1:P2:P3:P4 = 
2:1:1:2 is obtained by taking into account the same 
amplitude in the three column arrays. 
Modifications of the line impedances ZB and ZC 
are required because the line configuration around 
the power divider is rather complicated. As a 
result, ZB = 128  and ZC = 109  are obtained. In 
order to ensure the design results, the terminal 
currents in Fig. 10 are redrawn in Fig. 11. The 
same magnitudes and phases are realized between 
the column arrays. 

 
C. Array feed characteristic 

The final array feed configuration is shown in 
Fig. 12. Patch antennas are added to the feed-line 

1253 ACES JOURNAL, VOL. 28, No. 12, DECEMBER 2013



network design, as shown in Figs. 7 and 10. The 
current amplitudes are shown. Almost the same 
amplitudes are achieved in the three column arrays. 
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Fig. 10. Feed line design between the columns. 
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Fig. 12. Array feed configuration. 
 

The excitation coefficients obtained for the 
patch antennas are shown in Fig. 13. The 
deviations in the amplitudes and phases between 
the column arrays are rather small. Excellent 
excitation coefficients are obtained in the array 
feed. 
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Fig. 13. Excitation coefficient.  

 
In order to measure the realized electrical 

characteristics, an array feed is fabricated as 
shown in Fig. 14. Patch antennas and feed lines 
are fabricated by using a cutting machine. Almost 
the same shape is achieved as shown in Fig. 12. 
First, the return loss less than -10 dB is obtained in 
9.5 GHz to 10.5 GHz. The center frequency shift 
from the calculated frequency (11 GHz) is due to 
the difference of the dielectric constant. 

 

 
 
Fig. 14. Fabricated array feed 
 

The radiation patterns of the array feed are 
shown in Fig. 15. The zf-xf plane is shown in Fig. 
15 (a). The measured and calculated results agree 
very well with each other. The maximum electric 
field level is 12.2 dBi. In order to estimate the 
feeder loss, the conductivity of the metal is set to 
infinity, and tan of the dielectric substrate is set 
to zero in the calculations. Then, the feeder loss is 
estimated to be 0.2 dB. Through this agreement, 
accurate excitation coefficients are ensured. The 
zf-yf plane is shown in Fig. 15 (b). The measured 
pattern is broader than the calculated one. This 
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pattern degradation is due to the slight phase 
difference between the column arrays. 
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(a) zf-xf plane. 

-90 -60 -30 0 30 60 90
-20

-10

0

10

20
 Simulated
 Measured

E
m

ai
n [

dB
i]

Radiation Angle [deg]

Reflector 

Radiation angle  [deg]  

E

[d

B
i]

  

 
(b) zf-yf plane. 

 
Fig. 15. Radiation pattern of the array feed. 

 
III. CHARACTERISTICS OF THE 

FABRICAED ANTENNA 
The fabricated array feed is combined with the 

fabricated offset parabolic reflector, as shown in 
Fig. 16 [10]. The reflector is composed of a carbon 
FRP material. The array feed functions in the 
horizontal polarization. The radiation angles are 
denoted as  and . The main beam direction is 
along the x axis, which corresponds to  = 90°. 
First, electromagnetic simulations are performed. 
The simulation parameters are listed in Table I. 
Although the antenna diameter is only 9.1 times 
the wavelength, rather large calculation resources 
are required. The electric near-field distributions 
are shown in Fig. 17. The radiated electric fields 
from the array feed are well-concentrated in the 
reflector region. Regarding the reflected electric 

fields from the reflector, the electric field intensity 
for a plane wave is almost constant over the 
aperture plane.  

 

x

y
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



Parabolic reflector

Array feed

 
 
Fig. 16. Fabricated OPA. 

 
The effect of radiation pattern synthesis is ensured 
through the uniform intensity of the plane wave. 
At the upper and lower edges of the reflector, 
appreciable spillover levels are observed. 
 
Table I: Simulation parameters. 

Computer 
Memory 16 GB 

Clock time 3.2 GHz 

Simulator 
FEKO 

Suite 6.0 
MoM 

Frequency 11 GHz 
Antenna diameter 248 mm 

Focal length 218 mm 
Mesh size 0.02 mm (array feed) 

8.30 mm (reflector) 
Number of meshes 15498 
Simulation memory 7.9 GB 

Simulation time 6.9 hours 
 

40
35
30
25
20

Spillover

Array feed

OPA

[dBV/m]

Plane wave

 
 

Fig. 17. Electric near-field distribution. 
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Finally, the measured radiation characteristics 
are compared with the calculated results. The 
wide-angle radiation patterns are shown in Fig. 18. 
In the x-y plane shown in Fig. 18 (a), the measured 
results for the main beam shape is in good 
agreement with the calculated results. In the x-z 
plane shown in Fig. 18 (b), the measured results 
for the main beam and side lobes are in good 
agreement with the calculated results. In particular, 
appreciable spillovers are observed in the zenith 
direction ( = 0°) and reflector backward direction 
( = 90°). 

The near-axis radiation patterns are shown in 
Fig. 19. In the x-y plane shown in Fig. 19 (a), the 
measured antenna gain of 26.0 dBi is only 0.4 dB 
lower than the calculated results. The measured 
side lobes are larger than the calculated levels by 
more than 5 dB. These increases correspond to the 
radiation pattern distortion shown in Fig. 15 (b). In 
the z-x plane shown in Fig. 19 (b), the measured 
and calculated results agree very well with each 
other. Excellent radiation pattern synthesis in this 
plane is ensured. In order to estimate the aperture 
efficiency, the antenna loss budgets are 
summarized in Table II. For uniform aperture 
distribution, the actual antenna gain is 26.8 dBi 
taking into account the losses. Further, the 
measured gain of 26.0 dBi corresponds to 83.2  
antenna aperture efficiency. High aperture 
efficiency is ensured. 
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Fig. 18. Wide-angle radiation pattern. 
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Fig. 19. Near-axis radiation pattern. 
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Table II: Antenna loss budgets.  
 

Gain 
Aperture 

Efficiency (ap) 
Uniform aperture 

distribution 
28.2 dBi 100% 

Losses 
Spill over 1.2 dB  
Feed loss 0.2 dB 

Actual gain 26.8 dBi 100% 
Measured gain 26.0 dBi 83.2% 

 
IV. CONCLUSION 

Radiation pattern synthesis of an array feed is 
performed in order to achieve uniform aperture 
illumination for the offset antenna. The design of 
the important excitation coefficients of the array 
feed is successfully performed through accurate 
electromagnetic simulations. The design 
accuracies are ensured through the measured 
results of the fabricated array feed. Moreover, the 
antenna radiation characteristics are obtained by 
combining the array feed with a parabolic reflector. 
An increased antenna aperture efficiency of 83.2 
is ensured from the measured antenna gain. 
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Abstract ─ A novel ultra wideband (UWB) printed 
slot antenna with band-notched performance is 
designed and manufactured. In order to increase 
the impedance bandwidth of the slot antenna, we 
use a rectangular slot with an H-shaped parasitic 
structure inside the rectangular slot on the feed-
line that with this structure UWB frequency range 
can be achieved. Additionally, by using a square 
ring radiating stub with a rotated H-shaped 
parasitic structure inside the square ring, a 
frequency band-stop performance has been 
obtained. The designed antenna has a small size of 
20 × 20 mm 2  while showing the radiation 
performance in the frequency band of 2.97 GHz to 
over 12.39 GHz with a band rejection performance 
in the frequency band of 5.01 GHz to 5.98 GHz. 
Simulated and experimental results obtained for 
this antenna show that it exhibits good radiation 
behavior within the UWB frequency range. 
  
Index Terms - Microstrip slot antenna, H-shaped 
parasitic structure, and ultra wideband application.  
 

I. INTRODUCTION 
In UWB communication systems, one of key 

issues is the design of a compact antenna while 
providing wideband characteristic over the whole 
operating band. Consequently, a number of printed 
microstrip with different geometries have been 
experimentally characterized [1-2], and automatic 
design methods have been developed to achieve 
the optimum planar shape [3]. Moreover, other 
strategies to improve the impedance bandwidth 
have been investigated [4-5].  
 The federal communication commission 
(FCC)’s allocation of the frequency range 3.1 GHz 
– 10.6 GHz for UWB systems and it will cause 

interference to the existing wireless 
communication systems, such as, the wireless 
local area network (WLAN) operating in 5.15 
GHz – 5.35 GHz and 5.725 GHz – 5.825 GHz 
bands, so the UWB antenna with a single band-
stop performance is required [6-11]. The easiest 
and most common technique is embedding a 
narrow slot into the radiating patch of the antenna 
and change the current flows on it, as used in [8, 
9]. In [8, 9] different shapes of the slots (i.e., 
square ring and folded trapezoid) are used to 
obtain the band notch function. Single and 
multiple band notch functions are achieved by 
cutting single and multiple half-wavelength U-
shaped slits in the radiating patch. On the other 
hand, another method to avoid this frequency 
interference is the use of reconfigurable antennas. 
The reconfigurable structure provides switchable 
band notch characteristic and whenever there is no 
coexisting system, the antenna can use the whole 
UWB spectrum. In [10] RF MEMS are used for 
notching the WLAN band while in [11] PIN 
diodes are used for the same reason. 
 A novel and compact microstrip-fed slot 
antenna with additional resonance and band-
notched characteristics for UWB applications has 
been presented. This letter focuses on a 
rectangular slot antenna for UWB applications, 
which combines the square ring radiating stub 
approach with a rotated H-shaped parasitic 
structure inside the square ring, and the microstrip 
feed-line with a rectangular slot with an H-shaped 
parasitic structure inside the rectangular slot that 
achieves a fractional bandwidth of more than 120 
%. In the proposed structure, first by cutting a 
rectangular slot with an H-shaped parasitic 
structure inside the rectangular slot on the 
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microstrip feed-line, additional resonance is 
excited and hence, much wider impedance 
bandwidth can be produced, especially at the 
higher frequencies. In order to generate a single 
band-notch function, for the first time, we use a 
rotated H-shaped parasitic structure inside the 
square ring radiating stub. In the slot antenna 
design, by reducing the antenna size, the 
impedance matching at lower frequencies becomes 
poor and the bandwidth is degraded [3-4]. The 
distinctive point of the proposed antenna is that 
although it has small size with respect to the 
antennas introduced in [2-5], (43 % smaller than 
the antenna in [4]), it has wider impedance 
bandwidth in the frequency band of 2.97 GHz to 
12.39 GHz with a rejection bands around 5.01 
GHz – 5.98 GHz, which has a frequency 
bandwidth increment of 13 % with respect to the 
previous similar antenna [8-11], and also, the 
impedance matching at lower frequencies is very 
well obtained. Unlike other band-notched UWB 
antennas reported in the literature to date [6-9], 
this structure has an ordinary square radiating stub 
configuration. Simulated and measured results are 
presented to validate the usefulness of the 
proposed antenna structure for UWB applications. 
 

II. ANTENNA DESIGN 
The presented slot antenna fed by a 50 Ω 

microstrip line is shown in Fig. 1, which is printed 
on a FR4 substrate of thickness 0.8 mm, 
permittivity 4.4, and loss tangent 0.018. The basic 
antenna structure consists of a square radiating 
stub, a 50 Ω microstrip feed-line, and a ground 
plane with a rectangular slot. The square radiating 
stub has a width W. The radiating stub is 
connected to a feed line of width Wf and length Lf, 
as shown in Fig. 1. On the other side of the 
substrate, a conducting ground plane with a 
rectangular slot is placed. The proposed antenna is 
connected to a 50 Ω SMA connector for signal 
transmission.  
 In this study, based on electromagnet coupling 
theory (ECT), the H-shaped parasitic structure 
inside the rectangular slot in the microstrip feed-
line is playing an important role in the broadband 
characteristics of this antenna, because it can 
adjust the electromagnetic coupling effects 
between the feed line and the parasitic element, 
and improves its impedance bandwidth without 
any cost of size or expense [5]. As illustrated in 

Fig. 1, the rotated H-shaped parasitic structure is 
placed inside the square ring radiating patch and is 
also symmetrical with respect to the longitudinal 
direction. The rotated H-shaped parasitic structure 
perturbs the resonant response and also acts as a 
parasitic half-wave resonant structure electrically 
coupled to the square ring radiating stub [7]. At 
the notch frequency, the current flows are more 
dominant around the parasitic element, and they 
are oppositely directed between the parasitic 
element and the square ring radiating stub [8-9]. 
As a result, the desired high attenuation near the 
notch frequency can be produced. 

 

 
 

(a) 
 

                     
        (b)                                    (c) 
 

 
            (d)                             (e) 

Fig. 1. (a) Geometry of the proposed square slot 
antenna, (b) top layer, (c) bottom layer, (d) a 
rectangular slot with an H-shaped parasitic 
structure on the feed-line, and (e) rotated H-shaped 
parasitic structure inside the square ring radiating 
stub. 
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 In this work, we start by choosing the aperture 
length LS. We have a lot of flexibility in choosing 
this parameter. The length of the aperture mostly 
affects the antenna bandwidth. As LS decreases, so 
does the antenna BW and vice versa. Next step, 
we have to determine the aperture width WS. The 
aperture width is approximately S/2, where S is 
the slot wavelength that depends on a number of 
parameters such as the slot width as well as the 
thickness and dielectric constant of the substrate 
on which the slot is fabricated. The last and final 
step in the design is to choose the length of the 
radiating patch W. A good starting point is to 
choose it to be equal to W = m/4, where m is the 
guided wavelength in the microstrip line [4]. The 
important step in the design is to choose Lnotch (the 
length of the filter) and Lresonance (the length of the 
resonator). Lnotch is set to band-stop resonate at 
0.5λnotch, where Lnotch1= LX1+WX1+2LH1+LH, λnotch 

correspond to notched band frequency wavelength 
(5.5 GHz), and Lresonance is set to resonate at 
0.25λresonance, where Lresonance=Lh+2Lh1+Wh, 
λresonance correspond to third resonance frequency 
wavelength (10.2 GHz). 
 The optimal dimensions of the designed 
antenna are as follows: Wsub = 20 mm, Lsub = 20 
mm, hsub = 0.8 mm, WS = 18 mm, LS = 11 mm, Wf 
= 1.5 mm, Lf = 4 mm, W = 7 mm, WX = 1.1 mm, 
LX = 2.8 mm, WX1 = 6 mm, LX1 = 6 mm, Wh = 0.7 
mm, Lh = 2.4 mm, Wh1 = 0.3 mm, Lh1 = 1 mm, WH 
= 5 mm, LH = 4.5 mm, WH1 = 2.25 mm, LH1 = 0.5 
mm, and Lgnd = 6 mm. 
 

III. RESULTS AND DISCUSSIONS 
In this section, the planar slot antenna with 

various design parameters were constructed, and 
the numerical and experimental results of the input 
impedance and radiation characteristics are 
presented and discussed. The parameters of this 
proposed antenna are studied by changing one 
parameter at a time and fixing the others. The 
simulated results are obtained using the Ansoft 
simulation software high-frequency structure 
simulator (HFSS) [12]. 
 Figure 2 shows the structure of various 
antennas used for simulation studies. VSWR 
characteristics for ordinary square slot antenna 
(Fig. 2 (a)), with a rectangular slot with an H-
shaped parasitic structure inside the rectangular 
slot on the feed-line (Fig. 2 (b)), and the proposed 

antenna structure (Fig. 2 (c)) are compared in Fig 
3.  
 

 
              
           (a)                    (b)                      (c) 
 
Fig. 2. Radiating stub and microsrtip feed-line of 
(a) the ordinary slot antenna, (b) the antenna with 
a rectangular slot with an H-shaped parasitic 
structure on the microstrip feed-line, and (c) the 
proposed antenna. 

 

 
 
Fig. 3. VSWR characteristics for the various 
antenna structures shown in Fig. 2. 
 

It is found that by inserting the rectangular slot 
with an H-shaped parasitic structure inside the 
rectangular slot on the feed-line, the antenna can 
create the third resonant frequency at 10.2 GHz 
and hence the impedance bandwidth is effectively 
improved at the upper frequency [13]. Also as 
shown in Fig. 3, in this structure, the rotated H-
shaped parasitic is used in order to generate the 
frequency band-stop performance. Also the input 
impedance of the various slot antenna structures 
that shown in Fig. 2, on a Smith chart is shown in 
Fig. 4. 
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Fig. 4. The simulated input impedance on a Smith 
chart of the various slot antenna structures shown 
in Fig. 2. 

 
In order to understand the phenomenon behind 

this new additional resonance performance, the 
simulated current distribution on the radiating 
patch and feed-line for the square antenna with a 
rectangular slot with an H-shaped parasitic 
structure inside the rectangular slot on the feed-
line at new resonance frequency (10.2 GHz) is 
presented in Fig. 5 (a). It can be observed in Fig. 5 
(a) that the current concentrated on the edges of 
the interior and exterior of the H-shaped parasitic 
structure at 10.2 GHz. Therefore, the antenna 
impedance changes at these frequencies due to the 
resonant properties of the H-shaped parasitic 
structure. In addition, by inserting the rotated H-
shaped parasitic structure the band notch 
performance is created [14-15]. It can be observed 
on Fig. 5 (b) that the current concentrated on the 
edges of the interior and exterior of the rotated H-
shaped parasitic structure inside the square ring 
radiating stub at the notch frequency (5.5 GHz). 
This figure shows that the electrical current for the 
new resonance frequency (5.5 GHz) does change 
direction along the coupled rotated H-shaped 
parasitic structure, due to the band notch 
properties of the proposed structure. 

 
 

                   (a)                                    (b) 
 
Fig. 5. Simulated surface current distributions on 
the radiating stub and microstrip feed-line for  (a) 
the square antenna with a rectangular slot with an 
H-shaped parasitic structure on the microstrip 
feed-line antenna at 10.2 GHz and (b) the 
proposed antenna at 5.5 GHz. 
 
 
 The proposed antenna with optimal design 
was built and tested. Figure 6 shows the measured 
and simulated VSWR characteristics of the 
proposed antenna. The fabricated antenna satisfies 
the VSWR < 2 requirement from 2.97 GHz to over 
12.39 GHz with a band rejection performance in 
the frequency band of 5.01 GHz to 5.98 GHz. As 
shown in Fig. 6, there exists a discrepancy 
between measured data and the simulated results 
this could be due to the effect of the SMA port. In 
order to confirm the accurate VSWR 
characteristics for the designed antenna, it is 
recommended that the manufacturing and 
measurement process need to be performed 
carefully.  
 Figure 7 shows the measured radiation 
patterns including the co-polarization and cross-
polarization in the H-plane (x-z plane) and E-plane 
(y-z plane). The main purpose of the radiation 
patterns is to demonstrate that the antenna actually 
radiates over a wide frequency band. It can be seen 
that the radiation patterns in x-z plane are nearly 
omni-directional for the three frequencies [16]. 
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Fig. 6. Measured and simulated VSWR 
characteristics for the proposed antenna. 
 
 

 
 
Fig. 7. Measured radiation patterns of the 
proposed antenna, (a) 4 GHz, (b) 8 GHz, and (c) 
12.2 GHz.  

IV. CONCLUSION 
In this letter, a novel compact printed slot 

antenna (PSA) has been proposed for UWB 
applications. The fabricated antenna satisfies the 
VSWR < 2 requirement from 2.97 GHz to over 
12.39 GHz with a band rejection performance in 
the frequency band of 5.01 GHz to 5.98 GHz. By 
cutting a rectangular slot with an H-shaped 
parasitic structure inside the slot on the microstrip 
feed-line, additional resonance is excited and 
hence, much wider impedance bandwidth can be 
produced, especially at the higher band, also by 
inserting a rotated H-shaped parasitic structure 
inside the square ring radiating stub the band notch 
performance is generated. The proposed antenna 
has a simple configuration and is easy to fabricate. 
Experimental results show that the proposed 
antenna could be a good candidate for UWB 
applications. 
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