
Efficient Sub-Gridded FDTD for Three-Dimensional Time-Reversed 

Electromagnetic Field Shaping 
 

 

Xiao-Kun Wei, Wei Shao, Xiao Ding, and Bing-Zhong Wang 
 

School of Physics 

University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, China 

weixiaokun1990@163.com, weishao@uestc.edu.cn, xding@uestc.edu.cn, bzwang@uestc.edu.cn 

 

 

Abstract ─ Based on the space-time focusing property of 

the time reversal technique, the electromagnetic field 

shaping of arbitrary patterns is easily realized by using 

an efficient sub-gridded finite-difference time-domain 

(FDTD) method in this paper. It is an electrically large 

and multiscale problem if the desired shaping field 

requires high resolution. With the advantage of the  

sub-gridded scheme, the electromagnetic field shaping 

region can be locally discretized with dense grids, which 

is embedded in global coarse grids. Then, the Courant-

Friedrich-Levy (CFL) limit can be extended by employing 

the spatial filtering scheme to filter out the unstable 

harmonics inside the dense grid region. Thus, the number 

of total unknowns is largely reduced and a common time 

step size chosen from the CFL limit of the coarse grid is 

used throughout the computational domain. Simulation 

results with two kinds of boundary conditions are 

provided to demonstrate the availability of the spatially-

filtered sub-gridded FDTD method for electromagnetic 

field shaping. 

 

Index Terms ─ Electromagnetic field shaping, finite-

difference time-domain (FDTD) method, sub-gridded 

scheme, time reversal (TR) technique. 
 

I. INTRODUCTION 
The time reversal (TR) technique, which is very 

promising in controlling electromagnetic waves in 

complex media due to its space-time focusing property 

[1]-[4] and super-resolution characteristic [5]-[7], has been 

widely employed in wireless communications, microwave 

imaging and detection, medical treatment, and wireless 

power transformation [8], [9]. Based on the TR technique, 

the “L”-shaped electromagnetic field was generated 

through experiment in an aluminum cavity [10], which 

provides an effective way to physically generate 

arbitrarily shaped microwave fields inside an interested 

region. Source reconstruction, realized by using several 

methods [11]-[14], is very similar to the electromagnetic 

field shaping. Different from the field shaping, the 

source reconstruction is to find unknown sources by 

using the received signals at preselected output locations.  

To numerically solve such a time-domain 

electromagnetic problem, the finite-difference time-

domain (FDTD) method is often employed because of  

its simplicity and versatility [15]. Usually, there are ten 

to twenty wavelengths along each direction in the 

computational region of electromagnetic field shaping. 

If a predefined field pattern requires high spatial 

resolution, this area is discretized with fine grids. In the 

FDTD simulation, a maximal size of the time step should 

be determined by a minimal size of the spatial grid  

in order to keep numerical stability, according to the 

Courant-Friedrich-Levy (CFL) condition [15]. Thus, the 

computational efficiency of FDTD with uniform dense 

grids is strictly constrained due to the large number of 

unknowns and a very small time step size. 

On the one hand, to reduce the number of total 

unknowns of an electrically large structure, a sub-

gridded scheme in which local dense grids are located 

inside global coarse grids is a good fit [16]. On the other 

hand, to extend the CFL limit imposed by the minimal 

grid size of a computational domain involving multiscale 

grid division, the spatial filtering scheme can be used to 

filter out the unstable harmonics inside the sub-gridded 

region [17], [18]. In this paper, combined with two 

procedures of the TR technique, an efficient spatially-

filtered sub-gridded FDTD method is employed to 

implement the electromagnetic field shaping in three-

dimensional (3D) space with two different boundary 

conditions. According to the CFL limit of the coarse 

grid, a common time step size can be chosen for the 

whole computational domain in a stable fashion. In  

the numerical experiments, “L”-shaped and “E”-shaped 

microwave fields are generated within a perfectly 

electric conductor (PEC) cavity, as presented in [10], to 

demonstrate the availability of the proposed method. 

Furthermore, these two desired patterns are generated  

in free space truncated by the perfectly matched layer 

(PML) [19]. For the free space case, more TR antenna 

elements are needed to have a high-quality shaped 

microwave field. 

The rest of this paper is organized as follows. In 

Section II, the numerical implementation for generating 
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an arbitrarily shaped electromagnetic field is given. 

Section III verifies the accuracy and efficiency of the 

spatially-filtered sub-gridded FDTD method and shows 

the numerical results of generating various field patterns. 

The conclusion is presented in Section IV. 
 

II. THEORIES AND FORMULATIONS 
Based on the TR technique, the microwave field is 

generated by locating a shaping antenna array inside the 

electromagnetic shaping region and by placing a TR 

antenna array outside, as shown in Fig. 1. 
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Fig. 1. Computational domain of generating a predefined 

electromagnetic field based on the TR technique. 
 

With reference to [20], the time-reversed electric 

field vector can be rewritten in frequency domain as: 
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which indicates that ETR (r, rs; ω) will be maximized  

at the original source point rs. The time-domain time-

reversed electric field vector can also be given by inverse 

Fourier transform as: 
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which means that the time-reversed electric field vectors 

E* (r, rs) will simultaneously arrive at rs and accumulated 

with each other, wherever the E* (r, rs) is located. The 

combination of (1) and (2) demonstrates the space-time 

focusing property of the time-reversed electromagnetic 

waves. Based on this property, we can closely place 

several shaping antenna elements to generate a smooth 

field of the desired shape. 

To numerically realize the electromagnetic field 

shaping with an arbitrary microwave pattern, an efficient 

sub-gridded FDTD with extended CFL limit is a good 

choice. Since the spatial filtering scheme is employed to 

filter out the unstable harmonics of the dense grid, the 

3D CFL limit inside the sub-gridded region can be 

extended and rewritten as: 

CFLt t CE    ,                              (3) 

where ΔtCFL is the conventional CFL limit of the dense 

grid, and CE is a CFL extension factor that is defined as: 

max

1

sin
2 3

CE
k




,                             (4) 

where Δ is the spatial grid size, maxk  is the maximal 

value of the numerical wavenumbers determined by a 

desired CE factor. To implement the spatial filtering 

scheme, three additional stages are incorporated into the 

FDTD time-stepping algorithm. Firstly, the magnetic 

field components inside the sub-gridded region are 

transformed into frequency domain by Fourier transform. 

Secondly, a spherical low-pass spatial filter is defined as: 

 
2 2 2

max 1,     for 

 0,     otherwise 

x y zk k k k
    


F k ,          (5) 

which is applied to the frequency-domain magnetic field 

components inside the sub-gridded region. Thirdly, the 

filtered magnetic field components are transformed back 

to the space domain by inverse Fourier transform. Thus, 

a common time step size calculated from the CFL limit of 

the coarse grid can be used throughout the computational 

region, and no interpolation and extrapolation is needed 

to synchronize coarse and dense grids in temporal domain. 
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Fig. 2. Electromagnetic field component arrangement at 

the coarse-dense grid interface for a mesh refinement 

ratio of three. 
 

In spatial domain, the tangential electric field 

components are located on the interfaces of the coarse and 

dense grids. Here, the grid refinement ratio G is chosen as 

3. Then, the data are exchanged via contour integrals of 

weighted coarse and dense fields, as shown in Fig. 2. Field 

components in the coarse grid are denoted by capital 

letters and those in the dense grid are shown with the lower 

case letters. To illustrate the data-exchanging scheme on 

the interfaces, the electric field component of Ez is taken 

as an example. 

On the interfaces, the update equation of Ez, 

constructed from the integral form of the Maxwell’s 

equations, is given as: 
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As revealed in Fig. 2, the effective area of the contour on 

the interface is changed. Therefore, the formulation to 

update Ez is a modified form of (6), which is: 
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and ez is directly calculated from Ez by: 

 1,2, ,zi ze i G E  .                         (8) 

Once the electric field components ez on the interfaces 

are obtained from (8), both electric and magnetic field 

components can be updated with a large time step size 

inside the sub-gridded region. 

The flowchart in which the spatially-filtered sub-

gridded FDTD method and the TR technique are 

combined to generate a desired electromagnetic field is 

shown in Fig. 3. The TR process defines the original 

excitation and boundary condition of a predefined 

electromagnetic field shaping scenario and sends those 

initial parameters to the spatially-filtered sub-gridded 

FDTD simulation. Then, the spatially-filtered sub-

gridded FDTD calculates wave propagation and returns 

the time-domain waveforms back to the TR technique. 

Finally, the desired microwave field can be achieved. 
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Fig. 3. Flowchart of the numerical implementation to generate an arbitrarily shaped electromagnetic field. 
 

III. NUMERICAL RESULTS 
Numerical examples of the time-reversed 

electromagnetic field shaping with different boundary 

conditions are provided in this section, demonstrating 

the accuracy and efficiency of the spatially-filtered  

sub-gridded FDTD method for solving multiscale and 

electrically large TR problems. Here, all calculations are 

performed on an Intel(R) Core(TM) i7-4790×8 CPU @ 

3.60 GHz machine with 16 GB RAM. 

 
A. Numerical validation 

To begin with, a PEC cavity, whose size is 6 cm ×  
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9 cm × 6 cm along the x-, y- and z-directions, respectively, 

is calculated by the FDTD, sub-gridded FDTD and 

spatially-filtered sub-gridded FDTD methods. The cubic 

dense grids with Δdense = 1 mm are used in the FDTD 

simulation. For the two sub-gridded FDTD methods, a 

sub-gridded region locally discretized by cubic dense 

grids is embedded in the global region divided into cubic 

coarse grids with Δcoarse = 3 mm. The time step size for 

both FDTD and sub-gridded FDTD is determined by the 

CFL limit of the dense grid, and 3000 time-marching 

steps are needed to obtain the time-domain waveforms. 

For the spatially-filtered sub-gridded FDTD, a time step 

size defined by the CFL limit of the coarse grid can be 

employed throughout the computational domain, enabled 

by the spatial filtering, and only 1000 time-marching 

steps are required to cover the same time interval. 
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Fig. 4. Time-domain waveforms of the PEC cavity 

calculated from the three methods. 
 

Table 1: Comparison of execution time and memory 

requirement for the three methods 

 Methods  CPU Time (s)  Memory (MB) 

 FDTD  756.94  189.37 

 Sub-gridded FDTD  71.09  25.34 

 This work  46.56  26.68 
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Fig. 5. Stability verification of the spatially-filtered sub-

gridded FDTD method by running 300000 time-marching 

steps. 

The excitation is a Gaussian pulse where the maximal 

frequency is 900 MHz. The time-domain waveforms in 

Fig. 4 show the excellent agreement among the three 

methods and demonstrate the numerical accuracy of the 

spatially-filtered sub-gridded FDTD. The execution time 

and memory requirement of the three methods are 

presented in Table 1, indicating that the CPU time of the 

proposed method is largely reduced compared with the 

other two methods. Furthermore, the late time stability 

of the spatially-filtered sub-gridded FDTD is also verified 

by running 300000 time-marching steps, as shown in 

Fig. 5. 

 

B. PEC boundary condition 

The electromagnetic field shaping within a metal 

cavity implemented by PEC boundary condition is 

considered here, as shown in Fig. 1. The maximal 

frequency of a Gaussian pulse which is employed as the 

excitation is 2.45 GHz, and the corresponding wavelength 

λ is 122.45 mm in free space. The whole computational 

domain is 2.16 m × 2.16 m × 1.08 m and it is divided into 

cubic coarse grids with Δcoarse = 9 mm. A sub-gridded 

region with spatial size of 0.48 m × 0.48 m × 0.12 m, 

which is located in the center of the cavity, is divided 

into cubic dense grids with Δdense = 3 mm. As before, the 

time step size of the sub-gridded FDTD is defined by the 

CFL limit of the dense grid and 90000 time-marching 

steps are required. However, a time step size assigned by 

the CFL limit of the coarse grid can be used in the 

spatially-filtered sub-gridded FDTD, and only 30000 

time-marching steps are needed. The FDTD simulation 

with a uniform dense grid requires too large memory and 

execution time, and it is omitted. 

 

 
(a)                                     (b) 

 

Fig. 6. Shaped electromagnetic field patterns calculated 

by the spatially-filtered sub-gridded FDTD within a metal 

cavity: (a) “L”-shaped field, and (b) “E”-shaped field. 

 

Table 2: Computational effort for the PEC case 

 Methods  CPU Time (h)  Memory (GB) 

 Sub-gridded FDTD  54.56  2.78 

 This work  25.42  3.03 

 

In the TR antenna array, there are 48 elements and 

the distance between two elements is 0.12 m. The shaping 
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antenna array is ranged according to the desired pattern 

of the electromagnetic field. Here, both “L”-shaped and 

“E”-shaped fields are considered, and the distance 

between two shaping antennas is 0.03 m. Figure 6 shows 

the results of two desired field patterns calculated by  

the spatially-filtered sub-gridded FDTD method with 

extended CFL limit of the dense grid. The execution  

time and memory requirement of the two methods are 

presented in Table 2, revealing the reduced CPU time 

enabled by the spatial filtering scheme in cost of slightly 

larger memory requirement. 

 

C. PML boundary condition 

In this part, the electromagnetic field shaping in the 

free space implemented by 10-cell-thick PML is also 

considered. The time-marching steps for the sub-gridded 

FDTD and spatially-filtered sub-gridded FDTD are 9000 

and 3000, respectively. The set-up of this problem is 

same as that of the PEC case. The results of “L”-shaped 

and “E”-shaped field patterns are presented in Fig. 7. 

 

 
(a)                                     (b) 

 

Fig. 7. Shaped electromagnetic field patterns in free 

space calculated by the spatially-filtered sub-gridded 

FDTD with 48 elements in the TR antenna array: (a) “L”-

shaped field, and (b) “E”-shaped field. 

 

 
(a)                                     (b) 

 

Fig. 8. Shaped electromagnetic field patterns in free 

space calculated by the spatially-filtered sub-gridded 

FDTD with 192 elements in the TR antenna array: (a) 

“L”-shaped field, and (b) “E”-shaped field. 

 

When the TR array consists of 192 elements, the 

shaped fields are revealed in Fig. 8. Table 3 also gives 

the computational efforts of the two methods in free 

space and demonstrates the efficiency of the spatially-

filtered sub-gridded FDTD. 
 

Table 3: Computational effort for the PML case 

 Methods  CPU Time (h)  Memory (GB) 

 Sub-gridded FDTD  24.61  11.61 

 This work  8.82  12.46 

 

D. Discussion 

To begin with, due to the multipath propagating 

property of the metal cavity, the time-reversed 

electromagnetic field can be focused on a predefined 

pattern with a relatively large number of time-marching 

steps. Furthermore, the electromagnetic waves are multi-

reflected inside the closed region without attenuation, 

and thus 48 elements in the TR antenna array are enough 

to capture required signals. However, for the free space 

case, since the electromagnetic field is absorbed and 

attenuated in the PML region, more elements in the TR 

antenna array are required to obtain a high quality shaped 

electric field. Fewer time-marching steps are needed  

in this case because of the PML truncation. It can be 

pointed out that the generated microwave fields in Figs. 

6 and 8 have almost the same quality. The other shaped 

patterns of the electromagnetic field can also be easily 

achieved in the same way. 
 

IV. CONCLUSION 
In this paper, an efficient sub-gridded FDTD 

method is employed for simulating the electrically large 

and multiscale TR electromagnetic field shaping of 

arbitrary microwave patterns, whose electric size is 

approximately 18 λ × 18 λ × 9 λ. Enabled by the spatial 

filtering scheme, both the coarse and dense grids are  

run with a large time step size defined by the CFL limit 

of the coarse grid, and two patterns of electromagnetic 

field with both PEC and PML boundary conditions are 

realized. The simulation results demonstrate that the 

spatially-filtered sub-gridded FDTD is powerful in 

solving electrically large TR scenarios with locally fine 

grid division. In the future work, the codes will be 

implemented in a parallel manner to further improve the 

computational efficiency. 
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