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Abstract ─ Method of Moments (MoM) is used to 

model guided wave propagation inside a non-

penetrable wedge waveguide and the results are 

validated against analytical mode-based exact 

solutions. 

 

Index Terms ─ Adiabatic modes, electromagnetic 

propagation, Green’s function, guided waves, 

intrinsic modes, Method of Moments (MoM), 

modeling, normal modes, simulation, waveguide, 

wedge. 
 

I. INTRODUCTION 
Natural or man-made guiding environments 

are usually characterized by physical parameters 

that render the wave equation non-separable in any 

of the standard coordinate systems [1-2]. If 

separable, transverse and longitudinal 

decomposition of wave equation yields Normal 

Modes (NM) [1]. NMs are the solutions of source-

free wave equation, individually satisfy the 

transverse Boundary Conditions (BC), and 

propagate longitudinally without coupling to other 

modes. When transverse-longitudinal separability 

is only weakly perturbed, Adiabatic (local) Modes 

(AM) can be used [3-5]. AMs adapt smoothly 

without intermode coupling, to the slowly 

changing conditions, but fail in cut-off regions. 

This failure can be uniformized by Intrinsic Modes 

(IM) [6-8]. These concepts can best be explained 

by investigating the wave dynamics in a simple 

test environment: a wedge waveguide with non-

penetrable boundaries. Source-driven solutions 

may then be obtained via Green’s function (i.e., 

line-source response) based on these modes. 

Alternatively, pure numerical methods can be used 

to investigate wave propagation inside a wedge 

waveguide with non-penetrable boundaries. 

Wedge with non-penetrable (i.e., Perfectly 

Electrical Conductor, PEC) boundaries is a 

canonical structure where analytical as well as 

numerical models are derived, tested, and 

validated. It is also used to gain physical insight. 

Wedge with an exterior source serves as reference 

for understanding and solving the scattering 

phenomena [9-11]. Wedge scattering may also be 

modeled with numerical models, such as the 

Finite-Difference Time-Domain (FDTD) [12,13] 

or Method of Moments (MoM) [14-18]. 

Wedge with an interior source is canonical in 

understanding and solving guided wave 

phenomena using both analytical and numerical 

models. The Green’s function of this problem can 

be extracted using both mode summation and ray-

tracing/eigenray extraction models (see, [19,20] 

for tutorial reviews and free MATLAB-based 

virtual tools). 

In this study, propagation inside a wedge 

waveguide with PEC boundaries is modeled using 

MoM and validated against analytical exact 

solutions. The paper is organized as follows. In 

Section II, guided waves inside a wedge-type 

waveguide are summarized for the sake of 

completeness. MoM solutions of guided waves 

excited by a line source are given in Section III. 

Section IV contains numerical comparisons of 

1054-4887 © 2014 ACES

Submitted On: March 15, 2014
Accepted On: August 10, 2014

594ACES JOURNAL, Vol. 29, No. 8, AUGUST 2014



Green’s function and MoM solutions. Finally, the 

conclusions are presented in Section V. 

 

II. GUIDED WAVES: GREEN’S 

FUNCTION SOLUTION 
The two-dimensional wedge waveguide with 

apex angle ( ) is pictured in Fig. 1. Here, x and y 

are the longitudinal (range) and transverse (height 

above y=0) coordinates, respectively. The 

structure is infinite along z-direction ( 0/  z ). 

Note, that the problem is separable in cylindrical 

coordinates ),(   and exact solution can be built 

in terms of infinite mode summation. On the other 

hand, visualization is better in rectangular 

coordinates ),( yx . Therefore, both coordinate 

systems are used in this paper. 

 

 
 

Fig. 1. Geometry of the wedge waveguide 

problem. 

 

Under the time dependence )exp( ti , the 

Green’s function of this problem is postulated via: 

 2
2 0

, 0 02 2

1 1
( ) ( )s h

I
k u      

     

    
      

    

, (1) 

where 00/2  k  is the free-space wave-

number, 0I  is the line current amplitude, ),( 00   

and ),(   specify the source and the observation 

points, respectively, )(  is the Dirac delta 

functions. In the case of Electromagnetic (EM) 

waves, the BCs are appropriate for the PEC wedge 

and su  represents the z-component of electric field 

intensity zE (TM), while hu  is the z-component of 

magnetic field intensity zH (TE). In the case of 

acoustic waves, these conditions refer to 

acoustically soft (TM SBC) and hard 

(TE HBC) wedges, respectively. 

Mathematically, they are Dirichlet and Neumann 

BCs, respectively. Note, that the Green’s function 

notation ),,,( 00,, hshs gu   is used here. 

The Green’s function solution is exact in polar 

coordinates but requires infinite number of mode 

summation. The wave equation inside the wedge 

illuminated by a line source is subject to the BC: 

 0su  or 0/  nuh  on   ,0 , (2) 

satisfy radiation condition for  , and 

finiteness at 0 . Two different propagation 

scenarios are possible in this wedge waveguide 

problem. One of them is downslope propagation 

where the source is close to the apex ( 0  ). In 

this case, one-way propagation is of interest; 

waves excited by the source travel downslope 

without any back-reflections. The interesting case 

is the upslope propagation (  0 ), as shown in 

Fig. 1, where the wave fields travel in the direction 

of narrowing waveguide cross-section up to the 

cut-off (caustic) transition region, converting the 

incoming waves into reflected and evanescent 

fields on the propagating and non-propagating 

sides, respectively, of the caustic. 

Waves excited by any given source can be 

represented in terms of mode and/or ray 

summation [19]. NMs propagating upslope 

towards the tip, reaching their propagating-to-

evanescent cutoff transition point and totally 

reflect back. Their interaction yield standing 

waves before the cut-off range. On the other hand, 

they exponentially decay beyond their modal cut-

off ranges (also called turning point) (see, Fig. 2). 

In terms of rays, upslope going rays bounce back 

and forth between two boundaries and their angles 

of reflection increase each time they bounce. Rays 

totally go back once their reflection angles reach 

90°. These occur at modal cut-off ranges. 

 

 
 

Fig. 2. Longitudinal variation of a single mode. 

 

The exact total fields in polar coordinates 
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using Green’s function with SBC and HBC are 

[1]: 
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Here,  /ll  , 5.00  , 1321   . 

The solution (3) is exact and valid for all 

wedge angles. Infinite modes are required in 

representing a line source near the source region, 

but only propagating modes are enough in the far 

field. As the wedge angle increases, the number of 

propagating modes for the same parameters 

increases (see, Table 1); therefore, computations in 

terms of the exact solution take longer. This also 

determines the accuracy. One needs to take into 

account a certain number of modes in the near 

field in order to satisfy given accuracy. The source 

and observer locations determine the excited 

modes. One can eliminate even or odd modes by 

locating source or observer accordingly. Locating 

the line source near a boundary does only affect 

the number of excited modes. 

 

Table 1: The number of propagating modes vs. 

wedge angle ( m 60x , MHz 15f , source 

location; m 6000  ,  5.10 , polarization: 

horizontal) 

Apex Angle   [deg] # Of Propagating Modes 

3 5 

15 24 

30 49 

 

III. MOM SOLUTION OF GUIDED 

WAVES 
Method of Moments (MoM) is one of the 

oldest and most effective numerical EM technique 

in frequency domain for problems that cannot be 

exactly solved [14]. It has long been applied to 

scattering problems [15]. Propagation inside 

resonating structures may also be modeled with 

MoM [16,17]. It has recently been illustrated that 

MoM accurately accounts for the wedge diffracted 

fields and fringe waves [18]. 

Propagation inside a wedge waveguide with 

non-penetrable boundaries may also be modeled 

by using MoM. In this model, the faces of the 

wedge are divided into small segments (see, Fig. 

3). N segments for the top face at 0  and N 

segments for the bottom face at    are used. 

The segment lengths are very small compared to 

the wavelength so that the line-source-induced 

currents on each segment may be assumed 

constant. 

 

 
 

Fig. 3. Wedge waveguide and MoM modeling. 

 

Necessary MoM equations in this procedure 

are formed with the source excited incident fields 

on BC: 

 )4/()()(
)1(

0 ikdHEV n
inc
zn  nρ  (SBC), (4a) 

 )4/()()(
)1(

0 ikdHHV n
inc
zn  nρ  (HBC), (4b) 

by using distance ( nd ) between line source and 

each segment, 

    20
2

0 ))()( yyxxdn  nn ρρ , (5) 

where 000 cosx , 000 siny . The impedance 

matrix is obtained: 
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where l  is the segment length,  1200   is the 

intrinsic impedance of free space, )1(
0H  and )1(

1H  

are the first kind Hankel functions with order zero 

and one, respectively, 781.1  is the exponential 

of the Euler constant, mn̂  denotes the unit normal 

vector of the segment at mρ , and mnρ̂  is the unit 

vector in the direction from source mρ  to the 

receiving element nρ . 
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First, the source-excited segment fields are 

calculated by using the two-dimensional free-

space Green’s function (4). Then, the impedance 

matrix is formed by (6). The unknown segment 

currents are derived by the solution of 2N×2N 

matrix system      VZI
1

 . Once they are 

calculated, the scattered fields at the observer are 

obtained as: 

  






N

m

m

sct

z kHI
lk

E
2

1

)1(

0
0

4
)( mnn ρρρ


, (7a) 

 






N

m

m

sct

z kHI
lik

H
2

1

)1(

1 )ˆˆ)((
4

)( mnmmnn ρnρρρ , (7b) 

and the segment-scattered fields at the observer 

are accumulated. Finally, the direct wave from the 

source to the observer is added and the total fields 

are obtained. 

 

IV. NUMERICAL EXAMPLES AND 

COMPARISONS 
Waves inside a non-penetrable wedge 

waveguide obtained with the Green’s function and 

MoM approaches are compared in this section. 

Both models are run with various scenarios under 

different sets of parameters. A few results are 

presented in Figs. 4-10. Infinite wedge faces are 

truncated in 100λ and the segment lengths are 

chosen λ/20 (i.e., total of 4000 segments on both 

faces which necessitate the solution of 4000 by 

4000 system of equations). Note, that the finite 

length of the wedge faces must extend several 

dozen wavelengths beyond the source and the 

observer on both sides; therefore, the number of 

segments may significantly differ. As observed, 

very good agreement is obtained between 

analytical and numerical models. 

Field vs. radial range at mid-angle (  5.7 ) 

inside a 15  wedge waveguide obtained with 

the analytical and numerical models is shown in 

Fig. 4. The frequency is 15 MHz. Horizontal 

polarization (TM/SBC case) is taken into account. 

The source location is at m 5000   and  5.70 . 

The first three modal cutoff ranges obtained from 

 /5.0 ll   are 38.2 m, 76.4 m, and 114.6 m. As 

observed, propagation-to-evanescent cut-off 

transition ranges of the first and third modes at 

38.2 m and 114.6 m are visible, but the second 

mode at 76.4 m is invisible. This is merely 

because of the location of the source in this 

example. Only odd-order modes are excited if the 

source is located at mid-angle, which is the null-

angle for these modes. As observed, the agreement 

between the two models is almost perfect even for 

these highly oscillatory variations. 

 

 
 

Fig. 4. Field vs. radial range at mid-angle inside 

the wedge; solid: Green’s function, dashed: MoM 

(TM/SBC case, 15 , MHz 15f , m 5000  ). 

 

Field vs. height inside the same wedge waveguide 

at three different ranges is plotted in Fig. 5. These 

are the ranges with only one, two, and three 

propagating modes, respectively. Note, that these 

are not angular variations and the height is along 

y-direction. On the left, only the dominant mode is 

shown. At the given range in the middle, two 

modes are propagating. On the right, there are 

three propagating modes, but only two of them are 

excited. 

 

 
 

Fig. 5. Field vs. height (along y) inside the wedge 

at three different ranges; solid: Green’s function, 

dashed: MoM (SBC case, 15 , MHz 15f , 

m 5000  ). 
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The other two examples plotted in Figs. 6 and 

7 belong to the same wedge waveguide but for 

different polarizations. Field vs. height at 900 m 

inside the same wedge waveguide for both TM 

and TE polarizations are plotted in Fig. 6. The line 

source is at m 10000 x  and m 1350 y . For the 

same source location, field vs. range (along x-

direction) at 110 m inside the same wedge 

waveguide for both TM and TE polarizations are 

plotted in Fig. 7. As observed, the agreement 

between two models is impressive. 

 

 
 

Fig. 6. Field vs. height (along y at m 900x  

range) inside the wedge; solid: MoM, dashed: 

Green’s function (Left) TM/SBC case, (Right) 

TE/HBC case ( 15 , MHz 15f , m 10000 x , 

m 1350 y ). 

 

 
 

Fig. 7. Field vs. range (along x at m 110y  

height) inside the wedge; solid: MoM, dashed: 

Green’s function (Top) TM/SBC case, (Bottom) 

TE/HBC case ( 15 , MHz 15f , m 10000 x , 

m 1350 y ). 

The next two examples plotted in Figs. 8 and 9 

belong to a wider wedge waveguide at the same 

frequency for different polarizations. Field vs. 

height at 300 m inside the same wedge waveguide 

for both TM and TE polarizations are plotted in 

Fig. 8. The line source is at 0x 500 m and 

0y 15 m. For the same source location, field vs. 

range at 10 m inside the same wedge waveguide 

for both TM and TE polarizations are plotted in 

Fig. 9. 

 

 
 

Fig. 8. Field vs. height (along y at 300 m range) 

inside the wedge; solid: MoM, dashed: Green’s 

function (Left) TM/SBC case, (Right) TE/HBC 

case (  30 , MHz 15f , m 5000 x , 

m 150 y ). 

 

 
 

Fig. 9. Field vs. range (along x at y=10 m height) 

inside the wedge; solid: MoM, dashed: Green’s 

function (Top) TM/SBC case, (Bottom) TE/HBC 

case (  30 , MHz 15f , m 5000 x , 

m 150 y ). 
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Note, that two MatLab algorithms are 

developed and computations are performed. A 

kind of accuracy test is used in both Green’s 

function and MoM algorithms. Both propagating 

and evanescent modes are taken into account in 

the analytic model. The contribution of each mode 

is controlled and higher order modes with 

contributions less than 10-12 are neglected. In 

MoM, the number of segments per wavelength is 

tested once and optimum segmentation is 

specified. 

Table 2 shows the result of this test using 

relative L2-error norm: 

 
A

NA

u

uu
error


100 , (8) 

where Au  is the analytical result, Nu  is the 

numerical result. As observed, HBC polarization 

needs more segments. 

 

Table 2: Relative L2-error norm analysis at 

m 3y , 1000 points are used between x=20 m and 

x=250 m,( 15 , MHz 15f . Source: m 2500 x , 

m 330 y ) 

Segment Length 

(m) 

Error % 

(SBC) 

Error % 

(HBC) 

λ/10 10.22 22.85 

λ/20 5.36 10.79 

λ/40 2.69 6.12 

λ/80 1.32 3.98 

 

The last example belongs to three dimensional 

comparisons. Figure 10 shows field vs. 

range/height as three dimensional color-plots. The 

dashed arcs show modal cut-offs. A line source is 

located at mid-angle of a 20  non-penetrable 

wedge. The exact location of the source is 

m 2000 x , m 32.260 y . The frequency is 15 

MHz. The number of propagating modes at the 

source distance is 7. Not only the odd-numbered 

modes are excited with this source location but 

also the transverse interference is observed for the 

downslope/one-way propagation (i.e., for the 

observer ranges greater than 200 m). On the other 

hand, both the transverse and the longitudinal 

interaction is observed for upslope/two-way 

propagation (i.e., for the observer distance less 

than 200 m). As observed, very good agreement is 

obtained in this example, too. 

 

 
 

 

Fig. 10. The three dimensional color plots of field 

vs. range-height variations inside the wedge 

waveguide: (Top) Exact, (Bottom) MoM, 

TM/SBC case, (  20 , MHz 15f , m 2000 x , 

m 32.260 y , 20/l , m 1x , m 1y ).  

 

V. CONCLUSION 
A Method of Moments (MoM) based 

procedure is introduced for the simulation of 

guided waves excited by a line source inside the 

wedge with perfectly conducting boundaries. Tests 

and comparisons are performed against the 

Green’s function solution based on Normal Mode 

(NM) summation. The results show that MoM is 

also successful in accurate modeling of guided 

waves inside wedge waveguide. 
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Abstract ─ A Block Matrix Preconditioner (BMP) 

for Volume and Surface Electric Field Integral 

Equations (V-EFIE and S-EFIE) for the analysis 

of electromagnetic scattering problems is 

presented. The V-EFIE operator is well-posed 

while the S-EFIE operator is ill-posed, so for the 

coupled V-EFIE and S-EFIE system, it is ill-

conditioned. Therefore, the solution time is very 

long if the iterative solution is applied to solve the 

system equations. The proposed scheme constructs 

a sparse matrix version of each block matrix, 

which is followed by the inversion of the resultant 

block sparse matrix using incomplete factorization. 

The proposed scheme enables the efficient 

electromagnetic analysis for the composite 

structures. Several numerical examples are 

proposed to demonstrate the efficiency of the 

scheme. 

 

Index Terms ─ Block matrix preconditioner, 

coupled volume-surface integral equation and 

iterative solution. 
 

I. INTRODUCTION 
Numerical analysis of electromagnetic 

scattering from composite structures comprising 

PEC and dielectric materials has been attracting 

researchers due to their kinds of useful 

applications, such as PEC targets coated dielectric 

radar absorbing materials, microstrip structures on 

finite substrates, etc. The integral equation 

methods using the Method of Moments (MoM) [1] 

have been among the most popular methods for 

their generality. The coupled Volume and Surface 

Integral Equations (VSIE) [2-3] formulation is a 

typical method for these problems. In this 

approach, the Volume Electric Field Integral 

Equation (V-EFIE) is applied in the dielectric 

region, while the Surface Electric Field Integral 

Equation (S-EFIE) is applied on the PEC surface. 

The V-EFIE operators are bounded and well-posed, 

even though applied to densely discretized cells 

[4]; while S-EFIE operators are often ill-posed, 

especially for the dense surface discretization [5-6]. 

As a result, the coupled V-EFIE and S-EFIE are 

ill-conditioned, so the iterative solution becomes 

so expensive. For some special problems, we can’t 

even get the expected results. In recent years, 

some technologies are proposed to reduce the 

iterations steps or make the solving process easier 

[7-14]. 

The Block Matrix Preconditioner (BMP) 

originally proposed by the FEM community [15-

16], is applied to address the convergence problem 

by the MoM for PEC [17] and penetrable objects 

[18]. In this paper, the similar procedure is applied 

for the coupled volume-surface integral equations 

system. To compute the BMP efficiently, we first 

create a sparse matrix from each block matrix by 

eliminating the small terms in the matrix entries 

and the inversion of the constructed sparse matrix 

is approximated using incomplete factorization. 

Finally, the BMP constructed using the proposed 

method is compared with the Incomplete LU 

Threshold Pivoting (ILUTP) preconditioner [19] 

to demonstrate their performance in terms of 

memory and computation time. 

This paper is organized as follows. The basic 

theory and formulations about the coupled VSIE 

and the block matrix preconditioner are given in 

section II. Numerical results obtained with the 

scheme described in this paper are shown and 

analyzed in section III and the remarks are 

included in section IV. 
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II. THEROY AND FORMULATIONS 

A. Coupled volume-surface electric field 

integral equations 

Consider a plane wave incident upon an 

arbitrarily shaped composite structure comprising 

PEC surfaces S  and dielectric volumes V in free 

space. It is assumed that the permeability is all 
0

  

for all of space, the permittivity are ̂  and 
0
  for 

the volumes V and free space, respectively. The 

dielectric volumes V are replaced by volume 

currents 
V

J  and the PEC surfaces S are replaced 

by surface currents
S

J . In this paper, time 

dependence 
j te 

is assumed and suppressed. Based 

on the boundary conditions of the total electric 

field, we can get the coupled volume-surface 

electric field integral equations as: 

 

 
 

   

                 

inc

V V

S S

D r
E j A r r

r

j A r r r V






  

  

ˆ , (1) 

 
tan

tan

[ ( ) ( )

      ( ) ( )]    

i

V V

S S

E j A r r

j A r r r S





 

  
. (2) 

Here, 
incE  is the incident electric field, “tan” 

represents the tangential to the PEC surface. D  is 

the electric flux densities and 

      VD r J r j r ˆ , ̂ is the contrast 

parameter and     0
r r    ˆ ˆ ˆ . ( )VA r , 

( )V r , ( )SA r  and ( )S r  are the vector 

magnetic potentials and scalar electric potentials 

produced by the surface and volume currents, 

respectively. 

The electric flux densities D and surface 

currents 
S

J  are chosen as the unknowns in this 

paper. The volumes V and surfaces S are meshed 

by tetrahedrons and triangles. The SWG and RWG 

basis function are applied to represent electric flux 

densities D and surface currents S
J , respectively. 

After the Galerkin’s testing, equations (1) and (2) 

are converted to matrix equations: 

 

DDD DM D

MD MM M M

VZ Z I

Z Z I V

    
     

       
. (3) 

The impedance matrix  Z  consists of four 

parts:
DDZ   , 

DMZ   , 
MDZ    and 

MMZ   , 

which account for volume basis test volume basis, 

volume basis test surface basis, surface basis test 

volume basis and surface basis test surface basis, 

respectively.  I  and  V  are the vectors of 

expansion coefficients and tested incident filed. 

The detail forms of matrix equations are given as 

follows: 

 

                   ( )

( ')
( ) ( ) ( ')

ˆ( ')

( ( )) ( ') ( ( )) ( ')

( ) ( ')

(

m m

m m

DD

m

V i

m

V

V V

m m V

V V

V V

m V m V

V

Z

V

m S

V

f r E dr

D r
f r dr j f r A r dr

r

f r r dr n f r r dr

j f r A r dr








 

   

    

  





 

 



( )) ( ') ( ( )) ( ')

m m

MD

V V

m S m S

V

Z

f r r dr n f r r dr


    

, 

  (4) 

 

                ( )

( ) ( ') ( ( )) ( ')

( ) ( ') ( ( )) ( ')

m m

DM

m m

MM

S i

m

S

S S

m V m V

S S

Z

S S

m S m S

S S

Z

f r E dr

j f r A r dr f r r dr

j f r A r dr f r r dr





 

   

    



 

 

. 

 (5) 

Green’s function used in the integral operators 

is the free-space Green’s function in the VSIE 

approach. Hence, the MLFMA can be easily 

applied to reduce the computational complexity 

and memory requirement [20]. The basic idea of 

the MLFMA is to convert the interaction of 

element-to-element to the interaction of group-to-

group. Here, a group includes the elements 

residing in a spatial box. The mathematical 

foundation of the MLFMA is the addition theorem 

for the scalar Green’s function in free space. Using 

the MLFMA, the matrix-vector product can be 
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split into near interaction part and far interaction 

part. The calculation of matrix elements in the 

near interaction part remains the same as in the 

MoM procedure. However, those elements in the 

far interaction part are not explicitly computed and 

stored. When the MLFMA is implemented in 

VSIE, we can obtain: 

 

0 ( ) ( , ') ( ') '
4

( ) ( , ) ( )

m n

V

m V

V V

V V
k k r kpqmp pq qn

j
f r r r J r dr dr

R F






 

 G
, (6a) 

 

0 ( ) ( , ') ( ') '
4

( ) ( , ) ( )

m n

S

m S

S S

S S
k k r kpqmp pq qn

j
f r r r J r dr dr

R F






 

 G
, (6b) 

where ( , ')r rG  is the dyadic Green’s function, 

( )V

mpR k  and ( )S

mpR k  denote the distribution factor, 

( , )pqpq k r  denotes the translator factor and 

( )V

qnF k  and ( )S

qnF k  denote the aggregation 

distribution factor. They are given by the 

following equation: 

 

- '

2

1
( , ')

- '

jk r r
e

r r
k r r


 

   
 

G I , (7a) 

 ( ) ( ) ( ') 'qn

n

jV V

qn n n

V

F k kk j K f r e dr
 

 
k r

I , (7b) 

 ( ) ( ) ( ) mp

m

jV V

mp m

V

R k kk f r e dr
 

 
k r

I , (7c) 

 0

2
( , ) ( )

(4 )
pq pqpq pq

k
k r r k





   , (7d) 

 ( ) ( ) ( ') 'qn

n

jS S

qn n

V

F k kk f r e dr
 
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k r

I , (7e) 

 ( ) ( ) ( ) mp

m

jS S

mp m

V

R k kk f r e dr
 

 
k r

I . (7f) 

 

B. Blocker matrix preconditioner 

An effective preconditioner can be 

incorporated into iterative methods to improve the 

convergence rate. The preconditioned matrix 

equation can be solved as follows: 

 
-1 -1=M ZI M V , (8) 

where M  is the precondition matrix, which 

should be a nonsingular matrix with the same 

order of Z . In general, the precondition matrix 

M should be chosen to make sure that the 

condition number of the preconditioned 

matrix
-1M Z  is less than that of matrix Z , which 

can reduce the computation time for iterative 

methods to solve the matrix equation. An improper 

choice for M  would worsen the preconditioned 

system. 

In equation (3), because matrices 
DDZ , 

MDZ , 

DMZ  and 
MMZ in the conventional MoM are all 

dense matrices, sparse versions of these matrices 

should be gotten when computing the inversion of 

a precondition matrix 
-1M [21]. Therefore, we 

should construct the sparse forms of these matrices. 

Firstly, the elements of the impedance matrix are 

normalized row by row, which makes the 

amplitude of the biggest element of each row to be 

1, so the other elements are all less than 1. Then a 

threshold  0,1  is set during the removing 

procedure, which can control the sparseness of 

matrix. If the normalized elements are less than  , 

the elements should be abandoned. The smaller   

is, the sparser the impedance matrix is. To control 

the account of saved elements of each row, a 

parameter 
maxK is chosen. If the number of saved 

elements of one row is greater than 
maxK , we just 

need to keep the 
maxK biggest elements. If the 

dimension of the impedance matrix is N, then total 

number of elements in the sparse matrix is less or 

equal 
maxK *N. The introducing of 

maxK is very 

helpful for allocating the array to store the 

preconditioner matrix during the coding procedure. 

For the amplitudes of elements in the four 

parts of coupled VSIE impedance matrix vary a lot, 

to ensure the strong coupling elements of each part 

are included in the sparse matrix, the procedure of 

constructing sparse matrices for the 
DDZ , 

MDZ , 

DMZ  and 
MMZ  are implemented, respectively. 

Once the block sparse matrices were 

constructed, the BMP can be computed using 

Gaussian elimination of the block matrix system. 

The 2×2 block matrix can be decomposed into 

matrix product: 
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-
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sparse sparse

                    

                          
0
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I Z Z

I





 
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 
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, 

  (9) 

and its inverse can be found as follows: 

 

 
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
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
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  parse

1

sparse

MD DD MMZ I

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 
 
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, 

  (10) 

where 
DDI  and 

MMI  are the identity matrices of 

size 
D DN N  and 

M MN N ; 
DN  and 

MN  

indicate the number of SWG basis functions and 

RWG basis functions, respectively. 

The block matrix in equation (10) involves 

inversion of both the first block sparse

DDZ  and the 

Schur complement, which can be represented as 

follows:  
1

sparse sparse sparse sparse= MM MD DD DMS Z Z Z Z


 . For the 

time for computing the coupling of 

 
1

sparse sparse sparse

MD DD DMZ Z Z


 is very consuming, the 

Schur complement S  has been approximated as 

the inversion of sparse

MMZ during the construction of 

preconditioner in this paper, also the similar 

treatment has been taken in [18]. Finally, the 

proposed BMP 
-1M  can be determined as follows: 
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sparse sparse1
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
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. 

 (11) 

This preconditioner can be applied at each 

iteration in iterative methods via matrix 

multiplication. Because the BMP requires the 

inversion of each block matrix sparse

DDZ  and sparse

MMZ  

separately, different dropping parameters can be 

applied to the approximate inverse methods such 

as Incomplete LU (ILU) decomposition and the 

Sparse Approximate Inverse method (SAI). In this 

paper, the ILU decomposition preconditioner is 

applied, which is widely used and available in 

several solver packages. There are two popular 

drop strategies for ILU factorization; the level 

based drop strategy and the threshold based drop 

strategy, the former is denoted ILU( p ), where 

0p  is an integer denoted as the level of fill-in 

and the latter is ILUTP. For the ILUTP 

preconditioner is highly stable and has a fast 

convergence rate performance and it is chosen as 

the approximate inverse methods in this paper. 

 

III. NUMRICAL RESULTS 
In this section, three numerical examples are 

presented for the accuracy and efficiency of the 

approach in this paper. The iteration process is 

terminated when the 2-norm residual error is 

reduced by 
-31 10  and the restarted GMRES (30) 

is selected as the iterative method, where 30 is the 

dimension size of Krylov subspace for GMRES. 

Zero vector is taken as initial approximate solution 

for all examples. During the construction of sparse 

forms of preconditioner matrices, the choice for   

and 
maxK is very important. For   and 

maxK  is 

set as 0.01 and 200, respectively. The larger 
maxK  

(the smaller   ）is, the less the number of steps 

needed for iteration solution, but it will cost more 

time and memory requirement for constructing 
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precondition matrix. Actually, there is a balance 

between the number of steps for iteration solution 

and time and memory requirement for constructing 

precondition matrix. If the computational platform 

is powerful (huge memory and large number of 

CPUs) and we just care for the fast convergence of 

the solution, 
maxK can be chosen as large as 

possible. In this paper, all the numerical examples 

are performed on the PC with an Intel Core 2 (3 

GHz CPU) and 3.2 GB RAM, so   and 
maxK  is 

set as 0.01 and 200, respectively; which are 

suitable numbers for the computational platform 

used in this paper. For electric small objects, the 

maxK can be set as largely as possible, because the 

time and memory requirement needed for 

constructing precondition matrix won’t be an 

obstacle. For electric large objects, the choice for 

maxK mainly depends on the computational 

platform. 
For the first example, we consider a 

conducting sphere coated by dielectric material. 

The permittivity of dielectric material is 

=2r .The radii of the inner and outer surface of 

the dielectric shell are 
00.2  and 

00.25 , 

respectively. 
0  is the wavelength in the free 

space. The surface of the conducting sphere is 

discretized into 480 triangles and the volume of 

the dielectric shell into 1674 tetrahedrons, yielding 

a total number of 4627 unknowns including 720 

RWG basis and 3907 SWG basis. Figure 1 shows 

the bistatic Radar Cross-Section (RCS) for a 

normally incident plane wave on the sphere. It is 

observed that the results obtained by the ILUTP 

preconditioned and BMP preconditioned VSIE are 

all in excellent agreement with Mie series solution, 

which are analytical results. Figure 2 shows the 

convergence history when the BMP and the 

ILUTP preconditioner are used to solve the 

coupled VSIE system resulting from the use of the 

MoM. 
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Fig. 1. The bistatic RCS ( Phi=0 ) of a coated 

sphere with inner and outer radii are 
00.2 and 

00.25 , =2r . 
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Fig. 2. The convergence history of the coated 

sphere. 

 
The second example is a disk-cone structure 

[22], shown in the inset of Fig. 3. The dielectric 
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cone ( =2r ) has a radius of 
01.2  and a height of 

00.6 . The disk also has a radius of 
01.2 . The 

number of the total unknowns is 13131, including 

658 RWG basis and 12473 SWG basis. Figure 4 

shows the convergence history when the BMP and 

the ILUTP preconditioner are used to solve 

thecoupled VSIE system resulting from the use of 

the FMM. 
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Fig. 3. The geometry of a disk-cone structure. 
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Fig. 4. The convergence history of the coated 

sphere. 

 

Table 1 summarizes the computational 

demands of the ILUTP and the BMP for the two 

objects. In the second column, the number of 

RWG basis functions and SWG basis functions are 

included in parenthesis. As shown in Table 1, both 

the required construction time and the solution 

time of the BMP are considerably less than those 

of the ILUTP. Moreover, the BMP requires less 

memory storage than the ILUTP. 

 

Next, we consider a Frequency-Selective Surface 

(FSS) structure with 64 (8×8) printed square-ring 

elements, as shown in Fig. 5. The size of the 

square ring is 1 5D mm  and 2 4D mm , the 

period is 6 6mm mm , the thickness of the 

dielectric substrate is 0.5mm  and relative 

permittivity is =3r . The surface of the square-

ring patches is discretized into 3072 inner lines 

and the volume of the dielectric into 60462 

triangles, yielding a total number of 63534 

unknowns for the FSS structure. Figure 6 gives the 

transmission coefficients of the FSS structure in 

the frequency band of 10 to 20 GHz, the plane 

wave incident upon the FSS normally is 

considered. For comparison, the results computed 

by the commercial software Designer are also 

shown in Fig. 6. Figure 7 shows the convergence 

history when the BMP and the ILUTP 

preconditioner are used to solve the coupled VSIE 

system resulting from the use of the FMM. It can 

be found out that the ILUTP preconditioned VSIE 

system cannot achieve the demanded iteration 

accuracy ( -31 10 ) within 4000 steps during the 

resonant frequency band (13 GHz-18 GHz), while 

the BMP preconditioned VSIE system can still 

Table 1: The computational demands of the ILUTP and BMP for the two objects 
 Unknowns 

(SWG, RWG) 

Preconditioner Construction 

Memory (MB) 

Construction 

Time (S) 

Steps of 

Iteration 

Solutionl 

Time (S) 

Coated 

sphere 

4627 

(3907, 720) 

ILUTP 7.4 28 79 3.87 

BMP 6.1 21 11 0.76 

Disk-

cone 

13131 

(12473, 658) 

ILUTP 23 215 480 126.8 

BMP 20 155 61 25.2 

 

607 ACES JOURNAL, Vol. 29, No. 8, AUGUST 2014



work. Table 2 summarizes the computational 

demands of iteration procedure for the ILUTP and 

the BMP of the FSS structure. 
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Fig. 5. The geometry of a FSS structure with 64 

(8×8) printed square-ring elements. 
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Fig. 6. Comparisons of transmission coefficients 

for the FSS structure between the results computed 

by Designer and by the proposed method in this 

paper. 
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Fig. 7. The convergence history of the FSS 

structure. 

 

Table 2: The iteration steps and solution time of 

the ILUTP and BMP for the FSS structure 
Frequency 

(GHz) 

Preconditioner Steps of 

Iteration 

Solution 

Time (S) 

10 ILUTP 1036 257 

BMP 30 25 

11 ILUTP 1631 424 

BMP 51 42 

12 ILUTP 2499 1786 

BMP 77 63 

13 ILUTP >4000 - 

BMP 364 296 

14 ILUTP >4000 - 

BMP 436 352 

15 ILUTP >4000 - 

BMP 563 458 

16 ILUTP >4000 - 

BMP 512 413 

17 ILUTP >4000 - 

BMP 486 391 

18 ILUTP >4000 - 

BMP 421 332 

19 ILUTP 2194 610 

BMP 302 239 

20 ILUTP 1330 342 

BMP 112 90 
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IV. CONCLUSION 
In this paper, a well conditioned coupled 

volume and surface electric field integral 

equations based on block matrix preconditioner 

combined with MLFMM is presented. The 

numerical results obtained by this scheme verified 

the accuracy and efficiency. Compared with the 

traditional ILUP preconditioner, the BMP 

preconditioner needs less iteration steps to achieve 

the expected precision and also shows a better 

performance in terms of construction time and 

memory usage. 
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Abstract ─ A novel design of a compact Ultra-

Wideband (UWB) phase shifter with a new stub 

shape is presented in this paper. The proposed 

structure is formed using three layers of conductors 

interleaved with layers of substrates between each 

of the conductor’s layers. This multilayer technique 

was proposed to realize a design that is small in 

size, and a 23 mm × 50 mm compact phase shifter 

design was accomplished. In addition, the 

implementation of tapered transmission line 

techniques improved phase shifter performance, 

when compared with the conventional design 

without tapered transmission lines. A parametric 

study on the tapering of the transmission lines is 

presented and discussed. The measurement results 

of the phase shifter satisfactorily agreed with the 

simulation results. The phase shifters measured 

results demonstrated ± 5° phase deviation over the 

UWB frequency range. Moreover, the proposed 

phase shifter stubs successfully achieved 30% size 

reduction in comparison with the other available 

UWB phase shifter. 

 

Index Terms ─ Compact size, multilayer 

technology, phase shifter, tapered line, ultra-

wideband. 
 

I. INTRODUCTION 
In past decades, a variety of phase shifter 

designs have been reported. A phase shifter is one 

of the microwave devices that have been widely 

used in microwave applications, such as a Butler 

Matrices [1-2], a phased array antenna [3-4] and 

phase modulators. Since the Federal 

Communication Commission (FCC) approved the 

commercial implementation of UWB in 2002, rapid 

growth of UWB devices has been explored and also 

the phase shifter. 

One way to obtain a phase shifter with 

broadband performance is by employing coupled 

transmission lines in the design. Early in 1958, B. 

M. Schiffman proposed a phase shifter that 

consisted of two transmission lines, with one of the 

transmission lines as a reference line and the other 

as a folded edge-coupled section [5]. By selecting 

the proper degree of coupling and the length of both 

lines, a very broad bandwidth phase difference 

between them can be achieved. 

However, Schiffman’s phase shifter was based 

on strip-line structures, where odd and even-modes 

have equal phase velocities along the coupled line 

when they propagate. When the circuit was 

employed in the form of microstrip lines, unequal 

odd and even-mode velocities occurred. This in turn 

produced poor phase shifter performance [6]. 

To date, few UWB phase shifter designs have 

been reported [7-10]. The phase shifter reported in 

[7] is one of the phase shifters that operated in the 

UWB frequency range. The phase shifter provided 

good performance for the UWB application but 

there was a trade off in size. In [8], the phase shifter 

is designed with two stubs, short circuited and open 

circuited at both ends of the microstrip lines. These 

combinations of short and open-circuited stubs at 

both ends offer an approximately constant phase 

difference between output ports. The value of the 

phase difference is determined by the characteristic 

impedance of both stubs with respect to the 
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reference line. The drawback of the reported design 

is that the short circuit is in the form of the 

conducting pin, which is connected to the end of 

one of the stubs to the ground across the substrate. 

The corresponding technique will lead to a problem 

if it has to be realized in a durable or hard substrate. 

Therefore in [9], the authors attempted to 

overcome the aforementioned problem in [8] by 

replacing the shorting pin with slots to the ground 

plane. The introduced slots improved the amplitude 

and the phase characteristic of the phase shifter. 

Moreover, the phase shifter reported in [9] had a 

better return loss within the UWB range when 

compared to [8]. However, these three types of 

phase shifters are in planar configurations. Thus, 

there is a need for a multilayer phase shifter, as the 

multilayer technology is one way to reduce device 

size and eliminate the crossover needs in the Butler 

Matrix design. The phase shifter reported in [10] 

described a phase shifter implementation in 

multilayer technology. 

In this paper, a novel design of a UWB phase 

shifter is presented. While a variety of phase shifter 

designs have been reported, the proposed design is 

built upon the reported design in [10], which has 

tapered transmission lines and different stub 

shapes. Because of certain drawbacks associated 

with the design in [10], such as poor performance 

in terms of return loss, the proposed work aims to 

report a phase shifter with UWB performances. In 

order to meet these goals, slots at the stubs and a 

tapering transmission line from the input port to the 

stubs were introduced [10]. Hence, return loss 

improvement was achieved along with the added 

advantage of miniaturized stub dimensions. 

Moreover, additional bandwidth enhancement was 

obtained by tapering the transmission line [11] and 

the single slot on the patch led to good impedance 

matching [12]. The proposed phase shifter stubs 

exhibit a 30% smaller area size than the other 

available UWB phase shifters. Thus, this design has 

important features with regard to developing future 

phase shifter-based microwave devices, such as a 

UWB Butler Matrix beam forming network. The 

parametric analysis of the transmission lines will be 

discussed to observe the effect of the tapered line 

on the performance of the phase shifter. 

 

II. DESIGN APPROACH 
The design specifications of the proposed phase 

shifter are shown in Figs. 1 (a) and 1 (b). The device 

is formed using a microstrip line with multilayer 

technology. 
 

 

     
 (a)  
 

 
 (b) 

 
 

Fig. 1. Design specification of the proposed phase 

shifter: (a) one-dimensional and (b) three-

dimensional. 

 

Multilayer technology was chosen because it 

provides broad coupling over a very wide band, as 

there is a slot on the common ground plane that is 

located in the middle layer. Furthermore, this 

technology allows smaller device sizes. Four ports 

are available for the proposed phase shifter: Port 1 

(P1), Port 3 (P3) and Port 4 (P4) are located in the 

top layer, while Port 2 (P2) is located in the bottom 

layer. The broadside coupling between both P1 and 

P2 is located in the top and bottom layers. The 

device is designed on Rogers RO4003C with a 

thickness of 0.508 mm. The dielectric constant of 

the material is 3.38. 

The phase shifter design is based on even and 

odd-mode analysis. Figures 2 (a) and 2 (b) illustrate 

the schematic electric field for the even and odd-
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modes, respectively. For even-mode excitation, 

various wave propagation modes will be produced. 

The magnetic conductor replaces the ground slot 

and due to the force of the perfect magnetic 

conductor, the electric field is pushed to the edges 

of the ground slot, as illustrated in Fig. 2 (a). On the 

other hand, as illustrated in Fig. 2 (b), for the odd-

mode excitation analysis, the ground slot is 

replaced by a perfect electric conductor. The upper 

part of the coupler was turned into a microstrip line 

with a characteristic impedance of 𝑍0𝑜. The electric 

field in this excitation is concentrated in the 

parallel-plate region that is formed by the patch and 

the ground plane. 
 

 
(a) 

 

 

(b) 

 

Fig. 2. The electric field of: (a) even-mode analysis 

and (b) odd-mode analysis [13]. 

 

The following steps were taken in order to 

establish the new proposed phase shifter. From 

[10], the coupling was chosen to be 0.73, the 

insertion loss was less than 0.5 dB and the return 

loss was better than 10 dB for the 45° phase shifter. 

The values of the even and odd-mode 

characteristic impedances are denoted by 𝑍0𝑒 and 

𝑍0𝑜, respectively. The corresponding parameter can 

be obtained with the predetermined value of the 

coupling (0.73) using the following equations [14]: 

 𝑍0𝑒 =  𝑍0√
(1+10

−
𝐶

20)

(1−10
−

𝐶
20)

, (1) 

 𝑍0𝑜 =  𝑍0√
(1−10

−
𝐶

20)

(1+10
−

𝐶
20)

, (2) 

where C is the coupling factor, which is equal to 3 

dB and the value of the characteristic impedance 𝑍0 

is 50 Ω. Hence, the value of 𝑍0𝑒 and 𝑍0𝑜 are found 

to be 126.6 Ω and 19.8 Ω, respectively. Then, the 

coupled region needs to be calculated using (3) and 

(4) [14]: 

 𝑍0𝑒 =  
60𝜋

√𝜀𝑟

𝐾(𝑘1)

𝐾′(𝑘1)
, (3) 

 𝑍0𝑜 =  
60𝜋

√𝜀𝑟

𝐾(𝑘2)

𝐾′(𝑘2)
, (4) 

where 𝜀𝑟 is the dielectric constant of Rogers 

R4003C, which is equal to 3.38, 𝐾(𝑘) = first kind 

elliptical integral and 𝐾′(𝑘) =  𝐾(√1 − 𝑘2). The 

parameters for 𝑘1 and 𝑘2 are determined using 

equations (5) and (6). These equations are used to 

find the dimension of the stubs, 𝐷𝑝 and the slot 𝐷𝑠: 

 𝑘1 =  √
𝑠𝑖𝑛ℎ2(

𝜋𝐷𝑠
16ℎ

)

𝑠𝑖𝑛ℎ2(
𝜋𝐷𝑠
16ℎ

)+ 𝑐𝑜𝑠ℎ2(
𝜋𝐷𝑝

16ℎ
)
, (5) 

 𝑘2 = tanh (
𝜋𝐷𝑝

16ℎ
), (6) 

where 𝐷𝑠 is the diameter of the elliptical for the slot, 

𝐷𝑝 is the diameter of the elliptical-slot for the 

microstrip patch and ℎ is the thickness of the 

substrate. 

The length of the phase shifter’s stubs and slot, 

𝑙 must be attained. The value of 𝑙 is chosen to be 

equivalent to a quarter of the effective wavelength 

at the centre frequency 
𝜆𝑒

4
. Next, the design 

procedure is to obtain the width of the transmission 

and reference line 𝑤𝑚. This can be achieved using 

equation (7) [14]: 

 
𝑤𝑚

ℎ
=  {

8𝑒𝐴

𝑒2𝐴− 2
,

2

𝜋
[𝐵 − 1 − D + 

𝜀𝑟−1

2𝜀𝑟
(𝐸)]

, (7) 

where 
 𝐷 =  ln(𝐵 − 1), 

 𝐸 = 𝐷 +0.39 −
0.61

𝜀𝑟
, 

 𝐴 =  
𝑍0

60
√

𝜀𝑟+1

2
+  

𝜀𝑟−1

𝜀𝑟+1
(0.23 + 

0.11

𝜀𝑟
), 

and 

 𝐵 =
377𝜋

2𝑍𝑜𝑜√𝜀𝑟
. 

Using equations (5) to (7), the calculated 

dimensions of the phase shifter are as follows: 

𝑤𝑚=1.18 mm, 𝐷𝑠=7.5 mm, 𝐷𝑝=4.9 mm and 

𝑙𝑝=𝑙𝑠=7.2 mm. Then, the transmission line is 

tapered with an angle θ of 150. Subsequently, the 

slotted structure at the stubs is optimized to 

determine the dimension that gives the best 

performance. All the simulations for this design 

were carried out using the CST Microwave Studio 
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software. Table 1 shows the computed and 

optimized dimension values. As seen in Table 1, the 

dimension of the stub’s area in the designed phase 

shifter is 30% smaller than the phase shifter 

proposed in [10]. 

 

Table 1: Computed and optimized values of the 

design parameters 

Parameter 

Value (mm) 
𝐷𝑠 𝐷𝑝 𝑙𝑝 𝑙𝑠 

Calculated  4.9 7.2 7.2 

Optimized  5.0  5.0  5.7  

 

III. ANALYSIS OF THE 

PERFORMANCE OF THE TAPERED 

LINE DESIGN 
Three simulations were carried out to study the 

effect of the tapered transmission line on the 

performance of the phase shifter, including the 

return loss (S11), insertion loss (S21) and the phase 

difference between S21 and the reference line. 

Figures 3 (a) and 3 (b) show the phase shifter 

designs with and without the tapered transmission 

line, respectively. 

 

             
(a) (b) 

 

Fig. 3. Designed phase shifter: (a) with the 

proposed tapered transmission line and (b) without 

the tapered transmission line. 

 

Figures 4 (a) and 4 (b) show the differences in 

the scattering parameter and the phase 

performances of the designed phase shifter, 

respectively. Based on both figures, a significant 

difference is observed between the phase shifters. 

In Fig. 4 (a), the simulation results for the scattering 

parameters of both phase shifter designs show that 

the return loss is better than 13.1 dB and the 

insertion loss is better than 1.9 dB for the phase 

shifter with the tapered transmission line. For the 

phase shifter without the tapered transmission line, 

the return loss tended to be only better than 7.3 dB 

and the insertion loss was better than 1.7 dB. In Fig. 

4 (b), the phase difference between S21 and the 

reference line S43, is 45° ± 5° for the simulation of 

the phase shifter with the tapered transmission line; 

whereas, for the simulation of the phase shifter 

without the tapered transmission line, the phase 

difference is 45° ± 15°over the band. 

From the analysis, it is observed that the 

proposed phase shifter with the tapered 

transmission line provides better performance than 

the one without the tapered transmission line. 

Figures 5 (a) and 5 (b) show the current distribution 

for the phase shifter designs with and without a 

tapered transmission line, respectively; which can 

explain the manner of the analysis mentioned in 

Fig. 4. 

 

 
 (a) 
 

 
 (b) 
 

Fig. 4. Comparison between the phase shifter 

designs with and without a tapered transmission 

line for: (a) the scattering parameter and (b) the 

phase difference of the fabricated phase shifter. 
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The current distribution shown in Fig. 5 (a) is 

gathered around the transmission line that has been 

tapered. Moreover, the current distribution seen in 

Fig. 5 (b) is partially flowing at the input port, but 

when it approaches the stubs, the current 

distribution reduces. This situation in Fig. 5 (b) 

shows that the signal from the input port does not 

go completely toward the stubs, as the signal is 

partially lost as it travels to the stub. This situation 

led to the poor simulation results for the phase 

shifter without the tapered transmission line shown 

in Fig. 4. Therefore, with the tapered transmission 

lines, the performance of the phase shifter can be 

improved by maintaining other parameters value. 

 

 
 (a) 

 

 
 (b) 

 

Fig. 5. Current distribution of the phase shifter 

design: (a) with the tapered transmission line and 

(b) without the tapered transmission line. 

 

IV. RESULTS AND DICUSSION 
In order to verify the performance of the 

proposed phase shifter design, a prototype was 

fabricated. Figures 6 (a) and 6 (b) show the front 

and the back of the fabricated phase shifter, 

respectively. The prototype phase shifter was then 

measured using a Vector Network Analyzer 

(VNA). 
 

               
(a) (b) 

 

Fig. 6. The fabricated phase shifter: (a) front view 

and (b) back view. 

 

The comparisons of the simulation and 

measurement results for the return loss, insertion 

loss and the phase difference of the phase shifter are 

shown in Figs. 7 and 8, respectively. Based on the 

results shown, there is satisfactory agreement 

between the simulation and measurement results. 

For the simulation results, based on Fig. 7, the 

return loss is better than 13.1 dB and the insertion 

loss is better than 1.9 dB; whereas, for the 

measurement results, the return loss and the 

insertion loss were better than 10.2 dB and 3.5 dB, 

respectively. In Fig. 8, the phase difference between 

S21 and the reference line S43, is 45° ± 5° for the 

simulation; whereas, for the measurement results, 

the phase difference is 45° ± 6° over the UWB 

band. 

 

 
 

Fig. 7. Comparison between the simulation and 

measurement results for the scattering parameter of 

the fabricated phase shifter. 
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Fig. 8. Comparison between simulation and 

measurement results for the phase difference of the 

fabricated phase shifter. 

 

From both figures, it can be observed that there 

are slight dissimilarities between the simulation and 

measurement results. Several reasons have been 

identified with regard to why the fabricated phase 

shifter did not perform exactly as the simulation 

results. A recent literature review shows that an air 

gap problem has a large impact on the performance 

of multilayer technology devices [15]. Since the 

fabrication process was done manually, using non-

conductive glue to hold both substrates, an air gap 

might have occurred during the fabrication process. 

In order to overcome this problem, highly accurate 

machines should be used in the fabrication process. 

Moreover, additional insertion loss dissimilarities 

between the simulation and measurement results 

are due to the SMA connectors that were included 

in the measurements but not in the simulations [10]. 

 

V. CONCLUSION 
A novel design of a phase shifter with a new 

stub shape and dimensions of 23 mm × 50 mm has 

been presented. The proposed design was 

accomplished using multilayer technology and the 

structure was formed using three layers of 

conductors interleaved with a layer of substrate 

between each of the conductor layers. This 

multilayer technique was proposed to realize a 

design that was small in size. The implementation 

of tapered transmission lines improved the 

performance of the phase shifter when compared to 

a phase shifter without the tapered transmission 

lines. A parametric study showed that the tapered 

transmission line improved the performance of the 

coupler. Moreover, the measurement results for the 

coupler satisfactorily agreed with the simulation 

results. The proposed design can be used in ultra-

wideband applications, since the phase deviation is 

only ± 5° over the UWB frequency range. 
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Abstract ─ This paper presents a new design of 

5.5 GHz band-notched slot antenna fed by a 

Coplanar Waveguide (CPW) for Ultra-Wideband 

(UWB) application. By converting a square 

radiating stub to the stepped structure, a good 

impedance bandwidth can be achieved, which 

covers an UWB frequency range. The band-

notched characteristic of this antenna is realized 

by adding an inverted U-shaped parasitic strip on 

the other side of antenna substrate. The proposed 

antenna can operate from 2.85 to 11.93 GHz with 

a rejection band around 5.02 to 6.13 GHz, to avoid 

any interference form the Wireless Local Area 

Network (WLAN) systems. The proposed antenna 

displays good omni-directional radiation patterns. 

Simulated and measured results are presented to 

validate the usefulness of the proposed antenna 

structure for UWB applications. The designed 

antenna has a small dimension of 30×30×0.8 mm3. 

 

Index Terms ─ Band-notched function, CPW-fed 

antenna, parasitic strip, stepped radiating stub and 

UWB application. 
 

I. INTRODUCTION 
After allocation of the frequency band from 

3.1 to 10.6 GHz for the commercial use of Ultra-

Wideband (UWB) systems by the Federal 

Communication Commission (FCC) [1], ultra-

wideband systems have received phenomenal 

gravitation in wireless communication. Designing 

an antenna to operate in the UWB band is quite a 

challenge because it has to satisfy the 

requirements, such as ultra wide impedance 

bandwidth, omni-directional radiation pattern, 

constant gain, high radiation efficiency, constant 

group delay, low profile, easy manufacturing, etc. 

[2-3]. In UWB communication systems, one of 

key issues is the design of a compact antenna 

while providing wideband characteristic over the 

whole operating band. Consequently, a number of 

microstrip antennas with different geometries have 

been experimentally characterized [4-8]. 

There are many narrowband communication 

systems which severely interfere with the UWB 

communication system, such as Wireless Local 

Area Network (WLAN) operating in 5.15-5.35 

GHz and 5.725-5.825 GHz bands. Therefore, 

UWB antennas with band-notched characteristics 

to filter the potential interference are desirable [9]. 

Nowadays, to mitigate this effect, many UWB 

antennas with various band-notched properties 

have developed [10-11]. Many techniques are also 

used to introduce notch band for rejecting the 

interference in the UWB antennas. It is done either 

by using on-ground slits [12], protruded strip 

resonators [13], or reconfigurable structures [14]. 

In this paper, we propose a new CPW-fed 

microstrip slot antenna with WLAN band-notched 

function for UWB applications. The designed 

antenna has a small size. Simulated and 

experimental results obtained for this antenna 

show that it exhibits good radiation behavior 

within the UWB frequency range. The proposed 
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antenna configuration is simple, easy to fabricate 

and can be integrated into any UWB system. The 

designed antenna has a simple configuration with 

small size. 

 

II. ANTENNA DESIGN 
The presented slot antenna fed by a CPW; a 

CPW is a one type of strip transmission line 

defined as a planar transmission structure for 

transmitting microwave signals. It comprises of at 

least one flat conductive strip of small thickness 

and conductive ground plates. A CPW structure 

consists of a median metallic strip of deposited on 

the surface of a dielectric substrate slab, with two 

narrow slits ground electrodes running adjacent 

and parallel to the strip on the same surface, as 

shown in Fig. 1. Beside the microstrip line, the 

CPW is the most frequent use as planar 

transmission line in RF/microwave integrated 

circuits. It can be regarded as two coupled slot 

lines. Therefore, similar properties of a slot line 

may be expected. The CPW consists of three 

conductors, with the exterior ones used as ground 

plates. These need not necessarily have same 

potential. As illustrated in Fig. 1, the conductors 

placed together with distance of d=0.135 mm. 

 

 
 

Fig. 1. Coplanar Waveguide structure (CPW). 

 

The antenna was fabricated on an h=0.8 mm 

FR4 epoxy substrate with the dielectric constant 

Ԑr=4.4 and loss tangent δ=0.02. Basic antenna 

structure consists of a rectangular radiating stub, a 

feed-line and a ground plane with a rectangular 

slot. The radiating stub is connected to a feed line. 

The proposed antenna is connected to a 50 Ω SMA 

connector for signal transmission. The proposed 

antenna configuration is shown in Fig. 2. Final 

values of the antenna design parameters are 

specified in Table 1. 

The analysis and performance of the proposed 

antenna is explored by using Ansoft simulation 

software High-Frequency Structure Simulator 

(HFSS) [15], for better impedance matching. 
 

 
 

Fig. 2. Geometry of proposed antenna: (a) side 

view, (b) top layer and (c) bottom layer. 

 

Table 1: Final dimensions of the antenna 

 

III. RESULTS AND DISCUSSIONS 
The proposed CPW-fed slot antenna with 

various design parameters was constructed and the 

numerical and experimental results of the input 

impedance and radiation characteristics are 

presented and discussed. The configuration of the 

presented antenna was shown in Fig. 1. Geometry 

for the ordinary slot antenna [Fig. 3 (a)], the 

antenna with stepped radiating stub (Fig. 3 (b)] 

and the proposed antenna [Fig. 3 (c)] structures are 

shown in Fig. 3. 

 

Parameter (mm) Parameter (mm) 

Wsub 30 L2 1 

Lsub 30 W2 1.5 

hsub 0.8 L3 16.5 

Wf 1 W3 1 

Lf 8 L4 16 

WS 14 W4 0.5 

LS 24 Lg 7 

L 9 W5 2 

W 10 Ld 3 

L1 2 Wd 14 

W1 1 d 0.135 
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Fig. 3. (a) Ordinary slot antenna, (b) antenna with 

a stepped radiating stub and (c) the proposed slot 

antenna. 

 

Figure 4 shows the effects of the stepped 

radiating stub and inverted U-shaped parasitic strip 

on the impedance matching, in comparison to the 

same antenna without them. It is found that by 

converting the square radiating patch to the 

stepped structure, the antenna can achieve good 

impedance bandwidth from resonant 2 GHz to 12 

GHz. Also, in the proposed design, to generate a 

band-stop performance, an inverted U-shaped strip 

was embedded at the substrate backside [16]. The 

input impedance of the proposed antenna on a 

Smith Chart is shown in Fig. 5. 

 

 
 

Fig. 4. Simulated VSWR characteristics for the 

various structures shown in Fig. 2. 

 

 
 

Fig. 5. Simulated input impedance on a Smith 

Chart for the proposed antenna. 

 

To understand the phenomenon behind the 

bandwidth enhancement and band-notched 

properties, the simulated current distributions for 

the proposed antenna at 3.4, 10.3 GHz (new 

resonances frequencies) and 5.5 GHz (notched 

frequency) are presented in Fig. 6. It can be 

observed in Figs. 6 (a) and (b) at the 3.4 GHz and 

10.3 GHz, the current concentrated on the edges of 

the interior and exterior of the stepped radiating 

stub. Therefore, the antenna impedance changes at 

these frequencies, due to the resonant properties of 

the stepped structure [17-19]. Figure 6 (c) presents 

the simulated current distributions for the 

proposed antenna on the substrate backside at the 

notched frequency (5.5 GHz). As shown in Fig. 6 

(c), at the notched frequency, the current flows are 

more dominant around of the inverted U-shaped 

parasitic strip. As a result, the desired high 

attenuation near the notched frequency can be 

produced [20-21]. 
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Fig. 6. Simulated surface current distributions for 

the proposed antenna at: (a) 3.4 GHz, (b) 10.3 

GHz and (c) 5.5 GHz. 

 

The proposed antenna with final design was 

built and tested. The VSWR characteristic of the 

antenna was measured using the HP 8720ES 

network analyzer in an anechoic chamber. The 

radiation patterns have been measured inside an 

anechoic chamber using a double-ridged horn 

antenna as a reference antenna placed at a distance 

of 2 m. Also, two-antenna technique using an 

Agilent E4440A spectrum analyzer and a double-

ridged horn antenna as a reference antenna placed 

at a distance of 2 m, is used to measure the 

radiation gain in the z axis direction (x-z plane). 

Measurement set-up of the proposed antenna for 

the VSWR, antenna gain and radiation pattern 

characteristics are shown in Fig. 7. 

 

 
 

Fig. 7. Measurement set-up of the proposed 

antenna: (a) VSWR and (b) antenna gain and 

radiation patterns. 

 

Figure 8 illustrates the measured and 

simulated VSWR characteristics for the proposed. 

The fabricated antenna has the frequency band of 

2.85 to over 11.9 GHz, with a rejection band 

around of 5-6 GHz. 

 

 
 

Fig. 8. Measured and simulated VSWR 

characteristics for the proposed antenna. 

 

Figure 9 shows the measured and simulated 

vertically (linearly) polarized 2D radiation 

patterns, including the co-polarization on XZ 

plane (E-plane) and XY plane (H-plane). The main 

purpose of the radiating patterns is to demonstrate 

that the antenna actually radiates over a wide 

frequency band. It can be seen that the radiation 

patterns on XZ plane are nearly omni-directional 

for the three frequencies, due to leakage of 

radiation by using of partial ground technique. The 

omni-directional radiation pattern provides 

freedom in transmitter and receiver location. The 

performance of linearly polarized antennas is often 

described in terms of E & H planes. The radiation 

patterns on the y-z plane are like a small electric 

dipole leading to bidirectional patterns in a very 

wide frequency band. With the increase of 

frequency, the radiation patterns become worse 

because of the increasing effects of the cross 

polarization [22-25]. It is found that the measured 

results are in good agreement with the simulated 

results. 
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Fig. 9. Measured and simulated radiation patterns 

of the proposed antenna: (a) 4 GHz, (b) 7.5 GHz 

and (b) 11 GHz. 

 

Measured and simulated maximum gain 

characteristics of the proposed antenna with and 

without band-notched function were shown in Fig. 

10. As illustrated, a sharp decrease of maximum 

gain in the notched frequency band at 5.5 GHz is 

shown in Fig. 9. For other frequencies outside the 

notched frequency band, the antenna gain with the 

filter is similar to this without it. As seen, the 

proposed antenna has sufficient and acceptable 

gain level in the operation bands [26-30]. 

 

 
 

Fig. 10. Measured maximum gain characteristics 

of the proposed antenna. 

 

IV. CONCLUSION 
A novel small CPW-fed slot antenna with 

WLAN band-stop characteristics for UWB 

applications has been proposed. In this design, the 

proposed antenna bandwidth is from 2.85 to 11.93 

GHz with a rejection band around 5.02 to 6.13 

GHz. The proposed antenna displays a good omni-

directional radiation pattern even at higher 

frequencies. The designed antenna has a small size. 

Simulated and experimental results show that the 

proposed antenna could be a good candidate for 

UWB applications. 
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Abstract ─ A simple and compact microstrip 

ultra-wideband printed monopole antenna with 

filtering characteristic is presented. The proposed 

antenna comprises of a wave ground structure 

and a swallow radiating patch with co-directional 

modified pentagon complementary split-ring 

resonators, which are notched by altering three 

parameters, respectively. By using a modified 

wave ground structure, impedance matching 

characteristic that involves operating frequency 

band of C-band satellite communication systems 

and WLAN is obtained. The designed antenna 

has a compact size of 25×27.9 mm2 and provides 

the impedance bandwidth of more than 137% 

from 2.2 GHz to 11.8 GHz, with notch frequency 

band at 3.59-4.255 GHz, 5.12-5.41 GHz and 

5.69-6.03 GHz. The antenna demonstrates omni-

directional and stable radiation patterns across all 

the relevant bands. Moreover, a prototype of the 

proposed antenna is fabricated and the measured 

results are shown to be in good agreement with 

the simulated results. 
 

Index Terms ─ Multiband, notch bands, printed 

slot antenna, Ultra-Wideband (UWB). 
 

I. INTRODUCTION 
With development of Ultra-Wideband (UWB) 

technology, there is an increasing demand for 

small low-cost antennas with omni-directional 

radiation patterns and wide bandwidth [1]. 

Printed monopole antennas have received great 

attention in UWB applications due to their 

advantages of light weight, low cost, low profile, 

simple structure, wide impedance bandwidth, 

easy fabrication, and easy integration with other 

microstrip circuits [2]. With respect to frequency 

band defined by the Federal Communications 

Commission (FCC) for UWB applications, which 

is from 3.1 GHz to 10.6 GHz, several printed 

monopole antennas with different geometries 

have been reported recently [3]. However, due to 

interference from other services, it is often 

desirable to block out narrow frequency bands 

from the UWB spectrum. It is desired to design 

antenna that provides both the wide frequency 

range and narrow band notch, which should be 

tunable within a certain range, such as Dedicated 

Short-Range Communication (DSRC) systems 

for IEEE 802.11p operating in the 5.850-5.925 

GHz band and WLAN operating in 5.15-5.35 

GHz and 5.725-5.825 GHz. In order to reduce 

such frequency interferences, the UWB antennas 

with band-notched characteristics can be utilized 

[4-5]. 

Here, we present a compact printed antenna 

with co-directional pentagon Complementary 

Split-Ring Resonators (CSRR), which has a 

UWB operating bandwidth with a controllable 

triple-notched frequency at 3.9 GHz, 5.2 GHz and 

5.9 GHz. Band-notched operation is achieved by 

embedding co-directional modified CSRR slots 

on radiating patch. The CSRR is currently under 

investigation by researchers to implement left-

hand materials; the co-directional modified 

CSRR is promising for UWB antennas to ensure 

multiple notched bands. If the length of the CSRR 

is roughly the same as the half wavelength of the 

corresponding central band-notched frequency, 

the current is restricted around the CSRR 

resulting in the antenna not radiating, which is 

due to band-notched. In order to attain three 

bands, three co-directional pentagon CSRR are 

embedded into the radiating patch in the antenna. 
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This can be expressed as [6]: 

 
2 notch r

C
L

f 
 , 

f  is the central frequency of the notched band, 

C represents the free-space light speed, r  is the 

effective dielectric constant. 

Depending on the design rules of CSRR, both 

triple-band-notched characteristics and compact 

size are achieved. The antenna has several 

promising features, including good impedance 

matching performance over the whole operating 

frequency band, stable radiation patterns and 

flexible frequency notched function. 

 

II. ANTENNA DESIGN 
Figure 1 illustrates the geometry of the 

synthesized UWB microstrip-fed co-directional 

pentagon complementary split-ring resonators 

slotted patch antenna. It is evolved from a 

swallow patch. This patch as a radiator was 

etched on the top portion of one side of a 

Rogers5880 substrate with initial dimensions of 

25 (W)× 27.9 (L) mm2, which is in general 

approaching the size of a portable USB device [7-

8]. For improving the matching condition and 

then effectively extending the impedance 

bandwidth, the wave ground plane with a wave-

like shape edge was printed on the other side of 

the substrate [9]. The specified characteristics of 

this substrate are 0.508 mm in thickness and 2.2 

in relative permittivity ( r ). The swallow patch 

with dimensions of 25 (W)×14.95 (L/2) mm2 

was used to evolve th is design. A 50Ω -

microstrip line of width 1.5 mm and length 10.8 

mm, was subsequently adopted for feeding the 

patch [10]. Satisfactory performance of multiple 

band-notched characteristic is simply 

accomplished by embedding common direction 

pentagon complementary split ring resonators to 

the swallow patch. These optimization works 

were conducted by using commercial 3-D 

electromagnetic software High Frequency 

Structure Simulator [11-13]. 

 

 
 

Fig. 1. Geometry of antenna, with dimensions: 

R1=4.01 mm, R2=4.90 mm, R3=6.98 mm, C1=0.6 

mm, C2=3.35 mm, C3=6 mm, d1=0.2 mm, 

d2=0.32 mm, d3=0.45 mm, W=25 mm, L=27.9 

mm, L1=10.78 mm and L2=12.89 mm. 

 

III. RESULTS AND DISCUSSION 
To demonstrate the above discussed design 

strategy, an antenna prototype is designed and 

fabricated, as shown in Fig. 2. For comparison, 

both the measured and simulated VSWR 

characteristics of the proposed antenna are 

illustrated in Fig. 3. Excellent agreement has been 

observed for band notch character, especially the 

two notches at the lower frequency. The 

discrepancy notch between the measured and 

simulated results at high frequency is probably 

owing to the fabrication tolerance of the 

prototype. From software simulation, we also 

know that the performances of the antenna are 

equally sensitive to the thickness of the substrate. 

In the simulation, we set the metal to an ideal 

conductor, so we ignore the thickness of the metal 

[14]. The fabricated antenna has the frequency 

range from 2.2 to 11.8 GHz with VSWR< 2.0, 

covering the entire UWB band with three notched 

bands of 3.59-4.255 GHz, 5.12-5.41 GHz and 

5.69-6.03 GHz, respectively. 
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 (a) 

 

 
 (b) 

 

Fig. 2. Photograph of the proposed antenna: (a) 

front view and (b) bottom view. 
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Fig. 3. Comparison of simulated and measured 

VSWR of the proposed antenna. 

 

The simulated and measured 2-D far-field 

radiation characteristics at 3.5 GHz, 5.5 GHz and 

7.5 GHz, are given in Figs. 4 and 5, respectively. 

Nearly omni-directional radiation patterns in the 

xy-plane and dipole-like radiation patterns in the 

yz-plane are achieved at these frequencies [15]. 

By comparing with simulated and measured 

radiation patterns, the results show slight 

deterioration in co-polarization and cross-

polarization electric field. To some extent, this is 

because of the measurement environment; 

especially, the SMA feeding connector may 

cause interference to radiation field during the 

test. Due to the limitations of laboratory’s 

instruments, the radiation patterns above 12 GHz 

were not measured. All the obtained radiation 

patterns accord with those of the conventional 

printed UWB monopole antennas. The proposed 

antenna has turned out to be capable of providing 

favorable spatial-independent band-notched 

characteristics. 
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Fig. 4. Simulated radiation patterns in: (a) yz-

plane and (b) xy-plane. 
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Fig. 5. Measured radiation patterns in: (a) yz-

plane and (b) xy-plane. 

 

The measured gain and the measured 

radiation efficiency of the proposed antenna are 

illustrated in Figs. 6 and 7, respectively. It can be 

seen that stable antenna gain with a variation of 

less than 3 dBi is achieved except for smaller 

values in the notched band, within which the 

smallest one is as low as -12 dBi. The proposed 

antenna features an efficiency between 50% and 

70% over the entire UWB frequency and lower 

than 10% in the notch band. This confirms that 

the proposed antenna provides a high level of 

rejection to signal frequencies within the notched 

band [16-19]. 
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Fig. 6. Measured gain of the proposed antenna. 
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Fig. 7. Measured radiation efficiency of the 

proposed antenna. 
 

IV. CONCLUSION 
The design of a UWB slot antenna with an 

extra band and dual notched bands has been 

presented. The UWB slot antenna has a swallow 

shape. By attaching three modified co-directional 

pentagon complementary SRRs with quarter-

wavelength to the radiation pattern, an extra band 

at 3.9 GHz (C-band satellite communication 

systems) and two notched bands centered at 5.2 

GHz and 5.8 GHz (WLAN) are created. The co-

directional pentagon complementary SRRs slots 

act independently, and their addition to the 

swallow antenna does not change the behavior of 

the original UWB characteristics. The quality of 

the rejected bands is quite obedient. The 

measured results are in agreement with the 
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simulated ones. Therefore, the results of work are 

useful for short-range wireless communication 

systems. 
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Abstract ─ A common problem for the 
performance of a Cavity-Backed Slot (CBS) 
antenna could be the heavily effect of ground 
plane. Travelling surface currents on ground plane 
could cause destructive effect on the 
characteristics of CBS antenna. This mainly 
appears on gain back lobe and also Front to Back 
Ratio (FBR) of pattern. To resolve this problem, 
the stepped ground plane and the Extended 
Mushroom Electromagnetic Band-Gap (EM-EBG) 
structure was introduced, which could minimize 
ground plane effects by changing the current 
distribution. Good agreement was achieved 
between the simulated and measured results. 
Experimental results showed that on a frequency 
range over 14-16 GHz, the gain was better than 11 
dB and FBR of pattern in the H-plane reached to 
26 dB. 
 
Index Terms - Cavity-backed slot antenna, corner 
notch ground, elongated mushroom EBG, stepped 
ground, surface currents. 
 

I. INTRODUCTION 
In many applications, the antenna should be 

located in close proximity to earth, be mounted on 
a platform or be integrated with the rest of the 
transceiver in a multilayer structure. To improve 
the adverse effects of the interactions between a 
slot antenna and the structures behind it, 
traditionally a shallow cavity is placed behind 
such an antenna. Therefore, cavity-backed slot 
antennas extensively have been studied from 
various views in [1]-[3]. Analyzing CBS antenna 
characteristics, such as impedance and radiation 

pattern, has been done by Calejs [3]. CBS 
antennas are relatively light-weighted, low-profile 
and relatively high-directivity. One of the 
significant features of CBS antenna is its 
capability to mount on the surface of airborne and 
aircraft applications [4]. Therefore, CBS antenna 
has been one of most practical antennas in satellite 
communication, broadcast TV, aircraft and mobile 
communication [4-5]. 

Cavity back loading improves some 
characteristics of antennas, as recent study has 
been shown its influence on antenna engineering 
[18]. One of the drawbacks of the finite ground 
CBS antenna is its high back lobe that reduces the 
main directive radiation. Unwanted surface 
currents on ground plane destruct the pattern [6]. 
When traveling, surface currents on finite ground 
plane reach edges and they radiate in all 
directions. Therefore, the antenna gain is reduced 
and as a result back lobes of the pattern are 
increased. Also in antenna arrays, surface currents 
cause mutual coupling [6]. Several methods have 
been analyzed to compensate destructive surface 
currents effect, such as using absorber, slits [7] 
and EBG or high impedance structures [8]. These 
structures suppress surface currents in their band 
gap, because EBGs support none of the surface 
wave propagation modes in their resonance band 
[9]. EBG structures are periodic patterns created 
by metallic vias in dielectric or magnetic 
materials. EBGs have various types, such as 
mushroom-like and uniplanar that were 
investigated recently [6]-[11] and [16]-[17]. A 
compact Elongated Mushroom Electromagnetic 
Band-Gap (EM-EBG) structure, exploiting the 
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thickness of the substrate to achieve higher 
isolation compared to the case of the Conventional 
Mushroom EBG (CM-EBG), is proposed in [12]. 

In this paper, a new technique for reducing the 
back lobe of CBS antenna is presented. The 
technique is based on corner notched and stepped 
ground plane and utilizing EBG (Design 4). 
Basically, the ground plane of the CBS antenna is 
initially changed by using corner notched. In order 
to increase ground plane physical length, ground 
plane is stepped and reduction in the back lobe of 
CBSA pattern is observed. By mounting EM-EBG 
on the antenna, travelling surface wave on the 
structure is confined and FBR is improved. In the 
next section, 4 designs of ground plane of CBS 
antenna is investigated. First, similarities and 
differences of each design will be discussed and 
then numerical and measurement results of them 
will be presented and compared. 
 

II. DESIGNS AND NUMERICAL 
SIMULATION 

The four stage design configuration of the 
proposed CBS antenna with optimized dimensions 
is shown in Fig. 1. All designs comprise of three 
parts: ground plane with slot in center, open end 
cavity and electrical probe for stimuli antenna. In 
all stages, we try to design the antenna to work at 
15 GHz with return loss less than -10 dB. All 
designs have the same dimension and the only 
difference is the shape of ground plane. The first 
design is a conventional Ku band cavity-back slot 
similar to antenna that presented in [7], with finite 
rectangular ground plane that is shown in Fig. 1 as 
Design 1. Design 2 is a corner notched ground 
plane and the third design is a CBS antenna with 
non-flat ground plane, which has step in four 
directions to suppress currents on edges as shown 
in Fig. 1. 

In this design, the cross section lengths of 
waveguide with dominate mode of TE10 at 15 GHz 
is calculated by 11.5 mm to excite the antenna 
[13]. The dimension of the slot is equal to 
waveguide’s cross section. Also, the waveguide’s 
height’s is 3 cm and excitation probe is placed 
2.782 cm below ground plane middle of 
waveguide’s length. The slot’s width is 5 mm (λ/4) 
and probe length is 4 mm (λ/5), where λ is wave 
length of resonance frequency at 15 GHz. Length 
and width of reference ground plane are 44 mm 
and 37 mm, as shown in Fig. 1. 

 
 
Fig. 1. Schematic diagram of top and side view of 
four designs of CBS antenna: Design 1: 
conventional CBS antenna [14]-[15]; Design 2: 
conventional CBS antenna with corner notched 
ground plane; Design 3: conventional CBS 
antenna with corner notched and stepped ground 
plane (W2=5, W3=5, L1=24, W1=17, W=37, 
L=44, a=11.5, b=5, h=30, c=28.72, hs=4, lp=4); 
Design 4: conventional CBS antenna with corner 
notched and stepped ground plane and EM-EBG 
[12] (W2=5, W3=5, L1=24, W1=17, W=37, L=44, 
a=13, b=5, h=30, c=28.72, hs=4, lp=4, P =1.7, 
D=1.5, d=0.4, 2×h1=2×h2=h=1.52); (unit: mm). 
 

As mentioned above, the difference of three 
antenna designs is the ground plane shape. In 
Design 1 (D-1), the ground plane is set to 
reference plane. This design is similar to CBS 
antennas, which was presented by Georgakopoulos 
[14]-[15]. To compensate the current flow on the 
edges, corner notch on ground is used. Therefore, 
the ground plane divided into two main parts: 
internal ground plane (which dimension are 
L1×W1) with slot and edges (Design 2 or D-2). For 
more compensation of currents on edges, non-
planar ground plane is presented (D-3). In the third 
design, the ground plane includes three parts: 
internal ground plane with slot, steps and edges; 
which internal ground and edge are planar and 
steps are elevated. The dimension of internal 
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ground for Design 2 and 3 is 24 mm×17 mm. For 
comparison, the simulation results of Designs 1, 2 
and 3 are presented in Fig. 2. Figure 2 (a) shows 
H-plane radiation pattern of Design 1-3 at 15 GHz. 
From Fig. 2, we figure out that Design 3 has better 
directivity compared to Designs 1 and 2. Also, 
comparison between Designs 1 and 2 show that 
corner notched ground plane improved FBR from 
10.2 to 10.6 dB at 15 GHz. Also, the results show 
that applying steps in D-3 improved FBR more 
than 20 dB (Fig. 2 (a)). Designs 1 and 2 have 
similar impedance bandwidth. Figure 2 (b) 
presents the return loss of all designs, which have 
good impedance bandwidth at 15 GHz. It can be 
seen that Design 3 has the best return loss at 15 
GHz (less than -27 dB) and its bandwidth is 700 
MHz. 

The simulated peak gain of designs at 15 GHz 
is plotted in Fig. 2 (c). It can be seen that Design 3 
has the best gain, approximately 11 dB in 
bandwidth with flatness less than 1 dB. In Fig. 2 
(d), the current distribution of Designs 1, 2 and 3 
on ground plane are shown. For D-1, the direction 
of current distribution is in width alignment. In D-
2, the path of current distribution is in both width 
and length alignment. When current distribution 
along both sides is similar, back lobe of pattern are 
decreased. 

This electromagnetic phenomenon is probably 
a result of converting traveling wave to standing 
wave. In Figs. 3 and 4, effect of slot and 
waveguide’s width (=b), probe length, position of 
excitation (=c) and waveguide’s height (=h) 
variations are shown. 

Simulation results revealed that slot and 
waveguide’s width is effective on return loss of all 
three designs, but it does not affect the peak gain 
and FBR of pattern. Consequently, the best return 
loss is obtained when probe length reaches 4 mm. 
Furthermore, the return loss for Designs 1 and 2 
are the same as the probe length is changed. In 
addition, variation of probe’s position changes 
return loss considerably, but it does not have any 
significant influence on gain and FBR. 
 

 
 

(a) (b) (c)

(d)

Design 1 Design 2 Design 3

      

 

 

 

 

 

 

 

 

 

 
Fig. 2. Comparison of performance of three 
antenna designs: (a) H-plane pattern, (b) return 
loss, (c) peak gain and (d) current distribution on 
ground plane. 
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Fig. 3. Return loss and peak gain and FBR of 
pattern simulation results of Designs 1, 2 and 3 
(D-1, 2, 3) of antenna at 15 GHz: (a) slot and 
waveguide’s width effect and (b) probe length. 
 

 
 
Fig. 4. Return loss and peak gain and FBR of 
pattern simulation results of Designs 1, 2 and 3 
(D-1, 2, 3) of antenna at 15 GHz: (a) position of 
excitation probe effect (cm) and (b) waveguide’s 
height (cm). 
 

Antenna characteristics are sensitive to height. 
In order to complete the study of the antenna, we 
investigate the effect of ground plane dimension 
on antenna’s performance separately. Results of 
variation of each parameter such as external and 
internal dimension (W, L, W1 and L1), step height 
(hs), step width (W2), and edge’s width (W3) for 
D1, D2 and D3 are presented on Tables 1-5. It is 
observed that for conventional CBS antenna (D-1, 
2) the dimension of ground has no effect on input 
impedance of the antenna [7]. In D-3, steps 
increase effective length of current distribution 
path. Therefore, current flow in both directions is 
decreased. Also, current distribution along width 
direction is more effective on FBR. In this work, 
EM-EBG is designed to suppress current 
distribution at 15 GHz (for Design 4) and we use 
RF35 Taconic substrate with permittivity of 3.5 
and height of 1.52 mm. The EM-EBG is designed 
by using standard design equations [12], h1 and h2 
are equal half of substrate height; via diameters is 
1.5 mm for height (=h1) and 0.4 mm for (=h2) and 
distance between two adjacent via is 1.7 mm. 
Also, the optimized value of P (period of unit cell) 
and D (diameter of top hole and diameter of 
bottom hole) are 1.7 mm, 1.5 mm and 0.4 mm, 
respectively. In the next section, we add EM-EBG 
structure to D-3 and finalize the design. 

Dimension of EM-EBG has adjusted to 
internal part of ground plane of D-3 with slot in 
center of structure. The dimensions of antenna 
using parametric analyzed by HFSS and designers 
experience, has been shown in Fig. 1. 
 
Table 1: Effect of variation of length (=L) and 
width (=W) of ground plane on D-1 on antenna 
characteristic 
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Table 2: Effect of variation of ground plane 
dimensions on D-2 on antenna characteristic 

 
 
Table 3: Effect of variation of ground plane 
dimensions on D-3 on antenna characteristic, 
which L=44 and W=37 

 
 

Table 4: Effect of variation of step (hs) on D-3 on 
antenna characteristic 

 
 
Table 5: Effect of variation of width of step (w2) 
and width of edges (w3) on D-3 on antenna 
characteristic 
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III. FORMATTING OF EQUATION, 
FIGURE AND REFERENCE 

By adding EM-EBG to Design 3, input 
impedance is changed and return loss is 
destructed. In order to have better input impedance 
in 14-16 GHz, we change the slot and waveguide 
length (=a) from 11.5 mm to 13 mm. Figure 5 
shows the photo of a CBS antenna with and 
without EBG. Geometry parameters of the 
fabricated antennas are chosen to achieve the 
optimum performance as predicted from the 
parametric analysis described in Section 2. Figures 
6 and 7 show the measured and simulated return 
loss and peak gain and FBR of the fabricated 
prototype. From simulation results in Figs. 6 and 
7, it can be seen that by adding EM-EBG and 
adjusting slot or waveguide length (=a) (from 11.5 
mm to 13 mm), the FBR and return loss at 15 GHz 
are improved. The gain and radiation pattern were 
measured using the ETS 3115 system. It is clearly 
distinct that results of these two investigations 
closely meet each other and sometimes the 
measurement results are dominant. This may be 
due to little differences of the substrate between 
the practical and simulated models. In addition, 
the dielectric constant and dissipation factor are 
not stable when the frequency increases. In order 
to more discuss the principle of EM-EBG on 
antenna performance, the simulated electric field 
distribution of the antenna is shown in Fig. 8. 
 

Design 4(top view) Design 4(side view)Design 3(top view)

 
Fig. 5. Photograph of fabricated prototypes with 
and without EM-EBG structure. 
 

 
 
Fig. 6. Simulation and measurement results of D-
3, 4 (a=11.5 mm), and D-4 (a=13 mm): (a) return 
loss and (b) peak gain. 
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Fig. 7. H-Plane normalized pattern, simulation and 
measurement show improvement of FBR. 
 

 
 
Fig. 8. The simulated electric field distribution of 
Design 3, 4. 
 

In D-3 the direction of E-field is in both back 
and front. In D-4, EM-EBG structure neutralizes 
back fields completely. The return loss was 
measured using Agilent 8720ES network analyzer. 
It is clearly distinct that results of these two 
investigations closely meet each other and 

sometimes the measurement results are dominant. 
This may be due to little differences of the 
substrate between the practical and simulated 
models. In addition, the dielectric constant and 
dissipation factor are not stable when the frequency 
increases. 
 

IV. CONCLUSION 
An EM-EBG loaded CBS antenna with a new 

notched and stepped ground plane was simulated 
and presented. The results show this could make a 
better gain and low back lobe in comparison to 
conventional CBS antenna. 

The massive increase in FBR was from 10 dB 
to 20 dB by using the new notched and stepped 
plane, which came from the simulation results 
could prove the advantage of the new system. 
Mounting EM-EBG on CBS antenna at the same 
time could improve the FBR to 26 dB. The results 
were confirmed by measurement result in practice, 
as FBR was increased to 17 dB and 20 dB after 
same examination. Also, the further benefit from 
new ground plane was established as the changes 
on antenna’s gain from 6 dB to 11 dB examined 
after providing the same applications. Also in this 
work, effect of surface current on the new ground 
plane is studied. 

As the new developed antenna works in a 15 
GHz Ku band, then it could also be an attractive 
candidate for antenna diversity applications where 
there is use of higher FBR. This could be the 
subject for further study in this area. 
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Abstract ─ Aperture coupled antennas are studied 

in terms of Gain-Bandwidth Product (GBWP). To 

understand whether resonant or non-resonant slot 

coupled antenna has better performance, several 

antenna designs with different slot shapes are 

optimized and compared to each other. Even for a 

pin-feed microstrip antenna, we show that there 

exists a substrate height and aspect ratio for optimal 

GBWP. Based on this analysis, a stacked aperture 

coupled antenna is designed and optimized for high 

gain and wideband for Ku band downlink (10.8-

12.75 GHz) applications. The designed antenna 

exhibits 9.5 dBi broadside gain with 80° half power 

beam width and almost 30% bandwidth. Ku-band 

gain ripple is less than 0.5 dB. The antenna is built 

and measured. Several figure-of-merits based on 

GBWP have been defined to compare its 

performance with earlier works. Proposed antenna 

can be used in demanding high gain, wideband, 

beam scanning array applications. 

 

Index Terms ─ Aperture coupling, gain-bandwidth 

product, Ku band, microstrip antenna, satellite TV. 
 

I. INTRODUCTION 
High gain and wideband planar antennas are 

essential to satisfy system requirements in many 

wireless systems. Once target bandwidth is 

achieved in the design, antenna gain becomes the 

next goal, because gain directly impacts Signal-to-

Noise Ratio (SNR) of the system. Often, minimum 

gain in the target bandwidth is specified to fulfill 

SNR requirement. However, gain and bandwidth 

are usually complementary metrics such that 

improving one degrades the other. Thus, one must 

optimize the design for Gain-Bandwidth Product 

(GBWP) rather than bandwidth only. An upper 

bound on gain-bandwidth product can be placed for 

electrically small antennas [1], but this is rather 

difficult for multiple resonant or wideband 

antennas. 

One of the most common planar antenna 

configurations is the Slot Coupled Microstrip 

Antenna (SCMSA) configuration [2]. Slot coupling 

is also suitable for high frequency applications 

where structural dimensions are in millimeter or 

sub millimeter range. Most of these applications 

require high directive gain; thus, utilize phased 

arrays where high gain and wideband antenna 

elements are required. To increase the bandwidth of 

SCMSA, parasitic elements in the form of stacked 

patches or coplanar parasitic elements were 

proposed [3-4]. Unlike coplanar parasitic elements, 

stacked patches do not increase the aperture area of 

the antenna; hence, does not require increased inter-

element spacing that may cause grating lobes. 

Either a non-resonant slot is coupled to stacked 

resonant patches or a resonant slot radiates with 

resonant stacked elements. Stacked patches 

coupled with a resonant slot exhibited Fractional 

Bandwidth (FBW) in excess of 50%, with gain in 

excess of 5 dBi [5-6]. For non-resonant slot 

coupling, various slot shapes ranging from 

rectangular slots to dog-bone shape slots have been 

proposed [2-9]. Hourglass shape non-resonant slot 

was identified as the best configuration in terms of 

fractional bandwidth [3]. However, none of these 

studies considered GBWP, and which 
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configuration produces best gain-bandwidth 

performance is yet unknown. Also, it is still unclear 

whether resonant slot or non-resonant slot has 

better performance. 

In any antenna design, bandwidth, gain, and 

HPBW are the most essential design characteristics 

along with other features, such as cross-polarization 

ratio, front-to-back ratio, in-band gain ripple, 

electrical height, and physical dimensions. 

Although, it is difficult to define a common Figure-

of-Merit (FOM) to combine all these metrics into 

one, we defined several FOM’s based on GBWP. 

We compare performances of various non-resonant 

and resonant slot coupled stacked patches to 

identify the best configuration in terms of these 

FOM’s. We are particularly interested in Ku band 

applications for mobile satellite TV reception. We 

derive a wideband equivalent circuit representation 

of SCMSA to study the impact of design parameters 

on bandwidth. Based on this study, we propose a 

high gain, wideband antenna structure operating at 

Ku band with highest FOM compared to earlier 

works. 

Specific contributions of this study are: 

i) GBWP analysis of microstrip and aperture 

coupled antennas. 

ii) Comparison of resonant versus non-resonant 

slot coupled antennas. 

iii) Determination of slot shape that provides best 

performance. 

iv) Design of a non-resonant slot coupled antenna 

with high FOM. 

We derive GBWP for single mode rectangular 

patch antenna in the next section. Aperture coupled 

antennas and their equivalent circuit 

representations are presented in Section III. Ku 

Band antenna element design is detailed in Section 

IV. FOM definitions and comparison table are 

given in Section V. Conclusions are presented in 

Section VI. 

 

II. GAIN-BANDWIDTH PRODUCT OF 

RECTANGULAR PATCH ANTENNA 
The bandwidth for a rectangular patch antenna 

with length L, width W and substrate height h is 

given as: 

 𝐵𝑊 =  
𝑉𝑆𝑊𝑅−1

𝑄√𝑉𝑆𝑊𝑅
  , (1) 

where Q represents the quality factor of the patch. 

Fractional bandwidth rather than absolute 

bandwidth is regarded as the bandwidth; thus, BW 

can also be expressed as: 

 𝐵𝑊 =  
𝑓𝑈−𝑓𝐿

𝑓𝐶
 , (2) 

where fU, fL, and fC represent upper, lower and 

center frequency of the impedance match frequency 

band. For VSWR=2, BW becomes: 

 𝐵𝑊 =  
1

𝑄√2
  .   (3) 

For electrically thin substrates (h/λ<<1), BW can be 

estimated as [10]: 

 𝐵𝑊 =  
16

6𝜋√2

𝑐1𝑝

𝑒𝑟

𝑘0ℎ

𝜀𝑟

𝑊

𝐿
 , (4) 

where er is the efficiency, k0=2π/λ0 (free space 

wavenumber), εr is the permittivity of the substrate, 

c1 and p are functions used in the approximation 

[10]. For W/L<2, p becomes almost 1, and c1 

becomes 0.4 for air-dielectric and nearly 1 for high 

permittivity substrates. It is clear from (4) that the 

electrical height of the antenna is directly 

proportional to the bandwidth. For a given substrate 

height, the bandwidth is relatively wider at higher 

frequencies. 

The gain of the patch antenna is approximated 

as [11]: 

 𝐺 =  
4(𝑘0𝑊)2

𝜋𝜂0
𝑒𝑟𝑅𝑟 , (5) 

where Rr represents radiation resistance. Rr given in 

[10] was not very accurate as stated by its authors, 

so a more accurate representation given in [12] has 

been used. Rr is proportional to: 

 𝑅𝑟 ~  𝜀𝑟
1

(𝑘0ℎ)2(𝑘0
𝑊

2⁄ )
2

[−1+14 (𝑘0
𝑊

2⁄ )
2

⁄ ]
 .   (6) 

The gain of the antenna is inversely 

proportional to (koh)2. Hence, neglecting the 

constants and assuming p equals to 1, GBWP for 

rectangular patch is proportional to: 

 𝐺𝐵𝑊𝑃~ 
1

𝑘0ℎ

𝑊

𝐿

1

[−1+
14

(𝑘0
𝑊

2⁄ )
2]

  . (7) 

Therefore, increasing koh for bandwidth 

improvement deteriorates attainable gain and limits 

GBWP. High aspect ratio (W/L) also improves 

GBWP if higher order modes are not excited. It is 

interesting to see that substrate permittivity and 

antenna efficiency are not the factors of GBWP. 

Although, these approximate formulas have 

been widely accepted, they are only valid for 

electrically thin substrates. We performed 3D 

simulations on rectangular patch antenna with pin 

feed and defined GBWP as: 
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𝐺𝐵𝑊𝑃 =
∫ 𝐺(𝑓)𝑑𝑓

𝑓𝑈
𝑓𝐿

𝑓𝑈−𝑓𝐿
(

𝑓𝑈−𝑓𝐿

𝑓𝐶
)

∑ 𝐺(𝑓𝑖)∆𝑓𝑁
𝑖=1

𝑁∆𝑓
(

𝑓𝑈−𝑓𝐿

𝑓𝐶
)  

 =  𝐺𝐴𝑉𝐺𝐵𝑊, (8) 

where fL=f1 ≤ fi ≤ fN=fU, i=1,2...N and G(f) 

represents gain (linear, not decibel) as a function of 

frequency. Rectangular patch antenna is optimized 

for best GBWP for different koh's and relative 

substrate permittivity’s εr. We used Nelder-Mead 

Simplex algorithm for the optimization. The results 

are shown in Fig. 1. Unlike approximate formulas, 

simulations show that GBWP has a maximum at 

certain koh and changes considerably with εr. We 

also run similar analysis for different patch aspect 

ratios for air-dielectric patch, as shown in Fig. 2. 

Again, it appears that there exists an optimum 

electrical height where GBWP is optimal. All 

simulations were run around Ku-band downlink 

frequency band (10.8-12.75 GHz). 
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Fig. 1. GBWP for different dielectric materials. 

 

 
 

Fig. 2. GBWP for different aspect ratios. 

 

We also compared GBWP performance of pin-

feed rectangular patch antenna to that of non-

resonant rectangular slot coupled patch antenna and 

the results are displayed in Fig. 3. We observe that 

slot-coupled geometry produces much better 

GBWP performance, as the inductance of the pin 

feed severely limits BW of the antenna. 
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Fig. 3. GBWP for aperture coupled (non-resonant 

slot) microstrip antenna and pin-feed Microstrip 

Antenna (MSA), where antenna and feed substrates 

are air and aspect ratio is 1. 

 

III. APERTURE COUPLED ANTENNAS 
A typical aperture coupled antenna 

configuration with possible aperture shapes is 

illustrated in Fig. 4. The feed line substrate is Nelco 

NX9300 (εr=3, tanδ=0.0023) with 0.5 mm 

thickness. Radiating and parasitic patches are 

placed above the slot plane, suspended in air, at h1 

and h2, respectively. The feed line is tuned to 50 

ohms, and open circuited stub is used to give the 

desired impedance match. The heights of the 

suspended patches are 1 mm for the radiating patch 

and 3 mm for the parasitic patch (measured from 

the slot plane). As it is evident from the 

configuration, there are too many structural 

parameters involved in antenna performance. 

Equivalent circuit representation of this structure is 

shown in Fig. 5. Coupling between the patches and 

patch-to-ground are expressed in terms of jXM1 and 

jXM2 (capacitive coupling). These two impedances 

are particularly important to achieve wideband 

corroboration of the circuit model with the results 

of a 3D electromagnetic solver. The input 

impedance of the circuit is derived as: 
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 𝑍𝑖𝑛 = 𝑍0
𝑍𝑖𝑛

′ +𝑗𝑍0𝑡𝑎𝑛(𝛽𝑒𝑓𝑓𝐿𝑓𝑒𝑒𝑑)

𝑍0+𝑗𝑍𝑖𝑛
′ 𝑡𝑎𝑛(𝛽𝑒𝑓𝑓𝐿𝑓𝑒𝑒𝑑)

, (9) 

where 𝛽𝑒𝑓𝑓 is calculated for effective dielectric 

constant of material and 𝑍𝑖𝑛
′  is given by: 

 𝑍𝑖𝑛
′ = 𝑍𝑖𝑛

′′ + 𝑗𝑍0𝑡𝑎𝑛(𝛽𝑒𝑓𝑓𝐿𝑠𝑡𝑢𝑏), (10) 

and  𝑍𝑖𝑛
′′  is: 

 𝜁1 = 𝑍𝑎𝑝𝑍𝑟𝑝(𝑛1
2𝑍𝑀1 + 𝑍𝑝𝑝), (11) 

 𝜁2 = (𝑛1𝑛2)2𝑍𝑎𝑝𝑍𝑀2(𝑍𝑟𝑝 + 𝑍𝑀1) , (12) 

 𝜁3 = 𝑛2
2𝑍𝑝𝑝𝑍𝑎𝑝𝑍𝑀2, (13) 

 𝜁4 = 𝑛3
2𝑍𝑟𝑝(𝑛1

2𝑍𝑀1 + 𝑍𝑝𝑝), (14) 

 𝜁5 = (𝑛1𝑛2𝑛3)2(𝑍𝑟𝑝 + 𝑍𝑀1)(𝑍𝑀2 + 𝑍𝑎𝑝), (15) 

 𝜁6 = (𝑛2𝑛3)2𝑍𝑝𝑝(𝑍𝑀2 + 𝑍𝑎𝑝), (16) 

 𝑍𝑖𝑛
′′ =

𝜁1+𝜁2+𝜁3

𝜁4+𝜁5+𝜁6
 .  (17) 

𝑍𝑎𝑝, 𝑍𝑟𝑝, 𝑍𝑝𝑝, 𝑍𝑀1, 𝑍𝑀2, 𝑛1, 𝑛2 and 𝑛3 were 

calculated using relations in [13-15]. 
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Fig. 4. Aperture coupled antenna and possible 

aperture shapes. 

 

 
 

Fig. 5. Equivalent circuit representation of aperture 

coupled antenna. 

 

Antenna structures are modeled and simulated 

using FEKO, a commercial electromagnetic field 

solver based on Method of Moments. For non-

resonant slot coupling, rectangular, H-shaped and 

hourglass slot dimensions are optimized for 

bandwidth performance. Simplex algorithm within 

FEKO was used as the optimization tool. Input 

reflection coefficient for all non-resonant slot 

coupled antennas and equivalent circuit model for 

rectangular slot coupled antenna are shown in Fig. 

6. We observe that there is a small difference 

between non-resonant slots for bandwidth 

(VSWR<2). Equivalent circuit model has fairly 

close performance to that of rectangular slot. Thus, 

broadband circuit model of rectangular slot coupled 

antenna has been verified. Perturbation analysis on 

structural dimensions reveals that parasitic patch 

dimensions, slot length and patch heights are more 

influential on bandwidth; whereas, slot width, 

resonant radiating patch dimensions are less 

important. 
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Fig. 6. Input reflection coefficient of aperture 

coupled antennas and equivalent circuit model 

(  rectangular slot,  H-shaped slot, 

hour-glass shaped slot,  equivalent 

circuit model of rectangular slot). 

 
To compare antenna performances, we defined 

FOM1 as GBWP without considering the electrical 

height and Half-Power Beamwidth (HPBW) of the 

antenna. 

We also studied resonant slot coupled patch 

antenna, pin-feed Microstrip Antenna (MSA) and 

resonant slot with two stacked patches (3 

resonators), all optimized for performance. The 

results are shown in Table 1. 

 

Table 1: Comparison of antenna parameters 

Antenna Gain 

(dBi) 

BW k0h FOM1 

H-Shaped 

Slot 

7.87-

9.06 
0.275 0.837 2.088 

Hour Glass 

Slot 

7.88-

9.07 
0.283 0.837 2.150 

Rectangular 

Slot 

7.89-

9.04 
0.275 0.837 2.083 

Resonant 

Slot 

3.51-

9.19 
0.350 0.736 2.142 

3 

Resonators 

5.14-

8.88 
0.539 0.431 1.314 

Pin-feed 

MSA 
9.2-9.3 0.047 0.237 0.425 

 

We observe that all non-resonant slot coupled 

antennas have similar performance, but hour-glass 

is better than the others. Resonant slot with two 

stacked patches achieves almost 54% BW. 

IV. KU BAND ANTENNA 
To corroborate simulation results, we built an 

hourglass shaped non-resonant slot coupled 

antenna shown in Fig. 7. Radiating and parasitic 

patches were formed on flexible PCB’s with 0.075 

mm thickness and placed over the slots using 

Rohacell HF 31 foam (εr=1.046, tanδ=0.0017). 

Prototype antenna element is shown in Fig. 8, 

where corners of patch elements cut for less 

antenna-to-antenna coupling in an array 

application. Target band is Ku-band downlink 

frequencies. Measurements were carried out in an 

anechoic chamber using R&S ZVA40 Network 

Analyzer, and measurement results are displayed in 

Fig. 9. 

Simulations show that the antenna has 

maximum broadside gain of 9.67 dBi at 11.24 GHz. 

Measured antenna has 30% BW (10.2 to 13.6 GHz) 

and maximum broadside gain of 9.5 dBi. Broadside 

gain is greater than 9.0 dBi in 10.8-12.75 GHz 

frequency band. In band gain ripple is less than 0.5 

dB, which is also desirable in phased array antenna 

applications. Vertical polarization principal plane 

(φ=0°) radiation pattern at 11.9 GHz, center 

frequency of Ku band downlink, is shown in Fig. 

10. The HPBW is 80°. Imperfections in the 

measurement setup gave rise to small ripple at the 

broadside. Due to its wide beamwidth, the antenna 

can be utilized in electronically steered phased 

array antennas. 

 

 
 

Fig. 7. Aperture coupled stacked microstrip patch 

antenna (L1=4.7 mm, W1=1.5 mm, W2=0.5 mm, 

LRP=10.8 mm, LPP=9.3 mm, SRP=1.7 mm, 

WFeed=1.1 mm). 
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Fig. 8. Antenna prototype: top (patch) side and 

bottom (feed line) side. 
 

  
 

Fig. 9. Simulated and measured gain and input 

reflection coefficient of aperture coupled antenna 

( measured input reflection coefficient,

measured gain, simulated gain,

simulated input reflection coefficient). 
 

 
 

Fig. 10. Simulated and measured, normalized gain 

patterns at 11.5 GHz ( measured co-pol 

pattern, simulated co-pol pattern,

measured X-pol pattern, simulated X-pol 

pattern). 

V. BENCHMARKING 
In a typical system design minimum in-band 

gain is more critical than average gain to satisfy 

minimum target SNR. Hence, we modified FOM1 

in terms of minimum gain and electrical height of 

the antenna as: 

 𝐹𝑂𝑀2 = 𝐺𝑚𝑖𝑛𝐵𝑊
1

𝑘0ℎ
 , (18) 

where Gmin represents the minimum gain 

throughout the band and k0h represents the 

electrical height at fc. Electrical height of the 

antenna is a major factor in GBWP as discussed in 

Section II. 

Finally, we define a third FOM to include 

HPBW as: 

 𝐹𝑂𝑀3 = 𝐺𝑚𝑖𝑛 (
𝐻𝑃𝐵𝑊

𝜋
) 𝐵𝑊

1

𝑘0ℎ
, (19) 

where HPBW is normalized to π. We did not 

include any front-to-back ratio parameter, as we are 

interested in receive-only system. 

Although, prior work on aperture coupled 

antennas are abundant in the literature, we have 

selected those with either high gain or large BW 

[16-21]. In [16], two designs with and without 

superstrate layer were proposed and both were 

taken into consideration. In terms of FOM1, [18] 

has the best performance, but since it employs 

frequency selective surfaces, its transverse 

dimensions are much larger than the others and it 

should be compared to an array antenna with the 

same size. Present work is better than all other 

designs in terms of FOM2 and FOM3 as shown in 

Table 2. We believe FOM2 and FOM3 are critical in 

array applications, as the height of the antenna can 

be further increased with suspended or inverted 

substrate-etched structures to enhance gain at the 

expense of increased antenna profile. 
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Table 2: Comparison of antennas 

Antenna Gain (dBi) BW HPBW/π k0h FOM1 FOM2 FOM3 

This work 8-9.5 0.296 0.438 0.868 2.389 2.118 0.929 

[6] 5-7 0.525 0.431 1.452 2.424 1.142 0.493 

[7] 7-8.9 0.391 0.444 1.925 2.388 0.642 0.285 

[8] 8.2-9.1 0.155 0.437 0.607 1.211 1.806 0.790 

[16] 9-9.3 0.110 0.433 0.617 0.905 1.413 0.612 

[16] 12-13.9 0.110 N/A 3.539 2.221 0.492 N/A 

[17] 9.2-9.7 0.190 0.435 1.007 1.601 1.313 0.571 

[18] 8-13.5 0.235 0.138 4.451 3.485 0.333 0.046 

[19] 8.5-9.17 0.355 0.435 1.171 2.777 1.836 0.799 

[20] 6.2-6.7 0.040 0.351 0.544 0.187 0.344 0.120 

VI. CONCLUSIONS 
We studied high gain, wideband aperture 

coupled antennas based on their GBWP’s. Starting 

from pin-feed microstrip antenna, we showed that 

there exists an electrical height and aspect ratio 

where GBWP is optimal. We also showed that non-

resonant slot shape (rectangular, hour-glass or any 

similar form) was not critical in terms of 

bandwidth, if the design was optimized properly. 

Similar but slightly worse performance was 

obtained with resonant slot coupled patch antenna. 

Resonant slot coupled with two stacked patches (3-

resonator antenna) achieved 54% BW, but had 

inferior gain. Thus, resonant slot produces the best 

bandwidth, but less gain compared to non-resonant 

slot. In terms of GBWP, hour-glass shaped slot 

coupled antenna had the best result. 

Hour-glass shape non-resonant slot coupled 

with two stacked patches was validated with 

measurements. Measured antenna has gain greater 

than 9.0 dBi throughout the downlink Ku-band. It 

exhibits less than 0.5 dB in band gain fluctuation, 

which helps the calibration of the array antenna that 

would be formed using it. 

Several FOM’s have been defined and the 

performance of the antenna is compared with those 

of previously published works. It is shown that 

proposed design outperforms earlier designs. We 

believe that the proposed antenna element can be 

used in demanding array applications where 

element gain, bandwidth, in band gain variation, 

and scan angle are among critical design 

specifications. 
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Abstract ─ In this paper, a Circularly Polarised 
(CP) universal Ultra-High-Frequency (UHF) RFID 
reader antenna based on coupled line power 
divider is firstly proposed. The antenna features 
compact size, simple structure and low-cost and 
achieves Return Loss (RL)≥25.5 dB, gain≥5.5 
dBic and Axial Ratio (AR)≤1.8 dB, over the 
universal UHF RFID band of 840 to 955 MHz and 
the 3-dB AR beam-width is more than 110°. Then, 
an improved bandpass filter based on coupled 
lines and a ring resonator is proposed for 
achieving extremely narrow frequency response. A 
CP filter reader antenna using this narrow 
bandpass filter is proposed for enhancing the 
reliability of the communication and reducing the 
cost of the microwave front end in RFID system. 
The filter antenna exhibits the measured 1-dB gain 
(gain>6.4 dBic) bandwidth from 905 to 930 MHz 
and RL≥15 dB, AR≤1.4 dB in the band. 
 
Index Terms ─ Circularly Polarised (CP), coupled 
line, filter antenna, RF Identification (RFID) and 
Ultra-High-Frequency (UHF). 
 

I. INTRODUCTION 
RF Identification (RFID) is a paste a tag 

antenna on goods, animal, or person for the 
purpose of identification and tracking by radio, 
which has been rapidly developed and widely 
applied to many manufacturing companies, 
logistics systems, service industries, government 
agencies and public service organizations in the 
last several years. Compared with Linear Polarised 
(LP) antenna, Circularly Polarised (CP) antenna 

features greater flexibility in orientation angle 
between reader and tag, better weather penetration 
and so on. Therefore, CP reader antenna has been 
widely used in RFID systems. On the one hand, 
the Ultra-High-Frequencies (UHF) designated for 
RFID applications are different in different 
countries, but almost all countries allocate it 
within the band from 840 to 955 MHz [1]. Hence, 
a reader antenna operating in the universal UHF 
RFID band would be beneficial for RFID system 
implementation and cost reduction. On the other 
hand, the adjacent band interference signals come 
from wireless communication systems reducing 
the reliability of UHF RFID systems. For example, 
China allocates UHF RFID frequencies within the 
band from 920.5 to 924.5 MHz and designate 
partial frequencies of Personal Communication 
System (PCS) in the range of 825-915 MHz and 
935-954 MHz. The adjacent band interference 
signals from PCS often lead to incorrect reading 
and writing in the UHF RFID systems. However, 
this problem can be solved with the aid of high 
selectivity and narrow bandpass filter. Moreover, 
Integration of CP reader antenna and filter in one 
module is one of the ways to achieve 
miniaturization and cost reduction of microwave 
front end of RFID systems. 

There have been some studies in the literature 
on RFID reader antenna [2-7]. A compact printed 
end-fire UHF RFID antenna is proposed for 
handheld application [2]. However, the 
disadvantages are the LP and the narrow operation 
band that are unable to cover the universal UHF 
RFID band. The CP antennas using microstrip-to-
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slotline transition, slot loaded circular patch and a 
coplanar waveguide feed are respectively 
proposed in literatures [3-5]. Unfortunately, the 3-
dB Axial Ratio (AR) bandwidth of the antennas in 
[3] and [4] are no more than 3.72% and 3.2%, 
respectively. Moreover, the fatal weakness of the 
antennas in [3] and [5] is the lower gains, because 
of the bi-directional radiation pattern, which is 
unable to be applied to the direction RFID 
application. A sequentially four probes feed 
structure and a horizontally meandered strip feed 
technique are respectively proposed in literatures 
[6] and [7] for CP reader antenna. But the 
structures and optimizations of these two antennas 
are somewhat complicated and the volumes are 
large. These disadvantages are not satisfactory for 
widespread RFID application. On the other side, 
several structures have been proposed for 
integrating the filter and the linear polarised 
antenna into one module [8, 9], yet very few 
investigations have been reported on the CP filter 
antenna. 

In this paper, a CP universal UHF RFID 
reader antenna features compact size, simple 
structure and low-cost is firstly proposed. It is 
implemented by a coupled line Wilkinson power 
divider [10] and dual capacitively coupled feeds. 
Then, a bandpass filter using coupled lines and a 
ring resonator is improved for achieving extremely 
narrow frequency response. A CP filter reader 
antennas based on this narrow bandpass filter is 
proposed for enhancing the reliability of the 
communication between RFID reader and tag. 
 

II. CONFIGURATION OF THE CP 
UNIVERSAL UHF RFID READER 

ANTENNA 
The configuration of the proposed CP 

universal UHF RFID reader antenna and 
coordinate system are shown in Fig. 1. For 
achieving compact size and simple structure, the 
feed network has been implemented by the use of 
a coupled line Wilkinson power divider [10] and a 
quarter-wavelength delay line 90° phase shifter, as 
shown in Fig. 1 (c). The two output ports provide 
two ways of equal amplitude signals with 90° 
phase difference. Here, the signal of port A lags 

behind that of port B. Therefore, the antenna 
achieves a Right-Hand CP (RHCP) wave. 

A 100 ohm chip resistor is welded on the 
coupled line power divider for attaining isolation 
between the two feeds. The radiating circular 
patch with semi-diameter R0 is capacitively 
excited by the two capacitor patches with same 
diameter D1. The two capacitor patches are 
respectively loaded on the two probes A and B and 
their center points are oriented in orthogonal 
directions with a same perpendicular distance of 
K1, away from the center axis of the radiating 
patch. 

The feed network and ground plane are printed 
on the bottom FR4 substrate. The radiating patch 
and the two capacitor patches are printed on the 
upper FR4 substrate. The two substrates with 
distance H0 were fixed by plastic posts. Air 
substrate is used to achieve broader bandwidth, 
higher gain and lower cost. Note, that the FR4 
substrates have thickness H1=0.8 mm, relative 
permittivity ε1=4.4 and loss tangent tanδ1=0.02. 
The ends of the probe A and B are welded to the 
four via-holes inside, which are manufactured on 
the two substrates. The four via-holes with 
diameter D3 locate at the outputs of the feed 
network and the centers of the capacitor patches, 
respectively. For welding probes conveniently, 
four circular slots with same diameter D2 are 
etched on the ground plane and the radiating 
patch, as shown in Figs. 1 (c) and 1 (d), separately. 
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Fig. 1. The configuration of the proposed universal 
UHF RFID reader antenna: (a) 3D view, (b) side 
view, (c) layout of the feed network and ground 
plane on the bottom substrate and (d) layout of the 
radiating patch and the two capacitor patches on 
the upper substrate. 
 

III. ANALYSIS OF THE NARROW 
BANDPASS FILTER AND 

CONFIGURATION OF THE CP FILTER 
UHF RFID READER ANTENNA 

A. The narrow bandpass filter 
Figure 2 shows the circuit structure of the 

improved narrow bandpass filter with high 
selectivity, which is composed of two identical 

coupled lines and two different transmission lines. 
The even and odd-mode characteristic impedances 
of the coupled lines are Ze and Zo and the 
characteristic impedances of the two different 
transmission lines are Z1 and Z2, respectively. The 
terminated impedances for the ports 1 and 2 are 
Z0=50 Ω and the electrical length of all 
transmission lines are θ=0.5π. Therefore, the 
length of the ring resonator equals one guided 
wavelength at the center operating frequency of 
the filter. It should be mentioned that if setting the 
impedances Z1 and Z2 equal to Ze and Zo, 
respectively, the complexity of the circuit analysis 
can be reduced greatly. Meanwhile, the perfect 
Return Loss (RL) and Insertion Loss (IL) can be 
obtained automatically. 
 

 
 
Fig. 2. The structure of the narrow bandpass filter. 
 

In order to obtain the mathematical relations 
between the scattering parameters (S-parameters) 
and the circuit parameters Ze and Zo, the graph-
transformation method is employed for analyzing 
the improved narrow bandpass filter. The 
equivalent circuits shown in Fig. 3 is attained after 
using this method on the three port coupled line 
sections [11]. The transfer matrix AY of the unit Y 
is given by [12]: 
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j Y
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θ θ
θ θ
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=
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In addition, the equivalent capacitor YC and the 
transformer 1, N in Fig. 3 can be written as 
follows: 
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 11 tancY jY θ= , (5) 
 11 12/N Y Y= . (6) 
To analyze the frequency response of the filter, the 
ring resonator comprising the two units of Y and 
the two transmission line sections can be 
simplified to the equivalent unit Ym, as shown in 
Fig. 4. The equivalent admittance matrix can be 
written as [12]: 

 11 12

21 22

m m
m

m m

Y Y
Y

Y Y
 

=  
 

, (7) 

where 

 
2 2
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( 1) cos 1
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e

YZ Z YZY Y
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θ θ
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− + −
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The transmission zeros fz are determined as setting 
Ym12=0. Thus, the equation (9) can be derived from 
(8): 
 2 2( 1) cos 1 0e e oYZ YZ Zθ+ + − = . (9) 
When (9) is solved for the electrical length of the 
transmission zeros in terms of the circuit 
parameters, it is found that, 
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e o
z

e

Y Z Z
YZ
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Moreover, from formula (3) and (4), Y can be 
presented as follows: 
 2 / ( )e oY Z Z= + . (11) 
Apply (11) to (10) and (10) is rewrite as: 

 arccos
3

e o
z

e o

Z Z
Z Z

θ
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In addition, the electrical length for the frequency 
fz can be calculated by the relationship: 
 0( ) / (2 )z zf fθ π= . (13) 
It can be concluded that Ze and Zo are the key 
parameters for deciding values of the transmission 
zeros, that is, the frequency response of the narrow 
bandpass filter. 
 

 
 
Fig. 3. The equivalent circuits of the filter. 
 

 
 
Fig. 4. The simplified diagram of the filter. 
 

There is tradeoff between the narrower 
bandwidth and the IL for the filter. If chosen the 
specific bandwidth for the condition of IL≤0.1 dB 
and RL≥20 dB as objective function, the circuit 
parameters of the filter can be obtained by simple 
design process. Figure 5 shows the ideal and full 
wave Electromagnetic (EM) simulated S-
parameters as the improved filter achieving the 
extremely narrow frequency response and the 
circuit parameters are Ze=96 Ω and Zo=46 Ω. 
 

 
 
Fig. 5. The ideal and full wave Electromagnetic 
(EM) simulated results of the filter. 
 

The ideal results show that the bandwidth for 
RL≥20 dB is from 911 to 933 MHz (2.4%), with 
the IL≤0.03 dB in the band. The EM simulation 
results show that the RL≥15 dB and IL≤0.9 dB in 
the band from 913 to 933 MHz (2.2%). Compared 
with the antecedent filter proposed in literature 
[13], this improved filter has advantages of low 
complexity design process and narrower passband 
response. 
 
B. Configuration of the CP filter UHF RFID 
reader antenna 

The side view and layouts of the feed network 
and the ground plane of the proposed CP filter 
UHF RFID reader antenna with coordinate system, 
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are shown in Fig. 6. The layouts of the radiating 
patch and the two capacitor patches on the upper 
FR4 substrate are not given, because the 
configuration and dimensions are the same as the 
universal reader antenna that have been described 
in section II. The narrow bandpass filter have been 
analysed in section III A, is employed in the feed 
network. It is noted that compared with the 
universal antenna in Fig. 1 (c), the phase 
relationship between the ports A and B of the filter 
antenna in Fig. 6 (b) is reversed and a left-hand CP 
wave is achieved. 
 

 
 

 
 
Fig. 6. The structure of the proposed CP filter 
UHF RFID reader antenna: (a) side view and (b) 
layout of the feed network and ground plane on 
the bottom F4B-1/2 substrate. 
 

The feed network and ground plane are printed 
on the bottom F4B-1/2 substrate. Note, that the 
F4B-1/2 substrate has thickness H2=1 mm, relative 
permittivity ε2=2.65 and loss tangent tanδ2=0.001. 
The same electric parameters and dimensions 
adopted in the universal reader antenna are used 
for this upper FR4 substrate. Moreover, the same 
installation process as the universal reader antenna 

is employed for the filter reader. 
 

IV. RESULTS 
With the aid of EM simulator based on the 

finite element method, the CP universal UHF 
RFID reader antenna in section II and the CP filter 
UHF RFID reader antenna in section III B are 
modeled and simulated. The RL, gain, AR and 
bandwidth of the proposed antennas can be 
achieved by adjusting the semi-diameter R0 of the 
radiating circular patch, the diameter D1 of the 
capacitor patches, the distance K1 of the two feeds 
and the distance H0 between the upper and bottom 
substrates. The final design parameters of the 
proposed antennas are present in Table 1 and the 
prototypes are implemented as shown in Figs. 7 
and 8. Plastic posts are employed to fix the 
substrates and copper wires are used as the probes 
to connect the outputs of the feed networks and the 
center points of the capacitor patches. The inner 
conductor of the SMA connector is directly 
welded to the input port of the feed network and 
the outer conductor of that is soldered to the 
ground plane, separately. 
 
Table 1: Parameters of the antennas (unit: mm) 
H0 L0 R0 D1 D2 D3 J0 J1 
12 190 81 14 3.6 1 1.5 1 
C1 I1 W0 W1 S1 L1 W2 S2 
0.7 40 2.7 1.3 0.2 55.6 1.91 0.7 
L2 L3 W4 K2 K1 W3 I2 54.7 
54.8 3.1 15.9 32 0.8 21.8   
 

 
 
Fig. 7. The photograph of the fabricated CP 
universal UHF RFID reader antenna. 
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Fig. 8. The photograph of the fabricated CP filter 
UHF RFID reader antenna. 
 

The RL and far-field performance of the 
prototypes shown in Figs. 9 to 13, were measured 
by an Agilent E5071C vector network analyzer 
and the SATIMO SG 24 system in an anechoic 
chamber, respectively. It should be noted that 
‘UA’ and ‘FA’ in these figures respectively denote 
the results of the universal and the filter UHF 
RFID reader antennas, respectively. 

Figure 9 shows the simulated and measured S-
parameters of the antennas. The measured RL of 
the universal antenna is better than 25.5 dB over 
the universal UHF RFID band from 840 to 955 
MHz and of the filter antenna is better than 15 dB 
in the frequency range of 905 to 930 MHz. 
 

 
 
Fig. 9. The simulated and measured S-parameters 
of the antennas. 
 

The simulated and measured boresight gain 
and cross-polarisation of the universal and filter 
reader antennas are illustrated in Fig. 10. Here, 
‘LHCP’ denotes the gain of the left-hand circular 

polarisation and ‘RHCP’ denotes the gain of the 
right-hand circular polarisation. The universal 
antenna exhibits the measured RHCP gain of more 
than 5.5 dBic over the universal UHF RFID band, 
with a peak gain of 8.2 dBic at 915 MHz. The 
filter antenna exhibits the measured 1-dB gain 
(LHCP gain>6.4 dBic) bandwidth from 905 to 930 
MHz and the peak gain is 7.4 dBic at 920 MHz. 
 

 
 
Fig. 10. The simulated and measured boresight 
gain and cross-polarisation of the antennas. 
 

Figure 11 exhibits the simulated and measured 
AR of the antennas at boresight. The measured AR 
of the universal antenna is less than 1.8 dB over 
the universal UHF RFID band and of the filter 
antenna is less than 1.4 dB in the 1-dB gain 
bandwidth. It can be concluded that the measured 
and simulated RL, gain and AR show good 
agreement. 
 

 
 
Fig. 11. Simulated and measured AR of the 
antennas. 
 

Figures 12 and 13 present the simulated and 
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measured radiation patterns and AR of the 
antennas in the xoz and yoz planes at 922 MHz; 
symmetrical patterns and wide-angle AR 
characteristics have been observed. The beam-
width of 3-dB AR for the universal antenna is 
more than 110° and for the filter antenna is more 
than 90°. This shows that these two antennas are 
fit for wide-coverage RFID applications. 
 

 
 (a) 
 

 
 (b) 
 
Fig. 12. The simulated and measured radiation 
patterns at 922 MHz of: (a) the universal reader 
antenna and (b) the filter reader antenna. 
 

 
 (a) 

 
 (b) 
 
Fig. 13. The simulated and measured AR at 922 
MHz of: (a) the CP universal reader antenna and 
(b) the CP filter reader antenna. 
 

V. CONCLUSIONS 
In this paper, a CP universal reader antenna 

features compact size, simple structure and low-
cost has been firstly proposed for direction UHF 
RFID application. The experimental results show 
that the RL≥25.5 dB, the gain≥5.5 dB, the AR≤1.8 
dB in the universal UHF RFID band and the 
beam-width of 3-dB AR is more than 110°. Then, 
an improved coupled line filter was proposed. It 
has advantages of low complexity design process 
and extremely narrow passband response. The CP 
filter UHF RFID reader antenna using the narrow 
passband filter was investigated and the 
experimental results show that the measured 1-dB 
gain (gain>6.4 dBic) bandwidth from 905 to 930 
MHz. The simulation and measurement results are 
demonstrated that the filter reader antenna can be 
employed to enhance the reliability of the 
communication between RFID reader and tag. 
Moreover, these two antennas are fit for wide-
coverage RFID applications. 
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Abstract ─ This paper describes a compact 

reconfigurable microstrip antenna for multimode 

wireless communications, whose frequency 

characteristic can be reconfigured electronically to 

operate at 2.4 GHz (Bluetooth), 3.5 GHz 

(WiMAX) or 5.2/5.8 GHz (WLAN). The 

presented microstrip monopole antenna consists of 

an open-stub microstrip line with two inverted 

coupled U-shaped parasitic structures and ground 

plane. Reconfigurability is obtained by 

implementing two PIN diodes across the antenna 

structure and biasing these active elements. The 

proposed antenna can obtain good return loss 

property with -38 dB at 2.4 GHz, -42 dB at 3.5 

GHz and -47 dB at 5.5 GHz. The proposed 

microstrip antenna fabricated on an FR4 substrate 

with thickness of 1.6 mm, relative permittivity of 

4.4 and has a small size of 12×18 mm2. The 

measured return loss characteristics are in good 

agreement with simulated results, which verified 

the reliability of the designed antenna. So this new 

design should have many applications in the 

circuit where reconfigurable antenna is used. 

 

Index Terms ─ Bluetooth, reconfigurable 

microstrip antenna, WiAMX, wireless 

communication and WLAN. 
 

I. INTRODUCTION 
It is a well-known fact that printed microstrip 

antennas present really appealing physical 

features, such as simple structure, small size and 

low cost [1]. In recent years, reconfigurable 

devices have received growing attention in 

microwave components design. Reconfigurable 

antennas are becoming more and more important 

in defense and commercial wireless applications, 

since with such antennas, a single aperture can be 

used to support multiple functions at multiple 

frequency bands. This will result in a significant 

reduction in antenna size and cost. An antenna can 

be reconfigured using PIN diode or transistor 

switches [2]. In [3], a microstrip antenna was 

reconfigured using MEMS switches. The patch 

geometry was subdivided and the MEMS switches 

were positioned at different locations of the 

antenna to increase or decrease its size, thereby 

changing the antenna resonant frequency. A 

MEMS reconfigurable antenna was proposed in 

[4], where the beam was steered or shaped using 

micro actuators. A reconfigurable patch antenna 

with switchable slots using the p-i-n diodes was 

introduced in [5]. Switching to use p-i-n diodes 

helped achieve polarization diversity. 

To satisfy the frequency needs of the systems 

of Bluetooth (2.4-2.484 GHz), Wireless Local 

Area Network (WLAN, 2.4-2.484 GHz, 5.15-5.35 

GHz and 5.725-5.875 GHz) and the Worldwide 

Interoperability for Microwave Access (WiMAX 

3.3-3.6 GHz), the antennas with multiple 

reconfigurable bands and excellent radiation 

characteristics are required. Various schemes 

about antennas with frequency reconfigurable 

characteristics, which are suitable for the multi-

mode applications have been reported [6-8]. This 

work proposes a novel compact antenna with 
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reconfigurable performance for Bluetooth, 

WiMAX and WLAN applications. 

In the proposed antenna, to generate a variable 

single-band function, we use a pair of PIN diodes 

within the antenna configuration, which by 

changing the on/off conditions of the PIN diodes 

the antenna can be used to operate in variable 

modes. The measured impedance bandwidth of the 

antenna for 10 dB return loss is from 2 to 2.8 GHz 

(33%), 2.9 to 4.7 GHz (47%) and 4.5 to 6.5 GHz 

(36%); covering the major wireless 

communication bands like Bluetooth, WiMAX, 

WLAN, etc. The achieved results for the 

investigated structures and design curves can be 

applied to other frequencies of interest. The 

proposed microstrip antenna has a small 

dimension of 12×18×1.6 mm3. 

 

II. ANTENNA DESIGN 
The presented small monopole antenna fed by 

a microstrip line, as shown in Fig. 1, is printed on 

an FR4 substrate of thickness of 1.6 mm, 

permittivity of 4.4 and loss tangent 0.018. 

 

 

 

Fig. 1. Geometry of proposed antenna: (a) side 

view, (b) bottom layer and (c) top layer. 

The basic monopole antenna structure consists 

of an open-stub microstrip line, a feed line and a 

ground plane. The antenna is connected to a feed 

line with width of Wf and length of Lf. On the other 

side of the substrate, a conducting ground plane is 

placed. The proposed antenna is connected to a 50 

Ω SMA-connector for signal transmission. The 

Ansoft simulation software High-Frequency 

Structure Simulator (HFSS) [9] is used to optimize 

the design. The final dimensions of the designed 

antenna are specified in Table 1. 

 

Table 1: Final dimensions of the antenna 

Param. mm Param. mm Param. mm 

subW 12 Lsub 18 hsub 16 

W 10 gndL 3.5 fW 2 

Lf 6 1W 4 1L 9 

2W 0.25 2L 9.25 3L 7.5 

4L 0.25 WD 0.5 DL 0.5 

 

III. RESULTS AND DISCUSSIONS 
The proposed reconfigurable antenna with 

various design parameters was constructed and the 

numerical and experimental results of the input 

impedance and radiation characteristics are 

presented and discussed. The configuration of the 

various structures with different conditions of 

diodes for the proposed antenna used for 

simulation studies are shown in Fig. 2. Simulated 

return loss characteristics of the antenna for D1 & 

D2 = ON [Fig. 2 (a)], D1 = OFF & D2 = ON [Fig. 2 

(b)] and D1 & D2 = OFF [Fig. 2 (c)], was shown in 

Fig. 3. 

 

 
 

Fig. 2. The various structures of the proposed 

antenna for: (a) D1 & D2 = ON, (b) D1 = OFF & 

D2 = ON and (c) D1 & D2 = OFF. 

 

As shown in Fig. 3, by changing the on/off 

conditions of the diodes, the antenna can be used 
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to operate in variable modes, which for D1 = ON & 

D2 = ON, D1 = OFF & D2 = ON and D1 & D2 = 

OFF antenna can operate at 2.4 GHz (Bluetooth), 

3.5 GHz (WiMAX) and 5.5 GHz(WLAN), 

respectively. 

 

 
 

Fig. 3. Simulated return loss characteristics for the 

proposed antenna. 

 

The simulated current distributions for various 

structures of the presented reconfigurable antenna 

were shown in Fig. 4. It can be observed by 

controlling the states of diodes, the distributions of 

surface current are altered and then three resonant 

frequency bands can be reconfigurable at 2.4, 3.5 

and 5.5 GHz, due to the resonant properties of PIN 

diodes conditions [10]. Also, the input impedance 

of the various monopole antenna structures that 

studied in Fig. 2 on Smith charts is shown in Fig. 

5. 

 

 
 

Fig. 4. Simulated surface current distributions for 

the proposed antenna at different resonance 

frequencies: (a) 2.4 GHz, (b) 3.5 GHz and (c) 5.5 

GHz. 

 
 

Fig. 5. Simulated input impedances on a Smith-

chart for the various structures shown in Fig. 3. 

 

As shown in Fig. 6, the proposed antenna is 

successfully implemented and tested. Figure 7 

shows the measured and simulated return loss 

characteristics of the proposed reconfigurable 

antenna. As illustrated, the simulation results show 
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reasonable agreement with the measurement 

results [11-16]. 

 

 
 

Fig. 6. Photograph of the realized antenna: (a) top 

view and (b) bottom view. 
 

 
 

Fig. 7. Measured and simulated return loss 

characteristics for the proposed antenna. 

 

As seen, the antenna can obtain good return 

loss characteristics with -35 dB at 2.4 GHz, -42 dB 

at 3.5 GHz and -40 dB at 5.5 GHz. 

Figure 8 depicts the measured radiation 

patterns, including the co-polarization in the H-

plane (x-z plane) and E-plane (y-z plane). It can be 

seen that quasi-omnidirectional radiation patterns 

can be observed on the H-plane. The radiation 

pattern on the y-z plane displays a typical figure-

of-eight, similar to that of a conventional dipole 

antenna. It should be noticed that the radiation 

patterns in the E-plane become imbalanced as 

frequency increases, because of the increasing 

effects of the cross-polarization. The patterns 

indicate at higher frequencies and more ripples can 

be observed in both E and H-planes, owing to the 

generation of higher-order modes [17-20]. Figure 

9 shows the measured maximum gain of the 

proposed antenna for the various conditions of 

switches. As illustrated, the proposed 

reconfigurable antenna has good antenna gain 

properties in 2.4, 3.5 and 5.5 GHz for different 

conditions of the PIN diodes [21-26]. 

 

 
 

Fig. 8. Measured radiation patterns of the 

proposed antenna: (a) H-plane and (b) E-plane. 

 

 
 

Fig. 9. Measured maximum gains of the proposed 

reconfigurable antenna. 

 

The simulated radiation efficiencies of the 

proposed antenna are shown in Fig. 10. Results of 

the calculations using the software HFSS indicated 

that the proposed antenna features a good 

efficiency, being greater than 75% across the 

entire radiating band. Also, the simulated 

directivity characteristics for the proposed antenna 

are illustrated in Fig. 10. As seen, the directivity 
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characteristics of the proposed monopole antenna 

have a variation similar to other monopole 

antennas directivity at Bluetooth, WiMAX and 

WLAN frequencies bands [27-30]. 

 

 
 

Fig. 10. Simulated directivity and radiation 

efficiency characteristics of the proposed 

monopole antenna. 

 

IV. CONCLUSION 
In this paper, a novel printed frequency 

reconfigurable antenna for Bluetooth, WLAN and 

WiMAX applications is proposed. The proposed 

antenna has low profile, symmetrical structure and 

excellent radiation patterns properties. In order to 

generate a variable single frequency-band 

function, we use a pair of PIN diodes within the 

antenna configuration, which by changing the 

on/off conditions of the PIN diodes, the antenna 

can be used to operate at variable modes. An 

excellent agreement between measured and 

simulated was obtained. The presented antenna is 

a good choice for multi-frequency wireless 

communication systems. 
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Abstract ─ With the aim to optimization design 
and condition monitoring of Gas Insulation Station 
(GIS), a 3-D finite element model has been 
developed for the computation of the 
electromagnetic field and forces in a three-phase 
enclosure type GIS bus capsule. The calculation 
takes into account the bus bar connectors’ contact 
resistance by modeling equivalent contact bridges 
between contact interfaces and physical properties 
of the materials involved have also been 
considered. Using the field distributions, power 
losses and electromagnetic forces have been 
calculated, the calculation is more valid and 
accurate compared to those from closed-formulas. 
The influence of the operation current and short 
current on those quantities is also examined. The 
results show that the distributions of current 
density and electromagnetic force in the 
conductors and tank are not uniform. 
Electromagnetic force of plug-in connector 
obtained by closed-formulas calculation has 
obvious deviation, due to the current distributions 
are not considered. The electromagnetic forces of 
bus conductors and plug-in connectors are large 
enough to overcome hold forces exerted by the 
contact springs under short circuit conditions. 
 
Index Terms ─ Eddy currents, electromagnetic 
forces, finite element methods, GIS, plug-in 
connector, power loss and short circuit. 
 

I. INTRODUCTION 
Gas Insulation Substation (GIS) has been 

widely used in modern power system for its land 
saving and high reliability. Three-phase enclosure 
type GIS bus capsule has been extended in higher 
voltage GIS, because of its advantage in 

minimizing the installation space of a substation 
[1]. Since all parts have been sealed inside the 
metal tank and the short distance between bus 
conductors, temperature rise and mechanical 
strength of bus connectors and tank joints under 
normal and short circuit currents are key problems 
in GIS design and maintenance. 

The 2-D finite element model has been used to 
solve problems concerning electromagnetic field 
and temperature rise of GIS bus and SF6 insulated 
cables [2-4]. The uneven distribution of current 
density in GIS bus conductor due to the skin effect 
and proximity effect is proposed [5]. The 
electromagnetic forces in different devices are 
calculated by 3-D finite element method [6-9]. The 
characteristics of short circuit forces and 
electromagnetic oscillations of three-phase 
enclosure type GIB based on experiments and 
method of image are proposed [10-12]; analysis 
results show that the characteristics of short circuit 
electromagnetic forces in three-phase GIB are 
notably different from those in single phase bus 
bars and the fundamental mode of conductor 
oscillation is dominant. Taking into account of 
skin effect, a more accurate calculation model of 
3-D nonlinear transient electromagnetic forces in a 
three-phase enclosure type GIB is proposed [13]. 
However, although the fact that plug-in 
connectors’ power loss and electromagnetic forces 
are important in designing equipment, existing 
calculation models of GIS cannot take into 
account the plug-in connector. The power loss of 
bus connector may cause contact temperature rise. 
All the parts of the device should be able to 
withstand the short circuit electromagnetic force. 

In this paper, a 3-D finite element model of 
three-phase enclosure type GIS bar capsule has 
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been developed. The geometric model is shown in 
Fig. 1. The fingers fixed with springs are used to 
connect the bus bar plug and disc-type insulator 
and the shields can ensure uniform distribution of 
electric field. The assumptions about the 
calculation model are as follows: 
1. The operation current frequency is 50 Hz and 

the calculation model is based on quasi-static 
approximation. 

2. The variation of electric field cannot influence 
magnetic field. To simply matters, some parts 
chamfers, which used to improve electric field 
are neglected. 

3. Contact force is constant and the springs of 
connector are neglected. 

4. The roughness of contact interface is neglected 
and mechanical contact happens on one 
equivalent contact spot. 

5.  The nonlinearity of the material and 
displacement currents are neglected.  

 

 
 
Fig. 1. Schematic structure of a three-phase 
enclosure type GIS bus bar capsule. 
 

II. FORMULATIONS 
A. Electromagnetic field equations 

Since steady state ac flows in the bus 
conductor, the quasi-static approximation can be 
used. 

In terms of the magnetic vector potential A, 
the Maxwell’s equations can be rewritten as: 

 .
t

∇× = 
∂ ∇× = − ∂ 

= ∇× 

H J
BE

B A

 (1) 

The governing equation (2) can be derived as: 
 ( )µ∇× ∇× =A J , (2) 
where μ is the magnetic permittivity. 

Using the vector equation (3) and the 
Coulomb’s gauge (4), the governing equation (2) 
can be written as the Poisson’s equation (5): 

 2( ) ( )∇× ∇× = ∇ ∇⋅ −∇A A A , (3) 
 0∇⋅ =A , (4) 

 2 µ∇ = −A J , (5) 
where the total current J consists of the source 
current Js and the eddy current Je: 
 .= +s eJ J J  (6) 

The eddy current Je in conducting material can 
be written as: 

 
t

σ σ ∂
= = −

∂e
ΑJ E , (7) 

where σ is the electrical conductivity. 
 
B. Solution regions and boundary conditions 

One cross section of GIS capsule is shown in 
Fig. 2, which represents the solution region. Eddy 
currents in the tank and shields are induced by the 
time varying source currents that flow through the 
main conductor. The tank surrounded by air is 
filled with SF6 gas. 
 

 
 
Fig. 2. Solution regions and boundary conditions. 
 

Since 50-Hz ac flows through the bus 
conductor, the governing equations of different 
solution regions are written as: 
 2 .jωµσ µ∇ = − sA A J       in V1, (8) 

 2 jωµσ∇ =A A


      in V2, (9) 

 2 0∇ =A


     in SF6 and AIR. (10) 
The boundary conditions are as follows 

 
1

0
C
=A , (11) 

 1 12 2 12

( ) 0

n n

n j

µ µ

ωε ε φ

=


∇× ⋅ = ∇× ⋅ 
⋅ − − ∇ = 

1 2

1 2

A A

A A

A

 

 

 

    in S, (12) 

where S is the boundary of conductor material (V1 
and V2) and no current regions (SF6 and air), ε is 
the electric constant. 
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C. Contact bridge model 
According to the Holm electric contact theory, 

when the conductor current flows through contact 
interface, the contact resistance and the 
electromagnetic repulsion force between bus 
connectors are induced by the constriction effect 
of current. A contact bridge model between finger 
and bus plug has been developed in order to 
simulate this constriction effect. The height of 
contact bridge is 0.2 mm and the radius of contact 
bridge can be calculated as the Hertz formula: 
 * 1/3(3 / 4 )ja F R E= , (13) 
where a is the contact bridge radius, Fj is the 
contact force, R is the equivalent radius of contact 
finger and conductor plug, E* is the equivalent 
Young’s modulus of fingers and conductor plug. 
All these parameters can be obtained from special 
GIS bus bar capsule design. 

The per finger contact force of plug-in 
connector exerted by three circular holding springs 
can be calculated as: 
 2

1 03 ( ) /jF K D D nπ= − , (14) 
where K is the spring stiffness coefficient, π is the 
circular constant, n is the number of fingers and 
n=16, D0 and D1 are the diameters of the spring 
center line before and after loading. respectively. 
 
D. Power losses 

The power loss P generated by the joule heat 
is expressed as: 

 
2

V
P

σ
= ∫

J


. (15) 

The additional power loss Pa on the contact 
interface produced by contact resistance is written 
as: 
 

2
a jP R= fJ , (16) 

where Jf is the current of per finger, Rj is the 
contact resistance which contains constriction 
resistance and film resistance; in this calculation 
the film resistance can be neglected since the 
chemical property of SF6 is very stable under the 
working temperature of GIS. The constriction 
resistance Rc can be calculated by: 
 / 2cR aρ= , (17) 
where ρ is the resistivity of connectors and a is the 
radius of contact bridge. 
 

E. Electromagnetic forces 
Enclosure current is induced by the alternating 

magnetic field produced by conductor current. 
Electromagnetic forces are created by the 
interaction between current carriers and alternating 
magnetic field. The electromagnetic force act on 
current carriers can be expressed as: 
 .

V
dV= ×∫F J B  (18) 

Electromagnetic forces of conductors are 
influenced by the tank current, the magnetic flux 
in the tank and the currents in other phase 
conductors. A image currents method is used to 
calculate the short circuit electromagnetic force in 
three phase enclosure type GIB [10]. 

Plug-in connector used in GIS bus connection 
belongs to static contact without switch operation. 
The electromagnetic force on the plug-in 
connector consists of the Holm force FH and the 
Lorentz force FL, which can be written as: 

 20
1 ln

4H
RF i
a

µ
π

 =  
 

, (19) 

 20
24L c fF K K iµ

π
= , (20) 

where μ0 is the permeability of vacuum, i1 and i2 
are currents in the plug-in connector and 
conductor, Kc is the loop coefficient and Kf  is the 
conductor form factor. 
 

III. CALCULATION MODEL 
A 3-D FEM model of three-phase enclosure-

type 110kV GIS bus bar capsule has been 
developed for the power loss and short circuit 
electromagnetic force calculation. The material 
and geometrical properties are shown in Table 1. 
The mesh of solution region is shown in Fig. 3. 
The initial contact force between each contact spot 
is 37N and the contact resistance is 57μΩ. 
 
Table 1: Simulation model parameters 
Tank Material Aluminum alloy 6063-T6 
Finger Material Copper T2Y 
Shield Material Aluminum alloy 6063-T6 
Bus Material Aluminum alloy 6063-T6 
Insulator Material Epoxy resin  
Tank Size Ф596/Ф580 
Bus Size Ф90/Ф60 
Span  2300mm 
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Fig. 3. Mesh of solution region. 
 

IV. STEADY ELECTROMAGNETIC 
FIELD ANALYSIS 

A. Steady state electromagnetic field analysis 
The magnetic flux and current density 

distributions in the conductors and tank under 
normal load current (2000A) are shown in Fig. 4, 
and the current density distributions in the B phase 
plug-in connector are shown in Fig. 5. It can be 
seen from field distribution results that the current 
distributions in the bus conductors and tank are not 
uniform, because of skin effect and proximity 
effect. Due to the constriction effect of current line 
between plug-in connector and conductors, the 
current densities in contact spots are significantly 
larger than those in other parts and the individual 
finger contact spot temperature will rise higher, 
owing to the large current density. Uneven 
distribution of current density will cause uneven 
distribution of power loss and temperature rise in 
the three-phase enclosure type GIS bus capsule. 
Bus bar and tank flange connectors should be able 
to withstand the thermal stress caused by non-
uniform temperature distribution for a long time. 
 

 
 (a) Magnetic field density 

 
 (b) Current density 
 
Fig. 4. Flux density distributions of conductors 
and tank. 
 

 
 
Fig. 5. Currents density distribution of connector. 
 
B. Steady power losses 

Steady state power losses of different parts of 
the three-phase enclosure type GIS bus capsule 
under different working currents are illustrated in 
Fig. 6. The increase of working currents can result 
in larger power losses, leading to a rise in 
temperature. The power losses of B phase 
conductor and shield are greater than those in two 
other phases. The power losses of shield are small 
compared with tank and bus conductors. The 
temperature sensors mounted on the tank should 
have enough precision to measure the temperature 
change of bus connector, since the power losses of 
connector are small. 
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 (a) Shield 

 
 (b) Conductors and tank 
 
Fig. 6. Power losses of different parts as a function 
of current. 
 

V. SHORT CIRCUIT 
ELECTROMAGNETIC FORCE 

ANALYSIS 
In this paper, the electromagnetic force under 

B phase short circuit condition is calculated. The 
50-Hz short circuit current with the peak value of 
25kA is applied in the B phase conductor. The 
instantaneous values of short circuit can be 
represented as follows: 

 

( )1

-
2

1

( ) 2 cos

2( ) 2 - cos( )
3

2( ) 2 cos( )
3

a

t
b

c

i t I t

i t I e t

i t I t

α

ω

ω π

ω π


=

 = −  

 
 = +  

  

, (21) 

where  
         I1=900A, I2=10kA, ω=100π and a=22.311s-1. 
 
A. Short circuit electromagnetic force of 
conductor and tank 

The electromagnetic forces of buses and tank 
at short circuit current peak time (6.7 ms) are 
shown in Fig. 7. It can be seen from nodal force 
distributions of conductors and tank that 
electromagnetic force act mainly on B phase 
conductor and tank under B phase short circuit 
condition. The electromagnetic forces of B phase 
conductor and tank in the opposite direction have 
equal amplitudes. 
 

 
 
Fig. 7. Electromagnetic forces of bus conductors 
and tank. 
 

The instantaneous values of short circuit 
electromagnetic forces in bus conductors and tank 
is shown in Fig. 8. The short circuit 
electromagnetic forces consist mainly of 50-Hz 
and 100-Hz components. The electromagnetic 
forces at 50-Hz with absolute domination, while 
the electromagnetic forces at 100-Hz are 
negligible. Compared with imagine currents 
method, the electromagnetic force of conductor is 
slightly smaller due to the interaction between 
current carriers. Affected by the short-circuit 
current of b-phase bus conductor, the resultant 
forces consisting of conductor gravities and 
electromagnetic forces in bus conductors are large 
enough to overcome the hold forces exerted by the 
contact springs; which can cause thermal damage 
to bus bar joint, due to poor contact. The tank 
flange joint connection may also be damaged due 
to the effect of tank short circuit electromagnetic 
force. So when short circuit fault occurs, all the 
bus capsules of the GIS equipment where short 
circuit current flows through, must be checked to 
make sure that there is no damage at all to the bus 
conductor connectors and tank flange connections. 
 

 
 (a) Conductor 
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 (b) Tank 
 
Fig. 8. Electromagnetic force under B phase short 
circuit condition. 
 
B. Short circuit electromagnetic force of plug-in 
connector 

The plug-in connector used in GIS bus capsule 
contains 16 contact fingers, which are arranged 
around the center conductor axis. In addition to the 
Holm force and the Lorentz force, plug-in 
connector electromagnetic forces also include the 
centrifugal force produced by the current 
interaction between contact fingers. The total 
nodal force of plug-in connector under the peak 
short current is shown in Fig. 9. It can be seen that 
the resultant electromagnetic force on connector is 
repulsion force, which can reduce the contact force 
between finger and bus. 
 

 
 
Fig. 9. Electromagnetic forces of plug-in 
connectors. 
 

The results from different calculation methods 
compared with 3-D FEM model are shown in Fig. 
10. The electromagnetic force by the Holm 
formula is larger than that from closed-formulas, 
for the reason that only Holm force in plug-in 
connector is considered; whereas attractive forces 

between fingers can produce radial component 
force in the opposite direction to Holm force. The 
results calculated by FEM method are larger than 
that from closed-formulas, because the latter 
doesn’t consider the electric repulsion force 
produced by the parallel currents between the 
conductor and fingers. It can be seen from the 
comparison that the 3-D FEM method can 
overcome the shortcomings of closed-formulas, 
which cannot consider the structure of plug-in 
connectors and has more accurate calculation 
results. 
 

 
 
Fig. 10. Electromagnetic force between per contact 
spot. 
 

According to what is mentioned above, the 
contact force of per contact spot is about 37N and 
the peak value of electromagnetic force is up to 
12N. Part of the contact force offset by the 
electromagnetic force under short circuit 
conditions. Contact resistance and contact 
temperature will increase due to the decrease of 
contact force. Relative displacement between 
connector and bus happens because of the gravity 
and electro-magnetic force exerted on bus, leading 
to contact degradation. 
 

VI. CONCLUSION 
Steady state power losses and short circuit 

electromagnetic forces of three phase enclosure 
type GIS bus capsule is analyzed in this paper. A 
3-D finite element model has been developed for 
the analysis of electromagnetic field and 
electromagnetic force under normal and single 
phase short circuit conditions. The calculation 
results show that under normal conditions the 
distribution of current density in conductor and 
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tank are not uniform, because of skin effect and 
proximity effect. The power losses of shield are 
smaller compared with tank and bus conductors. 
The short circuit electromagnetic force is large 
enough to overcome hold forces exerted by the 
contact springs, which cause bus bar joint thermal 
damage due to poor contact and the tank flange 
joint connection may also be damaged due to the 
effect of short circuit electromagnetic force. The 
calculation results can be used in optimization 
designing and condition monitoring of three phase 
enclosure type GIS. 
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Abstract ─ Although the Multilevel Fast Multipole 

Method (MLFMM) and the parallel technology 

can accelerate the matrix-vector product operation, 

the iteration number does not reduce at all in the 

iterative solution. A new proposed two-level 

spectral preconditioning technique is developed 

for the generalized minimal residual iterative 

method, in which the MLFMM is used to 

accelerate the calculation. The Multifrontal 

Massively Parallel Solver (MUMPS) is used to 

damp the high frequencies of the error, and the 

low frequencies of the error are eliminated by a 

spectral preconditioner in a two-level manner. 

This technique is a combination of MUMPS and a 

low-rank updated spectral preconditioner, in which 

the restarted deflated Generalized Minimal 

Residual (GMRES) with the newly constructed 

spectral two-level preconditioner is considered as 

the iterative method for solving subsequent 

systems. Numerical experiments indicate that the 

proposed preconditioner is efficient for the 

MLFMM and can significantly reduce both the 

iteration number and computational time. 

 

Index Terms ─ MLFMM, MUMPS, 

preconditioning, scattering problems, spectral. 
 

I. INTRODUCTION 
The Method of Moments (MoM) is widely 

used to solve the Electric Field Integral Equation 

(EFIE) in RCS calculations [1]-[3]. There are two 

means to accelerate the computing of large-scale 

objects scattering problems. One is to accelerate 

the construction of the impedance matrix and the 

other is to fast solve the linear equations [4]-[6]. It 

is meaningless to construct impedance matrix 

efficiently if the linear equations can not be solved 

quickly. Therefore, it plays a very important role 

in fast solve linear equations which the MLFMM 

formed. Direct method has memory requirement 

of O(
2N ) and computational complexity of 

O(
3N ), where N  is the number of unknowns. 

Therefore, iterative solution has become a 

successful application in recent years for 

electrically large objects. More improvements are 

needed for the iterative solution because of the 

slow convergence or the misconvergence. 

It is well known that EFIE provides ill-

conditioned linear system. Therefore, it is natural 

to use preconditioning techniques to improve the 

condition number of the system. Many scholars 

have done a lot of research on improving the 

efficiency of the iterative solution in the past few 

decades [7]-[14]. Diagonally perturbed incomplete 

factorization preconditioned CG algorithms is 

used in [7], incomplete LU preconditioner is 

applied for FMM implementation in [8]-[9]. And a 

sparse approximate inverse preconditioner is used 

for nonsymmetrical linear systems [10]-[13]. 

However, every preconditioner has its merits and 

demerits. Diagonal preconditioner (Diag) and 

Symmetrical Successive Over-Relaxation 

preconditioner (SSOR) are simple to construct, but 

can not improve the convergence rate of the 

iterative algorithm greatly because of the bad 

approximation of the inverse matrix. Incomplete 

LU decomposition preconditioner (ILU) and 

Sparse Inverse preconditioner (SAI) can improve 

convergence speed greatly, but needs long 

construction time and large structure complexity. 

ILU is unstable under many circumstances to 

destroy the convergence of the iterative algorithm. 
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In most of the cases, a single preconditioner 

can improve the iteration convergence speed to a 

certain extent. We can get more obvious 

convergence improvements when combining 

different preconditioners. A spectral two-level 

preconditioning was presented for electromagnetic 

problems [15]-[18]. The two-level spectral 

preconditioning technique proposed in [17] 

obtained a good performance. However, the SAI 

preconditioned two-level spectral method may 

result in bad convergence for some structures, 

because the SAI preconditioner can only obtain 

the approximate inversion of the near-field 

impedance matrix. In this paper, the Multifrontal 

Massively Parallel Solver (MUMPS) is used 

together with a spectral preconditioner in a two-

level manner that results in a faster convergence 

rate. 

This paper is organized as follows. Section 2 

gives an introduction to the proposed two-level 

spectral preconditioner in detail. Numerical 

experiments with a few electromagnetic scattering 

problems are presented in Section 3 to show the 

efficiency of the spectral two-step preconditioner. 

Section 4 gives some conclusions and comments. 
 

II. THEORY AND FORMULATION 
The problem we focus on in this paper is the 

monostatic RCS calculation of an object. The 

procedure consists of considering a set of waves 

with the same wavelength but different incident 

angles that illuminate the object. For each of these 

waves, we compute the electromagnetic field 

backscattered in the direction of the incident wave. 

This requires solution of one linear system per 

incident wave. Therefore, a sequence of linear 

systems with the same coefficient matrix but 

different right-hand sides is derived, 

 
1 2 1 2( , ..., ) ( , ..., )p pZ I I I V V V . (1) 

Where iIZ , and iV are the EFIE impedance 

matrix, the induced current vector and the 

excitation vector with respect to p different 

incident waves, respectively. 

The MLFMM is applied to reduce the memory 

requirement and the computational complexity. In 

MLFMM, the impedance matrix Z  can be split 

into two parts as: 

  NF FFZ Z Z . (2) 

Where NFZ  denotes the sparse matrix that 

corresponds to near-filed interactions, while FFZ  

denotes the matrix that corresponds to far-field 

interactions. The near-filed interactions can be 

calculated directly by MoM, while the far-field 

interactions can be computed by MLFMM. 

The matrix based on EFIE is usually ill-

conditioned and requires a large number of 

iterations to reach convergence. In order to speed 

up the convergence rate, the preconditioning 

techniques are often used. To this end, we first 

consider a MUMPS preconditioner based on a 

multifrontal approach. MUMPS is a package [19] 

for solving systems of linear equations. MUMPS 

implements a direct method based on a 

multifrontal approach which performs a direct LU 

factorization. And the sparse matrix can be either 

unsymmetric, symmetric positive definite, or 

general symmetric. MUMPS exploits both 

parallelism arising from sparsity in the matrix and 

from dense factorizations kernels. MUMPS 

distributes the work tasks among the processors, 

but an identified processor (the host) is required to 

perform most of the analysis phase, to distribute 

the incoming matrix to the other processors 

(slaves) in the case where the matrix is centralized, 

and to collect the solution. The parallel version of 

MUMPS requires MPI for message passing and 

makes use of the BLAS, BLACS, and 

ScaLAPACK libraries [20]-[22]. 

Since FFZ  is not readily available, it is 

customary to construct the preconditioner from 

NFZ . NFZ  is assumed to be a good approximation 

to Z . In this paper, we chose the preconditioning 

matrix 1  NFM Z . Through the MUMPS package, 

the preconditioning matrix can be factorized 

efficiently, 

 1  NF NF NFM Z L U . (3) 

Where NFL  is a lower triangular matrix and NFU  

is an upper triangular matrix. Then 
1

1

M  can be 

obtained by the MUMPS package with high 

efficiency. And 
1

1

M is stored in sparse storage 

format. 

To accelerate iterative solvers, the linear 

equation (1) is always converted to: 

 
1 1

1 1

                  ( 1,2..., )

 



i iM ZI M V

i p
. (4) 
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Where 
1

1

M  is a matrix for preconditioning the 

matrix Z from the left. The purpose of 

preconditioner is to make the preconditioned 

matrix 
1

1

M Z  as close to the identity matrix I  as 

possible. 

Although, the MUMPS preconditioner 

described above is very effective as shown in the 

following numerical results; the construction of it 

is inherently local. When the exact inverse of the 

original matrix is globally coupled, this lack of 

global information may have a severe impact on 

the quality of the preconditioner. We can get more 

obvious convergence improvements if recovering 

global information. In this case, some suitable 

mechanism has to be considered to recover global 

information. 

We firstly let the most of eigenvalues of the 

near-field interactions concentrate on the unit by 

using the parallel MUMPS preconditioner, which 

eliminates the high frequency component of 

iteration process and accelerates the iteration 

convergence speed. A spectral preconditioner 

proposed in [23] can be introduced and used in a 

two-level manner for the above parallel MUMPS 

preconditioned system. The purpose here is to 

recover global information by removing the effect 

of some smallest eigenvalues in magnitude in the 

MUMPS preconditioned matrix, which potentially 

can slow down the convergence of Krylov solvers 

[24]. In this paper, the first right-hand side system 

is solved particularly with the MUMPS 

preconditioned GMRES-DR algorithm, which also 

generates approximations to eigenvectors as a 

byproduct. 

Suppose 1 2, ,......, n    be the eigenvalues of 

the MUMPS preconditioned matrix 
1

1

M Z  from 

small to large, where n  represents the number of 

unknowns. And suppose U be a set of 

eigenvectors of dimension k  associated with the 

smallest eigenvalues of 
1

1

M Z . It will take a long 

time to extract the eigenvalues if k is large. On the 

other hand, it will obtain small improvement if 

k is small. 

Define the second spectral preconditioner as: 

 
1

2 (1/ )    H

n n kM I U T I U . (5) 

Where 1

1( ) HT U M Z U , nI and kI  are unit 

matrix of dimension n  and k , respectively. 

From the above analysis, we can convert the 

k  smallest eigenvalues of the coefficient matrix 
1

1

M Z ’s characteristic spectrum, which is based 

on parallel MUMPS preconditioner to k  

arithmetic numbers whose values are 
n . This 

process can eliminate negative influences of the k  

smallest eigenvalues. Combining the second 

preconditioner with the previously preconditioner 

in a two-level manner, a new two-level 

preconditioner is derived and has the form of: 

 
1 1 1 1

2 1 2 1

                             ( 1,2..., )

   



i iM M ZI M M V

i p
. (6) 

Supposing that 1

1

M  is a preconditioner of Z , 

1

2

M  is a preconditioner of
1

1

M Z . Therefore, a 

new two-level spectral preconditioning for 

multilevel fast multipole method is presented, 

which is a combination of a parallel MUMPS 

preconditioner and a parallel spectral 

preconditioner. The procedure can be concluded as 

follows: 

(1) Construct the MUMPS preconditioner 
1

1

M  by 

using the near-field matrix element of the 

impedance matrix NFZ ; 

(2) Solve the k  smallest eigenvalues of the matrix 
1

1

M Z and construct the second spectrum 

preconditioner 
1

2

M  by using the information of 

eigenvectors; 

(3) Solve the linear equations (6) by the iterative 

method. 

 

III. NUMERICAL RESULTS 
In this section, we show some numerical 

results that illustrate the effectiveness of the 

proposed method for the solution of linear systems 

with multiple right-hand sides arising from the 

discretization of EFIE formulation in monostatic 

RCS computation. The first system (system with 

the first right-hand side) is solved with the 

MUMPS preconditioned GMRES-DR algorithm, 

and at the same time eigenvector information is 

extracted to construct the spectral two-level 

preconditioner. In our experiments, the restarted 

version of GMRES(m) [25] algorithm is used to 
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solve subsequently left systems, where m is the 

dimension size of Krylov subspace for GMRES. 

All cases are tested on HP server with Intel Xeon 

CPU X5550 (2.67 GHz). The operating system is 

Red Hat Enterprise Linux Server release 5.3. The 

environment of compiling is Intel Visual Fortran 

9. Additional details and comments on the 

implementation are given below: 

·Choose m=100 as the maximum size of the 

subspace and k=80 as the desired number of 

approximate eigenvectors in the GMRES-

DR(m,k). 

·The maximum number of iterations is limited to 

be 5000. 

· Zero vector is taken as initial approximate 

solution for all examples and all systems in each 

example. 

·The iteration process is terminated when the 

normwise backward error is reduced by 310  for 

the first two examples and by 35*10  for the last 

war craft example. 

· The third example is performed on 4-node 

cluster connected with an Infiniband network. 

Each node includes 8 cores and 48 GB of RAM. 

One node is used in the first two examples with 8 

cores. 

First of all, a comparison is made among the 

SAI preconditioned two-level spectral 

preconditioner [17], the MUMPS preconditioned 

two-level spectral preconditioner, and the 

traditional MLFMM for the hypervelocity vehicles 

X43. X43 is an open structure with the size of 3.67 

m×1.42 m×0.62 m. There are 128,458 triangles 

and 192,562 unknowns after discretization. The 

incident plane wave direction is fixed at 

0 , 0inc inc    , the frequency is 2.2 GHz, and 

the scattering angle is fixed at 

0 180 , 90    s s  . 

As shown in Fig. 1, the comparison is made 

for the bistatic RCS of parallel polarization. It can 

be found that there is an excellent agreement 

between them and this demonstrates the validation 

of the proposed algorithm. The convergence 

history is given in Fig. 2. Since a good 

preconditioner depends not only on the 

convergence effect, but also on its construction 

and iteration time. As shown in Table 1, the 

construction time, the iteration time and the 

number of iterations are listed with different 

preconditioners, where ＊  refers to no need to 

take. The construction time is for constructing 

both 1M and 2M . It can be observed that the 

proposed new two-level spectral preconditioner 

decreases the number of iterations greatly when 

compared with the SAI preconditioned two-level 

spectral method. 
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Fig. 1. Bistatic RCS of the X43 at 2.2 GHz. 
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Fig. 2. Convergence history of GMRES algorithms 

for the X43 at 2.2 GHz. 
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Table 1: Number of iterations, construction time and iteration time (in seconds) for the X43 

 
Construction Time 

(in seconds) 

Iteration Time 

(in seconds) 

Number of Iterations 

MLFMM * 2183 4324 

SAI preconditioned two-level 

spectral method 
478 309 355 

MUMPS preconditioned two-level 

spectral method 
547 118 116 

 

The second example is an analysis of 

monostatic RCS from a satellite. The length of the 

cube in the middle is 2 m, the length of the solar 

panels beside the cube is 8 m and the interval 

between the cube and the solar panels is 1.87 m. 

The incident plane wave direction is fixed at 

0 180 , 90inc inc      , the frequency is 2.0 

GHz and the scattering angle is fixed at 

0 180 , 0    s s  . The number of unknowns 

is 861,204. 

Figure 3 shows the convergence histories of 

the GMRES method with or without 

preconditioning for solving the linear system 

associated with the first right-hand side. It can be 

found that the two-level spectral preconditioned 

method decreases the number of iterations by a 

factor of 5.73 when compared with the MUMPS 

preconditioned method. Larger improvements can 

also be found when compared with the GMRES 

method without preconditioning in terms of 

iterations. As shown in Fig. 4, the number of 

iterations with both MUMPS and two-level 

spectral preconditioning are displayed for solving 

systems with respect to different incident angles. 

The result of monostatic RCS calculation is shown 

in Fig. 5. As shown in Table 3, the construction 

time and the iteration time are listed with different 

preconditioners. The construction time of the 

MUMPS preconditioning method is for 

constructing 1M , while the construction time of 

the MUMPS preconditioned two-level spectral 

method is for constructing both 1M and 2M . It 

demonstrates the effectiveness of the proposed 

method. The parallel efficiency for the proposed 

new two-level spectral preconditioner is tested in 

the Table 2. The construction time in Table 2 is for 

constructing both 1M and 2M . 
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Fig. 3. Convergence histories of GMRES method 

with or without preconditioning for solving the 

linear system associated with first right-hand side. 
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Fig. 4. Number of iterations with both MUMPS 

and two-level preconditioning for solving systems 

with respect to different incident angles. 
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Fig. 5. Monostatic RCS of the satellite at 2 GHz.

 

Table 2: The parallel efficiency of the proposed 

new two-level spectral preconditioner for the 

satellite 

 
For 8 

Cores 

For 16 

Cores 

For 32 

Cores 

Construction time 

(in seconds) 
1149 575 351 

Total time 

(in seconds) 
33,632 25,686 21,166 

 

Table 3: Construction time and iteration time (in seconds) for the satellite 

 Construction Time 

(in seconds) 

Iteration Time 

(in seconds) 

MUMPS preconditioning method 396 59,762 

MUMPS preconditioned two-level spectral method 1149 32,822 

 

At last, the proposed method is used to 

analyze scattering from a war craft. The war craft 

is an open structure with the size of 1.91 m×2.73 

m×0.6 m. There are 5,741,073 unknowns after 

discretization, and the frequency is 8.0 GHz. The 

incident plane wave direction is fixed at 

0 180 , 0inc inc      , and the scattering 

angle is fixed at 0 180 , 0    s s  . 

Figure 6 shows the convergence histories of 

the GMRES method with or without 

preconditioning for solving the linear system 

associated with the first right-hand side. As shown 

in Fig. 7, the number of iterations with both 

MUMPS and two-level spectral preconditioning is 

displayed for solving systems with respect to 

different incident angles. It can be observed that 

the use of the spectral preconditioner in a two-

level manner improves the convergence of the 

MUMPS method by a factor of 2.8 on average. 

The result of monostatic RCS calculation is shown 

in Fig. 8. As shown in Table 4, the construction 

time and the iteration time are listed with different 

preconditioners. The construction time of the 

MUMPS preconditioning method is for 

constructing 1M , while the construction time of 

the MUMPS preconditioned two-level spectral 

method is for constructing both 1M and 2M . It 

demonstrates the effectiveness of the proposed 

method. 
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Fig. 6. Convergence histories of GMRES method 

with or without preconditioning for solving the 

linear system associated with first right-hand side. 
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Fig. 7. Monostatic RCS of the war craft at 8 GHz. 
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Fig. 8 Number of iterations with both MUMPS 

and two-level preconditioning for solving systems 

with respect to different incident angles. 

Table 4: Construction time and iteration time (in seconds) for the war craft 

 
Construction Time 

(in seconds) 

Iteration Time 

(in seconds for 19 angles) 

MUMPS preconditioning method 634 60,547 

MUMPS preconditioned two-level spectral method 1342 16,704 

IV. CONCLUSION 
In this paper, a parallel two-level spectral 

preconditioner utilizing MUMPS is proposed for 

solving systems with multiple right-hand sides in 

monostatic RCS calculation. The MUMPS 

preconditioner is used to damp the high 

frequencies of the error, and the low frequencies 

of the error are eliminated by a spectral 

preconditioner in a two-level manner. The first 

right-hand side system is solved by the use of the 

GMRES-DR algorithm, and the approximate 

smallest eigenvector information is obtained for 

constructing the spectral preconditioner for 

subsequent systems. Numerical results are 

presented to demonstrate the efficiency of the 

proposed method. And the comparisons are made 

among different preconditioners. It can be found 

that the proposed preconditioner can not only get 

better convergence, but can also reduce the overall 

simulation time when compared with other 

preconditioners. 
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