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Time Domain Analysis of Ultra-Wide Band Signals from Buried 
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Abstract ─ The analysis of transient scattering for 
TMz (horizontally) polarization from a cylindrical 
perfectly conducting (PEC) object buried in a 
lossy medium is considered. Flat and slightly 
surface cases are considered for the dielectric half-
space. Our previous work using a decomposition 
method solution in frequency domain of TMz 
polarization is utilized to solve this scattering 
problem. Then, an inverse Fourier transform is 
used to get the time domain signals. Timing 
analysis is done by calculating the travelling time 
of reflected signals in the possible paths. Then, 
multiple reflections are identified using these 
travelling times. Finally, the results from the flat 
and slightly rough surface profiles are used to 
compare the effects of multipath propagation. 
 
Index Terms - Buried object, electromagnetic 
scattering, and multipath analysis.  

 
I. INTRODUCTION 

There exists much interest in ground 
penetrating radar (GPR). Therefore, significant 
attention has been directed toward the study of 
scattering from buried targets and several 
techniques have been employed to calculate the 
scattered fields [1-5]. Then, these results are used 
to obtain information for buried objects and design 
new GPR systems [6-13]. 

Recently, the applications of GPR using ultra-
wideband (UWB) short-pulse radars attract more 
interest than the ones using narrow-band radars 
[14-22]. This is because the field scattered by 
targets illuminated by an UWB short pulse 
contains information such as location, strength of 
diffracting centers, dispersive phenomena and 

resonances [23]. Also, if buried targets are 
interrogated by an UWB short pulse, clutter and 
multipath interference in received signal are 
reduced [24]. In order to examine the scattering of 
UWB short-pulse radars signal from buried 
targets, UWB short-pulse plane-wave scattering 
from buried PEC object is considered in this study. 
Also, to understand the effect of the surface 
roughness on UWB scattering, flat, and slightly 
rough surface profiles are used. 
Consider a TMz plane wave with the incident 
anglei and it is assumed to be incident on a 
cylindrical object of arbitrary cross-section buried 
in a two-dimensional infinite surface as shown in  

Fig. 1. A PEC object is located hc below the x-
axis. The distance between the y-axis and the 
object axis is indicated by xc, the height and width 
of one period of the rough surface are represented 
by hp and wp, respectively. 

Previously, a decomposition solution method 
has been obtained for the electromagnetic field 
scattered by a PEC cylindrical object with an 
arbitrary cross-section buried in a lossy dielectric 
half space with flat surface in [25] and periodic 
surface in [26]. Using this solution method, the 
scattered electric field is obtained in an ultra-wide 
frequency band, and then the time-domain 
scattered fields are synthesized via inverse Fourier 
transform. Finally, these scattering results are used 
to investigate the effects of multipath. 

 
II. MULTIPATH ANALYSIS 

To analyze the multiple reflections from a 
PEC cylindrical object buried in a sinusoidal 
surface, initially the scattering from a cylinder 
under a flat surface is considered. Gathering the 
basic knowledge of the multipath phenomenon 
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from the flat surface model, the analysis extended 
to a sinusoidal periodic surface case. 

 

 
 

Fig. 1. Geometry of cylindrical object buried 
inside a lossy half-space with periodic surface. 

  
 

The geometries and parameters of the buried 
PEC cylinder in medium with flat and sinusoidal 
surface indicated in Fig. 2 (a) and (b) are used for 
time domain results. As seen in these figures, the 
object is chosen to be a PEC cylinder with circular 
cross-section of radius ra. The surface represents 
by, 

    cos 2 .p py x h x w  (1) 

The transient signal scattered by a buried PEC 
cylinder’s temporal characteristics can be 
identified easily using ray tracing. For the normal 
incidence (i = 900), the first two reflections from 
a cylinder under an infinite flat surface are shown 
in  

Fig. 3. The first one is coming from the 
cylinder (L1) and the second one is coming from 
the flat surface-cylinder-flat surface path (L2). The 
time passing between these two reflections is 
calculated by 

 
 2 1 1

1 ,r
c

L L
t

c


   (2) 

where r1 is the relative permittivity of the medium 
and c is the speed of light in space [20]. It is 
expected to have more reflections because of 
multiple bounce of the signal between the surface 
and the target. Other reflection’s travelling paths 
are going to be multiples of L1. Therefore, the time 
past between two successive reflections can be 
calculated by a generalized form of equation (2), 

 1 1 .r
c

L
t

c


   (3) 

 

wl

ch

cx ar

 

(a) 

ph

pw
wl

ch

cx ar

(b) 

Fig. 2. The medium with (a) flat surface and (b) 
sinusoidal surface. 
 

 
 

Fig. 3. Expected reflections from a buried 
cylindrical object. 
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III. TIME DOMAIN RESULTS 
The incident signal is constructed from a 

frequency spectrum of 1-30 GHz with 726 data 
points. This frequency data is weighted using a 
double Gaussian function,  

 

     2 2

1 2
1 1 2 2

= exp expdg

f f
aW f a

  
   

   
     
   
     

(4) 

1 22 2
1 2

= , = ,
  
                    

(5) 

1 2
1 2

1 2 1 2

= , = ,a a
 

            

(6) 

 

with the values of 1 = 0.04  10-9 and 2 = 0.0625 
 10-9 and shown in  
Fig. 4 (a). Then, the weighted frequency data is 
transformed into time domain using an inverse 
Fourier transform. The resulting transient incident 
TMz signal is shown in  
Fig. 4 (b). The backscattered field from a PEC 
cylinder in free space is shown in both the 
frequency and time domains in Fig. 5. As expected 
the reflected field has a sign change because of a 
single reflection from a PEC surface seen in time 
domain result in Fig. 5 (b). 

The backscattered field from a buried PEC 
cylinder is shown in time domain in Fig. 6. In Fig. 
6, L1 = 2hc, L2 = 2L1, and r1 is chosen as 15. In 
TableI, the time past between two signals 
calculated by using equation (3) and the time 
found from the figure are indicated by tc and tr, 
respectively. In the figures, s is the scattering 
angle. To investigate the effect of the burial depth 
of the cylinder, it is located nearer to the surface 
than the one in Fig. 6. Then, the backscattered 
field is calculated and shown in time domain in 
Fig. 7. It is observed that the time between the 
reflections decreases. There are four main 
reflections following the paths L1, L2, L3, and L4. 
Here, L1 = 2hc, L2 = 2L1, L3 = 3L1, L4 = 4L1, and 
TableII shows the comparison of timings. 

The effect of the medium loss to the time 
domain signal is shown in Fig. 8. As expected, as 
the loss of the medium increases, the amplitude of 
the scattered field decreases. To investigate effect 
of the incidence angle on the scattered field, the 
incident angle is chosen as i = 200. Then, the 
backscattered field is calculated and shown in time 
domain in Fig. 9. The time between the successive 
reflections can be calculated by, 

 
1 1

sin
r

c
t

L
t

c




 
  

                          (7) 

where t is the angle measured from normal of the 
surface and found as t = 140. The comparison of 
timings is given in  
 
TableIII. 

The backscattered field from a PEC cylinder 
under a slightly rough surface is shown in Fig. 10 
to 13. In Fig. 10, the expected paths are L1, L2, L3, 
L4, L5. For the slightly rough surface case, the 
roughness should be included in the timing 
analysis so L1=hc+hp and the lengths of other paths 
are multiples of L1. The signals are assumed to 
travel the same paths as the signals in the flat 
surface case. The comparisons of timings for Fig. 
10 are given in TableIV. The results are very close 
to flat surface results. To investigate the effect of 
the depth of the object, the object is buried deeper 
and the result is shown in Fig. 11. The expected 
paths are L1, L2, and L3. The comparisons of 
timings for Fig. 11 are given in TableV. As it is 
expected the number of signals is reduced because 
the signals travel greater distances and as a result 
attenuate more. However, the results are still very 
close to flat surface results. 
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Fig. 4. The incident E-field waveform (a) in 
frequency and (b) time domains. 
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Fig. 5. TMz backscattered field from a cylindrical 
PEC object with ra = 0.01 m (a) at frequency and 
(b) time domains. 

rt

 

Fig. 6. TMz backscattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.1 m, 
wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 H/m, 
i = s = 900, and 1 = 0.001 Sm-1. 

 
Table I: Comparison of timings for the case shown 
in Fig. 6. 
 

ct (ns) rt (ns) 
2.582 2.594

 
The depth of the object is increased and results 

are shown in Fig. 12 and 13, for i = s = 900 and 
i = s = 200, respectively.  But the results are very 
complicated compare to the flat surface results. It 
is observed that the surface roughness started to 
affect the scattered field greatly because the 
incident wave can find more paths to reflect from 
the object. The relative time tr between this two 
groups are found from Fig. 12 and 13 as 2.6260 ns 
and 2.8420 ns, respectively. These time values are 
similar to the case of flat surface found from Fig. 6 
and 9. Thus, the beginning of the first group and 
the last group of reflections are following the paths 
of L1 and L2, respectively. These groups of 
reflections contain some reflections caused by the 
surface roughness. However, their paths are 
difficult to identify. 

 
 

1rt 2rt 3rt

 

Fig. 7. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.01 
m, wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 
H/m, i = s = 900, and 1 = 0.001 Sm-1. 

 

 
Table II: Comparison of timings for the case 
shown in Fig. 7. 

n
ct (ns) nrt (ns) 

1 0.2582  0.2625

2 0.2582  0.2564
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3 0.2582  0.2597

 

 
Fig. 8. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.1 m, 
wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 H/m, 
and i = s = 900. 

 

rt

 
Fig. 9. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.1 m, 
wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 H/m, 
i = s = 200, and 1 = 0.001 Sm-1. 

 
 
Table III: Comparison of the timings for the case 
shown in Fig. 9. 

ct (ns) rt (ns) 

2.661 2.594 

 

Time (ns)

1rt 2rt 3rt 4rt 5rt

 

Fig. 10. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.02 
m, wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 
H/m, i = s = 900, wp = 0.1 m, hp/wp = 0.1, and 1 
= 0.001 Sm-1.  

 

Table IV: Comparison of timings for the case in 
Fig. 10. 

n
ct (ns) nrt (ns) 

1 0.7750  0.7520

2 0.7750  0.8 

3 0.7750  0.7630

4 0.7750  0.7570

 0.7750  0.8 
 

 

Time (ns)

2rt1rt

 
Fig. 11. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.06 
m, wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 
H/m, i = s = 900, wp = 0.1 m, hp/wp = 0.1, and 1 
= 0.001 Sm-1. 
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Table V: Comparison of timings for the case  
shown in Fig. 11. 

n 
ct (ns) nrt (ns) 

1 1.807 1.7030

 1.807 1.7890
 

rt

 

Fig. 12. TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.1 m, 
wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 H/m, 
i = s = 900, wp = 0.1 m, and hp/wp = 0.1. 

rt

 

Fig. 13.  TMz back scattered field from a buried 
cylindrical PEC object for ra = 0.01 m, hc = 0.1 m, 
wl = 2 m, xc / ra = 0.0, 1 = 15 0 F/m, 1 = 0 H/m, 
i = s = 200, wp = 0.1 m, and hp/wp = 0.1.  

IV. CONCLUSION 
A two-dimensional model having a PEC 

cylindrical object buried in a lossy medium having 
a flat and slightly rough surface is developed for 
multipath analysis. A decomposition method 
solution is used to solve this scattering problem in 
our previous works. After getting the time domain 

signals, the possible paths are identified by using 
the travelling time of reflected signals. Timing 
analysis shows that there are good agreements 
between the calculations and the relative results. 
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Abstract ─ A class of volume-optimized pyrami-
dal log-periodic antennas (PLPAs) with an adjust-
able ultra wideband performance is introduced in 
this paper. To this aim, a parametric analysis is ini-
tially conducted to decrease the total size of the 
prototype Euclidean-toothed PLPA. The new struc-
tures are based on the concept of meander curves, 
which leads to efficient substitutes of the conven-
tional device with drastically reduced dimensions, 
but equivalent behavior. For the design procedure, 
the radiation features of all antennas are accurately 
evaluated via a 3-D finite-difference time-domain 
(FDTD) algorithm. Extensive investigation reveals 
that the prior volume-confinement method and the 
proposed radiators can provide very compact setups 
for a variety of modern communication systems. 
 
Index Terms ─ FDTD methods, log-periodic an-
tennas, pyramidal antennas, and volume optimiza-
tion.  
 

I. INTRODUCTION 
Log-periodic antennas (LPAs) exhibit a nota-

ble frequency-independent behavior with a rela-
tively sensible size, so constituting an ideal choice 
for broadband applications. A mainstream and eas-
ily fabricated kind is the planar LPA that combines 
the majority of wideband antenna benefits with the 
functional attributes of planar topologies [1-6]. 
However, since the 3-dB main lobe contour of the 
particular radiator is elliptical, its use as a feeder 
for parabolic reflectors is rather prohibitive. Fortu-
nately, this defect can be overcome by a two-arm 
non-planar LPA configuration, in which the incli-
nation angle of its two arms equals the correspond-
ing single arm opening angle [7]. In this manner, a 

unidirectional beam with a circular 3-dB contour, 
that maximizes the directivity of the reflector, is 
obtained. Also, the main lobe polarization is quasi-
linear, thus leading to a dual polarization property 
in the case of a pyramidal structure formed by two 
such vertically polarized antennas. Operating in-
dependently, these radiators are proven fairly prof-
itable, since they attain a double bandwidth, when 
employed for the same application or, alternative-
ly, as distinct transmission and reception [8].  

Therefore, it becomes apparent that pyramidal 
log-periodic antennas (PLPAs) can be used in ultra 
wideband (UWB) systems, which is optimum for 
substantial directivity like space-based radars [9-13] 
and specialized microwave remote sensing ar-
rangements [14-18]. These structures nonetheless 
should have a very limited overall size; a critical 
necessity that can be hardly satisfied by traditional 
PLPAs. Hence, it is the purpose of this paper to 
present a novel family of volume-controllable 
PLPAs with confined dimensions and advanced 
radiation characteristics. The design process starts 
with a PLPA of Euclidean elements, whose size is 
consistently minimized to allow cost-effective so-
lutions in diverse realizations. In this context, a 
comprehensive parametric study is conducted for 
the optimization of the appropriate antenna traits in 
terms of compactness. Essentially, the key asset of 
the proposed PLPA class lies on the systematic in-
corporation of meander elements whose unique ge-
ometry achieves significant volume reductions 
without affecting the devices’ desired performance. 
The radiators so developed, apart from being fabri-
cated, are precisely analyzed via a 3-D finite-
difference time-domain (FDTD) method. Results 
indicate the efficiency of the volume-reduction 
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method and confirm the advantages of the pro-
posed antennas. 

 
II. SYSTEMATIC DESIGN OF  

COMPACT UWB PLPAs 
 

A. Theory and geometric description 
A practical antenna geometry, which can suf-

ficiently support a frequency-independent behav-
ior is specified by two or more angles, a scale fac-
tor, and two finite segments. Fulfilling these design 
criteria, the PLPA with Euclidean elements exhib-
its a broadband performance. The pattern of a sin-
gle arm, as depicted in Fig. 1, is formed via simi-
larly-shaped rectangles of thickness tn, attached in 
electric contact to a central conductor (“boom”) 
with adjacent element dimensions differing by a 
constant scale factor τ  < 1. In particular, linear 
segments lmax and lmin determine the minimum and 
maximum operating frequency of the structure, re-
spectively. Note that two opposite elements, in the 
same arm, act like λ/2 dipoles; thus lmax should be 
λmin/4 long, for λmin the wavelength corresponding 
to the minimum desired operating frequency. 
However, these valuable properties can be acquired 
only when more than one elements are tuned, and 
therefore the dimension of the largest tooth has to 
be increased by about 70 %. Likewise, the smallest 
element in the arm must be λmax/4 long, with λmax 
the wavelength associated to the maximum desired 
frequency, while, owing to the aforementioned rea-
son, its dimension needs to be decreased by almost 
75 %. 

 

τoa

s1

tn

τb

lmax

lmin

 
 

Fig. 1. Geometry of a Euclidean-toothed arm. 
 

 
 On the other hand, τoa and τb indicate the 

opening angles of the arm and the central boom, 
respectively, whereas τa (Fig. 2 (a)) denotes the 
inclination angle between two opposite arms. Based 
on these variables the remaining geometrical details 
of the single arm can be readily obtained. Specifi-
cally, the length of the antenna arm is given by,  

    max min cot / 2oaL l l τ   (1) 

with its teeth number calculated in terms of 
 

 
 min maxlog /

1
log

l l
N

τ
  , (2) 

 

on condition that lmin = lmaxτΝ−1 and N is an integer. 
Then, the distance sn between two consecutive el-
ements (designating as s1 its largest possible value) 
is computed via the recursive formula of, 

  

1
1 1
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 (a) (b) 

Fig. 2. The four-arm PLPA with Euclidean elements 
and a pyramidal grounded conductive shield for (a) 
perspective view and (b) planar feeding circuit. 
 

Consistent with the previous geometric analy-
sis, the proposed four-arm PLPA is illustrated in 
Fig. 2 (a). In its hollow pyramidal-shaped interior, 
we place a grounded highly conductive shield to 
create an effectively screened from internal elec-
tromagnetic fields storage space, which can conven-
iently accommodate the feeding electronics of the 
antenna close to its terminals. The typical shape of 
the shield is square pyramidal with an opening an-
gle of about half the τa value [8]; a selection which 
improves the gain of the radiator and considerably 
maintains its frequency independence. It is stressed 
that τa should be equal to τoa in order to accomplish 
a circular 3-dB main lobe contour. Moreover, the 
entire device is fed by a properly developed planar 
circuit (Fig. 2 (b)), located on the narrow apex of 
the pyramidal shield, whose main goal is to guaran-

arm port 

low-impedance 
link 

substrate 

τa planar feeding 
circuit for the 

excitation antenna arm

Euclidean 
elements 

conductive 
shield
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tee constant low-impedance links between the arms 
of the PLPA and its electronics. In this way, the 
radiation modes of the antenna are not disrupted, 
while the common need for long transmission line 
cables (and their undesired inevitable losses) is 
avoided. Finally, our radiator is designed to operate 
in the broad range of nearly 20 GHz to 80 GHz. 
This indicates that the electrical lengths of its larg-
est and smallest elements are chosen (and kept 
fixed throughout this paper) to be 6.35 mm and 
0.41 mm, respectively. Observe that for the case of 
Euclidean teeth, these values are equal to lmax and 
lmin. 

 
B. Computational implementation aspects 

The radiating characteristics of the antennas, 
under study, are obtained in terms of a 3-D FDTD 
method. Its spatial increments, which specify the 
appropriate cell size, are set to Δx = Δy = 0.039 
mm and Δz = 0.102 mm, while the corresponding 
time-step is Δt = 27.65 fs, according to the Courant 
stability condition. The computational space is ex-
cited via the bandpass Gaussian pulse 

  

      
2

/ 6 /

0

2
( ) sin 2pt t

f t e f t
   , (5) 

placed at the planar feeding circuit of Fig. 2. To 
attain our antenna’s operational range, the wave-
form parameters of the excitation are selected as tp 
= 5.55 ps and f0 = 62.5 GHz, thus producing an 
ample spectrum from 5 GHz to 120 GHz. In this 
way, the very satisfactory grid resolution of ap-
proximately λ/55 (λ the smallest wavelength of the 
simulation) is accomplished. Open boundaries are 
terminated by a perfectly matched layer (PML) 
[19-22] with an air buffer of 0.6 λ from the radia-
tor. The PML is δ = 8 layers (cells) thick, while for 
its attenuation parameters: (a) the loss grading σ 
(similarly σ*) is set to be quadratic (n = 2), i.e., 
σ(ρ) = σmax(ρ/δ)n (ρ = x, y, z) and (b) the reflection 
factor R = exp{–2σmaxδ/(n+1)ε0c} is set to R = 10-6, 
with c the vacuum speed of light. In particular, (σ, 
σ*) vary quadratically along the ρ direction from 0 
at each vacuum-PML interface to the peak values 
of (σmax = 1.23×105 S/m, σ*

max = 1.64× 1010 Ω/m), 
allowing trivial reflections only below –80 dB 
across the entire source spectrum. It is stressed that 
the above numerical setup remains the same for 
every example in the paper. Hence, we are able to 
certify the profits of our volume reduction method 
by modifying only the size of the lattice. Lastly, all 
simulations are conducted on a 3.47 GHz IntelTM

 

Xeon dual-processor X5690 computer with 96 GB 
RAM for a total number of 82.678 time-steps. 

 
C. Numerical results and measurements 
Recalling the basic geometric features of the pro-
posed antenna, our initial realization has τ = 0.975, 
τoa = τa = 20ο, and τb = 0.67ο, which create a total 
volume of 1.906 cm3. For its discretization, an 
FDTD mesh of 407×407×359 ≈ 59.47 million cells 
(around 3.52 GB RAM and 11 hours of CPU time) 
is generated. Since the new PLPAs must exhibit a 
satisfactory performance for diverse arm geome-
tries, our investigation focuses, first, on the impact 
of their teeth thickness tn variation as a percentage 
of distance sn. So retaining constant the rest of the 
design parameters. Figure 3 presents a set of di-
rectivity and half-power beamwidth angle (HPBA) 
comparisons. As derived, tn variations do not con-
siderably affect the main PLPA radiation features, 
especially when thicker elements are employed. 
This deduction is also confirmed by the radiation 
patterns of Fig. 4, computed for two different φ 
angles at the limits of the desired frequency range.  
Bearing in mind the prior aspects, tn is set equal to 
the 20 % of sn, for the remainder of this study, 
which is proven a very practical choice. Notice that 
HPBA is similar over the two (φ = 0o, 90o) per-
pendicular planes, a fact which certifies the fulfill-
ment of the important condition for a circular 3-dB 
contour. Also a closer inspection of Figs. 3 and 4 
reveals that the frequency spectrum for an efficient 
operation of the novel PLPA extends approximate-
ly from 15 GHz to 110 GHz; an important profit, 
which amply meets the standards of modern UWB 
applications. Indeed, in this practically 100 GHz 
frequency range, no main lobe deviations or di-
rectivity reductions have been observed. Moreover, 
Fig. 5 illustrates the surface current density on one 
arm of the PLPA, with its maximum values detect-
ed at the larger teeth for higher frequencies. 
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Fig. 3. Performance comparison of several PLPAs 
for different tn values as a percentage of sn; (a) di-
rectivity and (b) half-power beamwidth angle. 
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Fig. 4. Radiation patterns of various PLPAs with tn 

= 0.5sn (blue continuous line), tn = 0.2sn (green 
dashed line), and tn = 0.05sn (red dotted line) at 
(a), (b) f = 20 GHz and (c), (d) f = 100 GHz. 
 
 

 
   

(a) 

 

   

 (b) 
 

Fig. 5. Surface current density of the proposed 
PLPA at (a) f = 20 GHz and (b) f = 40 GHz. 
 

 
Proceeding with our analysis, we now concen-

trate on the factors that can more prominently in-
fluence the antenna’s volume, namely angles τoa 
and τa, which, as already explained, must be equal. 
To this objective, a parametric study pertaining to 
the variations of these angles is conducted, with the 
rest of the PLPA features set to their initial values. 
In this context, Fig. 6 shows the results of our 
simulations, compared with the performance of the 
already modeled initial device, i.e., τoa = τa = 20ο. 
Specifically, keeping all the FDTD implementation 
details of subsection II. B the same, for the case of 
τoa = τa = 25ο, we build a grid with 407 × 407 × 
289 ≈ 48.87 million cells (about 2.83 GB RAM and 
8.85 hours of CPU time), whereas for τoa = τa = 30ο 
a mesh of 407 × 407 × 243 ≈ 40.25 million cells 
(about 2.36 GB RAM and 7.44 hours of CPU time). 
It occurs that as τa increases, the directivity is sig-
nificantly reduced, while HPBA is slightly aug-
mented. Also, the radiation patterns of Fig. 7 indi-
cate that larger angles introduce amplified side 
lobes, with regard to the main one. However, the 
most advantageous asset of this optimization pro-
cess is the notably decreased overall volume of the 
resulting device and the required FDTD lattice, as 
well. In fact, the PLPA total volume minimizes 
with the increment of τoa, as deduced by equation 
(1). Explicitly, this reduction is about 21.1 % for 
τoa = τa = 25ο and around 35.4 % for τoa = τa = 30ο; a 
fact also deduced by the corresponding grid sizes. 
Consequently, it is evident that the above process 
can lead to very proficient and compact PLPAs for 
UWB designs.  
 In order to validate the advantages of the imp- 
roved PLPAs, a set of prototypes has been carefully 
fabricated. In particular, two different antennas 
have been constructed with respect to angle τa i.e., a 
triangular-toothed PLPA with τa = 25o and a Eu-
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clidean-toothed PLPA with τa = 30o, as indicatively 
illustrated in Fig. 8, along with the measurement 
setup. So, Fig. 9 provides the comparisons between 
measured data and simulated outcomes concerning 
the isolation of the two vertical polarizations for 
each one of the two fabricated PLPAs. As deduced, 
their agreement is very satisfactory, thus proving 
the significant contribution of the proposed tech-
nique in the performance of the specific radiators. 
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Fig. 6. Performance comparison of several PLPAs 
for different τa values, (a) directivity and (b) half-
power beamwidth angle. 
 

III. THE VOLUME-OPTIMIZED  
MEANDER-TOOTHED PLPA 

 
A. Development of the design procedure  

A meander line is a self-avoiding closed curve, 
which can intersect with a straight line at a finite 
number of points. The principal aim of its use at the 
teeth of the new PLPAs is the substantial overall 
size reduction it attains, as it leads to a smaller sin-
gle tooth with the same electrical length. A typical 
2nd-order meander curve is depicted in Fig. 10 (a) 
along with its basic design parameters applied to its 
entire length. To evaluate the desired electrical 
length len, the approximation of 

 2 2 2en n n n n nl l c a b c     , (6) 

with the restriction bn > 2tn, is deemed a viable 
selection to avoid overlapping. Nevertheless, when 
the meander elements are placed together to form 

the antenna arm, some additional conventions need 
to be determined. Firstly, the distance wn between 
two consecutive same-sided elements is finite and 
therefore the value of cn should have an upper lim-
it. Exploiting the pattern of the elements, Fig. 10 (c) 
shows that wn can be precisely expressed as 

  1
1 1n n n nw s s s τ     . (7) 
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Fig. 7. Radiation patterns of different PLPAs with 
τa = 20ο (blue continuous line), τa = 25ο (green 
dashed line), and τa = 30ο (red dotted line) at (a), 
(b) f = 20 GHz and (c), (d) f = 100 GHz. 
   
 

 

So, the restriction for cn is imposed by means of, 
  n n nc w t . (8) 

An effective way to increase the available space 
stems from the reduction of scale factor τ, as de-
rived by equations (6) and (7); an issue that will be 
elaborately examined in the following paragraphs 
for large τ values. Furthermore, the presence of the 
central boom introduces a lower limit for an in or-
der to evade possible element overlapping, as dis-
played in Fig. 10 (b). This constraint is satisfied 
via 
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 
 1 max

tan / 2

tan / 2
b

oa

τ
a l

τ
 , (9) 

regarding the first tooth only. Observe however that 
the fulfillment of equation (9) is, also, applicable to 
the rest of the teeth, due to the scaling properties of 
LPAs. Hence, considering the prior analysis, mean-
der elements are, herein, formed through the de-
sign of Fig. 10 (a) to enhance the competence of 
our method. 
 

 

       
  

 (a) (b) (c) 
 

      

 (d) (e) 

Fig. 8. The volume-confined PLPAs; (a) parts: four 
-arm radiator, conductive shield, and planar feeding 
circuit, (b), (c) views of the fabricated prototypes, 
(d) transmission line cables of the feeding system 
(internal side), and (e) measurement setup. 

20 22 24 26 28 30 32
-35

-30

-25

-20

-15

Frequency (GHz)

Is
o
la

ti
o
n

(d
B

)

Measurement
Simulation

triangular

( = 25 )τa

o

Euclidean

( = 30 )τa

o

 
 

Fig. 9. Isolation of the fabricated triangular- and 
Euclidean-toothed volume-confined PLPAs.  
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Fig. 10. (a) A 2nd-order meander element with (b), 
(c) its main design parameters, and (d) a 3rd-order 
meander element. 
 
 

B. Applications and numerical validation 
 Next and after the specification of its upper 
limit through equation (8), let us concentrate on 
the effect of cn variations. To this goal, three mean-
der-toothed radiators of the proposed PLPA family 
are designed in which cn is equal to the 50 %, 60 
%, and 70 % of the maximum possible wn – tn val-
ue. Thus, the grid consists of, (a) 323 × 323 ×  359 
≈ 37.45 million cells (about 2.21 GB RAM and 
6.92 hours of CPU time), for cn = 0.5 (wn – tn)max, 
(b) 310 × 310 × 359 ≈ 34.5 million cells (about 
2.04 GB RAM and 6.38 hours of CPU time) for cn 
= 0.6 (wn – tn)max, and (c) 220 × 220 × 359 ≈ 17.3 
million cells (about 1.03 GB RAM and 3.1 hours of 
CPU time) for cn = 0.7 (wn – tn)max. Note that the 
rest of the FDTD details are those described in sub-
section II. B. Furthermore, the thickness of the 
teeth is set to tn = 0.2sn, whereas an = bn are evalu-
ated using equation (6). The prior setups offer a 
notable decrease of the total volume and the FDTD 
lattice in comparison with those of the initial an-
tenna, i.e., 41 %, 47.3 %, and 53 %, respectively. In 
order to realize this decrease, Fig. 11 presents the 
geometry of a Euclidean-toothed and a meander-
toothed PLPA with the same properties. Obvious-
ly, the volume of the latter is proven to be much 
smaller and sufficiently more compact. On the other 
hand, directivity and HPBA results are shown in 
Fig. 12, while the corresponding radiation patterns 

AMANATIADIS, ET. AL.: VOLUME REDUCTION OF OPTIMALLY DESIGNED PYRAMIDAL LOG-PERIODIC ANTENNAS 658



are given in Fig. 13. Note that all volume-optimized 
antennas exhibit a very satisfactory performance in 
the preselected 20 GHz to 80 GHz spectrum. 
Nonetheless and as anticipated, these radiation 
characteristics start to deteriorate at higher frequen-
cies, mainly due to the proximity of consecutive 
elements operating at the specific frequency re-
gion. This is attributed to the more prominent in-
fluence of parasitic capacitances, which change the 
electrical length of the elements and thus affects the 
device’s behavior. 

 
 

 
  

 (a) (b) 
 

Fig. 11. Geometry of (a) the Euclidean-element and 
(b) the proposed meander-element PLPA.  
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Fig. 12. Comparison between different meander-
toothed PLPAs versus cn, expressed as a percentage 
of the maximum wn – tn value, (a) directivity and 
(b) half-power beamwidth angle. 
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Fig. 13. Radiation patterns of diverse PLPAs with 
cn = 0.5 (wn – tn) (blue continuous line), cn = 0.6 (wn 

– tn) (green dashed line), and cn = 0.7 (wn – tn) (red 
dotted line) at (a), (b) f = 20 GHz, and (c), (d) f = 
100 GHz. 
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 (b) 
Fig. 14. Comparison between various PLPAs with 
different elements; (a) directivity and (b) half-
power beamwidth. 

The last PLPA arrangement involves the incor-
poration of the 3rd-order meander element of Fig. 
10 (d). Its design is conducted by considering that 

 4 2 2 4en n n n n n nl l c a b d c      . (10) 
The rest of the constraints are identical to those 
introduced by equations (8) and (9) for the 2nd-
order meander teeth. For our investigation, we 
compare a Euclidean-toothed PLPA (τ = 0.975, τb = 
0.67o, τoa = 20o) with two meander-toothed PLPAs 
based on 2nd- and 3rd-order elements. All τ, τb, and 
τoa values remain the same, except for cn = 0.6 (wn 

– tn) and tn = 0.25sn. Moreover, an = bn are com-
puted using equation (5) for the 2nd-order mean-
ders, whereas an = bn = dn are derived using equa-
tion (10) for the 3rd-order case. It should be em-
phasized that the total volume reduction reaches 
the impressive level of 50 % for the second and 
81.7 % for the third configuration.  
To verify the proposed structures, numerical results, 
acquired by our FDTD simulations, are summarized 
in Figs. 14 and 15. Therefore, using the FDTD set-
up of the previous example for the 2nd-order case, 
we discretize the 3rd-order meander element radia-
tor by means of a 138 × 138 × 359 ≈ 6.83 million-
cell grid (around 0.4 GB RAM and 1.26 hours of 
CPU time). Again, the properties of the meander-
element PLPAs are very sufficient in the prefixed 
region of 20 GHz to 80 GHz, so indicating the ef-
ficiency of the volume-confinement concept. At 
high frequency regions, though, the operation of 
the 3rd-order meander-toothed device degrades 
owing to the presence of parasitic capacitances, 
which reveals a trade-off between compactness and 
high directivity beamwidth for these antennas. 
Nonetheless, the behavior of its 2nd-order counter-
part resembles that of the conventional PLPA 
achieving a better compression ratio in UWB appli-
cations. Finally, the surface current distributions of 

the two meander-toothed PLPAs are visualized in 
Fig. 16, to indicate the smoothness in the propaga-
tion of the electromagnetic field energy. As a con-
sequence and based on the aforementioned promis-
ing outcomes, it is deduced that the proposed minia-
turization technique can be productively employed 
in several contemporary high-end communication 
appliances with a noteworthy performance. 
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Fig. 15. Radiation patterns of diverse PLPAs with 
Euclidean (blue continuous line), 2nd-order mean-
der (green dashed line), and 3rd-order meander 
(red dotted line) elements at (a), (b) f = 20 GHz, 
and (c), (d) f  = 100 GHz. 
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 (b) 
 

Fig. 16. Surface current density of two volume-
optimized meander-toothed PLPAs; (a) 2nd-order 
at f = 40 GHz and (b) 3rd-order at f = 20 GHz. 

 
 

IV. CONCLUSION 
The optimal design and comprehensive char-

acterization of a general PLPA class for modern 
UWB implementations have been presented in this 
paper. Focusing on the critical issue of overall vol-
ume reduction and the strict requirement for com-
pact dimensions, a new meander-toothed configu-
ration, occupying significantly less space than the 
conventional Euclidean-toothed structure, has been 
introduced. Essentially, the primary concept lies on 
the determination of certain constraints during the 
design of the meander elements. Aside from being 
fabricated and measured, the efficient devices have 
been successfully verified by means of a 3-D FDTD 
method. Extensive numerical simulations, address-
ing directivity, half-power beamwidth, and other 
instructive radiation characteristics, confirm that the 
specific PLPAs can suitably satisfy the UWB appli-
cation standards, while the decreased volume does 
not influence their useful operational behavior.  
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Abstract ─ The transverse electric (TE) 
polarization for shape reconstruction of a metallic 
cylinder by asynchronous particle swarm 
optimization (APSO) and steady-state genetic 
algorithm (SSGA) is presented. These approaches 
are applied to two-dimensional configurations. 
After an integral formulation, a discretization 
using the method of moment (MoM) is applied. 
Considering that the microwave imaging is recast 
as a nonlinear optimization problem, an objective 
function is defined by the norm of a difference 
between the measured scattered electric field and 
that calculated for an estimated shape of metallic 
cylinder. Thus, the shape of metallic cylinder can 
be obtained by minimizing the objective function. 
In order to solve this inverse scattering problem, 
two techniques are employed. The first is 
asynchronous particle swarm optimization. The 
second is steady-state genetic algorithm. Both 
techniques have been tested in the case of 
simulated measurements contaminated by additive 
white Gaussian noise. Numerical results indicate 
that the asynchronous particle swarm optimization 
outperforms steady-state genetic algorithm in 
terms of reconstruction accuracy and convergence 
speed.  
 
Index Terms - Asynchronous particle swarm 
optimization, inverse scattering, partially 
immersed conductor, and transverse electric wave.  
 

I. INTRODUCTION 
Microwave imaging is an application of 

electromagnetic inverse scattering that is capable 
of performing noninvasive evaluation on a test 
object and determining its shape and/or material 
properties. The application of electromagnetic 
scattering to retrieve the shape, location, and the 
property of an unknown scatterer embedded in a 
homogeneous space or buried underground has 
shown great potential in several application areas 
such as medical tomography, geophysics, non-
destructive testing, and object detection [1-11]. 
The reconstruction of the location, shape and/or 
size of metallic cylinders in a two-layer material 
medium may find its application for detection of 
landmine. 

From a mathematical point of view, inverse 
problems are intrinsically ill-posed and nonlinear 
[12]. Hence, only a finite number of parameters 
can be accurately retrieved. To stabilize the 
inverse problems against ill-posedness, usually 
various kinds of regularizations are used, which 
are based on a priori information about desired 
parameters. On the other hand, due to the multiple 
scattering phenomena, the inverse-scattering 
problem is nonlinear in nature. Therefore, when 
multiple scattering effects are not negligible, the 
use of nonlinear methodologies is mandatory [13]. 
Recently, inverse scattering problems are usually 
considered in optimization-based procedures, such 
as adjoint-field scheme [14], Gauss–Newton 
method [15] genetic algorithms (GAs) [16-19], 
differential evolution (DE) [20-23], particle swarm 
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optimization (PSO) [23-28], and level-set 
algorithm [29]. However, these papers only focus 
on transverse magnetic (TM) cases. 

It has been recognized that the 2D TE 
problems include two orthogonal electric field 
components in the transverse plane and thus leads 
to a vectorial mathematical formulation. 
Therefore, the computational load for exploiting 
such positive features is unavoidably increased as 
compared to the TM case with only one electric 
field component.  In other words, the TE-polarized 
case includes polarization charges at dielectric 
discontinuities, which are more difficult to model 
numerically. However, there are advantages of 
utilizing the TE-polarized data (as compared to the 
TM-polarized ones) since they may contain more 
useful information about the object of interest 
data. It should be noted that these two 
polarizations are physically uncoupled and they 
provide independent information about the object 
being imaged [29, 30], although this may not be 
"practically" true when the curvature radius of the 
perfectly conducting cylinder is larger than the 
wavelength [31, 32].  

Although particle swarm optimization and 
genetic algorithms have been confronted to 
numerical analysis and electromagnetic 
optimization problem [33-36], to the best of our 
knowledge, a comparative study about the 
performances of APSO and SSGA when applied 
to inverse scattering problems has not yet been 
investigated. Recently, there are a few reports on 
subject of 2D object about shape reconstruction 
problems by TE experimental data, such as genetic 
algorithms (GAs) [37-40] and level-set algorithm 
[29].  

 In this paper, the inverse scattering problem 
of the partially immersed perfectly conducting 
cylinder by TE wave illumination is investigated. 
We use the APSO to recover the shape of a 
partially immersed perfectly conducting cylinder. 
In section II, the theoretical formulation for the 
inverse scattering is derived. The numerical results 
for various objects of different shapes are 
presented in section III. Section IV gives the 
conclusions. 
 

II. THEORETICAL FORMOLATION 
 
A. Direct problem 

Let us consider a perfectly conducting cylinder, 

which is partially immersed in a lossy 
homogeneous half-space, as shown in Fig. 1. 
Media in regions 1 and 2 are characterized by 
permittivities and conductivities (1, 1) and (2, 
2), respectively. In our simulation, a priori 
information is assuming that scatterer is a metallic 
cylinder. A perfectly conducting cylinder is 
illuminated by a TE plane wave. The cylinder is of 
an infinite extent in the z-direction, and its cross-
section is described in polar coordinates in the x, y 
plane by the equation  = F(). We assume that the 
time dependence of the field is harmonic with the 
factor ejt. Let in cH


 denote the incidence field 

from region 1 with incident angle 1 as follow, 
 

1 1 1( cos sin ) ˆinc jk y xH ze   


.          (1) 
  

H
inc

1

 1( < - )region y a

1 1( , ) 

2 2( , ) 
y a

 X

Y
2( - )region y a

( )F 

 

Fig. 1. Geometry of the problem in the (x,y) plane. 
 

Owing to the interface between regions 1 and 
2, the incident plane wave generates two waves 
that would exist in the absence of the conducting 
object. Since the cylinder is partially immersed, 
the equivalent current exists both in the upper half 
space and the lower half space. As a result, the 
details of Green’s function are given first as 
follows: 

 
(1) When the equivalent current exists in the 

upper half space, the Green’s function for the 
line source in the region 1 can be expressed as, 
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(2) When the equivalent current exists in the lower 

half space, the Green’s function for the line 
source in the region 2, is 
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For programming purposes, the scattered 

magnetic field can be expressed according to the 
following two cases, 

[case 1] if a > 0 (1 > 2) 
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with 
2 2( ) ( ) ' ( ) ( )m smJ j F F J       . 

Here, Jsm () is the induced surface magnetic 
current density, which is proportional to the 
normal derivative of the magnetic field on the 
conductor surface. G1(x, y; x', y') and G2(x, y; x', y') 
denote the Green’s function for the line source in 
regions 1 and 2, respectively. )2(

0H  is the Hankel 

function of the second kind of order zero. We 
might face some difficulties in calculating the 
Green’s function. The Green’s function, given by 
equation (2), is in the form of an improper 
integral, which must be evaluated numerically. 
However, the integral converges very slowly when 
r and r' approach the interface y = -a. Fortunately, 
we find that the integral in G1 or G2 may be 
rewritten as a closed-form term plus a rapidly 
converging integral. Thus the whole integral in the 
Green’s function can be calculated efficiently. 
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For a perfectly conducting scatterer, the total 
tangential electric field at the surface of the 
scatterer is equal to zero, 

                 
1

( )totn  H 0
j



   


             (6) 

with tot i sH H H 
  

, where n̂  is the outward unit 
vector normal to the surface of the scatterer and 

sH


 is the scattered field. For the direct scattering 
problem, the scattered field sH


 is calculated by 

assuming that the shape is known. For the inverse 
problem, assume the approximate center of 
scatterer, which in fact can be any point inside the 
scatterer, is known. Then the shape function F () 
can be expanded as, 

/ 2 / 2

0 1

( ) cos( ) sin( )
N N

n n
n n

F B n C n  
 

           (7)                

where Bn and Cn are real coefficients to be 
determined, and N+1 is the number of unknowns 
for the shape function. In the inversion procedure, 
the asynchronous particle swarm optimization is 
used to minimize the following cost function [36], 

2 2 1/ 2

1

1
{ ( ) ( ) / ( ) }

tM
s s s
exp m cal m exp m

mt

CF H r H r H r
M 

 
       (8) 

where Mt is the total number of measurement 
points. ( )s

exp mH r
 

 and ( )s
cal mH r
 

 are the measured 

and calculated scattered fields, respectively.  
 
B. Asynchronous particle swarm optimization 
(APSO) 

APSO starts with an initial population of 
potential solutions that is composed by a group of 
randomly generated individuals. Each individual is 
a D-dimensional vector consisting of D 
optimization parameters. The initial population 
may be expressed by {Xj: j = 1, 2, ..., Np}, where 
Np is the population size. Clerc [41] suggested the 
use of a different velocity update rule, which 
introduced a parameter  called constriction factor. 
The role of the constriction factor is to ensure 
convergence when all the particles tend to stop 
their movement. The flow chart of the APSO 
algorithm is shown in Fig. 2. The velocity update 
rule is then given by, 

 

    1
1 1 2 2 ,

j

k k k k k k
j j pbest j gbest jv v c x x c x x            

(9) 
1 1 ,k k k

j j jx x v   0 ~ 1pj N  ,                   (10)  

where 
2

2

2 4


  


  
, 4cc 21  . 

The symbols c1 and c2 are the learning coefficients 
used to control the impact of the local and global 
component in the velocity term of equation (9),  
is the constriction factor, 1 and 2 are both 
random numbers between 0 and 1. 
   

pbestx

gbestx

gbestx
gbestx gbestx

) )mu
gbest gbestCF x CF x( ( 

mu
gbestx

gbestx

2 2 1/ 2

1

1
{ ( ) ( ) / ( ) }

tM
s s s
exp m cal m exp m

mt

CF H r H r H r
M 

    

Fig. 2. The flowchart of the modified 
asynchronous PSO (APSO). 
 

The key distinction between a particle swarm 
optimization (PSO) and the asynchronous particle 
swarm optimization (APSO) is on the updating 
mechanism, damping boundary condition and 
mutation scheme. The current updating 
mechanism of asynchronous PSO use the 
following rule: just after the update of equation (9) 
for each particle the best positions xpbest and xgbest 
will be replaced if the new position is better than 
the current best ones such that they can be used 
immediately for the next particle. In this way, the 
swarm reacts more quickly to speed up the 
convergence.   
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Boundary conditions in PSO play a key role as 
it is pointed out in [42]. In this paper we have 
applied the damping boundary condition and 
mutation scheme. The mutation scheme plays a 
role in avoiding premature convergences for the 
searching procedure and helps the xgbest escape 
from the local optimal position. More details about 
the APSO algorithm can be found in [28]. 

 
III. Numerical Results 

We illustrate the performance of the proposed 
inversion algorithm and its sensitivity to random 
noise in the scattered field. Let us consider a 
perfectly conducting cylinder buried in a lossless 
half-space (1 = 2 = 0). The permittivity in each 
region is characterized by 1 = 0 and 2 = 2.7 0, 
respectively. The frequency of the incident wave is 
chosen to be 3 GHz with incident angles 1 equals 
to - 450, 00, and 450, respectively. The wavelength 
0 is 0.5 m. The purpose of this study is to 
reconstruct the shape of the partially immersed 
perfectly conducting cylinder by using the 
scattered fields at different incident angles. To 
reconstruct the shape of the cylinder, the object is 
illuminated by incident waves from three different 
directions and  8 measurements are made for each 
incident angle at the points equally separated on a 
semi-circle with the radius of 3 m in region 1 
along the interface y = -a, which is considered here 
as a test configuration for future application of 
landmine detection. To save computing time, the 
number of unknowns is set to be 7. Moreover, to 
avoid inverse crime, the discretization number for 
the direct problem is two times that for the inverse 
problem in the simulation. In forward problem, the 
shape function F() is discretized to 60. The 
related coefficients of the APSO are set below. 
The learning coefficients c1 and c2 are set to 2.8 
and 1.3, respectively [43]. The mutation 
probability is 0.1 and the population size is set to 
70. The operations coefficients for the NU-SSGA 
algorithm are set as below: The crossover 
probability and the mutation probability are set to 
be 0.02 and 0.05, respectively [19]. The 
population size Np is the same with APSO. The 
searching range for the unknown coefficients is 
chosen from 0 to 1.0. The relative error of shape 
function (RE) of the reconstructed shape is defined 
as, 

2/122
'

1

)}(/)]()([
'

1
{ iii

N

i

cal FFF
N

RE 


 


 . 

(11) 
 

where N' is cutting number of the object. Fcal(i) 
and F(i) are calculated shape function and is 
given the shape function. 

In the first example, the shape function is 
chosen to be ( ) (0.1 0.04cos2 )F     m. In this 
case, the final reconstructed shapes by NU-SSGA 
algorithm and APSO scheme at the 1000 th 
generation are compared to the exact shape in Fig. 
3. Figure 4 shows that the reconstruction relative 
error versus the number of iterations by NU-SSGA 
algorithm and APSO, respectively. It is clear that 
the APSO outperforms NU-SSGA.  
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Fig. 3.  The reconstructed shape of the cylinder for 
example 1. 
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Fig. 4. Shape function error in each generation. 
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In the second example, the shape function is 
chosen to be F () = (0.1 + 0.03 cos2 + 0.025 
sin2 + 0.015 sin3) m. The reconstructed shape 
function for the best population member is plotted 
in Fig. 5 with the shape error shown in Fig. 6. The 
reconstructed shape error is 5.3 % by APSO and it 
is seen that the error comes from the bottom of the 
shape. It is noted that the APSO still outperforms 
NU-SSGA in term of reconstruction accuracy and 
convergence speed. 

For investigating the effect of noise, we add to 
each complex scattered field a quantity b+cj, 
where b and c are independent random numbers 
having a Gaussian distribution with zero mean, 
each random number is multiplied by the noise 
level times the rms value of the scattered field. 
The SNR applied include 40 dB, 30 dB, 20 dB, 10 
dB, and 5 dB in the simulations. The numerical 
results for examples 1 and 2 are plotted in Fig. 7. 
They show that the effect of the noise is tolerable 
for noise levels below 10 dB. 
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Fig. 5. The reconstructed shape of the cylinder for 
example 2. 

100 101 102 103100

101

102

Generation

R
el

at
iv

e 
Er

ro
r V

al
ue

 (%
)

 

 

SSGA
APSO

 
 

Fig. 6. Shape function error in each  generation. 
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Fig. 7. Shape function error as a function of SNR 
for all examples. 

 
IV. CONCLUSION 

We have presented a study of applying the 
APSO and NU-SSGA to reconstruct the shapes of 
a partially immersed conducting cylinder 
illuminated by TE waves. The inverse problem is 
reformulated into an optimization one. Numerical 
results show that the APSO has better 
reconstructed results compared with NU-SSGA 
when the same number of iterations is applied. 
 Some numerical examples have been given, 
and good agreement between the exact and the 
reconstructed profiles is achieved by APSO in 
each case. The effect of noise on the overall 
reconstruction has also been investigated, and it is 
observed that the proposed method is able to 
provide good shape reconstruction as long as the 
normalized SNR is > 10 dB.  
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Abstract ─ Electromagnetic interference due to 
switching-mode power supplies (SMPSs) is a great 
concern for the designers of electrical and 
electronic equipment. In this paper, we propose a 
method-of-moments model for efficient 
determination of radiated magnetic field due to 
SMPSs mounted on printed circuit boards (PCBs). 
This model involves three stages. First, the 
magnetic field distribution on a given rectangular 
plan in the vicinity of the board is measured. The 
measured data are then used to identify the 
equivalent source currents on the surface of the 
radiating board by the method-of-moments. 
Having determined the radiating sources, the 
magnetic field distribution at a desired distance 
from the PCB can be computed. The main feature 
of the proposed model is its direct approach for 
reconstruction of the radiating current sources, 
which makes it much faster than the conventional 
techniques, involving heuristic optimization 
algorithms. The validity of the proposed technique 
is demonstrated by comparing the actual and 
predicted far-field magnetic field radiations due to 
a small electrical loop, a high frequency inductor 
as a typical radiating magnetic field component of 
SMPSs, and a microstrip transmission line, which 
simulating conduction paths on the PCB. 
  
Index Terms ─ Electromagnetic compatibility, 
method-of-moments, near-field measurement, and 
switch-mode power supply. 

I. INTRODUCTION 
Switching mode power supplies (SMPSs) are 

commonly used in electronic and electric 
equipment as their input power source. The 
development of fast power semiconductor devices 
(MOSFET, IGBT, etc.) has increased the 
switching frequency of SMPSs, improving their 
power-volume ratio. However, the designers of 
SMPSs are greatly concerned about the resultant 
fast voltage and current variations, which can 
cause related elements to radiate, including PCB 
conduction paths, inductors, transformers, and heat 
sinks [1-7]. 

SMPSs have thus become important sources 
of electromagnetic interference (EMI). On the 
other hand, increasing integration of power 
electronic circuit modules together with the 
continuing growth in power density and switching 
frequency have resulted in a close interaction 
between SMPS components.  

In order to design an SMPS system, which 
satisfies the requirements of electromagnetic 
compatibility (EMC) standards; designers 
typically use a set of established EMC rules to 
control various electromagnetic parameters [8]. 
SMPSs are commonly tested in a semi-anechoic 
chamber (SAC) or open area test site (OATS) to 
assess compatibility with EMC standards. If the 
EMC test fails, designers must modify their design 
and repeat the test. This process is very time-
consuming and expensive, and thus, designers 
seek more efficient methods to predict radiated 
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emission form SMPSs and their related 
components in the early design stages. It is worth 
noting that SMPSs require high frequency 
inductors, transformers, and current loops, 
radiating strong magnetic and electric fields. 

However, there is little work on the 
determination of radiated electric field form 
SMPSs [9] but determination of radiated magnetic 
field is more popular [10, 11]. Modeling 
approaches for determination of radiated magnetic 
field from SMPSs can be summarized in three 
categories. The first approach is based on a 
simplified analytical model for radiating 
components of SMPSs [1]. In this model, the 
transmission line theory is used for computing the 
electromagnetic field radiations in low frequency 
while a number of electrical dipoles are used for 
modeling the high frequency range radiations. 
These simplified analytical expressions are very 
crude approximations of radiated emission.  

The second approach is based on the use of 
numerical methods. In [2], the system is simulated 
by a 3D finite element tool for modeling the 
governing equations, with source current or 
voltage extracted by measurement or standard 
circuit analysis. In [3], the finite-difference time-
domain method is adopted to examine the 
electromagnetic resonant effects of various types 
of heat sinks, which are commonly used in 
SMPSs. Recommendations are proposed for 
optimal selection of heat sinks and the placement 
of components to mitigate potential EMC effects. 
Identification of source current and voltage and 
modeling all SMPS components in this approach 
is relatively complicated and cumbersome, making 
it unattractive for treating a complex SMPS. The 
third approach is based on the reconstruction of 
radiating sources on the respective PCB [4, 5]. 
This approach can be summarized in three distinct 
stages. First, the near-field data are measured. The 
measured data are then used to identify a set of 
equivalent radiating sources that generate the same 
field data as the original radiating sources. Finally, 
the field value at any point outside the board is 
computed by adding the contributions from all 
sources. Radiating sources in this method can be 
modeled as a current distribution on the PCB plane 
[4] or a set of electric and magnetic dipoles [5]. 
The determination of the equivalent radiating 
source from the near-field measured data in this 
method is based on the application of the 

electromagnetic equivalence principle [12], which 
involves optimization methods. Since the 
optimization process is time consuming, these 
methods are time-consuming and thus 
inappropriate for treating complex SMPSs [11]. 

In this paper, we adopt the source 
reconstruction approach described above for 
predicting radiated magnetic field from a typical 
SMPS and its related components. Here, we use 
the method-of-moments (MOM) to solve the 
governing integral equations, relating measured 
near magnetic fields with the equivalent surface 
electrical currents on the PCB plane. The proposed 
method offers several advantages. It is a direct 
method, and hence, is faster than those involve 
heuristic optimization techniques. Because of 
using analytic free-space Green’s function, the 
stability of the computations in the proposed 
method is guaranteed and is not influenced by the 
sampling criteria for the fields [13]. 

The manuscript is organized as follows. In 
section II, the theory and basic formulation of the 
proposed method are presented. The validity of the 
proposed technique is demonstrated in section III 
where the actual and predicted far-field magnetic 
field radiations are compared, using simulation 
and experimental data. 
 

II. THEORY 
The geometry of the problem is shown in Fig. 

1. As shown in this figure, a typical PCB is 
represented by radiating current sources located at 
z = 0. It is assumed that the PCB contains an 
SMPS together with related components, including 
several inductors, transformers, heat sinks, and 
PCB conduction paths among other electronic 
devices. The SMPS is operating at frequency f 
large enough to cause related components to 
radiate.  

To determine the far-field (z = h2 in Fig. 1) 
magnetic field distribution in the problem posed 
above, we adopt the electromagnetic equivalence 
principle [12]. According to this principle, a given 
set of sources (Fig. 2) bounded within a closed 
surface S can be characterized by equivalent 
electric currents (J) and magnetic currents (M) 
distributed on the surface S that encloses the 
original sources such that the generated fields 
outside the surface containing the sources are the 
same in both the original and the equivalent 
problem. 
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As a first step to determine the far-field 
radiations, we measure the tangential magnetic 
fields, Hx and Hy, on a rectangular plane (z = h1 in 
Fig. 1) parallel to the plane of the PCB. The 
measurement plane, placed at a close vicinity of 
the PCB is assumed to be large enough to 
encompass all measurable values of magnetic 
field, resembling plane S in Fig. 2. It is worth 
noting that the number of measurement points is 
restricted by the probe structure and its sensitivity 
to field variations.  

The measured magnetic field data are then 
used to identify the unknown equivalent current 

density ( ˆ ˆeq xeq yeqJ J x J y 


) on the PCB plane (z 

= 0 in Fig. 1). This is done by ensuring that the 
measured data are the same as those obtained 
theoretically by the current sources.  

 

 
 

Fig. 1. Geometry of the problem, comprising the 
plane of radiating current sources at the location of 
PCB (z = 0), the measurement plane in the near 
filed zone (z = h1) and the far-field plane (z = h2) 
with unknown magnetic field distribution. 

 

The magnetic field H


in free space due to an 
arbitrary distribution of electric current Jeq  is 
given as follows [14],  

0

1
,H A


 

 
                     (1) 

where µ0 is the permeability of free space and A


 
is the auxiliary magnetic vector potential,  

 0 .
4

jkR

eq
S

e
A J ds

R








 
 

      (2) 

Here, R is the distance between source point 
(x',y',z') and observation point (x,y,z), k is the 
propagation constant and S' is the source surface. 

 

 
 
Fig. 2. The electromagnetic equivalence principle; 
(a) the original problem and (b) the equivalent 
problem. 

 
By expanding equations (1) and (2) in the 

Cartesian coordinates, the values of the tangential 
magnetic field on the near-field plane, Hx and Hy, 
can be determined as follow,  

 
'
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[( ) ]
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where
 
Jx and Jy represent, respectively, the x- and 

y- components of the unknown equivalent current 
density (Jeq) on the PCB plane, S'.  

To determine Jx and Jy in equations (3) and 
(4), we use the method-of-moments [15]. This is 

done by expanding eqJ


in terms of the appropriate 
basis functions in sub-domains formed by 
discrediting S' in Nx and Ny segments along the x- 
and y-axes, respectively. The use of pulse basis 
function with constant amplitude and phase, we 
have,  

1 1

ˆ ˆ( ) ( , )
yx

NN

eq pqx pqy p q
p q

J J x J y x x y y
 

    


(5) 

where  
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and Jpqx and Jpqy  are, respectively, the unknown 
coefficients associated with the x- and y- 
components of eqJ


on sub-domain pq.   

Substituting equation (5) into equations (3) 
and (4), the integral equations relating the 
magnetic fields to their equivalent electrical 
currents lead to a system of linear equations where 
the number of equations is equal to the number of 
measurement points, i.e.,  
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or, in matrix form,  
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Since ,x yH JZ  and ,y xH JZ  are large and sparse, 

the factorization methods are generally not 
efficient for solving equations (11) and (12). 
Instead, we use an iterative method such as the 
least square residual (LSQR) method to treat the 
problem in [16]. Having determined the unknown 
current sources on the PCB, the radiated far-field 
magnetic field can be readily obtained, using 
equations (3) and (4). 

III. MODEL VERIFICATION AND 
RESULTS 

To demonstrate the validity of the solution 
technique, we first consider the special case of a 
small electrical loop for which the results are 
available in the literature. We then present the 
theoretical and experimental results for a high 
frequency inductor, which is a typical component 
of an SMPS, radiating strong magnetic field and a 
microstrip transmission line, which simulating 
conduction paths on the PCB.  

The setup shown in Fig. 3 is used to prepare 
the experimental results supporting the theoretical 
modeling. The setup consists of a Rohde & 
Schwarz Hz-11 EMI probe set, a three-
dimensional motorized computer controlled 
scanner, and a Rohde & Schwarz ZVK-4GHz 
vector network analyzer. The probe is an H-field 
loop probe with 10 mm diameter [17]. 
 
A. Small electrical loop 

In order to demonstrate the robustness of the 
model, simulated results are presented. In these 
simulations, the source is a small electrical loop of 
radius r = 10 mm placed at the location of the PCB 
(h = 0 in Fig. 1) as a radiating source. The loop is 
excited with a 1A sinusoidal current source of 
frequency 30 MHz. Figure 4 shows variations of 
the tangential magnetic field (Hx and Hy) produced 
by the small electrical loop on the near-field plane 
(h1 = 10 mm, a = 100 mm, and b = 100 mm in Fig. 
1.) [8]. To show the effect of the measurement 
noise on the simulated data, the values of Hx and 
Hy on the near-field plane are superposed by 
Gaussian noise with various signal-to-noise ratios 
(SNRs). The noisy data are then used as input 
measurement entries to the proposed model, 
producing equivalent electrical current distribution 
on the PCB. The equivalent current distribution is 
then used to compute the field distribution on the 
far-field plane (h2 = 50 mm, c = 400 mm and d = 
400 mm). A comparison of the actual and 
reconstructed results for the SNR = 30 dB shown 
in Figs. 6 (a) and (b), respectively, demonstrates 
the validity of the proposed model. The results 
indicate that the model is capable of accurately 
reconstructing magnetic field distributions at far-
field regions. A quantitative comparison of these 
results can also be found in Table I where the 
mean-square deviation, MSD, between the actual 
tangential magnetic field 
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2 2( 1,2,..., )tn xn ynH n N H H   , and its 

reconstructed counterpart, ˆ ( 1, 2,..., )tnH n N in all 

cases are given by, 
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To study the effect of sampling distance (Δx 
and Δy in Fig. 1) on the accuracy of the proposed 
technique, we have used several simulated field 
data on the measurement plane (i.e., z = h1 in Fig. 
1) with various degrees of coarseness. A 
quantitative comparison between the actual and 
reconstructed field distributions on the far-field 
plane (h2 = 50 mm, c = 400 mm, and d = 400 
mm) can be found in Table II. From the results 
illustrated in this table, it is revealed that the 
proposed technique is readily converged for a 
wide range of sampling distances on the field 
measurement plane. However, the number of 
measurement data should be large enough to 
achieve accurate results. 

 

 
 

Fig. 3. Experimental setup for magnetic field 
measurements.  

 

 
Fig. 4. Variations of the tangential magnetic field 
produced by the electrical loop on the near-field 
plane (h1 =10 mm); (a) Hx and (b) Hy. 

 
Fig. 5.  Variations of the equivalent current ( J ) 

on the PCB plane (h = 0) predicted by the 
proposed model, using the data shown in Fig. 4.  
 
 

 
 

Fig. 6.  Variations of the tangential magnetic field 

( 22
yx HH  ) produced by the electrical loop on the 

far-field plane (h2 = 50 mm); (a) theoretical and (b) 
reconstructed results.  

 
Table I: Values of the MSD for several SNRs. 

 SNR=30dB SNR=20dB SNR=10dB

MSD 0.0451 0.1698 0.4992 
 
 
Table II: Values of the MSD and computation time 
for various sampling distances on the field 
measurement plane. 

Δx =Δy 2mm 5mm 10mm 20mm 

MSD 0.04 0.15 0.22 0.63 

Time (sec) 279.24 1.78 0.281 0.16 
 

B. High frequency inductor 
To further examine the validity of the 

proposed inversion method, we analyze the 
experimental data obtained from a high-frequency 
inductor when measuring the tangential magnetic 
field distribution at a close distance. The inductor 
(Fig. 7) is a 60 turn copper wire wound on a 
ferromagnetic core of relative permeability 1200.   
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The results shown in Fig. 8 illustrate variations 
of the measured tangential magnetic field at 
frequency f = 48 MHz on the near-field plane (h1 = 
10 mm). Using the measured data, the equivalent 
current distribution on the PCB is reconstructed, as 
shown in Fig. 9. To examine the accuracy of the 
proposed method for computing the equivalent 
current, we compute the the predicted tangential 
magnetic field on a far-field plane (h2 = 50 mm). 
A comparison of the results shown in Fig. 10 with 
those obtained experimentally confirms the validy 
of the proposed method. 
 

 
 
Fig. 7.  High frequency inductor. 
 

 
Fig. 8. Variations of the measured tangential 
magnetic field produced by the high frequency 
inductor on the near-field plane (h1 =10 mm); (a) 
Hx and (b) Hy. 
 

 
Fig. 9. Variations of the equivalent current ( J ) 

on the PCB plane (z = 0) predicted by the 
proposed model, using the data shown in Fig. 8. 

 

 
Fig. 10. Variations of the tangential magnetic field 
( 22

yx HH  ) produced by high frequency inductor 

on the far-field plane (h2 = 50 mm); (a) 
reconstructed and (b) measured results. 

 

C. Microstrip transmission line 
Another case used for validation of the 

proposed method, is microstrip transmission line. 
Figure 11 shows the structure of the microstrip 
transmission line. Microstrip fed by a sinusoidal 
source and terminated with a 50 Ω load. The 
results shown in Fig. 12 illustrate variations of the 
measured tangential magnetic field at frequency f 
= 30 MHz on the near-field plane (h1 = 10 mm). 
Using the measured data, the equivalent current 
distribution on the PCB is reconstructed, as shown 
in Fig. 13. Using calculated equivalent current, we 
compute the predicted tangential magnetic field on 
a far-field plane (h2 = 50 mm). A comparison of 
the results shown in Fig. 14 with those obtained 
experimentally confirms the validity of the 
proposed method. 

 

 
Fig. 11.  Microstrip transmission line. 
 
 

VI. CONCLUSION 
In this paper we proposed a modeling 

technique, based on the electromagnetic 
equivalence principle, for prediction of radiated 
magnetic field from switch-mode power supply 
components. In this approach we substitute the 
radiating source by equivalent currents that 
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produce same field as original radiating source. 
These equivalent currents are calculated based on 
near field measurements. It is shown that the 
proposed model is readily converged for a wide 
range of sampling distances on the field 
measurement plane. However, the number of 
measurement data should be large enough to 
achieve accurate results. Theoretical results 
supported by experiments have confirmed the 
accuracy of the proposed technique. 
 

 
Fig. 12. Variations of the measured tangential 
magnetic field produced by the microstrip 
transmission line on the near-field plane (h1 = 10 
mm); (a) Hx and (b) Hy. 
 

 
Fig. 13. Variations of the equivalent current ( J ) 

on the PCB plane (z = 0) predicted by the 
proposed model, using the data shown in Fig. 12. 
 

 
Fig.14. Variations of the tangential magnetic field 
( 22

yx HH  ) produced by micro strip transmission 

line on the far-field plane (h2=50mm); (a) 
reconstructed and (b) measured results. 
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Abstract ─ In this paper, a perfectly matched layer 
(PML) medium with complex frequency shifted 
(CFS) constitutive parameters is introduced into 
the two-dimensional pseudospectral time-domain 
(PSTD) algorithm. The absorbing performance 
and computational efficiency of the method are 
illustrated by comparing with the PML method. It 
shows that no matter what spatial discretization is 
used, the reflection relative error of convolutional 
perfectly matched layer (CPML) is almost the 
same as that of the PML method. The total flops 
counts of the PSTD-CPML method are reduced 
from 49 to 34 compared with that of the PSTD-
PML method. This corresponds to an efficiency 
gain of 1.44 in flops count reduction for the 
PSTD-CPML method. 
  
Index Terms - Convolutional perfectly matched 
layer (CPML) and pseudospectral time-domain 
(PSTD) algorithm.  
 

I. INTRODUCTION 
Recently, the pseudospectral time-domain 

(PSTD) method has been introduced for solving 
Maxwell’s equation [1-5]. In this method, the 
spatial discretization only needs two cells per 
wavelength. This method is extremely useful for 
problems with electrically large structure. For 
solving these problems the PSTD method is more 
efficient than the finite-difference time-domain 
method (FDTD) method in terms of computer 
memory. Due to the important impact of PSTD 
method on the electromagnetic computation, an 
accurate and efficient absorbing boundary 

condition must be developed to simulate 
electromagnetic interaction in an unbounded 
space.  

In the initial implementation of the PSTD 
method in [1, 2], a split-step perfectly matched 
layer (PML) is used due to its broad band 
absorption characteristics and application to 
general media. Nevertheless, a split-field PML 
based on Berenger’s original formulation [5-7] 
needed to split the field components and the 
implementation is complex compared with the 
original PSTD method. 

Roden et al. [8] have demonstrated that the 
complex frequency shifted (CFS) constitutive 
PML parameters originally introduced by 
Kuzuoglu and Mittra [9] result in a PML that is 
highly effective at absorbing low-frequency 
evanescent waves. Their implementation, referred 
to as the convolutional-PML (CPML) method, 
allows the PML medium to be placed directly in 
the near field of geometric aberrations and can 
accurately absorb low-frequency waves.  

In this paper, the CPML technique is 
introduced into the PSTD method. It is not needed 
to split the field components. The effectiveness of 
the method is illustrated through numerical 
examples. It is demonstrated that the reflection 
relative error of the CPML can reach to -70 dB, 
which shows good absorbing performance of the 
CPML method. Besides, compared with the 
PSTD-PML method, the PSTD-CPML method can 
reduce the total flops counts from 49 to 34. This 
corresponds to a gain of 1.44 in the computation 
time reduction for the PSTD-CPML method. 
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II. FORMULATIONS 
The formulations of PSTD method inclusion 

of CPML are presented in equations (1) to (3), 
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Convolutional perfectly matched layer is 
introduced by the variables   and sk . The 

symbol sk is the spatially scaled in the PML layer. 

Its expression is, 
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where 0s is the CPML interface, d is the depth of 

the CPML, r  is the order of the polynomial, 

maxk is the maximum values of sk  at the exterior 

boundary. The expressions of   are as follows, 
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where 
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The symbol s  are the conductivity in the PML. 

Within the host medium, the values of sk are 

equal to 1, and all the variables   become zeros, 
then equations (1) to (3) are the standard 
formulations of the PSTD method [1]. 

The spatial derivatives in equations (1) to (7) 
should be replaced with the PS scheme, for 
example, 
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where FFT  and 1FFT   stand for the fast Fourier 
transform and its inverse transform. 
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is the Fourier transforms of  ,n
zE x p y . The 

symbol j  is a complex symbol. x and y are the 

spatial increments in x and y  directions; m and 

p denote the indices of the spatial increments; 

M is the total mesh cell in  the x  direction. The 
range of spectral domain xk is in the form of 

2/2x to 2/2x, so, ,

2

2x l xk l k
x
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   


, 

2
xk

M x


 


. 

Unlike the previous PSTD-PML formula [1, 2], 
the PSTD-CPML formula is not needed to split the 
field components and the implementation is 
convenient.  
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III. THE COMPUTATIONAL 
EFFICIENCY OF THE CPML-PSTD 

COMPARED WITH PML-PSTD 
To compare the computational efficiency of 

the PSTD-CPML method with that of the PSTD-
PML method, we recall the updating equation of 
the PSTD-PML method as follows, 
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The floating point operations (flops) counts 

taking into account the number of multiplications 
/divisions (M/D), additions/subtractions (A/S), 
exponentiation and Fourier transform (FT) 
required for one complete time step for PSTD-
CPML and PSTD-PML methods are listed in 
Table I, based on the right-hand sides of their 
respective updating equations. For simplicity, the 
number of electric and magnetic field components 
in all directions has been taken to be the same and 
assume that all multiplicative factors have been 
pre-computed and stored. From the table, it is clear 
that the total flops counts for the PSTD-CPML 
method are reduced from 49 to 34 compared with 
that of the PSTD-PML method. This corresponds 
to an efficiency gain of 1.44 in flops count 
reduction for the PSTD-CPML method. 

 

Table I: Flops count for PSTD-CPML and PSTD-
PML algorithms. 

 A/S M/D FT exponentiation 
PSTD-CPML 12 18 4 0 
PSTD-PML 9 28 4 8 

 
IV. NUMERICAL RESULTS 

To illustrate the CPML termination of the 
PSTD lattice, a simulation of a small current 
source radiating in free space is studied. A 
uniform mesh with cell spacing x = y = 0.01 m 
and lattice dimension of 200  200 is considered. 
The reflection error due to the CPML is studied by 
exciting a small current source at the center of the 
grid. The time dependence of the source is, 
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t t
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                   (15) 

where 0t  and 1t  are constants, and both equal to 

110-9. The highest frequency of the Gauss source 
is determined by the value 2/t1 = 2 GHz, thus the 
minimum wavelength of the source is about 0.15 
m. The spatial discretization x is equal to 1/15 of 
the minimum wavelength. The reflection error is 
computed at the source point. A reference solution 
based on an extended lattice is computed in order 
to isolate the error due to the CPML from grid 
dispersion error. The relative error is computed as, 
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E t E t
err
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           (16) 

where ( )stdE t is the value of the electric field at 
that point computed by the extended lattice PSTD. 

( )E t is the electric field calculated by the PSTD 
truncated by the CPML. 

CPML layers that are twenty cells thick 
terminate all four sides of the lattice. Within the 
CPML, the conductivity is selected as, 
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A choice for maxs  that will minimize the 

reflection is expressed as, 
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where s is the grid spacing along the normal axis. 
The time step is selected as 

   2 2
2 1 1t c x y     = 15 ps, which is 
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the maximum time step to satisfy time stability 
condition in the PSTD method, where c is the 
speed of light within the host medium. The 
reflection error with respect to time step is showed 
in Fig. 1. For the sake of comparison, the 
reflection error of the PSTD-PML method is also 
plotted in this figure. As can be seen from this 
figure, both the reflection relative error of CPML 
and PML are less than -70 dB. It means that the 
CPML has almost the same absorbing 
performance as the PML method. 
 

 
 

Fig. 1. The reflection relative error of CPML and 
PML with t = 15 ps. 
 

The significant feature of the PSTD method is 
its spatial discretization, which only needs two 
cells per wavelength. So, we can increase the 
spatial increments of the PSTD method to x = y 
= 0.075 m, corresponding to 1/2 of the wavelength. 
The reflection error with this spatial increment is 
plotted in Fig. 2. The time step size is selected as 
the maximum to satisfy the limitation of the stable 
condition in the PSTD method. It is 

   2 2
2 1 1t c x y     = 112.5 ps, which is 

seven times as that of the conventional FDTD 
method. It can be seen from Fig. 2 that the 
reflection relative error of the CPML method is 
also the same as that of the PML method, but due 
to very large time step size and spatial 
discretization used, both the reflection relative 
error of the CPML and PML become a little larger 
than the results in Fig. 1, especially in the late 
response. The reflection relative error reach to -50 
dB after 400 time steps. However, it does not affect 
the application of the CPML method in the situation 
not with very stringent absorbing performance 
requirements. 

It should be noted that when spatial 

increments of the PSTD method increase to 1/2 
wavelength, some ripples appears in the reflection 
relative error of the CPML method, as shown in 
Fig. 2. This is duo to the wraparound effect of the 
PSTD method, which can be eliminated by using 
PML cells at the outer boundary. 

 

 
 

Fig. 2. The reflection relative error of the CPML 
with t = 112.5 ps.  
 

One advantages of the CPML lies in its 
capability of dealing with the low frequency  
evanescent waves. Therefore, it is necessary to 
show the reflection relative error in the simulated 
frequency domain. The variation of the reflection 
relative error of the PSTD-CPML method with 
respect to frequency is plotted in Fig. 3. It can be 
seen from this figure that in the entire frequency 
range (including the low frequency band) the 
reflection relative error of CPML is less than -50 
dB and it is highly effective at absorbing low-
frequency evanescent waves. The CPML 
parameters r and maxk are selected by using the 

method in references [10] and [11].  
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Fig. 3. Variation of the reflection relative error of 
the PSTD-CPML method with respect to 
frequency. 
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V.  CONCLUSION 
A pseudospectral time-domain method 

employing the CPML equations is presented. It is 
not needed to split the field components. 
Numerical example demonstrates that the 
reflection relative error of CPML is less than -70 
dB and shows good absorbing performance of the 
convolutional perfectly matched layer. 
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Abstract ─ This paper deals with a compact 
Chebyschev 3rd hairpin band pass filter design, 
using the Richards-Kuroda transformation method. 
Afterwards, a combination of slotted ground 
structure (SGS) and multilayer technique is 
applied. Filters using quarter-wavelength stepped-
impedance resonator without and with SGS 
technique are investigated. Finally, two band pass 
filters are designed, simulated, and partially 
measured. A compact SGS band pass filter 
operated at 4.35 GHz is demonstrated. The 
proposed band pass filter has low insertion loss, 
high rejection in both the stop bands and a 
compact size of (20 × 23) mm2 (0.075 λg ×  0.058 
λg) with a guide wavelength λg = 0.359 m. 
Additionally, the structure has generated two 
transmission zeros on both sides of the pass band 
at 3.1 GHz and 4.9 GHz. The simulated results as 
well as the experimental results are satisfactory 
with the filter requirements. The introduced 
structure can be a good alternative to a 
conventional parallel-coupled half wavelength, as 
well as quarter-wavelength stepped-impedance 
resonator band pass filter. 
  
Index Terms ─ Band pass filter, compactness, 
multilayer, and slotted ground structure.  
 

I. INTRODUCTION 
Modern personal communication systems 

require miniaturized high performance band pass 
filters having high selectivity in the pass band and 

low insertion loss in the stop band. This type of 
filter design is of key importance for the radio 
frequency engineer, since they are currently used 
in communication applications to reject spurious 
signal, and to separate different channels in 
multichannel communication systems. Microstrip 
line band pass filters with these characteristics 
should be designed with direct coupling in order to 
minimize the dispersion and radiation losses [1-5]. 
Other filters with λ/2 resonators may be used to 
realize the selectivity, but the disadvantage is that 
they are long and therefore cannot be used in all 
applications [6-9]. To eliminate this disadvantage 
and thus to manufacture a band pass filter, which 
is compact and useful in personal communication 
systems, we suggest a class of band pass filters, 
which consist of four coupled microstrip lines. 
Two are connected to a shorted ground inductive 
microstrip line. The two remaining ones are 
coupled together by means of a J-immitance 
inverter (see Fig. 1). This structure is improved 
and simplified through transformation of the short-
circuit to the equivalent open end microstrip line, 
therefore, short-circuits are avoided. The proposed 
band pass filter employing Richards-Kuroda 
transformation method and short-open-circuit 
geometric trick is simulated, optimized, and finally 
fabricated. In order to improve the compactness of 
the structure, other ideas have been used so-called 
SGS and overlapped techniques. Good 
performance, low cost, and compact size are 
usually demanded in modern microwave 
communication systems. In order to alleviate these 
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problems Karshenas et al. [10], Boutejdar et al. 
[11-13] proposed DGS or SGS, which is designed 
by connecting the middle thin channel slot with 
two identical defected areas. SGS bases on new 
ground plane hole (GPH) technique. GPH focuses 
not only on its application but also on its own 
proprieties. SGS can be designated as an etched 
periodic or non-periodic cascaded configuration 
holes in metallic ground plane of a microstrip 
structure, which causes a disturbed current 
distribution in the ground plane. This disturbance 
leads to an increase in the effective capacitance 
and inductance, thus unwanted second harmonic 
and circuit size reduction could be obtained [14-
17]. SGS adds an extra degree of freedom in high 
frequency circuit design and opens a wide door to 
the RF, microwave, and millimeter-wave 
applications. 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. LPF-HPF-BPF- transformation (first step, 
second step, and third step). 

 
II. THE TRANSFORMATION FROM 

LPF TO BPF 
In order to design a band pass filter cascaded 

coupled resonators, through inverters, have been 
used. An optimization process of filter dimensions 
will be carried out to get the desired filter 
parameters. In order to minimize the time outlay 
and to design a filter systematically, another 
method so-called LPF-HPF-BPF has been used in 
this work, where the low pass filter with known 

parameters has been first transformed to high pass 
filter. Moreover, the unit elements (inverter) and 
Kuroda transformation lead to realization of a 
band pass filter with desired properties [18].  

In order to design a band pass filter with 
desired characteristics (fc) using systematic and 
accurate process analysis, the cutoff frequency of a 
low pass filter must be nearly around fc/2. Based 
on this idea a proposed low pass filter is a 
Chebyschev filter of 3rd order, with a cutoff 
frequency (fc/2) of 2.1 GHz. The normalized 
element values for this low pass structure are g2 = 
0.712 and g1 = g3 = 3.345. In order to realize this 
LPF-BPF transformation (see Fig. 1), the lumped 
elements of the 3rd circuit have been calculated 
using normalized element values of lumped 
elements and characteristic impedance Z0 [18, 19]. 
Using low-high pass transformation, Kuroda-
identity and method of coupled line procedures 
(see Fig. 2), a required band pass circuit has been 
realized. Finally, the circuit is supplemented 
mutually with a unit-element (J-inverter), which 
represents the gap between the quarter length 
resonators (see Fig. 1). 
 

Fig. 2. Equivalent circuit to microstrip coupled 
lines transformation. 
 

III. DESIGN OF THE COUPLED-LINE 
BANDPASS FILTER 

The first proposed band pass filter (structure 
1) is composed of two microstrip half-wavelength 
resonators and a shorted stub with metallic ground 
as shown in Fig. 3. All dimensions are shown in 
Table I, while the filter characteristics are shown 
in Table II. The response of the first structure is 
shown in Fig. 4. The second structure is proposed 
to avoid via holes short-circuits as shown in Fig. 5, 
this was done by extending the microstrip line by 
λ/2. The new length is then extended by means of 
the following length correction [2],  

 

1 2 5

4

l h
  
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where h and W are the substrate thickness and 
microstrip width, successively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Layout of the transformed band pass filter  
(structure 1). 

 

Fig. 4. Simulation results of the first proposed 
band pass filter (structure 1). 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
Fig. 5. Simulation results of the second proposed 
band pass filter (structure 2). 

 
These corrections are applied simultaneously 

to the three microstrip lines l1, l2, and l3. In 
structure 2, the open stub has several important 
characteristics. By changing the length of the open 
stub, the center frequency in the pass band can be 
controlled. In order to prove the validity of the 
proposed structure, the equivalent circuit network 
is provided as shown in Fig. 6. This network is 
valid for structures 2 and 3 (structure 3 is proposed 
in the next section) regardless the gap between the 
upper two microstrip lines. Comparison between 
the EM simulation and the circuit simulation is 
shown in the next section. In order to improve the 
filter characteristics, several structures have been 
designed and developed. The passage from 
structure 1 to structure 2 was carried out with the 
goal to avoid the shorting problem. Due to the loss 
in the pass band was non negligible, the coupling 
(gab = inverter) between the resonators has been 
changed to enhance the electrical coupling, and 
thus to minimize the losses in the pass band. For 
this purpose, structure 3 has been designed, 
simulated, and manufactured as shown in Fig. 7. 
The comparison between the simulation and 
measurement results are presented in Fig. 8. 
Structures 2 and 3 are similar to each other but 
with different coupling distances, which is 
determined using empirical method. The values of 
coupling distances (s) in structure 2 and 3 are 0.3 
mm and 0.2 mm, respectively. In order to improve 
the filter characteristics a removing of the short 
circuit (via) (structure 3) and a minimizing of the 
filter structure, using the overlapping idea 
(structure 4) are used.  
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Fig. 6. Equivalent circuit model of the proposed 
band pass filter (structures 2 and 3). 
 

IV. FABRICATION AND 
MEASUREMENT RESULTS  

As shown in Fig. 7, the band pass filter 
(structure 3) has been designed, optimized, 
fabricated, and tested on a (20 × 23 mm2) RO4003 
microwave substrate with a relative dielectric 
constant εr of 3.38, a loss tangent tgδ of 0.0027, 
and a thickness h of 0.813 mm. The characteristic 
impedance of the microstrip lines used as 
resonators is Zoe = 74 Ω, Zoo = 70 Ω and that of 
the open stub is 64 Ω. The band pass filter was 
designed to have a center frequency of 4.5 GHz 
and a fractional bandwidth of 22.2 %. The detailed 
dimensions are shown in Table I. The EM and 
circuit simulations are carried out using the 
commercial microwave office software AWR. As 
Fig. 8 depicts, both simulation and experimental 
results show good agreement.  

 
 
 
 

  
 
 
 
 
 
 
 
Fig. 7. Photograph of the fabricated optimized 
band pass filter. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. The comparison of S-parameters of EM-, 
circuit simulations and measurement results of 
BPF (structure 3). 
 

The observed deviation between both results is 
due to the mismatches and fabrication errors. 
Turning the filter arms around λ/2 reduces the 
dimension of the filter by approximately 49 %, 
which introduces the fifth structure. Moreover, the 
space of coupling becomes smaller, which causes 
good results and high compactness. In order to 
obtain the optimal coupling distance between the  
filter arms and thus to control the results in pass 
band, an empirical method [16, 18] is used instead 
of the procedures based on the coupling 
coefficient and the external quality factor [11, 20]. 
In our case, the insertion losses in the pass band 
reaches 1.2 dB resulted by an optimal gap width of 
0.5 mm as shown in Fig. 9 for structure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. S-parameters of the compact overlapped 
BPF (structure 4). 
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V. DESIGN AND IMPROVEMENT OF 
NEW OVERLAPPED SGS-BAND PASS 

FILTER 
As the compactness of devices is an 

important characteristic, which is frequently 
considered in various technologies and particularly 
in wireless communication and microwave 
applications, a new structure topology has been 
designed and optimized employing defected 
slotted ground (SGS) and multilayer techniques 
(structure 5). The simulation results have been 
carried out using microwave studioTM software 
under the same conditions as before. The filter 
structure of the proposed compact SGS band pass 
filter is shown in Figs. 10 and 11. It consists of 
two compensated coupled microstrip capacitors on 
the top layer, while three overlapped slot cannels 
presents a SGS resonator in the metallic ground 
plane. Through the substrate, the SGS is 
electromagnetic coupled with the top compensated 
capacitors. The gap between the microstrip 
capacitors corresponds to J-inverter and controls 
the inter-stage (w2) coupling, which also 
determines the filter bandwidth. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
Fig. 10. 3D view of the new proposed SGS band 
pass filter (structure 5). 

All dimensions of the new structure are 
depicted in Table I. In order to guarantee the 
matching between the ports (SMA) and the 
structure, the width of the feed lines (w0 = 1.88 
mm) has been computed using a microstrip line 
calculator [21]. This filter exhibits two 
transmission zeros at 3.1 GHz and 4.9 GHz, thus a 
relative response symmetric is achieved. From the 
simulated results shown in Fig. 12, it can be seen 
that the simulated overlapped structure has a pass 
band center frequency at 4.35 GHz as required. 
The insertion loss is as low as 0.24 dB in the pass 
band of the BPF, the upper stop band is using SGS 
and slow wave effect suppressed below 20 dB 
from 4.7 GHz to 8 GHz. Using overlapping and 
SGS techniques, the size of the new SGS BPF is 
49 % less than conventional BPF (structure 3). 

Fig. 11. 2D view of the new SGS BPF; (a) top and 
(b) bottom layers. 
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Fig. 12. Simulation results of the compact SGS 
BPF (Structure 5). 
 
Table I: The dimensions (in mm) of the different 
proposed structures’ topologies.  

 
 

VI. CONCLUSION 
In this work, the required λ/2–microstrip BPF 

and its equivalent circuit have been realized 
starting from a known low pass filter and using 
kurodas’ and Richards’ transformations. In order 
to show the validity of the proposed BPF and the 
derived equivalent circuit, the BPF have been 
designed, fabricated, and measured. Numerical 

simulations using microwave office AWR show a 
satisfactory agreement between simulated and 
measured responses. In order to minimize the size 
of the structure and to improve the filter responses, 
SGS and multilayer technique are used. The 
simulation results of the proposed compact SGS-
overlapped BPF have demonstrated the optimum 
performances in pass band and stop band. This 
additional electric coupling between the 
compensated microstrip capacitors allows the 
generation of 2 finite transmission zeros instead of 
one near the pass band. Comparison between the 
proposed BPF and the enhanced filter show a 
significant size reduction up 49 %. Simulation 
results of the proposed compact structure show 
that the SGS and overlapping ideas work very 
well. It is expected that this proposed method and 
this filter topology can be applied to improve the 
compactness and stop band performances of other 
microwave filters, and thus could be used in 
mobile communication systems and 
RF/microwave applications. 
 
Table II: The characteristics of the different 
investigated structures. 
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Abstract ─ A pattern reconfigurable rectangular 
microstrip antenna is reported in this paper. A 
broadside radiation pattern and a conical pattern 
are obtained when it alternatively operates in the 
TM10 mode and TM02 mode of the rectangular 
patch. Suitable patch size parameters and feeding 
positions are selected so that these two modes 
share the same operating frequency. Two PIN 
diodes are employed to switch the operating 
modes. The configuration of the antenna is simple, 
which consists of a rectangular patch and a 
reconfigurable feeding network to excite expected 
mode. The feature of the proposed antenna is that 
the design method is explicit, based on different 
resonant modes with different radiation 
characteristics, and can be used to design other 
types of reconfigurable antennas. 
 
Index Terms ─ Microstrip patch, modes 
characteristics,  and reconfigurable antenna. 

 
I. INTRODUCTION 

Reconfigurability of an antenna refers to the 
capacity to adjust a radiator’s characteristics in 
terms of resonant frequency, radiation pattern, or 
polarization. The dynamic tuning is achieved by 
manipulating a certain switching mechanism 
through controlling electronic, mechanical, or 
optical switches. Among them electronic switches 
are the most popular in constituting reconfigurable 
antennas due to their efficiency, reliability, and 
ease of integrating with microwave circuitry. The 
typical electronic switches are PIN diodes, FET 
transistors, and RF MEMS switches. Compared to 
RF MEMS switches and FET transistor, PIN 

diodes have acceptable performance and low 
price. 

Pattern reconfigurable antennas are attractive 
in applications of surveillance and tracking, 
because they produce more than one radiation 
pattern with different directivity at the same 
operating frequency. In addition, manipulation of 
patterns is useful in avoiding noise source, 
mitigating electronic jamming, improving security, 
and increasing energy efficiency. For their 
attractive features, pattern reconfigurable antennas 
have received considerable attentions and a 
number of works have been demonstrated in the 
past years [1-3]. A typical example for pattern 
reconfigurable microstrip antennas is given in [4], 
where a Yagi–Uda antenna is selected to constitute 
a pattern reconfigurable antenna. By adjusting the 
lengths of two parasitic elements acting as the 
director and reflector, three reconfigurable patterns 
are achieved. The antenna in [5] can be regarded 
as a combination of a monopole and two Vivaldi 
slots, providing a broadside pattern and two 
opposite endfire patterns with a broad impedance 
bandwidth. The main methods to obtain a pattern 
reconfigurable antenna, to the authors’ knowledge, 
are finding structures with the potential to produce 
pattern diversity, or reconfiguring the feeding 
configurations, which can be interpreted by the 
array theory [6].  

In this paper, a new design method is 
presented to design reconfigurable antennas. The 
mode characteristics of rectangular microstrip 
patch are studied and applied to the pattern 
reconfigurable antenna design. First, the 
theoretical mode characteristics are analyzed. 
Then, a feeding network is designed according to 
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the mode characteristics. Last, a prototype antenna 
is fabricated and measured to verify the design 
concept. 
 

II. ANTENNA DESIGN  
A microstrip antenna can be regarded as a 

dielectric-loaded cavity with two perfect electric 
conducting surfaces (top and bottom) and four 
perfect magnetic conducting sidewalls along its 
perimeter. The radiation mainly takes place at the 
four sidewalls of the cavity, and can be calculated 
by using the aperture radiating theory through 
introducing equivalent currents [7]. Notice that 
different resonant modes within the cavity have 
different electric field distributions at the sidewalls 
of the cavity, which leads to different equivalent 
magnetic current distributions and finally results in 
different radiation patterns. 

Here, the TM10 and TM02 modes are selected 
to design a pattern reconfigurable antenna. Figure 
1 depicts the electric field distributions and the 
equivalent magnetic currents of these two modes 
within the cavity. As shown in Fig. 1 (a) the 
electric field distribution of the TM10 mode 
undergoes a phase reversal along the x-direction 
but is uniform along the y-direction. The 
equivalent magnetic currents along those two slots 
of length L and height H are of the same 
magnitude and the same phase. The far-zone 
electric fields radiated by each slot will add in 
phase and form a broadside pattern in the y-z 
plane. The same analysis procedure can be 
performed on the other two slots of width W and 
height H. Their far-zone electric fields are 
cancelled in the y-z plane and x-z plane. Therefore, 
for TM10 mode, it possesses a broadside pattern as 
shown in Fig. 1 (c). The same analysis process can 
also be carried out for the TM02 mode. The two 
slots of length L and height H are non-radiating 
slots. The radiating slots are those of width W and 
height H. Because their equivalent magnetic 
currents are of the same magnitude but 180  out 
of phase, the radiation pattern of TM02 mode is a 
conical pattern in the y-z plane. Figure 1 (d) shows 
the pattern of TM02 mode in the y-z plane. 

Here, the TM10 and TM02 modes are chosen 
for developing a pattern reconfigurable antenna 
due to their attractive broadside and conical 
patterns. In fact, other higher modes of the 
rectangular patch also have similar patterns. For 

example, TMn0 and TM0n modes, where n is an 
odd number, produce maximum radiations at 
broadside; on the other hand, TM0m and TMm0 
modes, where m is an even number, form nulls in 
the broadside direction. Theoretically, they can be 
used to design a pattern reconfigurable antenna. 
But the higher the mode, the larger the patch size 
will be, which goes against the antenna 
compactness. Except the modes mentioned above, 
there are other modes like TM11 mode, which 
possesses a conical pattern. But if those kinds of 
modes are picked, it is difficult to make the two 
different modes resonate at the same frequency. 
Therefore, the operating modes used in this paper 
are the TM10 and TM02 modes. 

In order to excite the desired modes, not only 
the operating frequency should be set close to the 
resonant frequency of the modes, but also the 
feeding positions should be properly picked. The 
general principle is that: first, figure out the field 
distributions of the modes beneath the patch; next, 
find those positions where the magnitudes of fields 
are maximum of one mode and minimum of 
another mode; and then place the feed lines at 
positions with maximum field magnitude of the 
desired mode and with minimum filed magnitude 
of the undesired mode. Through these steps the 
corresponding mode is efficiently and exclusively 
excited. 

According to the electrical field distributions 
shown in Fig. 1 (a) and (b), when the TM10 mode 
is desired, the microstrip feed lines should be 
placed at points B and C where the electric fields 
of TM10 mode are maximum while that of TM02 
mode are minimum; when the operating mode is 
TM02, the antenna is fed at point A where the 
electric fields of TM02 mode are maximum while 
that of TM10 mode are minimum. Figure 2 shows 
the simulated electric field amplitude distributions 
of TM10 and TM02 modes. It is apparent from Fig. 
2 (a) that the TM10 mode is effectively excited 
when the patch is fed at points B and C. Figure 2 
(b) shows that the TM02 mode is effectively 
excited when the patch is fed at point A. 

The resonant frequency is easy to obtain by 
using the cavity model. The resonant frequencies 
of the TMnm modes are given by 

2 2
1

2nmTM

n m
f

W L

 
 

       
   

 ,               (1) 

where n and m are the order of modes, and W and 
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L are the width and the length of the rectangular 
patch. It is obvious that the resonant frequency is 
determined by the size of the patch and the order 
of the modes. 
 

 
(a) 

 
(b) 

X
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Z
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Fig. 1. Electrical field distributions: (a) TM10 
mode and (b) TM02 mode. Radiation patterns in 
the y-z plane: (c) TM10 mode and (d) TM02 mode. 

C

B
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B

C
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Fig. 2. Simulated electrical field amplitude 
distributions: (a) TM10 mode and (b) TM02 mode. 

 
By carefully choosing the ratio of the length to 

the width, two different modes with the same 
resonant frequency can be obtained. In this design 
the ratio is chosen to be 2, so that the TM10 and 
TM02 modes share the same resonant frequency. 
Thus, as long as the two modes are excited 
alternatively, the antenna gets the capacity to 
provide two different radiation patterns at the 
same frequency. 
 

III. SIMULATED AND MEASURED 
RESULTS  

To verify the reconfigurable ability of the 
proposed antenna, a prototype was simulated, 
fabricated, and measured. The antenna is printed 
on a substrate with a relative permittivity of 3 and 
a height of 1 mm. The structure of the proposed 
antenna is shown in Fig. 3 (a). It consists of a 
rectangular patch, a reconfigurable feeding 
network, two PIN diodes acting as switches and a 
simple bias network providing DC bias to the PIN 
diodes. There are two gaps of width 0.5 mm in the 
feeding network, across which the PIN diodes are 
mounted using electrically conductive silver 
epoxy. In this paper, the implemented diodes are 
beam lead PIN diodes (MA4AGBL912). 
According to the PIN diode datasheet [8], the 
diode has a forward resistance of typical value 4 Ω 
for the ON state while a parallel circuit with a 
capacitance of 0.025 pF and a resistance about 4 K 
Ω for the OFF state. The circuit schematic of the 
bias network for the antenna is shown in Fig. 3 (b), 
where capacitor C1 is the DC blocking capacitor, 
inductor L2 is the RF chock inductor, and 
capacitor C2 is the filter capacitor, which forms a 
low-pass filter with the inductor L1 for a better 
isolation from the RF signals. 
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(a) 

 
(b) 

 
Fig. 3. (a) Structure of the reconfigurable 
rectangular patch and (b) circuit schematic of the 
DC bias network.  
 

In the practical design, two chip capacitors of 
capacitance 20 pF labeled as Capacitor 2 in Fig. 3 
(a) and two chip inductors of inductance 100 nH 
labeled as Inductor 1 in Fig. 3 (a) are employed to 
build the low-pass filters with a rejection band 
starting from 0.5 GHz, which is much lower than 
the operating frequency 2.45 GHz, to ensure the 
isolation from the RF signals. A chip inductor of 
inductance 100 nH, labeled as Inductor 2 in Fig. 3 
(a), is mounted on the grounded high impedance 
line. A chip capacitor with capacitance 10 pF, 
labeled as Capacitor 1 in Fig. 3 (a), is employed to 
prevent the DC bias voltage flowing into RF 
source at the antenna terminal. Because the 
applied diodes (MA4AGBL912) can also work in 
the OFF state when the bias is 0 V according to its 
datasheet [8], there is only one grounded line 
required. When positive bias voltage is provided 

for Diode 1 and no bias voltage for Diode 2, Diode 
1 is in the ON state and Diode 2 is in the OFF 
state, and vice versa. When Diode 1 is ON and 
Diode 2 is OFF, the patch is fed at points B and C 
as shown in Fig. 2 (a). The TM10 mode is excited 
and the antenna radiates a broadside pattern. On 
the contrary, when Diode 1 is OFF and Diode 2 is 
ON, the patch is fed at the point A and the TM02 
mode is excited as shown in Fig. 2 (b). In this case 
the radiation pattern is conical. 

The parameters of the antenna are provided in 
Table I. Since microstrip antennas are resonant 
antennas, the length and width of the patch are 
important design parameters, which greatly affect 
resonant frequency and input impedance. In this 
paper, the proposed antenna operates at 2.45 GHz. 
In order to make the two modes work at the same 
frequency, the length and the width of the patch 
are chosen to be 70.7 mm and 35.2 mm, 
respectively. The ratio of the length to the width is 
not exactly equal to 2. The slight deviation is due 
to the small adjustment of length for achieving a 
better impedance match.  

 
Table I: Dimensions of the proposed antenna (in 
unit of millimeter). 

W1 35.2 W2 1 W3 5 
W4 2 W5 2.5 W6 2 
W7 3 W8 3 L1 70.7 
L2 3 L3 42.1 L4 49 
L5 14 L6 21 L7 3 
L8 6 L9 15 L10 20 

 
The antenna is analyzed by the time domain 

solver of CST Microwave Studio. Figure 4 gives 
the simulated surface electric current distributions. 
As depicted in Fig. 4 (a), for the TM10 mode, the 
surface current vectors are in the x-direction and 
the maximum takes place along the y-direction 
center line of the patch. For the TM02 mode, as 
demonstrated in Fig. 4 (b), the surface current 
vectors are in the y-direction, and the two parts of 
the surface current distribution are 180 out of 
phase, which accounts for a radiation pattern with 
a null at broadside. Figure 5 exhibits the simulated 
3-D radiation patterns of the proposed antenna. As 
shown in Fig. 5 (a), the pattern of mode TM10 is a 
typical broadside pattern in the y-z plane. It is 
obvious that the pattern of TM02 mode is a conical 
pattern with a null at broadside in the y-z plane. 
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(a) (b)  
 
Fig. 4. Surface current distributions of the 
proposed antenna: (a) TM10 mode when diode 1 is 
ON and diode 2 is OFF and (b) TM02 mode when 
diode 1 is OFF and diode 2 is ON. 
  

(a)            (b)  
 
Fig. 5. 3-D radiation patterns of the proposed 
antenna: (a) TM10 mode and (b) TM02 mode. 
 

The input reflection coefficient measurements 
are done by using an Agilent’s E8361A network 
analyzer. The simulated and measured reflection 
coefficients of the TM10 and TM02 modes are 
given in Fig. 6. The impedance bandwidths of the 
TM10 mode and the TM02 mode are relatively 
narrow compared to commonly used antennas. 
One reason is that the impedance bandwidth of a 
microstrip antenna is inherently narrow. This is 
due to the fact that microstrip antennas are 
resonant antennas. The input impedance of a 
microstrip antenna is found to vary fast with 
frequency, and this feature limits the frequency 
range over which it can be matched to its feed line. 
Although some bandwidth expanding techniques 
are widely used to enlarge its impedance 
bandwidth, such as cutting slots on the patch and 
using proximity coupling or aperture coupling, 
those bandwidth expanding methods can not be 
utilized here, because those approaches usually 
use more than one mode of the patch, which may 
cause distortion in the radiation pattern. Figure 6 

(a) shows that the measured and simulated return 
losses are in an acceptable agreement, and the 
resonant frequencies are exactly at the designed 
2.45 GHz. Figure 6 (b) shows that, for the TM02 
mode, the measured resonant frequency shifts 
slightly to the higher frequency. This discrepancy 
between the measured and simulated results can be 
attributed to the inaccuracies in the fabrication 
process, the variation in discrete component 
parameters from values given in manufacturer’s 
data sheet, and diode parasitic parameters, which 
are not considered in simulation procedure. The 
shift, since it is very small, does not considerably 
affect the performance of the antenna. 

 

TM10

 
 (a) 

TM02

 
(b) 

 

Fig. 6. Simulated and measured input reflection 
coefficients: (a) TM10 mode and (b) TM02 mode. 
 

Figure 7 (a) is the photograph of the fabricated 
antenna with the mounted lump elements. 
Radiation patterns are measured for the TM10 and 
TM02 modes using a spherical near-field 
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measurement system as shown in Fig. 7 (b). The 
orientations of the coordinate system used in all 
radiation pattern figures are the same as the one 
shown in Fig. 3 (a). Simulated and measured 
radiation patterns of the two modes are compared 
in the y-z and the x-z planes, and the y-z plane is 
the principle plane where pattern diversity takes 
place. 

 

 
(a) 

 
(b) 

 
Fig. 7. (a) Photograph of the fabricated antenna 
and (b) photograph of the proposed antenna in a 
spherical near-field measurement system. 
 

As shown in Fig. 8 (a), well-defined broad 
radiation pattern can be observed in the y-z plane 
for the TM10 mode. The simulated and measured 
maximum radiation gains are 6.6 dBi and 5.7 dBi, 
respectively. Both simulated and measured half-
power beamwidths are 640. The cross polarization, 
which mainly comes from the TM02 mode, is 
lower than -12 dBi for the measured result.  

Figure 8 (b) shows that it is a conical radiation 
pattern for the TM02 mode in the y-z plane. The 
beam peaks of the measured conical pattern point 
at  400. The measured half-power beamwidth is 
530. The maximum radiation gains are 5.7 dBi and 
3.8 dBi for simulation and measurement, 

respectively. The measured maximum gain is 1.9 
dBi smaller than the simulated result. One reason 
for this phenomenon is that the resonant frequency 
of the TM02 mode shifts a little bit from the 
designed 2.45 GHz to the higher frequency, which 
makes the reflection coefficient larger than -10 dB 
at the operating frequency and results in the 
degradation of the gain. The cross polarization, 
which mainly comes from the TM10, is lower than 
-11 dBi for the measured result. By comparing 
Fig. 8 (a) with Fig. 8 (b), it can be found that the 
gain of the TM10 mode is higher than that of the 
TM02 mode. This is due to the fact that conical 
radiation pattern disperses radiation energy. It also 
can be found that the cross polarization of the 
TM02 mode is higher than that of the TM10 mode, 
which reveals that even though the designed 
resonant frequencies are the same, the TM10 mode 
is stronger than the TM02 mode and is harder to be 
suppressed. 

Figure 8 (c) shows the radiation patterns of the 
TM10 mode in the x-z plane. From Fig. 8 (c) it can 
be seen that there is a tilt of the maximum 
radiation, which pushes the maximum radiation 
to the +x-direction. The main factor which 
accounts for this phenomenon is the spurious 
radiation of the feed lines. The 3-D radiation 
pattern in Fig. 5 (a) gives a more intuitive view. 
The feeding network placed beside the patch plays 
a role as a director, which drags the radiation 
pattern from the broadside to the +x-direction in 
the x-z plane. The distortion of the radiation 
pattern can be alleviated considerably by using 
other feeding techniques such as probe feeding 
and aperture coupling. However, those techniques 
are not used here, because for the probe feeding it 
is not convenient to integrate switches with the 
feeding networks; and for the aperture coupling, it 
usually excites multiple modes and it is hard to 
separate them. Furthermore, since the pattern 
reconfigurable ability is designed in the y-z plane, 
except for the maximum gain undergoing a 1.1 
dBi decrease, the tilt of pattern in the x-z plane 
does not significantly influence the performance of 
the antenna. 

Figure 8 (d) shows the radiation patterns of the 
TM02 mode in the x-z plane, which indicates that 
the radiation of TM02 mode in the x-z plane is 
small. This is due to the fact that the pattern of 
TM02 mode possesses a theoretical null in the 
broadside direction. It can be found clearly in the 
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simulated 3-D pattern as shown in Fig. 5 (b). In 
general, the agreements between the simulated and 
the measured results are acceptable, and the 
performances of the proposed antenna confirm the 
feasibility of the design concept. 

y

z

TM10

 
(a) 

y

z

TM02

 
(b) 

z

x

TM10

 
(c) 

z

x

TM02

 
(d) 

 
Fig. 8.  Simulated and measured radiation patterns 
at 2.45 GHz: (a) TM10 mode in the y-z plane, (b) 
TM02 mode in the y-z plane, (c) TM10 mode in the 
x-z plane, and (d) TM02 mode in the x-z plane. 
 

Figure 9 gives the simulated and measured 
gains of the proposed antenna versus frequency. 
The proposed antenna is a narrow-band antenna, 
which is due to the realization of operating in 
TM10 and TM02 modes at the same frequency. The 
frequency band for gain investigation is set from 
2.43 GHz to 2.47 GHz. From Fig. 9, it can be seen 
that the measured gain varies from 4.9 dBi to 6.8 
dBi for TM10 mode, while the simulated gain 
varies from 5.2 dBi to 7.6 dBi for TM10 mode; and 
that the measured gain varies from 0.3 dBi to 4.1 
dBi for TM02 mode, while the simulated gain 
varies from 0.5 dBi to 5.7 dBi for TM02 mode. 
Owing to the narrow operating band, gain changes 
considerably with frequency especially for TM02 

mode. The maximum measured gain of TM02 

mode is at 2.46 GHz, just like the measured S11 of 
TM02 mode shifts slightly towards higher 
frequency as shown in Fig. 6 (b). 

 
IV. CONCLUSION  

A pattern reconfigurable rectangular patch 
antenna operating at the TM10 mode or the TM02 
mode is presented in this paper. PIN diodes are 
used to alter the feeding positions, and to steer the 
operating modes. The theory and experiments 
presented in this work show that this simple 
rectangular patch antenna can provide a broadside 
pattern or a conical pattern at 2.45 GHz. The main 
limitation of this antenna is its narrow impedance 
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bandwidth, which needs to be improved in the 
future. The design method can be used in other 
shapes of microstrip antennas for reconfigurable 
antenna designs. For example, circular patches and 
annular rings, the high order modes of which also 
possess conical patterns, can be used to design 
similar pattern reconfigurable antennas. This 
antenna can be used in wireless systems in which 
we are not much concerned about the polarization 
while the direction of arrival is a big concern.  

 

 
 

Fig. 9. Simulated and measured gains of the 
proposed antenna versus frequency. 
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Abstract ─ In this paper, a simple and compact 
ultra wideband printed slot antenna with band-
notch performance is designed and manufactured. 
In order to increase the impedance bandwidth of 
the square slot antenna, we use two U-shaped 
parasitic structures inside the rectangular slot on 
the ground plane that with this structure UWB 
frequency range can be achieved. Additionally, by 
using a T-shaped slit on the ground plane, a 
frequency notched band performance has been 
obtained. The designed antenna has a small size of 
20×20 mm while showing the radiation 
performance in the frequency band of 3.05 GHz to 
over 12 GHz with a band rejection performance in 
the frequency band of 5.1 GHz to 6.05 GHz. 
  
Index Terms ─ Square slot antenna, T-shaped slit, 
U-shaped parasitic structure, and ultra-wideband 
(UWB). 
 

I. INTRODUCTION 
 In UWB communication systems, one of the 
key issues is the design of a compact antenna 
while providing wideband characteristic over the 
whole operating band. Consequently, a number of 
printed microstrip antennas with different 
geometries have been experimentally 
characterized [1, 2]. Moreover, other strategies to 
improve the impedance bandwidth have been 
investigated [3-5]. The Federal Communication 
Commission (FCC)’s allocation of the frequency 

range 3.1 GHz – 10.6 GHz for UWB systems and 
it will cause interference to the existing wireless 
communication systems, such as, the wireless 
local area network (WLAN) for operating in 5.15 
GHz – 5.35 GHz and 5.725 GHz – 5.825 GHz 
bands), so the UWB antenna with a single band-
stop performance is required [6, 7].  
 In this paper, we present a new design of 
compact wideband slot antenna with band 
rejection characteristics for UWB applications. In 
this antenna, two U-shaped parasitic structures 
inside the rectangular slot on the ground plane 
were used to enhance the bandwidth and a 
modified T-shaped slit in the square ground plane 
was applied to generate a band notch performance. 
In the slot antenna design, by reducing the antenna 
size, the impedance matching at lower frequencies 
becomes poor and the bandwidth is degraded [3, 
4]. The distinctive point of the proposed antenna is 
that although it has small size respect to the 
antennas introduced in [2-5], (43 % smaller than 
the antenna in [1]), it has wider impedance 
bandwidth in the frequency band of 3.05 GHz to 
12.06 GHz with a rejection bands around 5.1 GHz 
– 6.05 GHz, which has a frequency bandwidth 
increment of 13 % with respect to the previous 
similar antenna [7-9], and also, the impedance 
matching at lower frequencies is very well 
obtained. In [10], by using two parasitic structure 
in the ground plane and in [11], by using a V-
shaped sleeve in the ground plane to achieve the 
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band. Good return loss and radiation pattern 
characteristics are obtained in the frequency band 
of interest. 
 

II. ANTENNA DESIGN 
 The proposed square slot antenna fed by a 50 
Ω microstrip line is shown in Fig. 1, which is 
printed on an FR4 substrate of thickness 0.8 mm, 
and permittivity 4.4. In this proposed antenna, the 
U-shaped parasitic structures inside the 
rectangular slot on the ground plane are playing an 
important role in the broadband characteristics of 
this antenna. These parasitic structures improve 
the impedance bandwidth without any cost of size 
or expense [4]. In addition, using T-shaped slit 
with variable size generates the frequency band-
notch function [3]. 
  

 
 

(a) 
 

 
 

(b) 
 

Fig. 1. Geometry of the proposed square slot 
antenna; (a) bottom view and (b) side view. 
 
 The final dimensions of the designed antenna 
are as follows: Wsub = 20 mm, Lsub = 20 mm, hsub = 
0.8 mm, Wf = 1.5 mm, Lf = 4 mm, W = 7 mm, Ws 

= 18 mm, Ls = 11 mm, Wc = 10 mm, Lc = 3 mm, 
Wc1 = 8 mm, Lc1 = 2 mm, Wc2 = 1 mm, Wx = 4 
mm, Lx = 1 mm, WT = 18 mm, LT = 1.5 mm, WT1 
= 8.5 mm, LT1 = 2.5 mm, WT2 = 1 mm, and Lgnd = 
6 mm. 
 

III. RESULTS AND DISCUSSIONS 
 The proposed slot antenna with various design 
parameters were constructed, and the numerical 
and experimental results of the input impedance 
and radiation characteristics are presented and 
discussed. The Ansoft simulation software high-
frequency structure simulator (HFSS) [12] is used 
to optimize the design. 
 The configuration of the presented slot 
antenna was shown in Fig. 1. Geometry for the 
ordinary square slot antenna (Fig. 2 (a)), with two 
U-shaped parasitic structures inside the 
rectangular slot on the ground plane (Fig. 2 (b)), 
and the proposed antenna (Fig. 2 (c)) structures are 
shown in Fig. 2. The return loss characteristics for 
the structures that are shown in Fig. 2 are 
compared in Fig. 3. As shown in Fig. 3, it is 
observed that the upper frequency bandwidth is 
affected by using the U-shaped parasitic structures 
inside the rectangular slot on the ground plane and 
the notch frequency bandwidth is sensitive to the 
T-shaped slit cut in the upper edge of the ground 
plane.  
 

          

         (a)                   (b)                   (c) 
 

Fig. 2. (a) The ordinary square slot antenna, (b) 
antenna with a pair of U-shaped parasitic 
structures in the ground plane, and (c) the 
proposed square slot antenna. 

 
 Also the input impedance of the proposed slot 
antenna structure that was studied in Fig. 1, on a 
Smith chart is shown in Fig. 4. To understand the 
phenomenon behind this additional resonance 
performance, the simulated current distribution on 
the ground plane for the slot antenna with two U-
shaped parasitic structures inside the rectangular 
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slot on the ground plane at the new resonance 
frequency of 11.15 GHz is presented in Fig. 5 (a). 
It can be observed from Fig. 5 (a), that the current 
is concentrated on the edges of the interior and 
exterior of U-shaped parasitic structure inside the 
rectangular at 11.15 GHz. Therefore, the antenna 
impedance changes at this frequency due to the 
resonance properties of the proposed structure. 
Also, to understand the phenomenon behind this 
band-notch performance, the simulated current 
distribution on the ground plane for the proposed 
antenna at the notch frequency (5.5 GHz) is 
presented in Fig. 5 (b). It can be observed from 
Fig. 5 (b) that the current is concentrated on the 
edges of the interior and exterior of the T-shaped 
slit at 5.5 GHz. Therefore, the antenna impedance 
changes at this frequency due to the band-notch 
properties of the proposed structure. 
 

 
 
Fig. 3. Simulated VSWR characteristics for the 
various square slot antenna structures shown in 
Fig. 2. 
 
 The simulated VSWR curves with different 
values of WT2 are plotted in Fig. 6. As shown in 
Fig. 6, when the interior gap distance between the 
T-shaped slit edges increase from 0.25 mm to 4 
mm, the center frequency of the notched band 
varies from 6.48 GHz to 4.85 GHz. From these 
results, we can conclude that the notch frequency 
is controllable by changing the gap distance 
between the T-shaped slit edges. 
 The proposed antenna with final design 
parameters, was built and tested. The measured 
and simulated VSWR characteristics of the 
proposed antenna is shown in Fig. 7. The 
fabricated antenna has the frequency band of 3.05 
GHz to over 12 GHz with a rejection band around 

5.1 GHz to 6.05 GHz. As shown in Fig. 7, there is 
a good agreement between the measured data and 
the simulated results. This discrepancy could be 
due to the effect of the SMA port, and also the 
accuracy of the simulation due to the wide range 
of simulation frequencies. To confirm the accurate 
VSWR characteristics for the designed antenna, it 
is recommended that the manufacturing and 
measurement process need to be performed 
carefully. 
 

 
 

Fig. 4. The simulated input impedance on a Smith 
chart for the various slot antenna structures shown 
in Fig. 2. 
     

 
               (a)                             (b) 
 

Fig. 5. Simulated surface current distributions on 
the ground plane for (a) the square antenna with a 
pair of U-shaped parasitic structures in the ground 
plane at third resonance frequency (11.15 GHz) 
and (b) for the proposed antenna at the notch 
frequency (5.5 GHz). 
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Fig. 6. Simulated VSWR characteristic for various 
values of  WT2. 
    
 Figure 8 shows the simulated and measured 
radiation patterns including the co-polarization 
and cross-polarization in the H-plane (x-z plane) 
and E-plane (y-z plane). The main purpose of the 
radiation patterns is to demonstrate that the 
antenna actually radiates over a wide frequency 
band. Reasonable agreement between simulations 
and measurements is demonstrated at 4 GHz, 7 
GHz, and 10 GHz. It can be seen that the radiation 
patterns in x-z plane are nearly omni-directional 
for the 4 GHz and 7 GHz. 
 

 
 

Fig. 7. Measured and simulated VSWR for the 
proposed antenna. 
 
 Figure 9 shows the effects of the T-shaped slit 
at the ground plane, on the maximum gain in 
comparison to the same antenna without it. As 
shown in Fig. 9, the basic structure (ordinary slot 
antenna) has a gain that is low at 2 GHz and 
increases with frequency [8]. It is found that the 
gain of the basic structure decreases with the use 

of the T-shaped slit in the ground plane. It can be 
observed in Fig. 9 that by using the T-shaped slit 
at the ground plane, a sharp decrease of maximum 
gain in the notched frequency band at 5.5 GHz is 
shown. For other frequencies outside the notched 
frequency band, the antenna gain with the filter is 
similar to those without it.  

 
 

Fig. 8. Measured and simulated radiation patterns 
of the proposed antenna at (a) 4 GHz, (b) 7 GHz, 
and (c) 10 GHz. 
 

IV. CONCLUSION 
 In this paper, a novel design of ultra wide 
band slot antenna with variable band notch 
function is proposed. The presented slot antenna 
can operate from 3.05 GHz to 12 GHz with 
VSWR < 2, and with a rejection band around 5.1 
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GHz to 6.05 GHz. By using two U-shaped 
parasitic structures inside the rectangular slot on 
the ground plane additional resonance at higher 
frequency range is excited and much wider 
impedance bandwidth can be produced. In order to 
generate a frequency band-stop performance we 
use a T-shaped slit in the ground plane. The 
designed antenna has a small size. The measured 
results show good agreement with the simulated 
and measured results. 
 

 
 

Fig. 9. Maximum gain comparisons for the 
ordinary slot antenna (simulated), and the 
proposed antenna (measured) in the z-direction (x-
z plane). 
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Abstract ─ A novel ultra-wideband slot antenna 
fed by a coplanar waveguide (CPW) is presented 
and experimentally investigated. The proposed 
antenna has capability of both the circular 
polarization and ultra wideband (UWB) 
performance. The designed antenna has a size of 
40 × 40 × 0.8 mm3. The experimental results show 
that the antenna has an impedance bandwidth of 
142 % and axial-ratio (AR) bandwidths of 35 % 
for the lower band and 22.6 % for the upper band. 
  
Index Terms ─ Antenna, CPW-fed, CPSSA, 
circularly-polarized square slot antenna, and 
UWB. 
 

I. INTRODUCTION 
The interest in UWB technology has increased 

after the U.S. Federal Communications 
Commission (FCC) allocation of the frequency 
band on 3.1 GHz – 10.6 GHz for commercial use. 
Recently, UWB technology has been widely used 
in various radars and has attracted much attention 
for communication systems. Although there are 
many antennas to cover the UWB systems [1-3], 
but there are few articles that designed UWB 
antennas with circular polarization (CP) [4-6]. By 
using the circular polarization in wireless 
communication systems, arranging the orientation 
of the antenna between transmitter and receiver is 
not needed any more. Circularly polarized (CP) 
antennas overcome the multipath fading problem 
and enhance system performance [6]. In this 
paper, we suggest a circularly polarized square slot 

antenna (CPSSA) for UWB systems with the 
combination of the techniques introduced in [7-8]. 
Two main characteristics have been used in the 
presented antenna: a fork-like feed line for 
improving impedance bandwidth, three T-shaped 
and one L-shaped grounded strips mainly for 
creating circular polarization operation. The 
measurements indicate that it has an impedance 
bandwidth of 1.95 GHz – 11.55 GHz (142 %) and 
also the CP bandwidth is from 2.38 GHz to 3.4 
GHz (35 %) for lower band and from 5.1 GHz to 
6.4 GHz (22.6 %) for upper bands, respectively. 

 
II. ANTENNA DESIGN 

The geometry of the proposed circularly-
polarized square slot antenna (CPSSA) and a 
photograph of the fabricated antenna are depicted 
in Figs. 1 (a) and (b). The presented antenna 
consists of a square ground plane with length of 40 
mm, three T-shape and one L-shape strips. The T-
shape strips consist of a centre arm with fixed 
length of 4 mm and upper arm with length of Lt 
and the L-shape strip has a horizontal arm with 
fixed length of 10.5 mm and a vertical arm with 
length of L1. The CPSSA has been printed on a 
commercially cheap FR4-epoxy substrate with 
relative permittivity 4.4, thickness 0.8 mm, and 
loss tangent 0.024 g2. The width of the coplanar 
waveguide (CPW) feed line is 3.1 mm, and the 
width of the gap between the feed line and the 
ground plane is 0.3 mm (Fig. 1 (a)). To enhance 
the bandwidth the fork-like microstrip line has 
been used. Also, to generate circular polarization 
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three T stubs and L strip were embedded in the 
ground plane. The T-Shaped grounded strip was 
first proposed in [9]. Also, Fig. 1 illustrate the 
structure of the CPSSA that will generate left and 
right-handed circularly-polarized (LHCP and 
RHCP) radiations in lower and upper bands, 
respectively with AR below 3 dB. 

 
III. EXPERIMENTAL RESULTS AND 

DISCUSSION 
The performance of the CPSSA at parametric 

studies has been investigated to find the optimized 
parameters using Ansoft high frequency structure 
simulator (HFSS ver. 13) based on the finite 
element method (FEM). To clarify the 
performance of the antenna, four prototypes of the 
proposed antenna are defined as follows (Fig. 1 
(c)). Ant. I includes only a single strip and a 
ground plane, Ant. II contains fork-like feed line, 
Ant. III has a fork-like feed line, and L strip. The 
proposed antenna or Ant. IV contains T-shaped 
stubs and L strip embedded in the ground plane. 
The fabricated antenna has been measured using 
an Agilent 8722ES vector network analyzer in its 
full operational span (10 MHz – 20 GHz). 
Simulated and measured return loss and CP axial 
ratio are shown in Figs. 2 (a) and (b). The 
simulated results show that the variation in the 
feed line shape from straight to fork-like shape 
assists in creating additional resonances and thus 
enhances the bandwidth. It should be mentioned 
that the impedance bandwidth is greatly increased 
by tuning the fork like feed line while the 
polarization of antenna become linear. The CP 
operation of the proposed antenna is mostly 
related to the T- and L-shaped stubs embedded in 
the ground plane. Note that Ant. IV has already 
attained a dual band -3 dB ARBW (2.38 GHz – 
3.4 GHz, 5.1 GHz – 6.4 GHz). As exhibited in 
Figs. 2 (a) and (b), the measured impedance 
bandwidth for Ant. IV has an operating frequency 
range from 1.95 (GHz) to 11.55 GHz (142 %) and 
3 dB ARBW of 35 % on lower band and 22.6 % 
on upper band. As mentioned earlier, the T-shape 
and L-shape strips are used to obtain dual band CP 
performance of the proposed antenna. To more 
clarify, the role of these metallic strips in CP 
operation, the -3 dB axial ratio curves for different 
values of Ll and Lt are shown in Figs. 3 and 4, 
respectively. From the simulation results, it is seen 
that the small changes in the metallic strips lengths 

(T-shape and L-shape strips) has a significant 
effect on the CP operation. By increasing Ll, the -3 
dB AR bandwidth is fine improved specially on 
the upper band, whilst the variations of the 
parameter Lt impress the CP performance, 
particularly on the lower band as shown in Fig. 4. 
From the results it is found that the optimum 
values for Lp and Lt are 8 mm. Usually in design 
of circularly polarized antennas, obtaining large 
CP bandwidth is very important (Table I). The size 
and simulated and measured characteristics of 
some CPSSA have been summarized in Table I. 
Meanwhile, all these antennas were fabricated on 
an FR4 substrate. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 1. Geometry of the proposed UWB antenna; 
(a) antenna configuration, (b) photo of the 
optimized antenna, and (c) four prototypes of the 
CPSSA under investigation. 
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Table I: Summary of the measured characteristics of some CPSSA. 
 Type Size (mm3 ) Impedance bandwidth (GHz) 3dB ARBW (GHz, %) 

Ant. I 40×40×0.8 2.85-4.25 0, (0%) 

Ant. II 40×40×0.8 
2.65-3.25 
3.75-9.4 

10.6-more than 12 
0, (0%) 

Ant. III 40×40×0.8 
1.85-2.15 
3.1-9.65 

10.3-more than 12 
5.65-6.05, (6.8%) 

Ant. IV 
(Simulation) 

40×40×0.8 1.85-more than 12 
2.37-3.31, (33.1%) 
5.2-6.66, (24.6%) 

Ant. IV 
(Measurement) 

40×40×0.8 1.95-11.55 
2.38-3.4, (35%) 
5.1-6.4, (22.6%) 

Ref.[1] 60×60×0.8 2.67-13 4.9-6.9, (32.2%) 

Ref.[2] 25×25×0.8 2.98-11.23 5.012-7.382, (38.2%) 

Ref.[3] 60×60×0.8 2-7.07 2.03-5.12, (85%) 
 

 
(a) 

 
(b) 

 

Fig. 2. Measured and simulated S11 and CP axial 
ratios for Ants. I to IV.  

 
Fig. 3. Simulated AR curves of the proposed 
antenna with different values of Ll (Lt was fixed at 
8 mm). 
 

 
Fig. 4. Simulated AR curves of the proposed 
antenna with different values of Lt (Ll was fixed at 
8 mm). 
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Figure 5 shows the measured normalized RHCP 
and LHCP radiation patterns of the proposed 
antenna at frequencies of 3 GHz, 5.5 GHz, and 8 
GHz.  
 

 
 

 
                                                                                              

 
Fig. 5. Measured radiation patterns of the 
proposed antenna. 

IV. CONCLUSION 
A novel ultra-wideband antenna fed by a 

coplanar waveguide has been proposed. The novel 
structure helps to enlarge the 3 dB ARBW on both 
of the lower and upper bands to be greater than 35 
% and 22.6 %, respectively. The designed antenna 
has a size of 40 × 40 × 0.8 mm3. The measured 
results show that the antenna has a broad 
bandwidth of 142 %.  According to the impedance 
bandwidth and -3 dB axial ratio bandwidth, the 
proposed antenna is a good candidate for various 
wireless systems and applications.      
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Abstract ─ In this paper, a novel ultra wideband 
monopole antenna with frequency band-stop 
performance is designed and manufactured. The 
proposed antenna consists of a square radiating 
patch, and a ground plane with a cross-shaped slit 
and an inverted -shaped conductor-backed plane. 
The cross-shaped slit, increases the bandwidth that 
provides a wide usable fractional bandwidth of 
more than 125 % (2.86 GHz – 12.91 GHz). In 
order to create band-notched function we use an 
inverted -shaped parasitic structure in the ground 
plane, a frequency notch band of 5.11 GHz – 6.02 
GHz has been achieved. Good VSWR and 
radiation pattern characteristics are obtained in the 
frequency band of interest. Simulated and 
measured results are presented to validate the 
usefulness of the proposed antenna structure for 
UWB applications. 
  
Index Terms ─ Band-notched function, inverted 
-shaped conductor-backed plane, printed 
monopole antenna (PMA), and ultra wideband 
(UWB). 
  

I. INTRODUCTION 
 Communication systems usually require 
smaller antenna size in order to meet the 
miniaturization requirements of radio-frequency 
(RF) units [1]. It is a well-known fact that planar 
monopole antennas present really appealing 
physical features, such as simple structure, small 
size, and low cost. Due to all these interesting 
characteristics, planar monopoles are extremely 

attractive to be used in emerging UWB 
applications, and growing research activity is 
being focused on them. Consequently, a number of 
planar monopoles with different geometries have 
been experimentally characterized [2, 3]. 
 The frequency range for UWB systems is 
between 3.1 GHz – 10.6 GHz, which will cause 
interference to the existing wireless 
communication systems for example the wireless 
local area network (WLAN) for IEEE 802.11a 
operating in 5.15 GHz – 5.35 GHz and 5.725 GHz 
– 5.825 GHz bands, so the UWB antenna with a 
band-notched function is required. Lately, to 
generate the frequency band-notched function, 
several modified planar antennas with band-notch 
characteristic have been reported [4-8]. In 
references [4-6], different shapes of the slots (i.e., 
square ring, W-shaped, and folded trapezoid) are 
used to obtain the desired band-notched 
characteristics. Also reconfigurable structures 
integrated with diodes can be used to generate 
band-notched performances [7]. In [8] single and 
multiple half-wavelength U-shaped is used to 
generate the frequency band-notched function, 
modified planar slits are embedded in the radiation 
patch to generate the band-notched functions. 
 All of the above methods are used for 
rejecting a single band of frequencies. However, to 
effectively utilize the UWB spectrum and to 
improve the performance of the UWB system, it is 
desirable to design the UWB antenna with dual 
band rejection. It will help to minimize the 
interference between the narrow band systems 
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with the UWB system. Some methods are used to 
obtain the dual band rejection in the literature [9-
11]. 
 In this paper, a simple method for designing a 
novel and compact microstrip-fed monopole 
antenna with band-notched characteristic for UWB 
applications has been presented. In the proposed 
antenna, for bandwidth enhancement we use cross-
shaped slit in the ground plane and by using an 
inverted -shaped parasitic structure with variable 
dimensions on the other side of the substrate a 
band-stop performance can be created. The 
presented monopole antenna has a small size of 
12×18×1.6 mm3. Good VSWR and radiation 
pattern characteristics are obtained in the 
frequency band of interest. Simulated and 
measured results are presented to validate the 
usefulness of the proposed antenna structure for 
UWB applications. 
 

II. ANTENNA DESIGN 
 The presented small monopole antenna fed by 
a microstrip line is shown in Fig. 1, which is 
printed on an FR4 substrate of thickness 1.6 mm, 
permittivity 4.4, and loss tangent 0.018. The basic 
monopole antenna structure consists of a square 
patch, a feed line, and a ground plane. The square 
patch has a width W. The patch is connected to a 
feed line of width Wf and length Lf + Lgnd. The 
width of the microstrip feed line is fixed at 2 mm, 
as shown in Fig. 1. On the other side of the 
substrate, a conducting ground plane is placed. 
The proposed antenna is connected to a 50  
SMA connector for signal transmission. 
 In this study, based on defected ground 
structure (DGS), the cross-shaped slit in the 
ground plane is used to perturb an additional 
resonance at higher frequencies and increase the 
bandwidth [5]. Also, based on electromagnetic 
coupling theory (ECT), for generating band-stop 
performance we use an inverted -shaped parasitic 
structure in the ground plane. In this structure, by 
inserting the inverted -shaped parasitic structure, 
the desired high attenuation near the notch 
frequency can be produced. 
 In this work, we start by choosing the 
dimensions of the designed antenna. These 
parameters, including the substrate, are Wsub  Lsub 
= 12 mm  18 mm or about 0.15 λ × 0.25 λ at 4.2 
GHz (the first resonance frequency). We have a lot 

of flexibility in choosing the width of the radiating 
patch. This parameter mostly affects the antenna 
bandwidth. As WX decreases, so does the antenna 
bandwidth, and vice versa. Next step, we have to 
determine the length of the radiating patch LX. 
This parameter is approximately lower/4, where 
lower is the lower bandwidth frequency 
wavelength. lower depends on a number of 
parameters such as the radiating patch width as 
well as the thickness and dielectric constant of the 
substrate on which the antenna is fabricated [9]. 
The important step in the design is to choose 
Lresonance (the length of the resonator), Lnotch (the 
length of the filter). Lresonance is set to resonate at 
0.25 λg, where Lresonance3 = 0.5 (WS-WS1) + LS1 + 
LS2, corresponds to resonance frequency 
wavelength (12 GHz is the third resonance 
frequency). Lnotch is set to band-stop resonate at 0.5 
λg, where Lnotch = LP + WP1, λg corresponds to the 
notched band frequency wavelength (5.5 GHz is 
the notched frequency). 
 

 
 

(a) 

 
 

(b) 
 

Fig. 1. Geometry of the proposed monopole   
antenna, (a) side view, (b) bottom view. 
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 The optimized values of the proposed antenna 
design parameters are as follows: Wsub = 12 mm, 
Lsub = 18 mm, hsub = 1.6 mm, Wf = 2 mm, Lf = 3.5 
mm, W = 10 mm, Ws = 3.5 mm, Ls = 0.5 mm, Ws1 
= 0.5 mm, Ls1 = 1 mm, Ls2 = 0.5 mm, Wd = 2.25 
mm, Ld = 1.5 mm, Wp = 8 mm, Lp = 9.5 mm, Wp1 
= 2.5 mm, Lp1 = 0.5 mm, Wp2 = 2 mm, and Lgnd = 
3.5 mm. 
 

III. RESULTS AND DISCUSSIONS 
The proposed microstrip monopole antenna 

with various design parameters were constructed, 
and the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The proposed microstrip-
fed monopole antenna was fabricated and tested. 
The parameters of this proposed antenna are 
studied by changing one parameter at a time and 
fixing the others. Ansoft HFSS simulations are 
used to optimize the design and agreement 
between the simulation and measurement is 
obtained [12]. The configuration of the presented 
monopole antenna was shown in Fig. 1. The 
geometry of the ordinary square patch antenna 
(Fig. 2 (a)), with a cross-shaped slit in the ground 
plane (Fig. 2 (b)), and the proposed antenna (Fig. 2 
(c)) structures are compared in Fig. 2.    
   

 
 

          (a)                     (b)                    (c) 
 

Fig. 2. (a) basic structure (ordinary monopole 
antenna), (b) antenna with a cross-shaped slit in 
the ground plane, and (c) the proposed antenna. 
 
 The VSWR characteristics of the structures 
that were shown in Fig. 2 are compared in Fig. 3. 
As shown in Fig. 3, it is observed that the upper 
frequency bandwidth is affected by using the 
cross-shaped slit in the ground plane and the notch 
frequency bandwidth is sensitive to the inverted -
shaped parasitic structure. Also the input 
impedance of the various monopole antenna 

structures that were studied in Fig. 3, are shown on 
a Smith chart in Fig. 4. 
 

 
 

Fig. 3. Simulated VSWR characteristics for the 
antennas shown in Fig. 2. 
 

 
 

Fig. 4. The simulated input impedance on a Smith 
chart for the various antenna structures shown in 
Fig. 2.  
 
 In order to understand the phenomenon behind 
this additional resonance performance, the 
simulated current distributions on the ground plane 
for the square antenna with a cross-shaped slit in 
the ground plane at 12 GHz are presented in Fig. 5 
(a). It is found that, based on the defected ground 
structure (DGS), by using the cross-shaped slit in 
the ground plane; third resonance at 12 GHz can 
be achieved. Other important design parameters of 
this structure is the use of an inverted -shaped 
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parasitic structure on the ground plane. Figure 5 
(b) presents the simulated current distributions on 
the ground plane at the notch frequency (5.5 GHz). 
As shown in Fig. 5 (b), at the notch frequency the 
current flows are more dominant around the 
inverted -shaped parasitic structure. 
 

 
                   

                     (a)                               (b) 
 

Fig. 5. Simulated surface current distributions for 
the proposed antenna on the ground plane (a) at 
the extra resonance frequency at 12 GHz and (b) at 
the notch frequency at 5.5 GHz. 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 6. (a) Conceptual equivalent-circuit model for 
the proposed antenna, and the equivalent circuits 
at (b) the new resonance frequency, and (c) at the 
first notch frequency. 
       

 Figure 6 shows the conceptual equivalent 
circuit model for the proposed antenna, which has 
an RLC resonator and a shunt stub. When the 
current path in the inverted -shaped ring 
conductor backed plane is equal to a half-
wavelength at 5.5 GHz in Fig. 6 (c), the input 
impedance at the feeding point is zero (short 
circuit). Figure 7 shows the simulated VSWR 
curves with different values of Lp. As shown in 
Fig. 7, when the exterior length of the inverted -
shaped parasitic structure increases from 9.5 mm 
to 12.25 mm, the center of the notch frequency 
decreases from 6.6 GHz to 4.8 GHz. From these 
results, we can conclude that the notch frequency 
is controllable by changing the exterior length of 
the inverted -shaped parasitic structure [13]. 
      

 
 

Fig. 7. Simulated VSWR characteristics for the 
proposed antenna with different values of WX. 
 
 Another main effect of the inverted -shaped 
conductor-backed plane occurs on the filter 
bandwidth. In this structure, the width Wp2, is the 
critical parameter to control the filter bandwidth. 
Figure 8 illustrates the simulated VSWR 
characteristics with various length of Wp2. As the 
interior width of the Wp2 increases from 0.4 mm to 
1.4 mm, the filter bandwidth varies from 0.7 GHz 
to 1.5 GHz. Therefore the bandwidth of the notch 
frequency is controllable by changing the width   
of Wp2.  
 The proposed antenna with optimal design 
was built and tested. The measured and simulated 
VSWR characteristic of the proposed antenna are 
shown in Fig. 9. The fabricated antenna has the 
frequency band of 2.86 GHz to 12.91 GHz with 
WLAN rejection band around 5.11 GHz – 6.02 
GHz. 
 

715 ACES JOURNAL, VOL. 28, NO.8, AUGUST 2013



 
 

Fig. 8. Simulated VSWR characteristics for the 
proposed antenna with different values of WX1. 
 

 
 
Fig. 9. Measured and simulated VSWR for the 
proposed antenna. 

 
 Figure 10 illustrates the measured radiation 
patterns, including the co–polarization and cross–
polarization, in the H– (x–z plane) and E–planes 
(y–z plane). It can be seen that the radiation 
patterns in x–z plane are nearly omni-directional 
for the three frequencies. Figure 11 shows the 
effects of the cross-shaped slit and the inverted -
shaped parasitic structure, on the maximum gain in 
comparison to the same antenna without them. As 
shown in Fig. 11, the ordinary square antenna has a 
gain that is low at 3 GHz and increases with 
frequency. It can be observed in Fig. 11 that by 
using a cross-shaped slit and the inverted -shaped 
parasitic structure, a sharp decrease of maximum 
gain in the notched frequency band at 5.5 GHz is 
shown. For other frequencies outside the notched 
frequency band, the antenna gain with the filter is 
similar to those without it. 

 
 

Fig. 10. Measured radiation patterns of the 
proposed antenna at (a) 4 GHz, (b) 7 GHz, and (c) 
10 GHz. 
  

 
 

Fig. 11. Measured maximum gain comparisons for 
the ordinary square antenna and the proposed 
antenna. 
 

IV. CONCLUSION 
 A new small monopole antenna with band-
notched function for UWB applications is 
presented in this paper. The proposed antenna can 
operate from 2.86 GHz to 12.91 GHz with WLAN 
rejection band around 5.11 GHz – 6.02 GHz. In 
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order to enhance the bandwidth we cut a cross-
shaped slit in the ground plane, and also by using 
an inverted -shaped parasitic structure at the 
ground plane, a frequency band-notched function 
can be achieved and improved. The designed 
antenna has a small size of 1218 mm2. Simulated 
and experimental results show that the proposed 
antenna could be a good candidate for UWB 
applications. 
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Abstract ─ A planar monopole antenna with 
variable frequency band-notch characteristic for 
ultra wideband applications is presented. The 
proposed antenna consists of a truncated ground 
plane and a radiating rectangular patch. By 
employing two L-shaped strips on the top edge of 
the ground plane, the ultra wideband property is 
achieved. Electromagnetic interference (EMI) 
from IEEE 802.11a can be avoided for a wideband 
antenna with a stop-band. For a notched frequency 
band, two L-shaped slits are embedded on the 
ground plane. The designed antenna has a stop-
band of 5 GHz to 5.9 GHz while maintaining 
wideband performance from 3.1 GHz to 10.6 GHz 
for VSWR < 2. 
 

Index Terms ─ Band-notched, slot, slit, and ultra 
wideband.  
 

I. INTRODUCTION 
 In the last few years, UWB technology has 
attracted a great interest for use in the industry and 
academia especially since Federal Communication 
Commission (FCC) allowed using the (3.1 GHz ─ 
10.6 GHz) band for commercial applications. The 
antenna is one of the important components in 
UWB systems and it affects their overall 
performance. It is of a particular interest to design 
an antenna with simple structure, low profile, easy 
manufacturing, and low cost. Moreover, the UWB 

antenna should have good impedance matching 
characteristics over the whole UWB frequency 
range. Also, it should have a flat gain, linear 
phase, and constant group delay to minimize 
distortion of transmitted pulses waveforms. 
Different types of planar wideband monopoles 
using various bandwidth enhancement techniques 
have been proposed for UWB applications [1-8]. 
However, there exist narrow band for other 
communication systems over the designated 
frequency band, such as: the wireless local area 
network (WLAN) for IEEE802.11a operating at 
5.15 GHz ─ 5.35 GHz, which may cause severe 
electromagnetic interference to the UWB system. 
Therefore, it is desirable to design UWB antennas 
with band-notched performance in this frequency 
band to avoid potential interference. In this way a 
number of different techniques have been reported 
recently [9-12]. The commonly used approach is 
to insert different shapes of slot in the main 
radiator [9-10]. In reference [11] it is shown that 
parasitic elements can be utilized to implement the 
desired band-rejection at a particular frequency 
and by embedding a slit in the feeding strip band-
notched performance was achieved [12]. For most 
of the work mentioned above, the band-notched 
structures are designed on the main radiator. It is 
demonstrated in [13] by inserting simple slits in 
antenna ground plane, a band-notched 
performance can also be achieved.  
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 The main idea in this article is the deviation of 
the current on the ground plane. Instead of 
changing the patch or the feed line shapes, by 
using two L-shaped strips on the ground plane, a 
pair of additional current paths are introduced and 
much wider bandwidth is produced. Also the 
notched band, covering the 5 GHz ─ 5.9 GHz 
WLAN band, is provided by a pair of folded slits 
inserted on the ground plane. As a different 
method we apply both slits and slots on the ground 
plane that provides a simple structure. In 
comparison with previous works the proposed 
antenna has a small size and simple structure. In 
this study, antenna design is experimentally 
investigated; its characteristics and radiation 
patterns are analyzed and discussed. By adopting 
different source signals, the influence of the 
frequency notch as well as the antenna’s 
propagation characteristics is clearly presented 
giving the reader a thorough understanding about 
the antenna performance. 
 

II. ANTENNA CONFIGURATION 
 Figure 1 shows the geometry of the proposed 
antenna, which is symmetrical with respect to the 
longitudinal direction. It consists of a main patch 
and a conductor truncated ground plane in the 
back, a pair of folded strips, and a pair of L-shaped 
slits on the ground plane. The L-shaped strip with 
width of 0.4 mm is printed on the top edge of the 
ground plane at a distance of 0.93 mm ( = 0.5 WF) 
from the feed line. It consists of a vertical arm of 
length LY and a horizontal arm of length LX. In 
this study the length LY of the strip is fixed at 1.2 
mm. The L-shaped slits are embedded on the 
ground plane at a distance of 3.2 mm from the 
feed line. The proposed slits comprise of a vertical 
arm (along y-axis) of length LV and a horizontal 
arm (along x-axis) of length LH connected at their 
ends, where the two arms are of the same width  
(g). In this study LV is fixed at 0.4 mm.  
 The antenna is fed with a 50 Ω microstrip line 
and is printed on a 22 × 22 mm2 FR4 substrate 
with dielectric constant of 4.4 and substrate 
thickness of 1 mm. The rectangular patch with size 
of 10 × 13 mm2 is attached to a feed line of width 
(WF = 1.86 mm) and length 7.5 mm on the front 
surface of the substrate. A conducting ground 
plane with size of 22 × 4.5 mm2 is also printed on 
the other side of the substrate. The gap distance 
between the radiating patch and ground plane is 

fixed at 3 mm. 
 

 
 

Fig. 1. Geometry of the proposed antenna.  

 
III. RESULTS AND DISCUSSIONS  

 The proposed antenna is designed using    
Ansoft’s HFSS and its simulated results in terms 
of bandwidth are presented and compared with 
that of the measured ones. As mentioned, the main 
idea in the design of this antenna is the deviation 
of the current path on the ground plane. By 
inserting two L-shaped strips a pair of current 
paths are presented that influence current 
distribution on the ground plane. The proposed 
folded strips served as an impedance-matching 
circuit at higher frequencies and an additional 
coupling is introduced between the lower edge of 
the rectangular patch and the folded strips [14].  
 In order to have a good insight, Fig. 2 shows 
the difference of current distributions on the 
ground plane with and without the strips. By 
adjusting the length LX the strip, the third 
resonance occurs at ft and much more enhanced 
impedance bandwidth can be achieved. As shown 
in Fig. 3 by fine-adjusting from experiments for 
the desired center frequency at 10 GHz, the 
dimensions of the folded strip are selected. The 
figure shows as LX increases, the upper frequency 
limit is shifted downward. It can be observed that, 
by fine-adjusting LX, the antenna bandwidth 
increases leading to the third resonance. On the 
other hand, the lower edge frequency of the band 
is insensitive to the changes of LX. 
 To achieve the band-notched characteristic, 
the lengths of both slits are close to λ/4 at the 
desired center frequency of the rejection. 
Regarding the defected ground structure (DGS), 
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the creating slits on the ground plane provide an 
additional current path, which greatly increases the 
small VSWR observed at the λ/4 mode for the 
antenna without slits. The successful excitation of 
the λ/4 mode is mainly due to the length L of the 
slit, L = LV + LH. The center frequency of the stop-
band fr is varied by adjusting the length of LH. In 
Fig. 4 the simulated VSWR curves for different 
values of LH are considered. As illustrated, with an 
increase in the length LH of the slit from 5.2 mm to 
7.2 mm, the center frequency of the rejection shifts 
downward from 7.2 GHz to 5.5 GHz.  
 

    
 

(a)                                 (b) 
 

Fig. 2. Current distribution on the ground at 10 
GHz; (a) with and (b) without strips. 

 

 
Fig. 3. Simulated VSWR characteristics for 
different values of LX (LY = 1.2 mm). 

 

 

Fig. 4. Simulated VSWR characteristics for 
different values of LH (g = 0.2 mm).  

 The notched center frequency fr can be 
empirically approximated. To provide desired 
bandwidth of the rejection at fr, the width of the 
slit, "g", is an important parameter. By carefully 
adjusting this parameter suitable band-notch width 
can be obtained. The band-rejection characteristics 
of the proposed antenna influenced by the "g" size 
are investigated in Fig. 5 (LH = 7.2 mm). It is 
observed that the bandwidth of the rejection 
increases monotonically with an increase in "g". 
The antenna has been fabricated and its photo is 
shown in Fig. 6. The measured results for the 
fabricated prototype of the proposed antenna based 
on the optimized simulated design parameters are 
presented. Figure 7 shows the measured and 
simulated VSWR curve for the fabricated antenna.  
 The measured far-field radiation patterns of 
the proposed antenna in the x-z and y-z planes at 
sampling frequencies 3.5 GHz and 9.5 GHz are 
investigated in Figs. 8 (a) and (b). The proposed 
antenna has relatively omni-directional radiation 
pattern in the x-z plane (H-plane) at these 
frequencies. For comparison, the measured 
antennas gain in the y-z plane at θ = 180˚, for the 
two antennas (with and without slits) is presented 
in Fig. 9. As expected, the gain decreases sharply 
at the notched frequency band for the antenna with 
slits respect to the same antenna without them. 

 
Fig. 5. Simulated VSWR characteristics for 
different values of g (LH = 7.2 mm). 

Fig. 6. Photographs of the manufactured antenna. 
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Fig. 7. Simuated and measured VSWR 
characteristics for the fabricated antenna. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. Measured antennas gain (with and without 
L-shaped slits). 

IV. TIME DOMAIN PERFORMANCE 
 In ultra wideband systems, the information is 
transmitted using short pulses. Hence, the 
temporal behavior of the transmitted pulse is 
important. The communication system for UWB 
pulse transmission must provide as minimum as 
possible distortion, spreading, and disturbance. 
Here different input signals are introduced to fully 
examine the influence of the frequency notch as 
well as the antenna abilities in transceiving 
signals. In our communication setup, two identical 
antennas have been used that were aligned side-
by-side at a distance of 50 cm (antennas are in the 
far field of the each other). Two bipolar signals 
with different waveform widths were employed 
(Figs. 10 (a) and (b)). Since the antennas have a 
notch from 5 GHz ─ 6 GHz, considerable spectral 
information loss is expected to take place when 
transmitting the 170 ps bipolar signal. Figures 11 
(a) and (b) present the received transient responses 
for the 170 ps and 280 ps bipolar signals, 
respectively. It is seen that the detected signal for 
the 170 ps bipolar pulse is quite weak and suffers 
distinct distortion. Compared with the 170 ps 
pulse, the received signal for the 280 ps pulse has 
larger magnitude and undergoes less distortion. 
The observed late time ringing is caused by the 
frequency notch. 

 
(a) 

 
(b) 

Fig. 10. Input bipolar signals for (a) 170 ps and (b) 
280 ps. 

   
 

   

                                  

 

 

Fig. 8. Measured E-plane and H-plane radiation 
patterns for the proposed antenna at (a) 3.5 GHz 
and (b) 9.5 GHz. 

          Co-pol 
        Cross-pol 

0dB 0dB 

-20dB -20dB 

0dB 0dB 
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(a) 

 
(b) 

 

Fig. 11. Output signal waveforms for (a) 170 ps 
and (b) 280 ps input pulses. 
 

 
 To examine the time-domain performance of 
the antenna, Gaussian pulses are selected to be the 
source waveforms and applied to the proposed 
antenna. The time domain characteristics of the 
proposed antenna are studied using CST 
Microwave Studio and presented in Fig. 12. the 
correlation between the transmitting antenna’s 
input signal and the receiving antenna’s output 
signal shows approximately 83 % antipodal 
resemblance that is clearly acceptable among the 
other UWB antennas. So it can preserve signal 
shape by a little distortion that makes it suitable 
for UWB applications. 
 

 
Fig. 12. Simulated time domain analysis: input and 
output pulse waveforms. 
 

V. CONCLUSION 
 A printed monopole antenna with controllable 
band-notched configuration for ultra wideband 
applications is presented. A pair of L-shaped strips 
is used to satisfy the desired characteristics of the 
antenna. By embedding a pair of L-shaped slits on 
the ground plane, the frequency band-stop 
performance is achieved. The designed antenna 
has a stop-band of 5 GHz to 5.9 GHz while 
maintaining wideband performance from 3.1 GHz 
to 10.6 GHz for VSWR < 2. The antenna is 
fabricated and tested. A good agreement is 
achieved between the simulated and measured 
results. 
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Abstract ─ In this letter, a compact planar ultra-
wideband (UWB) monopole antenna with 
excellent band-rejection characteristics is proposed 
for UWB communications applications. To 
achieve band-rejection filter property at the WiFi / 
WiMAX bands, two different types of slots: 
sloped open-ended Z-shaped slot and split 
rectangle ring slot on radiation patch, are 
introduced to form two stop-bands. The measured 
and simulated results show that the band-notched 
characteristics not only bring good rejection 
frequency, but also improved the skirt area in the 
band-notched frequency, and the proposed antenna 
has nearly omni-directional radiation pattern, 
moderate gain, and low cross-polarization level, 
which is suitable for UWB communication 
applications. 
  
Index Terms - Coplanar waveguide (CPW) 
feeding, dual notched bands, open-ended Z-shaped 
slot, split rectangle ring slot, and ultra-wideband 
(UWB) antenna. 
 

I. INTRODUCTION 
It is a well-known fact that monopole antennas 

have been a highly competitive topic in wireless 
communication systems in recent years, since they 
have many attractive advantages, such as simple 
structure, low profile, light weight, small size, 
easy fabrication, omni-directional radiation 
pattern, and so on. On the other hand, coplanar 
waveguide (CPW)-fed mechanism has many 
irreplaceable advantages over microstrip-fed 
manner [1], such as low dispersion, lower loss, the 
ability to effectively eliminate the alignment 
errors, and the antenna can be printed on a single 

side of the printed circuit board for alleviating the 
problem of space restrictions in a device, thus it 
often is introduced to design ultra-wideband 
(UWB) monopole antennas [1-7], which operate in 
the United States federal communication 
commission (FCC) frequency defined from 3.1 
GHz to 10.6 GHz for high data rate and short 
range ultra-wideband communication systems [8].  

However, it is generally known that UWB 
transmitters should not cause any electromagnetic 
interference on nearly communication system, 
such as the existing wireless local area network 
(WLAN) and the worldwide interoperability for 
microwave access (WiMAX ) covering the 3.3 
GHz - 3.7 GHz, 5.15 GHz - 5.35 GHz, and 5.725 
GHz - 5.825 GHz. Therefore, UWB antenna with 
notched characteristics in these frequency bands is 
desired. Recently, various methods were reported 
to design band-notched antenna. The 
universal  method is cutting slots on the radiation 
patch or ground plane, i.e., slot-type split ring 
resonators (SRRs), W-shaped slots, semicircular 
slots, L-shaped slots, U/C-shaped slots, E-shaped 
slot, H-shaped slot in [3, 9-16], and so on. Others 
main approaches are the use of parasitic elements 
[17-19], quarter-wavelength stub connected to 
radiation patch [19, 20] or ground plane [21] by 
metallic vias on the opposing plane, and 
electromagnetic-band-gap (EBG) structures [22]. 
However, most of the antennas mentioned above 
can not provide satisfactory skirt area and 
sufficient rejection bandwidth, which reveals that 
lower performance of potential interference 
suppression from skirt bands may still exist in 
such antennas. 

 In this work, a novel design of UWB 
monopole antenna is designed, which presents 
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desired band-rejection features by embedding two 
different types of resonant slots. Experimental 
results demonstrate that the proposed antenna have 
very sharp, fully wide, and deep band-notched 
characteristics. 

 
II. ANTENNA CONFIGURATION 

The geometrical configuration of the proposed 
UWB band-rejected antenna is shown in Fig. 1. 
The antenna has a single-layer metallic structure 
and is printed on an inexpensive FR-4 substrate of 
thickness 0.8 mm, with a dielectric constant of 4.6 
and a loss tangent of 0.02. A 50 Ω CPW 
transmission line of strip width 2.1 mm, and gap 
0.3 mm is used for feeding the antenna. The 
overall dimension of the antenna is only 30 mm (L) 
× 25 mm (w). The radiation patch is composed of 
a trapezoid patch and a rectangle patch, and then 
loaded by arbitrary hexagon-shaped slot on the 
edge of the radiating patch. The ground plane is 
modified by truncating two triangle-shaped 
patches in both sides of the ground plane. To 
achieve notched bands, a pair of sloped open-
ended Z-shaped slots and two split rectangle ring 
slots on the radiating patch are adopted to generate 
two notched bands in the center frequency of 3.5 
GHz and 5.5 GHz, respectively.  In this design, the 
Z-shaped slots (ZSS) act as a quarter-guided-
wavelength resonator, which the length may be 
empirically approximated by, 

 2 3 4 4ZSSL n n n     . (1) 
The split rectangle ring slot (SRRS) is a half-
guided-wavelength resonator, and can be deduced 
by 

 1 2 32( ) 2,SRRSL d d d      (2) 

where 
1

2
rc f
 

 , c is the speed of light in 

free space, r is the dielectric constant, and f is the 
center notched frequency. At the beginning of the 
design, and by using equations (1) and (2), one 
may estimate the notched dimensions of the sloped 
Z-shaped slots and split rectangle ring slot 
approximately. Moreover, by adjusting the width 
and length of the slots, the stop-band property of 
the antenna can be controlled desirably. The 
proper parameters can be obtained with the aid of 
the commercially available software Ansoft 
HFSS13 (high-frequency structure simulator), and 
a 50 Ω-SMA connector is connected to the end of 

the CPW-feed mechanism, which serves as the 
antenna port. Parameter values of the proposed 
antenna are summarized in Table I. Moreover, a 
photograph of the fabricated antenna with dual-
band notched characteristic is shown in Fig. 1 (b). 

 
(a) 

 
(b) 

 
Fig. 1.  (a) Geometry of the proposed antenna and 
(b) photograph of the proposed antenna. 
 
Table I: Parameter values of the fabricated antenna 
(dimensions are in mm). 
Parameter u L1 w1 w2 w3 wf 

Value 0.3 12.7 12 5 9 2.1 
Parameter P1 P2 P3 P4 g g1 

Value 5 5 6 9.6 0.7 1 
Parameter d d1 d2 d3 d4 d5 

Value 1.8 4.6 4.15 10.4 8.8 2.2 
Parameter n1 n2 n3 n4 n5 n6 

Value 0.8 5.4 1.45 2.06 0.4 0.65
Parameter s m m1    

Value 0.3 1.98 3    
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III. RESULTS AND DISCUSSIONS 
A. Compact UWB Planar antenna with single 
notched slot 

To further comprehend the band-rejection 
characteristic, a Z-shaped slot or rectangle split 
ring slot is embedded in the radiation patch as 
shown in Figs. 2 (a) and (b), respectively. At the 
notch frequency, the current flows are more 
dominant around the filter structures, and are 
concentrated on the edges of these slots with 
opposite direction. Therefore, the resultant 
radiation fields cancel out, and high attenuation 
near the notch frequency is produced. Namely, the 
antenna does not radiate efficiently in the notched 
frequency ranges. It is also seen that unlike Fig. 2 
(b), in Fig. 2 (a) the main current not only flows 
around the Z-shaped slot, but also a small quantity 
of currents appear in CPW, which show that 
rectangle split ring slot have better band-rejection 
character than open-ended slot. 

 
(a) 

 

 
(b) 

 

Fig. 2. Current distributions at the notched 
frequency. 

Figure 3 shows the simulated filter 
characteristic with single notched slot. The figure 
clarifies that the maximum values of the reflection 
coefficient curve in the Z-shaped slot filter 
frequency band is closer to the high edge band-
rejection frequency, which is in contrast to the low 
edge band-rejection frequency. Nevertheless, the 
split ring slot filter mechanism has opposite 
property. It is shown that the Z-shaped slot filter 
mechanism may control the high edge band-
notched frequency. The spilt ring slot notched 
mechanism may master the low edge notched 
frequency, which lead to improve the skirt area in 
the band-notched frequency. 
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Fig. 3. Simulated reflection coefficient of a single 
notched slot. 
 

 

B. Compact UWB planar antenna with united 
notched frequency characteristics 

The proposed antenna was implemented and 
tested using an Agilent N5230A series vector 
network analyzer. Figure 4 shows the simulated 
and measured reflection coefficient against 
frequency for the proposed united dual band-
notched antenna, which shows good agreement. 
There exists a discrepancy between the simulated 
results and the measured data owing to the error of 
the substrate parameters of the FR-4 substrate and 
the tolerance in manufacturing [22]. The simulated 
notched frequency bandwidth of the proposed 
antenna is achieved from 3.34 GHz to 3.74 GHz 
and 5.15 GHz to 5.9 GHz, and the measured stop-
band frequency ranges are from 3.35 GHz - 3.72 
GHz and 5.17 GHz - 6.14 GHz for S11﹥-10dB 
with maximum reflection coefficient of -2.47 dB. 
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Obviously, the achieved notched bandwidths can 
suppress dispensable WLAN/WiMAX bands for 
UWB applications completely. Table II presents 
performance comparison with other works [5, 10, 
15, 17], which shows that the proposed antenna 
not only has small size, but also good band-reject 
characteristics. 
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Fig. 4. Simulated and measured reflection 
coefficient of the proposed antenna. 
 
 

Table II: Performance comparison. 

Works r  Dimensions 
(mm3) 

Notched band 
ranges 
 (GHz) 

(<-10dB) 

Ref.[5] 4.4 21×28×1.6 
3.2-3.8  

and 5.1-5.9 

Ref.[10] 4.4 20×30×1.5 
3.4-3.8 

and 4.8-6.2 

Ref.[15] 2.65 14×35×0.8 
3.49-4.12 

and 5.66-6.43 
Ref.[17] 4.4 30×35×1.6 5.12-6.08 

This 
paper 

4.4 30×25×0.8 
3.35-3.72 
 and 5.17-

6.14 
 
 

Radiation characteristics are also considered. 
To examine the design validity, a comparison in 
the radiation pattern, in the xz- and yz-planes for 
both EФ and Eθ at 4 GHz, 8 GHz, and 10 GHz, by 
using the simulator HFSS and time-domain finite 
integration technique (CST Microwave Studio) is 
shown in Fig. 5, which shows very good 
agreement. From the results, it demonstrates that 

all the operating frequencies have the same 
polarization plane, similar radiation patterns, and 
very small cross-polarization levels throughout the 
UWB range of frequencies (less than -20 dB). The 
radiation pattern is found to be figure of eight 
shape along the xz-plane and nearly omni-
directional pattern in the yz-plane. It is observed 
that at the yz-plane radiation pattern of the antenna 
shows relatively larger cross-polarization level 
than that at the xz-plane. This behavior is largely 
due to the strong horizontal components of the 
surface current and electric field. Because the 
vertical component of the surface current is the 
main contribution to the co-polarization radiation 
and the horizontal component contributes to the 
cross-polarization radiation.  
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Fig. 5. Radiation patterns for the proposed antenna 
at (a) 4 GHz, (b) 8 GHz, and (c) 10 GHz in the xz-
and yz-planes, respectively. 
 

For the sake of further describing excellent 
filter performance, the simulated peak gain for the 
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proposed antenna from 2 GHz to 13 GHz is 
presented in Fig. 6. As expected, the gain 
decreases sharply at the notched frequency bands 
for the antenna with band-notched filter and the 
band-notched characteristic is improved in the 
shirt area of the notched frequency. The simulated 
radiation efficiency is also provided in Fig. 7 and 
varies from 78.5 % to 94 % in the operating bands. 
Whereas it is low as 19.5 % and 20 %, within the 
band-rejection frequency (3.3 GHz - 3.7 GHz, 
5.15 GHz - 5.85 GHz, respectively). 
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Fig. 6. Simulated gain curve of the proposed band-
notched antenna. 
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Fig. 7. Simulated radiation efficiency of the 
proposed band-notched antenna. 
 

IV. CONCLUSION 
In this paper, a novel planar UWB monopole 

antenna with excellent band-rejected 
characteristics is achieved by embedding two 

different types of slots on the radiating patch, i.e., 
sloped open-ended Z-shaped slot and split 
rectangle ring slot. The measured results show that 
the notched frequency of the proposed antenna has 
very sharp form, fully wide, and deep band-
notched characteristics. This antenna also presents 
good omni-direction pattern in the entire UWB 
frequency, and keeps a stable gain and high 
radiation efficiency in the UWB frequency ranges 
expect for the notched frequency ranges. 
Furthermore, the proposed antenna exhibits 
compact and small dimensions of 30 × 25mm2. 
These features make it a good candidate for ultra-
wideband wireless applications. 
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Abstract ─ In this paper, a new printed monopole 
antenna is presented for simultaneously satisfying 
DCS, wireless local area network (WLAN) and 
worldwide interoperability for microwave access 
(WiMAX) applications. The operating frequencies 
of the proposed antenna are 1.8 GHz, which 
covers DCS operations, 2.4/5.2/5.8 GHz for 
WLAN system and 2.5/3.5/5.5 GHz for WiMAX 
system. The desired first and second resonant 
frequencies are obtained by adjusting the length of 
the L-shaped slits. Also by cutting an inverted -
shaped slot in the radiating patch; multi band 
performance can be produced. Prototypes of the 
proposed antenna have been constructed and 
studied experimentally. The measured results 
show good agreement with the numerical 
prediction and good multiband operation. 
  
Index Terms ─ L-shaped structure, monopole 
antenna, and multi-resonance characteristics.  
 

I. INTRODUCTION 
The evolution of the mobile communication 

system has required simple configuration, light 
and easy integration with monolithic microwave 
integrated circuits (MMICs) and multiband 
antennas for the widespread system application. 
For such reasons, numerous designs of multiple-
band microstrip antenna have been developed for 
DCS applications [1-3]. Also in the last few years, 
there have been rapid developments 
WLAN/WiMAX applications, thus there are 

various antenna designs, which enable antennas 
with low-profile, lightweight, flush mounted, and 
WLAN/WiMAX devices. These antennas include 
the planar inverted-F antennas [4], the chip 
antennas [5, 6], and the planar slot antennas [7, 8]. 

In this paper, a compact wideband microstrip-
fed monopole antenna is designed to satisfy all the 
system requirements for DCS1800 (1.71 GHz –
1.88 GHz), DCS1900 (1.85 GHz – 1.99 GHz), 
WiBro (2.3 GHz – 2.39 GHz), WLAN (2.4 GHz –
2.483 GHz), and WiMAX (2.5 GHz, 3.5 GHz, and 
5.5 GHz), simultaneously. By cutting two L-
shaped slits in the square radiating patch, we can 
tune frequency bands for 1.8/2.4/5.2/5.8 GHz. 
Also by cutting an inverted -shaped in the 
radiating patch, a new resonance at 3.5 GHz can 
be created. Details of the antenna design are 
described, and prototypes of the proposed antenna 
have been constructed and tested. The size of the 
designed antenna is smaller than the antennas for 
DCS/WLAN/WiMAX applications that reported 
recently [1-8]. 
 

II. ANTENNA DESIGN 
 The current design (Fig. 1) was performed for 
FR4 substrate of thickness 1.6 mm, permittivity 
4.4, and loss tangent 0.018. The antenna comprises 
a pair of L-shaped slits and an inverted -shaped 
cut on the square radiating patch. The basic 
monopole antenna structure consists of a square 
patch, a feed line, and a ground plane. In this 
study, two L-shaped slits in the radiating patch are 
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used to perturb a new resonance. In the proposed 
configuration the inverted -shaped is playing an 
important role in the multi band characteristics of 
this antenna, because it can creates additional 
surface current paths in the antenna therefore 
additional resonance is excited [5, 6]. 
 The optimal dimensions of the designed 
printed monopole antenna are as follows: Wsub = 
14 mm, Lsub = 22 mm, hsub = 1.6 mm, W = 12 mm, 
L = 13 mm, Wf = 2 mm, Lf = 3 mm, WS = 3 mm, 
LS = 12 mm, WS1 = 6 mm, LS1 = 5 mm, W1 = 7.5 
mm, L1 = 10 mm, W2 = 6.5 mm, L2 = 9.25 mm, 
W3 = 0.5 mm, and Lgnd = 5 mm. It is found that the 
designed antenna satisfies all the requirements in 
the desired frequency band. 
 

 
            (a)                                       (b) 
 

Fig. 1. Geometry of the proposed antenna, (a) top 
view and (b) side view. 
 

III. RESULTS AND DISCUSSIONS 
 In this section, the printed monopole antenna 
was constructed. Both numerical and experimental 
results of the input impedance and the radiation 
characteristics are presented and discussed. The 
simulated results are obtained using the Ansoft 
simulation software high-frequency structure 
simulator (HFSS) [9]. 
 The configuration of the presented monopole 
antenna was shown in Fig .1. The return loss 
characteristics for the ordinary square antenna 
with an L-shaped slit in the radiating patch (Fig. 2 
(a)), with two L-shaped slits in the radiating patch 
(Fig. 2 (b)), and the proposed antenna structure 
(Fig. 2 (c)) are compared in Fig 3. As shown in 
Fig. 3, it is observed that the lower frequency 
bandwidth is affected by using two L-shaped slits 
and by cutting an inverted -shaped in the 
radiating patch, a new resonance at 3.5 GHz can 

be created. Also the input impedance of the 
proposed antenna, on a Smith chart is shown in 
Fig. 4. 
 

 
             (a)                      (b)                     (c) 
 

Fig. 2. (a) The ordinary square antenna with an L-
shaped slit in the radiating patch, (b) the antenna 
with a pair of L-shaped slits in the radiating patch, 
and (c) the proposed antenna. 
 

 
 

Fig. 3. Simulated return loss characteristics for the 
antennas shown in Fig. 2. 
 

	
Fig. 4. Smith chart demonstration of the simulated 
input impedance for various monopole antenna 
structures, shown in Fig. 2. 
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Moreover, the input impedance of the proposed 
antenna, on a Smith chart is shown in Fig. 4. In 
order to understand the phenomenon behind this 
multi-resonance performance, the simulated 
current distributions for various square slot 
antenna structures shown in Fig. 2, at new 
resonances frequencies 1.8 GHz, 2.4 GHz, and 3.5 
GHz are presented in Fig. 5, respectively. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 5. Simulated surface current distributions on 
the radiating patch for antennas shown in Fig. 2 at 
(a) first resonance frequency (1.8 GHz), (b) 
second resonance frequency (2.4 GHz), and (c) 
third resonance frequency (3.5 GHz). 

  It can be observed that in Fig. 5 (a) and (b), 
that the current concentrated on the edges of the 
interior and exterior of the L-shaped slits at 1.8 
GHz and 2.4 GHz. Therefore, the antenna 
impedance changes at these frequencies due to the 
resonant properties of the L-shaped slits [8]. 
Another important design parameter of this 
structure is the inverted -shaped slot used in the 
radiating patch. Figure 5 (c) presents the simulated 
current distributions on the radiating patch of the 
proposed antenna at 3.5 GHz. As shown in Fig. 5 
(c), at the third resonance frequency the current 
flows are more dominant around of the inverted -
shaped slot structure.  
 The proposed antenna with optimal design 
was built and tested. The measured and simulated 
return loss characteristics of the proposed antenna 
are shown on Fig. 6. The fabricated  antenna has 
the frequency band from 1.73 GHz – 1.91 GHz, 
2.23 GHz – 2.51 GHz, 2.89 GHz – 3.83 GHz, and 
4.88 GHz – 6.19 GHz, that satisfy all the system 
requirements for DCS1800 (1.71 GHz – 1.88 
GHz), DCS1900 (1.85 GHz – 1.99 GHz), WiBro 
(2.3 GHz – 2.39 GHz), WLAN (2.4 GHz – 2.483 
GHz), and WiMAX (2.5 GHz, 3.5 GHz, and 5.5 
GHz), simultaneously. As shown in Fig. 6, there 
exists a discrepancy between the measured and  
simulated results. In order to confirm the accurate 
return loss characteristics of the designed antenna, 
it is recommended that the manufacturing and 
measurement process need to be performed 
carefully. In conclusion, as the monopole is a short 
radiator, the SMA connector can modify its 
impedance matching. 
 

 
Fig. 6. Measured and simulated return loss for the 
proposed antenna. 
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 The simulated radiation efficiencies and the 
measured maximum gains of the proposed antenna 
are shown in Figs. 7 and 8, respectively. Results of 
the calculations using the software HFSS indicated 
that the proposed antenna features a good 
efficiency, being greater than 62 % across the 
entire radiating band, as shown in Fig. 7. Also, the 
measured maximum gains of the proposed antenna 
are presented in Fig. 8. As shown in Fig. 8, the 
proposed antenna has a gain that is low at 1 GHz 
and increases with frequency. 
  

 
Fig. 7. Simulated radiation efficiency values of the 
proposed monopole antenna. 
 

 
Fig. 8. Measured maximum gain and simulated 
radiation efficiency values of the proposed 
monopole antenna. 

 
Fig. 9. Simulated directivity characteristics of the 
proposed monopole antenna. 

 The simulated directivity characteristic for the 
proposed antenna is shown in Fig. 9. As shown in 
Fig. 9, the directivity characteristics of the 
proposed monopole antenna have a variation 
similar to other monopole antennas directivity at 
DCS/WLAN/ WiMAX frequencies bands [7]. 
Figures 10 and 11 show the measured radiation 
patterns at resonance frequencies including the co–
polarization and cross–polarization, in the H–plane 
(x–z plane) and E–plane (y–z plane). The main 
purpose of the radiation patterns is to demonstrate 
that the antenna actually radiates over a multi 
frequency band. It can be seen that the radiation 
patterns in x–z plane are nearly omni–directional 
even at higher frequencies, and also the cross–
polarization level is low for the five frequencies. 
 

 
 

Fig. 10. Measured radiation patterns of the 
proposed antenna at (a) 1.8 GHz, (b) 2.4 GHz, and 
(c) 3.5 GHz. 
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Fig. 11. Measured radiation patterns of the 
proposed antenna at (a) 5.2 GHz and (b) 5.8 GHz. 
 

IV. CONCLUSION 
 In this paper, a new multi-resonances printed 
monopole antenna by using a pair of L-shaped slits 
and an inverted -shaped is presented for 
satisfying DCS operations at the 1.8 GHz 
frequency, WLAN operations at the 2.4 GHz, 5.2 
GHz, and 5.8 GHz frequencies and also for 
WiMAX operations at the 2.5 GHz, 3.5 GHz, and 
5.5 GHZ frequencies. Prototypes of the proposed 
antenna have been constructed and studied 
experimentally. The measured results showed 
good agreement with the numerical prediction. By 
adjusting the L-shaped slits the desired first and 
second resonant frequencies are obtained by 
adjusting the length of L-shaped slits. Also by 
cutting an inverted -shaped slot in the radiating 
patch, a new resonance at 3.5 GHz can be created. 
Prototypes of the proposed antenna have been 
constructed and studied experimentally 
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Abstract ─ This paper proposes the equivalent 
magnetic charge (EMC) method, to analyze the 
magnetic field presented in ferromagnetic pipe. 
Distributions of the magnetic charge density on 
pipes’ surface are calculated, and the magnetic 
field on several measurement lines is predicted 
using numerical calculation with several different 
directions of magnetization. The correctness of the 
analysis results is then validated by the 
comparison between the results of the ANSOFT 
and measurement of the magnetic field inside 
several actual pipes. With the EMC method, it is 
of great interest to found that when the 
magnetization direction changes, the radial and 
axial magnetic field components inside the pipe 
will shift accordingly. Moreover, the variation law 
of magnetic field along the axial retains 
substantially unaltered, and the magnetic field 
distribution in the pipe is obviously symmetrical 
with a plurality of extreme points. As a result, the 
magnetic field distributes evenly if the pipe is long 
enough.  
  
Index Terms - Magnetization, magnetostatics, 
magnetic charge, magnetic field, and pipe.  
 

I. INTRODUCTION 
In-pipe, pipelines inspection gauge (PIG) 

represents one of the most popular techniques to 
detect the pipelines’ integrity in oil and gas storage 
and transportation departments, enabling the early 
identification of corrosion and early restoration of 
pipelines before any leak occurs [1]. PIG or other 
methods as well usually utilize the magnetic field 
inside or outside the pipelines to discover 
pipelines’ defects and assist in positioning and 
calculating pipelines’ routes [2-4]. Ignoring the 

distributions of the background magnetic field in 
the pipelines often leads to inconsistencies 
between the analysis results of PIG’s detection 
based on the magnetic field inside pipelines and 
actual pipe disfigurement conditions, inducing 
additional error to cause great inconvenience to 
maintain pipelines. Therefore, it is very important 
to ascertain the distributions of the magnetic field 
inside the pipelines that serves for the magnetic 
field measurement and data analyses for PIG, and 
thus improving the detection accuracy of PIG. 

A number of literatures had reported the 
characteristics of axial uniform magnetization to 
non ellipsoid using the numerical method, 
achieving a lot of meaningful results [5-12]. 
Nakamura et al. [5] gave a detailed description of 
scalar magnetic potential method for three 
dimensional analyses of the distributions of the 
magnetic charge density on the surface of the 
ferromagnetic material, and analyzed the 
distributions of the magnetic field around the 
magnetic poles of the motor. Kobayashi et al.  [6] 
adopted the method proposed in reference [5] to 
make abundant analyses for cylindrical tubular 
model applied an axial uniform magnetization, 
discussing in detail the distribution characteristics 
of the magnetic charge density on the surface of 
the ferromagnetic body in cases of different 
diameter ratios, different aspect ratios, and 
different magnetic susceptibilities. However, the 
authors did not involve the distribution 
characteristics of the magnetic field inside the pipe 
when applied different directions of 
magnetization. Chen et al. [13], indicated 
conversely the distributions of the magnetic charge 
density on ships' surfaces using the measured 
magnetic field values at finite points near the ship 
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according to the scalar magnetic potential theory, 
thus predicting the magnetic field generated by the 
ship at any point in the space accurately. However, 
this method is affected by the condition number of 
the calculation matrix and the distribution of the 
measurement points drastically, making it 
unreliable and inaccurate in practice. It is therefore 
very important to develop new methods for 
accurate magnetic field analyses. 

In this regard, this paper presents the 
equivalent magnetic charge (EMC) method to the 
magnetic field analyses for pipes to improve the 
calculation accuracy. With different directions of 
magnetization of the pipes, we calculate the 
distributions of the magnetic charge density on the 
surface of non-axially magnetized cylindrical 
tubular body and the magnetic field distributions 
inside the pipe. Simultaneously discrete 
calculation method used in this paper does not 
depend on the distribution of measurement points, 
and the condition number of the calculation matrix 
is very small. Both of the improvements make the 
calculation result rather reliable. The present work 
demonstrates this methodology by comparison 
between the results of ANSOFT and measurement 
results of the magnetic field distributions in 
several actual pipes. The results indicate the 
correctness of the proposed EMC method, 
producing a reliable and accurate calculation result 
for magnetic field analyses. 

 
II. METHOD OF ANALYZING  

A. Equivalent magnetic charge theory 
For the relative permeability μ, which is finite 

and homogeneous in the magnetic body, we 
express the magnetic flux density B in terms of the 
magnetic field H and the magnetization M as 
follows, 

 0 0( )    B H M H , (1) 

where 
 ( 1) M H . (2) 

In three-dimensional magnetostatic problems, 
usually resultant intensity of magnetic field H at 
an arbitrary point in space can be expressed by 
summation of the applied magnetic field H0 and 
the demagnetizing field Hd as follows, 

 0( ) ( ) ( )d H r H r H r . (3) 

The magnetic field intensity at a point (r) in 
space can be expressed as the gradient of the 
scalar magnetic potential U, 

 ( ) ( )d grad U H r r  (4) 

where 
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r r

M r n
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. (5) 

Wherein V represents an occupied space of the 
ferromagnetic material, S represents the surface of 
the ferromagnetic material, and n represents the 
unit outer normal vector at a point r' on the surface 
of the ferromagnetic material. M is the bulk 
density of the magnetic dipole moment, i.e., the 
magnetic polarization intensity. 

For uniformly magnetized magnetic media, M 
is constant, the first term in equation (5) vanishes 
because of M = 0 and only the second term 
remains. Then, the Hd can be expressed in terms of 
the surface magnetic charge density σ(r) as the 
following integration, 

 
1 ( ')

( ) '
4 'd

S

grad dS



 


r

H r
r r

, (6) 

where 
 ( ) ( ) r M r n . (7) 

When the observation point r is taken on the 
surface of the ferromagnetic material rs, integral 
equation can be expressed in terms of the 
integration on the small finite area ΔS including 
the observation point rs and the one on the 
remaining area S' excluding rs, as shown in Fig. 1. 
Therefore, Hd(rs) can be expressed as follow, 

 ( ) ( ) ( )
s od s d s d s H r H r H r  (8) 

where 

 
'

1 ( ')
( ) '

4 'od s
sS

grad dS



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
r

H r
r r

. (9) 

Considering the discontinuity of Hd(rs) at rs on 
the interface of the air and the magnetic body, we 
can get, 

  ( ) ( )( ) ( ) ( )a m
s s s H r H r n r  (10) 

where 

 ( ) ( ) ( ) ( )
0( ) ( ) ( ) ( )

s o

a a a a
s s d s d s  H r H r H r H r , (11) 

( ) ( ) ( ) ( )
0( ) ( ) ( ) ( )

s o

m m m m
s s d s d s  H r H r H r H r .(12) 
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Wherein the superscripts (a), (m) denote the air 
side and the magnetic body side, respectively. 

Using ( ) ( )
0 0( ) ( )a m

s sH r H r , ( ) ( )( ) ( )
s s

a m
d s d sH r H r ,

( ) ( )( ) - ( )
o o

a m
d s d sH r H r , we can get, 

 ( ) ( ) ( )
( ) ( )

2s s

m a s
d s d s


   

r
H r H r n . (13) 

Taking the inner product of equation (12) and n, 
and using equations (2), (7), and (13) we can get, 

 0
0 0

( ) ( )
( ) - ( )

( -1) 2 o

s s
s d s

 
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r r
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Finally, we can get 
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( )do sH r

( )s r

( ) ( )a
ds sH r

( ) ( )m
ds sH r

sr

n
S

 

Fig. 1. Magnetic field at a point on the surface of 
the magnetic body. 
 
B. Discretizing approach 

Let us consider the pipe model as shown in 
Fig. 2. M is the magnetization intensity, M∥XOZ 
plane. The angle between M and OZ axis is α. 
Inner and outer surfaces and two end surfaces of 
the ferromagnetic material are divided into N 
surface elements Si, i = 1,2,3,…,N, assuming that 
the magnetic charge density σi within each surface 
element is constant, and then equation (9) can be 
expressed as equations (16) and (17).  

Pipeline is usually made of alloy steel, whose 
permeability is relatively big [15]. Based on the 
results from Sakurai et al. [11], we can learn that, 
when permeability gets larger, the distribution law 
of the magnetic charge density on the surface of 
the ferromagnetic material tends to a limit soon in 
the same mode, but the distribution law keeps 
consistent. Solving equation (16) we can obtain 
the distribution of the magnetic charge density on 

each surface element. For different pipe models, 
the condition number of the coefficient matrix A 
of equation (16) is very small, cond (A)≈1. 

 
 



 0r

0l

 
 

Fig. 2. Pipe model diagram. 
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C. Calculation method of magnetic field in 
pipeline 

We select a group of measurement points, 
marked as P={ri|i=1，2，…，M}. Foregoing 
divided surface elements here are denoted as 
S={Sj|j=1，2，…，N}. And then we calculate the 
magnetic field at each point using equations (18) 
and (19), 
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III. RESULTS AND DISCUSSIONS 

A. Distributions of magnetic charge density on 
pipes’ surfaces 

We apply a series of different directions of 
magnetization to the pipes and calculate the 
distributions of the magnetic charge density on the 
surface of the ferromagnetic pipes. The magnetic 
charge density on each surface element is denoted 
as σosi, σisi, σ1ej, σ2ej, for the outer side, the inner 
side, the end side1, and the end side2. The mean 
and standard deviation of {σosi/σisi}is calculated 
and shown in Fig. 3. We can learn that each mean 
of {σosi/σisi} is very close to -1 according to the 
corresponding directions of magnetization, and the 
standard deviation is very small. Especially, when 
the magnetization angle α is less than 80°, the 
standard deviation of {σosi/σisi} is smaller. So it is 
clear that the magnetic charge density inside and 
outside pipe is equivalent but opposite for the pipe 
model. What should be stressed is that pipe cannot 
be equivalent to a thin model when we analyze its 
surface’s magnetic charge density distribution. We 
have to calculate all sides of the magnetic charge 
density of the pipe. 

The means of {σosi,σisi} and {σ1ej,σ2ej} are 
calculated and shown in Fig. 4, using equations 
(20) and (21). With the magnetization angle α 
varying from 0° to 90°, the magnetic charge 
density on the side surfaces becomes larger and 
larger gradually, while the magnetic charge 
density on the end surfaces becomes smaller and 
smaller gradually, 

 
1N

s osi isi 1
i=1

σ = ( σ + σ ) 2N , (20) 

 
2N

e 1ej 2ej 2
j=1

σ = ( σ + σ ) 2N ,  (21) 

 s 1 e 2 2 1σ = k cosα,σ = k sinα,k /k 1.5 . (22) 

 
 

Fig. 3. Inner and outer magnetic charge density 
contrast on pipe’s side surfaces under different 
directions of magnetization.  

 
 

Fig. 4. Contrast of the magnetic charge density on 
pipe’s side and end surfaces under different 
directions of magnetization. 

 
Some representative results of the foregoing 

magnetization angles are shown in Figs. 5 (a) - (f) 
in the form of color intensity maps, which denote 
the magnetic charge density on the outer surface. As 
shown in Fig. 5 (a) - (f), when the magnetization 
direction changes, the distribution of the magnetic 
charge density changes significantly. However, the 
magnetic charge density on the outer side surface 
decreases after the magnetization angle increases. 
When the magnetization angle α is close to 90°, the 
circumferential distribution of the magnetic charge 
density along the pipe has no significant changes, 
but the axial distribution along the pipe changes 
significantly, obtaining extremes at the ends of the 
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pipe. When the magnetization angle α is less than 
86°, the circumferential distribution of the magnetic 
charge density along the pipe changes significantly 
and shows an obvious periodic variation, obtaining 
extremes at θ = 0° (+z) and θ = 180° (-z), 
respectively, but the axial distribution has no 
significant change. 

 
 
 
 
 
 
 
 
 

 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
 
 
 
 
 
 
 
 

 

 

 
(c) 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

(d) 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

(e) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(f) 
 

Fig. 5. Magnetic charge density distributions on 
pipe’s outer side surface under different directions 
of magnetization. 
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B. Magnetic field distribution law inside the 
pipe 

The position of the measuring line has no 
important impact on the magnetic field distribution 
characteristics as shown in Figs. 6 (a) - (d). For the 
pipe of l0= 500 mm, t = 7 mm, r0 = 100 mm, we 
take the measuring lines, respectively at r = 0, θ = 
0°, r = 0.2 r0, θ = 0°, r = 0.2r0, θ = 72°, r = 0.2r0, θ 
= 144°. From each graph of Figs. 6 (a) - (d), it is 
clear that for each magnetization direction, the 
magnetic field intensity at different measuring 
lines inside the pipe has no obvious variation 
either the amplitude or the fluctuation. When the 
magnetizing angle α increases gradually from 0° to 
90°, the axial component Hx of the magnetic field 
at each measuring line increases gradually, the 
radial component Hz reduces gradually, but Hy is 
always very small. The distribution of the 
magnetic field inside the pipe is obviously 
symmetrical. Hz shows an even symmetrical 
distribution all along the axis of the pipe around 
the median normal plane of the axis of the pipe 
with only one extreme. When α is very small, Hx 
shows an odd symmetrical distribution all along 
the axis of the pipe around the median normal 
plane of the axis of the pipe with several extremes. 
When α is big, Hx shows an even symmetrical 
distribution all along the axis of the pipe around 
the median normal plane of the axis of the pipe. 
The distribution of the magnetic field at measuring 
line r = 0, θ = 0° in the pipe of l0 = 1500 mm, t = 7 
mm, r0 = 100 mm, is shown in Fig. 6 (e). The 
results indicate that the magnetic field distribution 
in the long pipe is similar to that of the short pipe, 
only with a longer flat portion of the axial and 
radial magnetic field component. It can be thus 
expected that the magnetic field will be uniform if 
the pipeline is very long. 

 
C. Comparison with ANSOFT 

In order to confirm the validity of the results 
above, we perform the finite element analyses for 
the 500 mm long pipe with the same specification 
using ANSOFT, a commercial software for 
electromagnetic simulation. With different 
magnetization angles of 90°, 45°, and 0°, we 
analyze the magnetic field distribution inside and 
outside the pipe, and the simulation results are 
displayed in the form of magnetic field vector 
graphic, as shown in Figs. 7 (a) - (c). It can be 
seen that when the magnetization angle varies, the 

magnitude and direction of the magnetic field in 
the XOZ plane inside the pipe obviously changes 
accordingly. The magnitude and direction of the 
magnetic field do not change almost inside and 
outside the pipe far away from both ends of the 
pipe, basically consistent with the applied 
magnetization direction. The direction of the 
magnet field inside the pipe is opposite to the 
magnetization direction, while the direction of the 
magnet field outside and far away from the pipe is 
identical with the magnetization direction. The 
magnetic field can be approximately assumed 
uniform inside the pipe far away from the ends 
and the wall of the pipe, but the magnitude and 
direction of the magnetic field near to both ends of 
the pipe has very dramatic changes. We can build 
a scene in our brain from the magnetic field vector 
graphic, which presents the distribution of the 
magnitude and direction of the magnetic field in 
the axial measurement lines: the direction of Bx 
changes twice, while the direction of Bz never 
changes. It can be very easily inferred that all 
these distribution characteristics are consistent 
with the analysis results using our method. 

 

 
(a) 

 

 
(b) 
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(c) 
 

 
 

(d) 
 

 
 

(e) 
 

Fig. 6. Magnetic field distributions in different 
pipes under different directions of magnetization; 
α = 0°, 15°, 30°, 45°, 60°, 75°, 90°;  r0 = 100 mm, t 
= 7 mm, (a)-(d) l0 = 500 mm and (e) l0 = 1500 mm. 

 
 

 

 

 

 

 

 

 
 

(a) 
 
 
 
 
 
 
 
 
 
 

(b) 
 
 
 
 
 
 
 
 
 

(c) 
 

Fig. 7. Simulation results of ANSOFT. 
 

D. Experiments 
For the purpose of verifying the correctness of 

the analyses above, we measure the magnetic field 
distribution in several sections of the pipes using 
the experimental apparatus shown in Fig. 8. Guide 
rail is parallel to the pipe’s axis and goes through 
the pipe. The slider moves along the pipe’s axis as 
uniform as possible, carrying the magnetic sensor 
HMC2003. The magnetic induction intensity B 
output by the magnetic sensor is collected in real 
time by the USB4431 data acquisition card. The 
sensor HMC2003 is a magneto-resistive sensor, 
which is produced by the Honeywell Company. It 
has the following features: three-axis sensing, 4nT 
resolution, 1V/100uT sensitivity, and 0.5V-4.5V 
voltage output. The data acquisition card 
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USB4431 is produced by the national instruments 
(NI) company. It has the following features: four 
analog inputs, 24 bits resolution, 102.4 ksps 
synchronous sampling rate, and input range of ± 
10 V, one analog output. The data acquisition 
software LabView is also developed by the NI 
Company. The pipe’s specifications are shown in 
Table I. The experiment data is shown in Figs. 9 
(a)-(d).  

 
 
Fig. 8.  Experiment equipment. 

Table I: Specifications of experimental pipes. 

 
The intensity of the magnetization has little 

impact on the distribution characteristics of each 
magnet field component along the axial 
measurement lines inside the pipe. When the 
intensity of the magnetization changes with the 
magnetization direction kept constant, all 
components of the magnet field are only 
multiplied by the same scale factor. Therefore, we 
do not care much about the intensity of the 
magnetization, and we have not normalized the 
measured magnetic field inside the pipe to the 
magnetization magnetic field. There is only a 
difference of a coefficient between the magnetic 
induction density B and the magnetic field H. 
Anyway, it can also confirm the correctness of our 
analyses above by comparing the relative 
amplitude of the measured magnetic induction 
density with that of the theoretical analyses above.  

For short pipes, we can learn that the 
measured three-dimensional magnetic field is very 
consistent with the theoretical analysis results by 
the comparison of Fig. 9 (a) and Figs. 6 (a)-(d) 
(when α = 60°). In comparison of the results 
presented in Fig. 9 (b) and Figs. 6 (a)-(d), it is 
clear that the actual measured Bx component and 
Bz component are basically consistent with that of 
theoretical analysis results. But By is not zero, this 
is due to the inconsistent thing between sensor’s 
sensitive axes y, z and reference axes y, z in the 
coordinate system as shown in Fig. 2. Therefore, 
we integrate radial components By and Bz into one 
component, as shown in Fig. 9 (c). The 
composited magnetic field is very consistent with 
the results as shown in Figs. 6 (a)-(d) (when α  = 
30°). In comparison of Fig. 9 (d) and Fig. 6 (e) 
(when α = 45°), we can learn that the measured Bx 
component is basically consistent with the 
theoretical analysis results, and the By component 
and Bz component are very consistent with the 
theoretical analysis results. 

 
(a) 

 
(b) 

Parameters Pipes 1, 2 Pipe 3 

Length l0/mm 500 1500 

Radius r0/mm 100 100 

Thickness t/mm 7 7 
Material 20# 20# 
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(c) 

 
(d) 

 
Fig. 9. Measured magnetic induction intensity 
inside pipes; (a)-(c) l0 = 500 mm and (d) l0 = 1500 
mm. 
 

IV. CONCLUSION 
In this paper, the EMC method is used to 

analyze the magnetic field inside pipes. We 
calculate the distributions of the magnetic charge 
density on the surface of a non-axially magnetized 
cylindrical tubular body and the inner magnetic 
field distributions with different directions of 
magnetization applied to the pipe. By comparison 
with the simulation results of ANSOFT and 
measurement of the magnetic field distributions 
within several actual pipes, we validate the 
correctness of the analyses in this paper. 
Theoretical analyses and experimental results 
show that: the axial magnetic field distribution in 
the pipe is obviously symmetrical and with a 
plurality of extreme points; when the 
magnetization direction varies, the axial 

component and radial components of the magnetic 
field inside the pipeline will shift, but the magnetic 
field variation law along the axial retains 
substantially unchanged; the magnetic field will be 
uniform if the pipe is long enough.  

The research results can be used to evaluate 
the background magnetic field distribution in the 
pipelines, and contribute to the magnetic field 
measurement strategies and the data analyses for 
PIG. For example, if we know the distribution 
characteristics of the background magnetic field 
inside the pipelines, we can make use of the 
mutation of the magnetic field near the girth weld 
to identify the weld to correct the mileage 
measurement error of the in-pipe detector, utilize 
the abnormal magnetic field to estimate the 
pipeline damage, or adopt the magnetic field in the 
pipelines to calculate the angle between the 
geomagnetic field and pipeline to determine the 
pipeline route. It is also obvious that considering 
the background magnetic field distributions in the 
pipelines can make it closer between PIG’s 
detection analysis results based on the magnetic 
field inside the pipelines and the actual pipelines’ 
disfigurement conditions, thus reducing 
calculation error and improving the detection 
precision. 
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Abstract ─ Electromagnetic waves prove to be a 
common ground for producing integrated systems 
that use a single transmitter, receiver, and 
computer system to perform communication, 
navigation, and surveillance activities. A steerable 
beam array antenna serves to communicate from 
shore to a moving ship close to the harbor. In this 
paper, the communication system parameters are 
used also to navigate the ship to a predetermined 
harbor dock. Knowledge of the electromagnetic 
radiation pattern of the beam steering array 
antenna, the position of the ship, and the 
predetermined trajectory for the ship are used to 
create an on-line navigational system that is driven 
by the received communication signal power. The 
discrepancies in signal power measured and the 
expected received power are used as an indicator 
that the ship is not properly aligned to the 
transmitter beam peak point. This discrepancy that 
is obtained by a signal processor is used to reset 
the rudder angle through a PID controller. It is 
shown that this system successfully keeps the ship 
within the border lines of the trajectory that had 
been marked out to guide the ship to its harbor 
dock. Moreover, the antenna electromagnetic 
beam, like a torch, moves a step ahead of the ship 
along the trajectory, allowing for automatic 
navigation of the ship as the ship’s rudder is 

activated to move the ship to keep within the 
antenna beam’s half-power points. 
  
Index Terms ─ Antennas, electromagnetic signal 
processing, controls, and ship steering. 

 
I. INTRODUCTION 

Major ports over the world, including the port 
Klang in Malaysia, are undergoing restructuring to 
increase ship handling capacity, merging separate 
and distant berthing docks for different operators 
into a single large housing of multiple berths, and 
to tighten security both underwater and on sea 
surface. In each one of these futuristic changes, 
electromagnetic-based systems are expected to 
play a major role from satellite or aircraft based 
surveillance to narrow beam antennas to track, 
communicate, and navigate ships and fast boats 
within a limited space of waters close to the port 
[1]. In this paper, we report an integrated system 
for communication and navigation of a ship using 
a single spectrum, array antenna radiated 
electromagnetic waves to carry information and to 
provide the required parameters to estimate the 
position of the ship, the direction of its travel, and 
the speed required by the ship controller to 
navigate the ship along a path to the dock, 
determined by the port control officers.  
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Ship communication stations may 
communicate with other ship stations or coast 
stations primarily for safety, and secondarily for 
navigation, and operational efficiency. However, 
wireless communication is in general subject to 
phenomena such as electromagnetic interference, 
unintended wave reflections, and atmospheric 
effects, which may deteriorate the electromagnetic 
signal quality, leading to lower possible bandwidth 
and errors in the transmitted signal. Hence, 
analysis and comparison of the communication 
carriers that are used for ship-shore 
communication are necessary to expose strengths 
and weaknesses in the geographical areas where 
the electromagnetic carriers may be used, how 
they fulfill different communication needs, and so 
on [2, 3]. 
 The skill and knowledge required to navigate a 
ship close to a harbor versus at sea is significantly 
different [4, 5]. In the middle of the sea, the ship 
may be guided by the satellite signal using super 
high frequency bands. However, a shore based 
system usually involves a harbor base station (BS) 
for ship-to-shore communication. The very-high 
frequency bands and ultra-high frequency bands 
are commonly known as line-of-sight transmission 
bands and can be used for land-to-ship 
communication [5-8]. These also lend themselves 
well to signal processing the mathematically well 
defined electromagnetic radiation to get narrow, 
steerable beams which may be used to estimate the 
parameters of ship motion needed for navigation. 
The computation of the line-of-sight 
electromagnetic communication beam strength at 
the ship’s receiver antenna is used as the basis for 
automatic ship navigation.  
 

II. DESIGN CONSIDERATIONS FOR 
SHORE-TO-SHIP COMMUNICATION 

An array antenna is usually chosen for shore 
to ship communication [1, 9, 10] as we did here. 
The more the elements an array antenna has, the 
better the gain and quality of the received signal; 
nevertheless, in order to keep the cost to a 
minimum and to make the signal processor fast 
and less heavy on digital memory,  a two- element 
array antenna has been chosen as the transmitter 
antenna. An analytical solution for the 
electromagnetic power radiated is assumed to be 
known, which is the case for a two element array 

antenna. There are several types of radiation 
pattern that can be formed using different phase 
excitations between adjacent elements such as 
broadside, end-fire, and even scanning phase 
radiation patterns. Since the communication 
between ship station and shore station focuses 
only in the front direction, the end-fire radiation 
pattern is a good choice as it gives no radiation 
towards the back (landside) of the antenna, 
causing no waste of energy or interference with 
land systems. As in wireless mobile 
communications [11, 12], the position of the 
mobile station, and hence the position of the ship 
itself, could be determined by the communication 
signal when appropriately processed using a 
mathematical model of electric field strength and 
the actual electric field (corrupted by noise) 
received on board the ship. This feature has not yet 
been incorporated into the communication-
navigation system reported in this paper. 

 
III. THE SCENARIO OF THE 

ELECTROMAGNETIC ENVIRONMENT 
Figure 1 shows the ship moving close to the 

coast and being guided by the antenna radiation 
pattern from the shore to its destination. Beam-
forming at the shore base station antenna is done 
to maximize the signal-to-noise ratio of the 
communication link, as well as guide the ship 
along the pre-planned trajectory towards the dock. 
The study on ship dynamics is compulsory in 
order to control the motion of the ship. A 
mathematical ship model is necessary when 
designing an adaptive autopilot ship steering 
controller. A mathematical model is developed 
based on Fig. 2. The ship's path is sketched out by 
the moving antenna beam, like a torch lighting the 
path ahead. The ship is moving in the same 
direction as the steered antenna beam and 
eventually it is guided by the antenna beam to the 
dock. 

The ship is kept moving within the half-power 
beam-width of the base station antenna’s radiation 
pattern so that the received signal strength is 
always within the 500 km and 1500 km track. The 
radiation energy outside the half-power region is 
assumed to be negligible. Thus, successive beam-
forming is needed to assure that the ship is kept 
moving within the half-power region and 
successfully navigated to its destination. The 
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fluctuations in the electromagnetic signal are used 
to control the rudder of the ship through a PID 
controller [13, 14]. Assumptions made to develop 
this basic integrated electromagnetic system 
included ignoring signal noise and disturbances 
caused by other ships and boats to navigation. The 
ship’s propeller system, and hence the speed of the 
ship, are not taken into account. Further refined 
development of this new system to make it 
implementable in a busy harbor should take these 
factors into account. 

 
 

 
 
Fig. 1. Illustration of ship navigation system using 
antenna radiation pattern.  

 
  

 
 

(a) Rectangular plot of the phase scanning array 
pattern. 

 

 
 

(b) Rectangular plot of the phase scanning array in 
dB. 

 

Fig. 2. Radiation plot of the phase scanning array 
in polar and rectangular forms. 
 
 In Fig. 2 the radiation pattern is given for the 
two element antenna when pointed 50o away from 
the end fire axis. Although the beam-width is wide 
and side-lobes significant, for the specific scenario 
we considered without other interferers and signal 
noise, in the absence of other ships, the two 
element array was found adequate to steer the ship 
to its dock, keeping the ship within the specified 
track. The three tracks for which the integrated 
communication-navigation system was tested are 
shown in Fig. 3. In the first two cases the ship is 
initially outside the specified track, and the 
communication system must drive the ship control 
system to navigate it into the track, and then to the 
dock. 
 

 
 
Fig. 3. Ship motion within the half-power beam-
width. 
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 In Fig. 3 we may also see the initial complex 
navigation, using the communication antenna, 
required to bring the ship to the straight forward 
trajectory once inside the two boundaries. The 
direction or turning angle of the ship will be 
different in order to guide the ship to the dock. 
The ship is being correctly guided as long as the 
ship is inside the half-power beam-width region. 
Two element end-fire array beam-forming is used 
as the shore-based base station guiding beam for 
the ship. There are two assumptions made: (a) The 
radiation energy outside the half-power beam-
width is very low and is thus negligible; and (b) 
the radiation pattern is assumed to be uniform over 
the angle of the half-power beam-width. 
 
IV. DYNAMICS OF SHIP NAVIGATION 

 The study on ship dynamics is compulsory in 
order to control the motion of the ship. A 
mathematical ship model is necessary when 
designing an adaptive autopilot ship steering 
controller. A mathematical model is developed 
based on Fig. 4, where (x0, y0) is the starting point 
of the ship, δ(t) is the instantaneous rudder angle, 
(x(t), y(t)) is the instantaneous position of the ship 
with respect to the coordinate system (X, Y), ψ(t) 
is the heading angle at instant "t" with respect to 
the Y-axis, (xG, yG) is the heading position, ψG(t) is 
the desired heading angle at instant "t" with 
respect to the Y-axis and V is the forward speed of 
the ship. The state of ship is defined by x(t), y(t), 
and ψ(t) and its time derivative ψ(t).  
 Now let r(t) be the desired turning rate of the 
ship. In this paper we have only considered the 
control of the rudder, and not that of the propeller 
[13]. Moreover, we have not considered collision 
avoidance in an environment in which other ships 
or boats may prove a threat to the ship [4]. The 
equations of motion in the discrete form are given 
by [13], 

ݐሺݔ ൅ 1ሻ ൌ ሻݐሺݔ ൅ Δܸ sin߰ሺݐሻ            (1) 
ݐሺݕ ൅ 1ሻ ൌ ሻݐሺݕ ൅ Δܸ cos߰ሺݐሻ ,            (2) 
߰ሺݐ ൅ 1ሻ ൌ ߰ሺݐሻ ൅ Δ ሶ߰ ሺݐሻ,           (3) 

and 

ሶ߰ ሺݐ ൅ 1ሻ ൌ ሶ߰ ሺݐሻ ൅
Δ൫୰ሺ୲ሻିψሶ ሺ୲ሻ൯

୘
.  (4) 

 
V. CONTROL SYSTEM FOR SHIP 

STEERING 
 The control system block diagram for a 
conventional controller is shown in Fig. 5. In the 

conventional ship steering controllers, the whole 
control system is developed for one set point. 
Hence, the controller is based on a linear model. In 
the PID controller design presented herein, the 
controller is developed using a varying set-point 
generator as indicated in Fig. 5. The set-point 
generator determines the desired heading angle at 
each state of the ship. At each point in the state 
space, the generator finds the desired heading with 
reference to the target point (destination). The 
controller input is the error obtained by comparing 
the present heading of the ship with the desired 
heading. With the variation of ship position 
coordinates (Fig. 4), the desired heading varies. 
Therefore, a desired heading generator is 
introduced into the system, which will determine 
the desired heading by looking at the target point. 
 

 
 

Fig. 4. Coordinates and notation used to describe 
the motion of a ship. 

 

 
 

Fig. 5. Block diagram of the PID control system. 

 
The design interface for a PID controller is 

determined by the following equations, 
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ீߠ ൌ tanିଵ
௑ಸି௫ሺ௧ሻ

௒ಸି௬ሺ௧ሻ
                   (5) 

݁ሺݐ ൅ 1ሻ ൌ ீߠ െ ݐሺߠ ൅ 1ሻ ,         (6) 

ݐሺݑ ൅ 1ሻ ൌ
௞಺ൈ൫௘ሺ௧ାଵሻା௘ሺ௧ሻ൯ൈΔ

ଶ
           (7) 

and 

ݎ ൌ ݇௉ ൈ ݁ሺݐ ൅ 1ሻ ൅ ݐሺݑ ൅ 1ሻ ൅
௞ವൈ൫௘ሺ௧ାଵሻି௘ሺ௧ሻ൯

Δ
		(8) 

where θG is the set point generator output, and e(t) 
is the error of turning rate compared to the desired 
turning rate, θG. The PID controller output at 
instant t is given by, 
 

ሻݐሺݎ ൌ ܷ௣ሺݐሻ ൅ ூܷሺݐሻ ൅ ܷ஽ሺݐሻ,      (9) 
where, 

ܷ௉ሺݐሻ ൌ  ሻ     (10)ݐ௉݁ሺܭ
ூܷሺݐሻ ൌ ூܷሺݐ െ 1ሻ ൅  ሻ,       (11)ݐூ݁ሺܭ

and 

ܷ஽ሺݐሻ ൌ ஽ܭ
൫௘ሺ௧ሻି௘ሺ௧ିଵሻ൯

Δ
.           (12) 

  
 The large changes in the heading angle over 
the initial distances are due to the communication 
signal driving the ship back into its lane. Once 
inside the lane, it gradually settles at an angle of 
about 10 to keep it moving along the track as the 
moving transmission beam guides the ship 
smoothly along the track towards the dock. 
 Figure 6 shows the ship navigation for the ship 
path 2 shown in Fig. 3, where the position of the 
ship is initially beyond the second predefined 
boundary. The communication signals have to 
navigate the ship back into the path within which 
the ship needs to be kept and guided towards the 
dock. The ship control system will constantly 
adjust the heading angle of the ship by suitable 
turning. It is seen from Figs. 6 and 7 that the ship 
has been guided to its dock successfully. 
 Figure 7 shows the instantaneous heading 
angle with respect to the position of the ship for 
case 2. The heading angle in case 2 is always 
negative, thus the ship moves on in the downward 
direction until it reaches the dock. It can be seen 
that the heading angle of the ship changes 
significantly at the beginning. The changes in the 
heading angle get smaller and smaller until the 
desired heading angle is found for smooth 
guidance once the ship is back inside the 
predefined lane between 500 km and 1500 km; the 
changes in heading angle then become 
insignificant. 

 
 

Fig. 6. Instantaneous position of the ship in km 
(Case 2 - ship on path 2). 

 

 
 
Fig. 7. Instantaneous heading angle of the ship 
against position 9 km (Case 2). 
 

VI. COMBINED COMMUNICATION 
BEAM – PID SHIP CONTROLLER 

 In this section, we demonstrate the high 
performance of this communication beam based 
navigation by putting together the three new 
modules developed and reported in this paper: 
(a) Adaptive, digital control of land to ship 

communication antenna beam. At present, all 
ship controllers use additional onboard and 
shoreline sensors to feed ship position and 
speed data to the PID controller. In this paper 
we report a new way of ship control, where 
the PID controller navigates the ship by using 
the shore to ship communication signals, 
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without any extra sensors needed to trigger the 
PID controller action to change the rudder 
angle. 

(b) The ship PID controller driven by antenna 
beam error correction. 

(c) The computer simulated dynamics of a ship 
being guided by the integrated 
communication-navigation system, towards its 
dock in a harbor. 

 
 The ship’s path is specified in a way that it 
will cross the two predefined boundaries as shown 
in Fig. 6. The ship will initially travel in an 
upwards direction until it passes out of the second 
boundary and the integrated system will 
automatically adjust the heading of the ship so that 
it is guided back in to the desired region. The ship 
will continue in the downwards direction and after 
it passes the first boundary, again it will be guided 
back into the lane bounded by the two boundaries. 
Eventually, it will reach its dock successfully. 

Figure 8 shows the ship navigation for the 
integrated communication and navigation system. 
It is seen that the ship has been guided back into 
the lane when it passes the second boundary. The 
detection of the ship straying out of the safe track 
set to it is determined by measuring the power 
density of the signal received on board the ship. If 
the power density at the onboard communication 
receiver drops below a preset value, it is an 
indication that the ship has strayed out of the 
upper border line of the track. Similarly, if the 
received power density increases above a preset 
value, it is an indication that the ship is out of the 
lower boundary line of the track and is straying 
closer to the coastline. In either case the 
communication receiver triggers into action the 
control of the rudder to bring the ship back into the 
safe track. Furthermore, it is also seen in Fig. 8 
that when the ship goes below the first boundary at 
about (700 km and 500 km) it has been guided 
back to the correct ship lane. The ship eventually 
reached its dock successfully. 

Figure  9 shows the instantaneous turning rate 
of the ship for the communication-navigation 
integrated system. From the graph (where the 
angles are in radians), the largest positive turning 
rate is approximately 20° per second whereas the 
largest negative turning rate is -17.2° per second. 
The values of the largest positive turning rate and 
largest negative turning rate are beyond the limits. 

Although there are large turnings in the middle 
stage of the ship navigation, the overall 
performance has not been affected. The ship 
succeeded in getting its desired heading angle and 
reached its dock. In Fig. 7 it is seen that the 
turning rate remains nearly unchanging after the 
ship’s desired heading angle is found. In this paper 
we have not taken into consideration the need not 
only to navigate the ship along the track set by the 
port authorities, but also to avoid collision with 
other ships or fast boats that may stray into its 
path. This aspect of navigation is not considered 
herein. We are addressing collision avoidance as a 
separate issue at this time, and at a later stage hope 
to connect it to seek a new system that integrates 
communication, navigation and collision 
avoidance all using a single system operating in a 
signal carrier and narrow bandwidth. 

 

 
 

Fig. 8. Instantaneous position of the ship (guided 
by the integrated system). 
 

 
 

Fig. 9. Instantaneous turning rate of the ship 
(Integrated System). 
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VII. CONCLUSION 

 The main object of the integrated 
communication-navigation system was to develop 
a practical land-to-sea communication system 
using smart antennas, that would also navigate the 
ship to its dock (harbor destination). This was 
satisfactorily accomplished and tested for three 
different cases. For the ship communication 
system, a multi-element digitally beam steerable 
antenna is used in order to design a suitable land 
based communication system. An algorithm for 
keeping the ship within the half-power-beam-
width (HPBW) has been developed, and as a 
further step, this algorithm has been used to 
navigate the ship along a prescribed path to its 
dock. The electromagnetic beam used for a shore 
to ship communication system was used 
successfully to perform two important functions of 
the navigation systems: (a) to step by step steer or 
show the ship the trajectory it should follow to get 
to the dock. The ship is kept close to the trajectory 
by making it move along the radiation beam to 
keep it at the center of the beam as the beam 
moves along the trajectory leading the ship. The 
ship’s rudder is controlled by the variations in the 
transmitted power received on board the ship. (b) 
If the ship should stray away from the prescribed 
boundaries on either side of the trajectory, the 
marginal difference in the electromagnetic power 
received by the ship’s communication receiver is 
used to control the rudder of the ship to guide it 
back to the trajectory and within the boundaries on 
either side of the trajectory. 
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