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Abstract - In this paper, a time domain microwave 
imaging technique for reconstructing the 
electromagnetic properties of a buried 
homogeneous dielectric cylinder based on the 
finite difference time domain (FDTD) method and 
the asynchronous particle swarm optimization 
(APSO) are presented. The homogeneous 
dielectric cylinder with unknown electromagnetic 
properties is illuminated by transverse magnetic 
pulse and the scattered field is recorded outside. 
The idea is to minimize the errors between two E 
field data such that the location, shape and 
permittivity of the dielectric cylinder can be 
reconstructed through the APSO scheme. The first 
E field data are obtained in the forward problem 
by the FDTD code with fine grids to mimic the 
experiment measurement data, while the second E 
field data are obtained in the inverse problem by 
the FDTD code with coarse grids. The inverse 
problem is resolved by an optimization approach, 
and the global searching scheme APSO is then 
employed to search the parameter space. A set of 
representative numerical results is presented for 
demonstrating that the proposed approach is able 
to efficiently reconstruct the electromagnetic 
properties of homogeneous dielectric scatterer 
even when the initial guess is far away from the 
exact one. In addition, the effects of Gaussian 
noises on imaging reconstruction are also 
investigated. 
 
 Index Terms - APSO, FDTD, inverse scattering, 
subgridding FDTD, time domain. 

I. INTRODUCTION 
The objective of the inverse problem of the 

buried scatterer is to determine the 
electromagnetic properties of the scatterer from 
the scattering field outside. Due to the large 
domain of applications, such as non-destructive 
problems, medical imaging, geophysical 
prospecting and determination of underground 
tunnels and pipelines, etc, the inverse scattering 
problems related to the buried bodies have 
particular importance in the scattering theory. This 
kind of problem is expected to be more difficult 
due to the fact that the information about the 
buried unknown scatterer obtained by the limited–
view measurement is less than the full-view 
measurement. Although the incompleteness of the 
measurement data and the multiple scattering of 
the scatterer bring out the intrinsic non-unique and 
ill-posedness of these problems that appear 
consequentially in the inverse scattering problems 
[1], the study can be applied in widespread use. 

Most of the previously proposed inversion 
techniques for the inverse problems are formulated 
in the frequency domain [2-5]. However, the time 
domain scattering scheme is a potential alternative 
for the inverse problem because the data contain 
more information than those in the frequency case. 
Therefore, various time domain inversion 
approaches are proposed intensively in recent 
decades that could be briefly classified as the 
iterative approach: Born iterative method (BIM) 
[6], the distorted Born iterative method (DBIM) [7] 
and optimization approach [8, 9]. The inverse 
scattering problems are usually treated by the 
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traditional deterministic methods which are 
founded on a functional minimization via some 
gradient-type scheme. The major drawback of 
these kinds of deterministic methods is that the 
final reconstructed image is highly dependent on 
the initial trial guess [2, 3]. In general, they tend to 
get trapped in local minima when the initial trial 
solution is far from the exact one. Thus, some 
population-based stochastic methods, such as the   
genetic algorithm (GA) [4, 5, 10, 11], differential 
evolution (DE) [12-14], and particle swarm 
optimization (PSO) [14-17], are proposed to 
search the global extreme of the inverse problems 
to overcome the drawback of the deterministic 
methods. Rekanos et al. shows that asynchronous 
mode PSO (APSO) outperforms traditional 
synchronous mode PSO in reconstructed image 
quality. To the best of our knowledge, there is still 
no investigation using the APSO to reconstruct the 
electromagnetic imaging of homogeneous 
dielectric cylinders with arbitrary shape in half 
space based on a time domain method. 

In this paper, the computational method 
combining the FDTD method [18] and the PSO 
algorithm with asynchronous updating scheme is 
presented. The forward problem is solved by the 
FDTD method, for which the subgridding 
technique [19] is implemented to closely describe 
the fine structure of the cylinder. The cross section 
shape of scatterer is parameterized by closed cubic 
spline expansion. The inverse problem is 
formulated into an optimization one and then the 
global searching scheme APSO is used to search 
the parameter space. In Section II, the theoretical 
formulation for the electromagnetic imaging is 
presented. The detail principle of the APSO and 
the way we applied them to the imaging problem 
are described. In Section III, numerical results for 
various dielectric objects are given, and the effect 
of noise is also investigated. Finally, some 
conclusions are drawn in Section IV. 
 

II. THEORETICAL FORMULATION 
Consider a 2-D homogeneous dielectric cylinder 

buried in a half space material medium as shown 
in Fig. 1. The cylinder is parallel to the z axis and 
is buried below a planar interface separating two 
homogeneous half spaces: the air ),( 11   and the 
earth ),( 22  . The permittivity and permeability 
of the buried dielectric object are denoted 

by ),( 33  , respectively. The dielectric object is 
illuminated by a line source with Gaussian pulse 
shape placed at two different positions 
sequentially denoted by Tx in the first layer, and 
then scattered waves are recorded at those points 
denoted simultaneously by Rx in the same layer. 

),( 11 

),( 22 

),( 33 

 
Fig. 1. Geometry for the inverse scattering of a 
dielectric cylinder of arbitrary shape in half space. 

 
The shape of the cross section of the object is 

starlike and can be represented in polar 
coordinates with respect to the logic 
origin )Y,(X OO  in the x-y plane as shown in Fig. 
2. The computational domain is discretized by Yee 
cells. It should be mentioned that the 
computational domain is surrounded by the 
optimized perfect matching layers (PML) absorber 
[20] to reduce the reflection from the environment 
PML interface.  
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Fig. 2. A cylinder of arbitrary shape is described in 
terms of a closed cubic spline. 
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A. Forward problem 
As mentioned in the abstract, the first E field 

data need to be obtained in the forward scattering 
problem by the FDTD code with fine grids to 
mimic the experimental measurement data. For the 
forward scattering problem the shape, location and 
permittivity of the dielectric cylinder to be 
determined is given first, and then the FDTD code 
is employed to calculate the scattered electric 
fields that are utilized to mimic the experiments. It 
should be noted that in the forward problem, the 
shape function )(F  of the 2-D homogeneous 
dielectric cylinder buried in a half space is 
described by the trigonometric series as follows:  

)sin()cos()(
2/

1

2/

0
 nCnBF

N

n
n

N

n
n 



 .           (1) 

In order to closely describe the shape of the 
cylinder for both the forward and inverse 
scattering procedure, the subgridding technique is 
implemented in the FDTD code, the details are 
presented in later section.  

 
B. Inverse problem 

As mentioned in the abstract, the second E field 
data are obtained in the inverse problem by the 
FDTD code with coarse grids. As compared with 
the first E field data obtained in the forward 
scattering procedure, the inverse scattering 
problem can be formulated into an optimization 
problem. The proposed global searching APSO 
scheme is employed to reconstruct the location, 
shape and permittivity of the dielectric cylinder 
under test by minimizing the errors between two E 
filed data.  

During the course of optimization process, the 
following objective function (OF) is defined for 
each candidate cylinder in the APSO scheme:   
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(2) 
where exp

zE  is the electric field data to mimic the 
measurement as mentioned previously, and cal

zE is 
the calculated electric fields in the inversion 
procedure, respectively. The Ni and M are the total 
number of the transmitters and receivers, 
respectively. Q  is the total time step number of 

the recorded electric fields. The details of the 
proposed PSO are represented as follows. 
 
C.  Cubic spline interpolation technique 

It should be noted that in the inverse problem, 
the shape function of the 2-D homogeneous 
dielectric cylinder is described by a cubic spline in 
this study instead of the trigonometric series 
described in the section of the forward problem. 
The cubic spline is more efficient in terms of the 
unknown number required to describe a cylinder 
of arbitrary cross section. By using the cubic 
spline the coordinates of local origin inside the 
cylinder serve as the searching parameter and can 
move around the searching space, which is 
impossible if the trigonometric series expansion is 
used in the inversion procedure.  

As shown in Fig. 2, the cubic spline consists of 
the polynomials of degree 3 )(iP  , 

Ni ,,2,1  , which satisfy the following smooth 
conditions: 

ii1iii ρ)(θP)(θP  

 )()( 1 iiii PP   ,  Ni ,,2,1      (3) 

              )(θP)(θP i1iii  , 

and  

)()( 01 NNPP    

            NNN0 ρ)(θP)(θP 1                 (4) 

)()( 01 NNPP   . 

Through the interpolation of the cubic spline, an 
arbitrary smooth cylinder can be easily described 
through the radius parameters N ,,, 21   

and the slope N ,  of which the details are 
referred to [21]. By combining the modified APSO 
and the cubic spline interpolation technique, we 
are able to reconstruct the microwave image 
efficiently. 

It should be noted that the coordinates of local 
origin inside the cylinder plus the radiuses of the 
geometrical spline used to describe the shape of 
the cylinder will be determined by the 
asynchronous PSO scheme later. 
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D. The modified synchronous particle swarm 
optimization (APSO) 

Particle swarm global optimization is a class of 
derivative-free, population-based and self-adaptive 
search optimization technique which we 
introduced by Kennedy and Eberhart [22]. 
Particles (potential solutions) are distributed 
throughout the searching space and their positions 
and velocities are modified based on social 
behavior. The social behavior in PSO is a 
population of particles moving towards the most 
promising region of the search space. Clerc [23] 
proposed the constriction factor to adjust the 
velocity of the particle for obtaining the better 
convergence; the algorithm was named as 
constriction factor method. PSO starts with an 
initial population of potential solutions that is 
randomly generated and composed Np individuals 
(also called particles) which represents the 
dielectric constant, location and the geometrical 
radiuses of the cylinders. 

After the initialization step, each particle of 
population has assigned a randomized velocity and 
position. Thus, each particle has a position and 
velocity vector, and moves through the problem 
space. In each generation, the particle changes its 

velocity by its best experience, called pbestx , 
and that of the best particle in the swarm, called 

gbestx . 
Assume there are Np particles in the swarm that 

is in a search space in D dimensions, the position 
and velocity could be determined according to the 
following equations (constriction factor method): 

 
    1

 ,22
1

 ,11
1   k

ididgbest
k
ididpbest

k
id

k
id xxcxxcvv 

   (5) 
k
id

1k
id

k
id vxx     ,                        (6) 

where 



42

2
2

, 4cc 21  . 

1c  and 2c  are learning coefficients, used to 
control the impact of the local and global 
component in velocity equation (3). k

idv  and k
idx  

are the velocity and position of the i-th particle in 

the d-th dimension at k-th generation, 1  and 2  
are both the random numbers between 0 and 1. It 
should be mentioned that the Vmax method is also 
applied to control the particle’s searching velocity 
and to confine the particle within the search space 
[24]. The value of Vmax is set to be half of Xmax, 
where Xmax is the upper limits of the search space. 
Note that the Vmax and Xmax are maximum velocity 
and maximum distance, respectively. As an 
extreme case, if the maximum velocity Vmax is set 
to Xmax, the exploration to the inverse scattering 
problem space is not limited. Occasionally, the 
particles may move out of their search space. This 
problem could be remedied by applying the 
boundary condition to draw the foul particles back 
to the normal space.  In this paper, we apply the 
“damping boundary condition” proposed by 
Huang and Mohan [25] to ensure the particles 
move within the legal search space. The key 
distinction between asynchronous PSO and a 
typical synchronous PSO is on the population 
updating mechanism. In the synchronous PSO, the 
algorithm updates all the particles velocities and 
positions using equations (5) and (6) at end of the 
generation. And then update the best positions, 

pbestx  and gbestx . Alternatively, the updating 
mechanism of asynchronous PSO is that the new 
best position is found after each particle position 
updates, if the best position is better than the 
current best position. The new best position will be 
used in following particles swarm immediately. 
The swarm reacts more quickly to speedup the 
convergence because the updating occurs 
immediately after objective function evaluation for 
each particle.  

The flowchart of the modified asynchronous 
PSO (APSO) is shown in Fig. 3. Asynchronous 
PSO goes through seven procedures as follows: 

I. Initialize a starting population: Randomly 
generate a swarm of particles. 

II. Calculate E fields by a home-made FDTD 
code. 

III. Evaluate the population using objective 
function: The asynchronous PSO 
algorithm evaluates the objective function 
(2) for each individual in the population.  

IV. Find pbestx  and gbestx . 
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Fig. 3.  The flowchart for the modified APSO. 
 
V. Mutation scheme: The particle swarm 

optimization (PSO) algorithm has been 
shown to converge rapidly during the 
initial stages of a global search, but when 
around global optimum, the search can 
become very slow. For this reason, 
mutation scheme is introduced in this 
algorithm to speed up the convergence 
when particles are around global optimum. 
The mutation scheme can also avoid 
premature convergences in the searching 

procedure and help the gbestx  escape 
from the local optimal position. As shown 
in Fig. 3, there is an additional 
competition between the gbestx  and 

mupbestx . The current gbestx  will be 

replaced by the mugbestx  if the mugbestx  is 

better than the current gbestx . The 

mugbestx  is generated by following way: 
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where 3c  and 4c  are the scaling parameter. 

3  and mu are both the random numbers 

between 0 and 1. k  is the current iteration 
number. maxk  is the maximum iteration 

number. maxx  and minx  are the upper 
limit and lower limit of the search space, 
respectively. 

VI. Update the velocity and position. 
VII. Stop the process and print the best 

individual if the termination criterion is 
satisfied, else go to step II. 

 
III. NUMERICAL RESULTS 

In this section, we report some numerical results 
using the method described in Section II. As 
shown in Fig. 1, the problem space is divided in 

68128  grids with the grid size yx  =5.95 
mm. The homogeneous dielectric cylinder is 
buried in lossless half space ( 021  ). The 
transmitters and receivers are placed in free space 
above the homogeneous dielectric. The 
permittivities in region 1 and region 2 are 
characterized by 01    
and 2 02.3 ,  respectively, while the 
permeability 0  is used for each region, i.e., only 
non-magnetic media are concerned here. The 
distance between the half space interface and the 
original cylinder is 89.2mm. The cylindrical object 
is illuminated by a transmitter at two different 
positions, Ni=2, which are located at the (-143mm, 
178.5mm) and (143mm, 178.5mm), respectively. 
The scattered E fields for each illumination are 
collected at the fifteen receivers, M = 15, which 
are equally separated by 47.8 mm along the 
distance of 48 mm from the half space interface.  
The excitation waveform )(tI z  of the transmitter 
is the Gaussian pulse, given by: 
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The time duration is set to 300 t ( 300s  ). 
Note that in order to describe the shape of the 
cylinder more accurately, the subgridding FDTD 
technique is employed both in the forward 
scattering (1:9) and the inverse scattering (1:5) 
parts – but with different scaling ratios as 
indicated in the parentheses. For the forward 
scattering, the E fields generated by the FDTD 
with finer subgrids are used to mimic the 
experimental data in (2). 
The reconstruction ideas are carried out through a 
home-made Fortran program that runs on an Intel 
PC (2.83 GHz/ 2G memory /500 G). 

Three examples are investigated for the inverse 
scattering of the proposed structure by using the 
modified APSO. There are twelve unknown 
parameters to retrieve, which include the 
coordinates of local origin )Y,(X OO  inside the 
cylinder, the radius 8 ,,2 ,1, ii  of the shape 
function and the slope N  plus the relative 
permittivity of the object, 03r /  . Very wide 
searching ranges are used for the modified APSO 
to optimize the cost function given by (2). The 
parameters and the corresponding searching 
ranges are listed as follows: 

208.3mmX208.3mm- O  , 77.4mmY137.8mm- O 

, 71.4mmρ0mm i  , 8,,2,1   i  , 11  N  and 
161  r . The relative coefficients of the 

modified APSO are set as below: The learning 
coefficients, 1c  and 2c , are set to 2.8 and 1.3, 
respectively. The mutation probability is 0.4 and 
the population size is set to 30.  
The first example, a simple circular cylinder is 
tested, of which the shape function )(F  is 
chosen to be 7.35)( F mm, and the relative 
permittivity of the object is 7.3r . The 
convergence curves of objective function versus 
the generation as the proposed APSO being 
executed seven times out of ten by using different 

tables of random numbers are shown in Fig. 4. The 
small converged values show the robustness for 
the APSO scheme applied this topic.  
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Fig. 4. The objective function value versus 
generations for example 1 using the Gaussian 
pulse illumination as the APSO is executed seven 
times. 
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Fig. 5. The reconstructed shape of the cylinder at 
different generations for example 1. 
 

The reconstructed shape function of the best 
population member (particle) is plotted in Fig. 5 
for different generation. The discrepancy of shape 
Function (DF) of the reconstructed shape )(calF  
and the discrepancy of dielectric constant (DIPE) 

of cal
r  with respect to the exact values versus the 

generation are shown in Figure 6. Here, DF and 
DIPE are defined as 
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where the 'N  is set to 360. The r.m.s. error DF is 
about 0.84% and DIPE= 0.21%. It is seen that the 
reconstruction is good. 
 

100 101 102 10310-1

100

101

102

R
el

at
iv

e 
Er

ro
r (

%
)

Generation

 

 

DF
DIPE

 
Fig. 6. Shape error and permittivity error versus 
generation for example 1. 
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Fig. 7. The reconstructed cross section of the 
cylinder of example 2 at different generations. 
 

The reconstructed images for different 
generations and the relative error of the second 
example are shown in Figs. 7 and 8, respectively. 
The shape function of this object is given by 

)4cos(95.5)sin(95.58.23)(  F mm and the 

relative permittivity of the object is 2.6r . 
Figure 8 shows that the relative errors of the shape 
and the permittivity decrease quickly and good 
convergences are achieved within 200 generations. 
It also shows that the permittivity converges faster 
than the shape function does. The r.m.s. error DF 
is about 6.65% and DIPE=2.21% in the final 
generation. From the reconstructed results of this 
example, we conclude the proposed method is able 
to reconstruct buried dielectric cylinder 
successfully when the dielectric object is with 
high-contrast permittivity. 
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Fig. 8. Shape-function error and permittivity error 
versus generations for example 2. 

 
In the final example, let us consider the problem 

for dielectric cylinders with high permittivity. The 
shape function of this object is given by 

)3sin(95.5)3cos(95.5)2sin(95.57.29)(  F mm 
and the relative permittivity of the object is 3r . 
The reconstructed images at different generations 
and the relative error of the final example are 
shown in Fig. 9 and Fig 10, respectively. As 
shown in Figure 10, the r.m.s. error DF is about 
5% and DIPE=0.20% in the final generations. In 
order to investigate the sensitivity of the imaging 
algorithm against random noise, the additive white 
Gaussian noise of zero mean with standard 
deviation g  is added into the scattered electric 
fields to mimic the measurement errors. The 
relative noise level (RNL) is defined as: 
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The relative noise levels of 10-4, 10-3, 10-2, 10-1, 
0.2 and 0.5 are used. Fig. 11 shows the 
reconstructed results under the condition that the 
scattered E fields to mimic the measurement data 
are contaminated by the noise. It could be 
observed that good reconstruction has been 
obtained for both the relative permittivity and 
shape of the dielectric cylinder when the relative 
noise level is below 10-1. 
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Fig. 9. The reconstructed cross section of the 
cylinder of example 3 at different generations. 
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Fig. 10. Shape-function error and permittivity 
error versus generations for example 3. 
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Fig. 11. Shape error and relative permittivity 
errors as functions of RNL. 
 

IV. CONCLUSION 
In this paper, a new numerical approach to 

microwave imaging of homogeneous dielectric 
scatterer with arbitrary cross section in time 
domain has been presented. Scattering fields are 
obtained by FDTD method. The subgridding 
scheme is employed to closely describe the shape 
of the cylinder for the FDTD method. The 
approach has been formulated as a global 
nonlinear optimization problem and a modified 
asynchronous PSO has been applied. It has been 
shown that the properties of the dielectric object 
can be successfully reconstructed even when the 
dielectric object with fairly large permittivity and 
the Born approximation is no longer valid. In our 
study, good reconstructed results are obtained 
even when the initial guess is far from the exact 
one, while the gradient-based methods often get 
stuck in a local extreme. Numerical results have 
been carried out and good reconstruction has been 
obtained even in the presence of white Gaussian 
noise in experimental data. 
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