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Fundamental Limitations on the Use of Open-Region Boundary 
Conditions and Matched Layers to Solve the Problem of Gratings in 

Metallic Screens 
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Abstract ─ Interest in accurate modeling of the 
electromagnetic wave scattering from grating 
surfaces has been renewed due to recent advances 
in the manipulation and localization of the light in 
novel application of plasmonic resonance. This 
work briefly reviews the frequency-domain finite 
methods that have been used extensively to solve 
the grating problem. Emphasis will be placed on 
the finite methods that use local boundary 
operators or matched layers to truncate the 
computational boundary. It is shown that 
significant errors can be generated when using 
either of these two mesh truncation techniques 
even if the truncation boundaries are receded to 
avoid any evanescent waves emanating from the 
gratings. To quantify the error, the solutions 
obtained using the boundary condition or matched 
layers are compared to the solutions obtained 
using either mode matching or the surface integral 
equation method, both of which are devoid of 
truncation boundary related approximations and 
errors. Additionally, limitations on the use of the 
periodic boundary condition to truncate the mesh 
for periodic problems are also addressed. 
  
Index Terms ─ Finite element method, global 
boundary condition, infinite structures, local 
boundary condition, surface integral equation.  
 

I. INTRODUCTION 
Recent advances in manipulation and 

localization of the light in novel applications of 
plasmonic resonance such as near-field 
microscopy, sub-wavelength lithography, surface 
defect detection, and development of tunable 
optical filters has renewed interest in accurate 

modeling of wave scattering from grating surfaces. 
Several methods such as field decoupling by 
equivalent magnetic current [1, 2], integral 
equation [3], and mode matching [4-10] are 
reported in the literature to solve the problem of 
scattering from cavities engraved in a metallic 
screen. Although these methods are powerful, they 
are not general enough to address cavities with 
general shapes or cavities having inhomogeneous 
and anisotropic fillings. In contrast, the methods 
based on finite mathematics, such as, the finite 
element method (FEM) and the finite-difference 
time-domain method (FDTD) are suitable for the 
problem of scattering from general-shape cavities 
with anisotropic and inhomogeneous fillings [11-
14]. 

When solving the scattering problem from a 
bounded target using finite mathematics, it is 
essential to introduce an artificial boundary to 
truncate the solution region surrounding the target. 
Appropriate boundary condition must be imposed 
on the artificial boundary to guarantee a well-
posed and unique solution to the wave equation. In 
addition, the boundary condition must model the 
behavior of the wave at infinity. In other words, 
the artificial boundary must be as transparent as 
possible for impinging waves from the interior 
region. 

There are two types of boundary conditions to 
truncate the solution region, viz., (i) non-local or 
integral type; (ii) local or differential type. Non-
local types of boundary conditions are analytical 
integral equations which accurately model the 
behavior of the wave at the boundaries [15]. 
Therefore, they are exact for all range of incident 
angles. In addition, they can be imposed on the 
boundary which is very close to the scatterer body. 
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The major drawback of those types of boundary 
conditions is that they result in dense system 
matrix, which spoils the sparsity of the FEM 
system matrix. In contrast, local types of boundary 
conditions are partial differential equations which 
approximate the exact behavior of the wave at the 
artificial boundary [16-18]. 

When solving the problem of scattering from 
infinite grating surfaces containing multiple 
cavities using non-local boundary conditions, the 
solution region can be truncated at the opening of 
the cavities [11-14]. In [11-14], the domain of the 
surface integral equation as a boundary constraint 
is limited to the aperture of the cavities, and, thus, 
the infinitely extended perfect electric conducting 
(PEC) walls have no contribution in calculating 
the boundary condition. On the other hand, a 
difficulty in truncating the solution region arises 
when using local boundary conditions or matched 
layers (typically referred to in the literature as 
absorbing boundary conditions, ABC, or perfectly 
matched layer, PML) in solving the problem of 
scattering from gratings in infinite PEC screens. 
Since it is impossible to fully enclose the 
scatterer's geometry by the ABC or PML, the 
behavior of the scattered field due to the infinite 
PEC wall outside of the computational domain 
boundary cannot be modeled properly. Therefore, 
errors can be generated in the solution when using 
ABC or PML even if the truncation boundary is 
receded. 

In this paper, we analyzed the performance of 
commonly used ABC or PML in solving the 
problem of scattering from grating surfaces 
containing a single or multiple cavities engraved 
in an infinite PEC screen. In particular, we focused 
on the errors introduced in the solution due to 
grazing incident waves. Next, we analyzed the 
dependence of this error on the location of the 
ABC. Finally, we addressed the error when using 
periodic boundary conditions when solving the 
problem of scattering from an infinite periodic 
array of cavities engraved in a PEC screen. The 
errors were calculated by comparison to the 
solutions obtained using an FEM-based method 
where the surface integral equation is used as a 
boundary constraint [14] and the mode matching 
technique reported in [7]. 
 

II. GENERAL DESCRIPTION OF THE 
PROBLEM 

As a representative example of the problem of 
scattering from gratings in metallic screens, we 
consider the problem depicted in Fig. 1 which 
shows an electromagnetic wave impinging on a 
cavity engraved in an infinite metallic wall. The 
solution region can be truncated using the ABC as 
a local boundary condition as it is shown in Fig. 1. 

 

 
Fig. 1. Schematic of the scattering problem from a 
cavity with arbitrary shape in an infinite PEC 
surface. An ABC or PML is used to truncate the 
computational domain. 
 

Because generic types of ABCs and PMLs are 
ineffective in absorption of evanescent waves, the 
introduced error due to these mesh truncation 
techniques is in general inversely proportional to 
the distance between the truncation walls and the 
cavity. Therefore, an ABC or PML cannot be 
located very close to the cavity. In addition, it is 
impossible to fully enclose the scatterer's geometry 
by an ABC or PML. Therefore, the behavior of the 
scattered field due to the PEC surface that lies 
outside of the computational domain boundary 
cannot be modeled properly and thus any 
consequential physical interaction cannot be 
included in the solution. In fact, more explicitly, as 
can be shown in Fig. 1, a portion of the scattered 
field from the PEC wall propagates into the 
solution region which causes error that would 
most likely depend on the incident angle. By 
increasing the incident angle, more energy is 
reflected into the solution region by the PEC walls 
located outside of the ABC, whereas, at zero angle 
of incidence, the reflected energy from the surface 
surrounding the cavity does not enter the 
computational domain depicted in Fig.1. 
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Therefore, this error is expected to increase as the 
incident angle increases. 

To minimize this error, the domain truncating 
boundaries should be located far enough from the 
cavity to enclose a larger segment of the PEC wall 
in addition to the cavity. However, placing the 
boundary of the computational domain far from 
the cavity leads to prohibitive increase in the 
computational cost, in addition to inaccuracy in 
the solution due to the exclusion of a large part of 
the scatterer. The computational cost is most 
critical when considering cavities whose sizes are 
several wavelengths, and when loading the 
cavities to minimize the radar cross-section (RCS), 
requiring extensive optimizations. Notice, also, 
that enlarging the computational domain by 
including a larger segment of the PEC wall while 
keeping the upper boundary (the horizontal 
terminating boundary in Fig.1) very close to the 
PEC wall does not reduce the errors as in such 
scenario the upper boundary experiences a large 
concentration of waves incident at oblique angles, 
which cannot be absorbed effectively by typical 
PML or ABC methods. There are specialized ABC 
or PML methods that are designed to absorb 
waves incident at oblique angles, or even 
effectively absorb evanescent waves such as in 
[19, 20]. However, these truncation techniques are 
specialized and typically add additional 
computational overhead. 

 
III. NUMERICAL EXPERIMENTS 
To study the limitations on the use of ABC or 

PML to truncate the computational domain for the 
gratings problems considered in this work, we use 
the highly robust and widely used full-wave 
simulator, HFSS [21] which employs a highly 
effective implementation of PML. We emphasize 
that the purpose of the comparison is to accentuate 
the limitations of PML or ABC rather than the 
effectiveness of the simulator in general. Since the 
PML implementation in HFSS provides much 
higher accuracy than the ABC implementation in 
the same solver, we make comparison to the 
solution obtained using PML. This solution, 
henceforth, will be referred to as HFSS-PML. 
However, in the first example we showed the 
results obtained using ABC as a benchmark. This 
solution is referred to as HFSS-ABC. It is 
important to note that HFSS uses multilayer 

biaxial anisotropic materials in the PML 
implementation [22].     

Absence of analytical solutions to the problem 
of scattering from cavities, the solutions generated 
by two methods will be used for gauging the errors 
caused by the HFSS-PML or HFSS-ABC 
solutions. The first method employs the surface 
integral equation to truncate the computational 
domain at the aperture of the cavity [14], and the 
second method employs the mode matching 
techniques [7]. These two solutions are considered 
highly accurate in the sense that the 
approximations used in their respective solution 
procedures involve discretization of the field 
rather than any boundary condition 
approximations. 

The solutions presented here are made over a 
wide range of incident angles. For the transverse 
magnetic incident plane wave where the electric 
field vector lies along the axis of the cavities, the 
error in the magnitude of the total electric field at 
the aperture of the cavity is calculated as: 
 

2
0

2
0

( )
100%.

E E dl
err

E dl


 


                (1) 

 
where E is total electric field obtained using the 
HFSS-PML or HFSS-ABC solutions and E0 is 
total electric field calculated using the surface 
integral equation method reported in [14] 
(throughout this work we refer to this methods as 
FEM-TFSIE), or the mode matching technique [7], 
respectively. The integration domain is the 
aperture of the cavities. 

In the first example, we considered an 0.8λ X  
0.4λ  (width X depth) rectangular cavity in a PEC 
sheet where λ is the wavelength in free space. The 
solution region using HFSS-PML or HFSS-ABC 
is truncated by a rectangular mesh. The vertical 
distance of the truncation boundary from the PEC 
screen is h=1λ and the distance of the lateral 
truncation walls D from the edge of the cavity is 
set to be 4λ (see inset of Fig.2). Figure 2 shows the 
error using the results calculated using FEM-
TFSIE and mode matching technique for incident 
angle range of 00-850. It is observed that by 
increasing the incident angle, the error increases in 
an almost exponential trend. This is because by 
increasing the incident angle, more reflected 
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waves from the PEC screen outside of the PML or 
ABC propagate into the solution region. As shown 
in Fig. 2, the increment trend is uniform in HFSS-
PML case while it highly depends on incident 
angles in HFSS-ABC case for θ>300. To validate 
this reason, we changed the distance of the lateral 
truncation walls (i.e. D) from the cavity. Figure 3 
shows the effect of increasing D on the error for 
grazing incident angle of θ=850. By increasing the 
D from 4λ to 16λ, the error decreases from 37% to 
8% in HFSS-PML case. Notice that to achieve 8% 
solution accuracy, a computational space of 
approximately 32λ2 would be needed when using a 
PML-based truncation technique; whereas, the 
solution space using FEM-TFSIE which is 
confined to the cavity's area, would require a 
computational domain of 0.32λ2. (It is important to 
emphasize here that while approximate 
computational areas are used to highlight the 
efficiency and accuracy of the methods discussed 
here, other aspects of different code 
implementations are intentionally not discussed 
here such as the algorithm used to solve the 
systems matrix, the type of bases functions used in 
the FEM implementation, ...etc.) 

 

 
Fig. 2. Error versus incident angle θ for a 0.8λ X 
0.4λ air-filled rectangular cavity, TM case, D=4λ, 
h=1λ. Error between results obtained using: 
Case1) HFSS-PML and FEM-TFSIE, Case2) 
HFSS-PML and Mode Matching Technique, 
Case3) HFSS-ABC and FEM-TFSIE, Case4) 
HFSS-ABC and Mode Matching Technique. 
 

As a second example, we considered five 
identical cavities in a PEC screen. The cavities are 
rectangular with dimension of 0.8λ X 0.4λ and are 
separated by distance of 0.2λ. The vertical distance 
of the mesh truncation wall from the PEC screen is 

h=1λ and the distance of the lateral truncation 
walls from the cavities is set to be D=4λ (see the 
inset of Fig. 4). Figure 4 shows the error for 
incident angle varying from θ=00 to θ=850. Figure 
5 shows the decrease in the cavity field error from 
30% to 14% when D is increased from 4λ to 16λ. 
Notice that despite the excessive computational 
domain needed when D is increased to 1λ resulting 
in a computational domain of 37λ2, the error in the 
apertures field remains above 10%. 

 

 
Fig. 3. Error versus distance D of the lateral PML 
walls from a 0.8λ X 0.4λ air-filled rectangular 
cavity, TM case, θ=85, h=1λ. Error between 
results obtained using: Case1)  HFSS-PML and 
FEM-TFSIE, Case2) HFSS-PML and Mode 
Matching Technique, Case3) HFSS-ABC and 
FEM-TFSIE, Case4) HFSS-ABC and Mode 
Matching Technique. 

 

 
Fig. 4. Error versus incident angle θ for five 
identical 0.8λ X 0.4λ air-filled rectangular cavities, 
TM case, D=4λ, h=1λ. The cavities are separated 
by 0.2 λ. Error between results obtained using: 
Case1) HFSS-PML and FEM-TFSIE, Case2) 
HFSS-PML and Mode Matching Technique. 
 

As the final example, we considered an infinite 
array of identical cavities in a metallic screen. The 
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cavities are rectangular with dimension of 0.8λ X 
0.4λ and are separated by a distance of 0.2λ. 
Therefore, the periodicity of the cavity is P=1λ. 
Using Floquet theorem, the solution region can be 
limited to one unit-cell containing one period of 
the infinite array (see inset of Fig. 6). In the HFSS 
solution, the periodic boundary condition and the 
PML are applied on the lateral walls and the top 
wall of the truncation boundaries, respectively. 
 

 
Fig. 5. Error versus distance D of the lateral PML 
walls from the marginal cavities in an array of five 
identical 0.8λ X 0.4λ air-filled rectangular cavities, 
TM case, θ=85, h=1λ. The cavities are separated 
by 0.2λ. Error between results obtained using: 
Case1) HFSS-PML and FEM-TFSIE, Case2) 
HFSS-PML and Mode Matching Technique. 
 

As the final example, we considered an infinite 
array of identical cavities in a metallic screen. The 
cavities are rectangular with dimension of 0.8λ X 
0.4λ and are separated by a distance of 0.2λ. 
Therefore, the periodicity of the cavity is P=1λ. 
Using Floquet theorem, the solution region can be 
limited to one unit-cell containing one period of 
the infinite array (see inset of Fig. 6). In the HFSS 
solution, the periodic boundary condition and the 
PML are applied on the lateral walls and the top 
wall of the truncation boundaries, respectively. 

We calculated the truncation error in the 
electric field at the aperture of the cavities in the 
unit-cell using the results calculated for a finite 
array of 21 identical cavities with the same 
dimension using FEM-TFSIE. Figure 6 shows the 
error for a unit cell containing 1, 3 and 9 cavities 
for incident angle varying from θ=00 to θ=850. 
Notice that changing the size of the number of 
cavities in the unit cell does not change the 
physical problem at hand. We observe that by 
increasing the size of the unit cell to three and nine 

periods of array (see inset of Fig. 6), the error 
decreases significantly. We are not in a position to 
discuss the particular implementation of the 
periodic boundary condition in HFSS, however, 
what is quite interesting is that the error in the 
HFSS solution which directly depends on the 
periodic boundary condition implemented in 
HFSS, changes appreciably depending on the 
number of periods considered. 

 

 
Fig. 6. Error in field calculation versus incident 
angle θ at the aperture of the center cavity of the 
unit-cell in an infinite array of identical 0.8λ X 
0.4λ rectangular air-filled cavities, TM case. The 
cavities are separated by 0.2λ. Case a) 1 cavity in a 
unit-cell, Case b) 3 cavities in a unit-cell, Case c) 9 
cavities in a unit-cell. Error between results is 
obtained using HFSS and FEM-TFSIE. 
 

IV. CONCLUSION 
In this study, we highlighted the inherent 

limitation in truncation the infinite structure using 
local boundary operators, such as ABC or PML, in 
context of the problem of scattering from gratings 
containing a single or multiple cavities engraved 
in an infinite PEC screen. In fact, we showed that 
there is an inherent error in the solution due to the 
truncation of the solution region and ignoring the 
portion of PEC walls located outside the solution 
region. Numerical examples of single and multiple 
cavities engraved in an infinite PEC wall were 
presented to calculate the error in field 
computation using PML. The root mean square 
error in the field computation using PML is 
calculated with respect to the FEM-based method 
using a non-local boundary condition and mode 
matching technique as the accurate solutions. First, 
we analyzed the error which introduced to the 
solution due to the grazing incident waves. We 
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showed that the error in the solution due to 
truncation increases almost exponentially as the 
incident angle increases. Next, we analyzed the 
dependence of this error to location of the mesh 
truncation boundary. We showed that the error 
decreases by receding the boundary but cannot be 
eliminated completely while incurring prohibitive 
increase of computational resources. Finally, we 
addressed the error in solution while using 
periodic boundary condition in truncating the 
solution region into a unit-cell when solving the 
problem of scattering from an infinite periodic 
array of cavities engraved in a metallic screen. 
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Abstract - In this paper, a method for the 
implementation of thin wire with the 
alternating-direction implicit finite-difference 
time-domain (ADI-FDTD) method is discussed. 
The magnetic field around the wire is modified 
according to the “standard” subcell model, which 
results in the modification to the tridiagonal 
matrix system in the ADI-FDTD. The 
perfect-electric-conductor (PEC) condition is 
directly incorporated within the tridiagonal matrix 
equation. This method is efficient, stable, and 
suitable to ADI-FDTD scheme with large time 
step size. The validity of this method is confirmed 
through numerical examples. 
 
Index Terms - ADI-FDTD method, PEC 
condition, subcell model, thin wire. 
 

I. INTRODUCTION 
The alternating-direction-implicit finite- 

difference time-domain (ADI–FDTD) method is 
an unconditionally stable alternative to the 
standard fully explicit FDTD method [1-5]. The 
main advantage of the ADI-FDTD method is that 
the Courant–Friedrich–Levy (CFL) condition that 
is always required by the conventional FDTD 
method can be totally removed. Hence, the 
ADI-FDTD method is extremely useful for 
problems where a very fine mesh is needed over a 

large geometric area. Nevertheless, from the 
implementation point of view, the ADI-FDTD 
method is more complicated than the conventional 
FDTD method. This is because the field 
components of the conventional FDTD method 
can be directly updated, but in the ADI-FDTD 
method they have to be implicitly updated by 
solving a tridiagonal matrix system. 

In many electromagnetic problems analyzed 
numerically with the FDTD method, thin wires 
need to be modeled. A wire is considered thin 
when its diameter is less than the selected mesh 
size. It is certainly possible to select a sufficiently 
small mesh, so that the wire diameter occupies 
one or more computational cells, but this approach 
often results in a very fine discretization and 
excessive computational resources. As an 
alternative, a “standard” subcel1 model which is 
based on the near-field physics can be used [6]. 
This model assumes that the circumferential 
component of the magnetic field and the radial 
component of the electric field vary as 1/r near the 
wire, where r is the radial distance from the wire 
axis. In such a case, a modification to the standard 
FDTD algorithm is easily available. However, the 
modification to the ADI-FDTD algorithm is 
complicated, due to its implicit calculation by 
solving a tridiagonal matrix system.
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  This paper presents the implementation of the 
thin wires for the ADI-FDTD method. The 
magnetic field around the wire is modified 
according to the “standard” subcell model, which 
results in the modification to the tridiagonal 
matrix system. For the perfect conductor 
boundary condition, the tangential electronic field 
component along the wire needs to be set to zero, 
which is directly incorporated within the 
tridiagonal matrix system. This method is 
unconditionally stable and has high accuracy. The 
theory proposed in this article is validated 
through numerical examples. 
 

II. FORMULATIONS 
The field components around thin wire are 

shown in Fig. 1. 0r  is the radius of the wire. 
0i and 0j denote the indices of spatial increments 

of thin wire. Indices 1 2k k k   denote the 
height of the wire.  

In the ADI-FDTD method, the calculation for 

one discrete time step is performed using two 
procedures. According to the “standard” subcell 
model [3], the numerical formulations of 
the 1 2n

zE  , 1 2n
xH   components near the thin wire 

in the first procedure for the ADI-FDTD method 
are given in eqs. (1) and (2) above. Obviously, 
updating of 1 2n

zE  component, as shown in eq. (2), 
needs the unknown 1 2n

xH   component at the 
same time; thus the 1 2n

zE  component has to be 
updated implicitly. By substituting eq. (1) into eq. 
(2), the equation for 1 2n

zE  field is given in eq. (3), 
where  1 02 lns y r  . Thus, 1 2n

zE  fields 
along a particular y-directed line ( 0i i ) are 
updated simultaneously by solving the tridiagonal 
matrix equation through eq. (4) and repeated for 
each k  ( 1 2k k k  ), where 2 24t y    , 

0

1 2
,

n
z jE  is the unknown z-direction electronic field, 

0j
r is the right side of eq. (3). For other k  value 
( 1k k or 2k k ), and other i  value ( 0i i ), 
standard ADI-FDTD formulation is applied.
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Fig. 1. Field components around a thin wire 
( 1 2k k k  ). 

 
The thin wire is often seen as perfect electric 

conductor. The tangential electronic field value zE  
along the wire must be set to zero. So in the 
matrix systems (4), the values of 

0

1 2
,

n
z jE   are not 

calculated. Then the matrix system (4) becomes (5) 
above.  

Thus, components 1 2n
zE  are updated by solving 

the modified tridiagonal matrix system through 

Eqs. (5). This ADI-FDTD method incorporates the 
PEC condition into the matrix system. It seems to 
be complicated, but it is unconditionally stable 
and has higher accuracy. If we set the tangential 
electric field values 1 2n

zE   to be zeros directly 
after solving the tridiagonal matrix system (4), the 
ADI-FDTD method is unstable, even for very 
small time step size, which is validated through 
numerical examples in the next section. 

 In the second procedure, components 1n
zE  , 

1n
yH   can similarly be treated as 1 2n

zE  and 
1 2n

xH   in the first procedure, which is not shown 
here due to space limitation. 

 
III. NUMERICAL VALIDATION 

To validate the theory presented in this paper, a 
simple numerical simulation is studied. A thin 
wire of length 10 cm and radius of 1 mm is 
embedded in a shielding enclosure, as shown in 
Fig. 2. The physical dimension of the enclosure 
is 15 15 15cm cm cm  . In the middle of the 
enclosure, a small current source is applied along 
the z direction. The time dependence of the 
excitation function is: 

2
0( ) exp[ ( ) ]g t t t             (6)           
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where   and 0t  are constants, and equal to 
1.261010 s-2 and 1.010-9 s, respectively. In such 
a case, the highest frequency of interest is 2 GHz. 

The space increments used in the FDTD 
simulation are 5 .x y z mm      The total 
mesh size is 30 30 30  . Observation point A 
is 5 cells diagonally far from the source. We 
apply the ADI-FDTD technique to compute the 
time domain electric field at the observation 
point. The time step is 

     2 2 21 1 1 1t c x y z        9.62ps, which 
is the maximum time step to satisfy the limitation 
of the 3D CFL condition in the conventional 
FDTD method. For simplicity, both the thin wire 
and the enclosure are perfect electric conductors. 

 
Fig. 2. Geometric configuration of the numerical 
simulation. 
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Fig. 3. The electric field component zE  at 
observation point A calculated by different 
methods. 

 
To ensure the ADI-FDTD method be 

symmetric up to the numerical noise level, the 
excitation field should be directly incorporated 
within the tridiagonal matrix and the time 
discretization of the source is done appropriately 
within each full time step [7]. 

Figure 3 gives the results of the electric field 
component zE  at observation point A calculated 
by ADI-FDTD- 2 methods for large number of time 
steps. 
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Fig. 4. The electric field component zE  at 
observation point A calculated by ADI-FDTD-2 
methods for large number of time steps. 
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Fig. 5. The electric field component zE  at 
observation point calculated by ADI-FDTD -1 
methods for large number of time steps. 
  

The ADI-FDTD-1 denotes the method that 
incorporates the PEC condition into the matrix 
system. The ADI-FDTD-2 denotes the method 
that set the tangential electric field values zE  to 
be zeros directly after solving the tridiagonal 
matrix system. For comparison, the result 
obtained by the conventional FDTD method is 
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also plotted in this figure. In all the methods, the 
time step sizes are 9.62ps. It can be seen from this 
figure that the results calculated by ADI-FDTD-1 
agree well with the results obtained by the 
conventional FDTD, which shows that the 
ADI-FDTD-1 method has higher accuracy. The 
value calculated by ADI-FDTD-2 deviate from 
that of conventional FDTD significantly. It is 
apparent that ADI-FDTD-2 can’t obtain correct 
results. 

To confirm the stability of these two methods, 
the ADI-FDTD program is tested for a long time 
history. Figure 4 shows the result of the electric 
field component zE  at observation point A 
calculated by ADI-FDTD-2 method for large 
number of time steps, the time step size is 9.62ps. 
It can be seen from this figure that the result of 
method 2 starts to be unstable after 6,000 time 
steps. To confirm the stability of method 1, the 
ADI-FDTD program is tested for 10,000 time 
steps with time step size 384.80ps which is 40 
times as that of conventional FDTD method. No 
instability problem is observed. This illustrates 
that the ADI-FDTD scheme based on the method 
that incorporates the PEC condition into the 
matrix system is unconditionally stable, and the 
programs based on the method that set the 
tangential electric field values zE  to be zeros 
directly are not stable, even for small number of 
time steps. 
 

IV. CONCLUSION 
Based on the assumption of a 1/r dependence of 

the magnitude of local fields with radial distance r 
from the wire center, the magnetic field around 
the thin wire is modified, which results in the 
modification to the tridiagonal matrix system in 
the ADI-FDTD method. Meanwhile, due to the 
implicit calculation of the ADI-FDTD method, the 
perfect conductor boundary condition must be 
incorporated within the tridiagonal matrix system. 
The matrix needs to cross out the rows and 
columns for which the value doesn’t need to be 
calculated. This method is unconditionally stable 
and has higher accuracy, which is validated 
through numerical examples. It needs to be noted 
that the stability of the ADI-FDTD-1 method is 
numerically verified rather than theoretically 
proven. The theoretical analysis of the stability is 

under research and will be reported in a future 
publication. 

This unconditionally stable subcell model can 
be used to calculate the induced currents on the 
coupled wires in cavity, simulate the inner 
conductor of the coaxial feed, and analyze the 
radiation from the shielding cable, thus it has 
important effects on the electromagnetic 
numerical simulations. 
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Abstract - A frequency-dependent weakly 
conditionally stable finite-difference time-domain 
(WCS-FDTD) method for dispersive materials is 
presented. This method has higher computation 
efficiency than conventional FDTD method 
because the time step in this method is only 
determined by one space discretization. The 
accuracy of this method is demonstrated by 
computing the incident field at a planar air-water 
interface over a wide frequency band including 
the effects of the frequency-dependent 
permittivity of water.  
 
Index Terms - Dispersive materials, FDTD 
method, WCS-FDTD method. 
 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) 

method [1] has been proven to be an effective 
scheme that provides accurate predictions of field 
behaviors for varieties of electromagnetic 
interaction problems. However, as it is based on 
an explicit finite-difference algorithm, the 
Courant–Friedrich–Levy (CFL) condition [2] 
must be satisfied when this method is used. 
Therefore, a maximum time-step size is limited by 
the minimum cell size in a computational domain, 
which makes this method inefficient for the 
problems where fine scale structures are involved. 

To overcome the CFL constraint on the time 
step size of the FDTD method, some 
unconditionally stable methods [3-6] and weakly 
conditionally stable (WCS) [7-21] schemes have 
been studied, among which, the WCS-FDTD 
method scheme, has been applied extensively 

[15-21]. In the WCS-FDTD method, the time step 
size is only determined by one space discretization, 
which is useful for problems with very fine 
structures in two directions. The accuracy and 
efficiency of this method have been well validated 
in [17] and [18]. 

In this paper, the WCS-FDTD method will be 
extended to frequency-dependent materials. The 
formulations of WCS-FDTD for a frequency- 
dependent complex permittivity are presented and 
an example calculation of the incident field at a 
planar air-water interface over a wide frequency 
band is showed. The extension of the WCS-FDTD 
method to frequency-dependent permeability is 
similar and straightforward. 

 
II. FORMULATIONS 

For this paper, we will assume that our 
materials are linear and isotropic, and only the 
permittivity is frequency-dependent. Extension to 
nonlinear or anisotropic dispersive materials 
should be possible. The displacement vector D is 
related to the electric field E in the time domain 
by the following equation: 

   

   
0

0 0
.

t

D t E t

E t d

 

    



 
    (1) 

0 is permittivity of free space,     is the 
electric susceptibility, and  is the infinite 
frequency relative permittivity. 

Using Yee's notation, we let t n t  in (1), and 
each vector component of D and E can be 
written as: 
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 

   0 0 0

( )

.

n

n tn

D t D n t D

E E n t d      




  

   
 (2) 

All field components are assumed to be 
constant over each time interval 2t . Therefore, 
we have, assuming  D t and  E t are zero 
for 0t  : 
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      (3) 
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 
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  
    (4) 
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2 1 ( 1) 21 2
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    (5) 

When (3) is substituted in (4), and (4) is 
substituted in (5), we find: 
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For simplicity, we let: 

 
( 1) 2

2

m t

m m t
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 


  .         (8) 

     1m m m      .           (9) 

Then, we have: 
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The three scalar equations that relate the 
components of electric field E  can be readily 
obtained from the WCS-FDTD method: 
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. (12) 
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It can be seen from these equations that  
equations (12), (13), (16), and (17) can’t be used 
for direct numerical calculation, because they all 
include the unknown components defined at the 
same time, thus, modified equations are derived 
from the original equations. 

Updating of 2/1n
xE  component, as shown in 

equation (12), needs the unknown 2/1n
yH  

component at the same time. In the nonmagnetic 
media, the updating for H component is 
unchanged. The equation of the 2/1n

yH  
component in the WCS-FDTD method is as 
follows: 
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Thus the 1 2n
xE  component has to be updated 

implicitly. Substituting equation (18) into equation 
(12), the equation for 1 2n

xE   field is given as, 
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      (19) 

where  01    . 2 24s t z   . 

The stability condition of the frequency 
dependent WCS-FDTD method is same as that of 
standard WCS-FDTD method, 

.yt
c


                 (20) 

Because in the frequency-dependent WCS-FDTD 
method equation, only a summation is added, it 
does not affect the stability condition.  

The stability condition of the frequency 
dependent WCS-FDTD method will be validated 
by numerical example in the next section. 

 
III. NUMERICAL VALIDATION 

In order to demonstrate the validity and 
accuracy of the above formulation, a small current 

source incident at a planar air-water interface is 
presented here. The geometric configuration of the 
numerical simulation is shown in Fig.1. The 
dimension of the perfect-electric-conductor box is 
15cm 3cm 3cm. The water with the height 
1.5cm is filled in the box. A small current source 
applied along y direction is placed at the upper 
part of the box. The time dependence of the 
excitation function is: 

2 2
0 1( ) exp[ 4 ( ) ]g t t t t        (21) 

where 0t  and 1t  are constants, and both equal 
to 0.610-9. The observation point B is set at the 
water, and 2.4 cm far from the source point A.  

 
Fig. 1. Geometric configuration of the numerical 
simulation. 

 
Applying the FDTD method to compute the 

time domain electric field component yE  at 
observation point B, the cell size is chosen as 

5 5y x z      0.5cm, so that the 
computational domain is 30 30 30 cells. To 
satisfy the stability condition of the FDTD 
algorithm, the time-step size for conventional 
FDTD [22] is t  2.33ps. For the WCS-FDTD 
scheme, the maximum time increment is only 
related to the space increments y ， that is, 

t  16.66 ps. 
For water, the complex permittivity  *   

can be described as 

     *
0 01s j               (22) 

where s is the "static" permittivity, and 0 is the 
"relaxation time" constant. The water parameters 
used here are s =81,  =1.8, and 

0 = 129.4 10 . 
The summation (convolution) term of equations 

(10) and (11) can be updated recursively by 
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utilizing equation (20) in [21], because the 
susceptibility function is an exponential. So, it 
does not require storing a large number of past 
time values nE , and the computational time is 
saved. Only one additional number needs to be 
stored for each electric field component at each 
spatial index.  

First, we validate the numerical stability of 
equation (19). Figure 2 shows the electric field 
component yE  at observation point B calculated 
by using the WCS-FDTD methods with the 
time-step size t =16.66 ps for a long time 
history. No instability problem is observed even 
for 5,000 time steps, which validates the weakly 
conditional stability of the WCS-FDTD method 
numerically. 
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Fig. 2. The electric field component Ey at 
observation point B calculated by using the WCS 
-FDTD method with the time-step size 

t =16.66ps for a long time story. 
 
To demonstrate the high computational 

efficiency of WCS-FDTD method, we perform the 
numerical simulations for an 8 ns time history by 
using the conventional FDTD, and WCS-FDTD 
methods, and compare the CPU times taken by 
using these two methods. In the conventional 
FDTD method, the time-step size is 2.33 ps, while 
in the WCS-FDTD method, the time step size is 
16.66ps. 

Figures 3 and 4 show the electric field 
component Ey in the time domain and frequency 
domain at observation point B calculated by using 
the conventional FDTD, and WCS-FDTD 
methods. It can be seen from these figures that the 

result calculated by the WCS-FDTD method 
agrees with the result calculated by the 
conventional FDTD method. The WCS-FDTD 
method has almost the same accuracy as that of 
the conventional FDTD method, while, the 
simulation takes 206.94 s for the conventional 
FDTD method and 56.79s for the WCS-FDTD 
method. The time cost for the WCS-FDTD 
simulation is almost 1/4 times as that for the 
conventional FDTD simulation. So, we can 
conclude that the WCS-FDTD has higher 
efficiency than the conventional FDTD method, 
due to the use of larger time step size. 
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Fig. 3. The electric field component Ey in the time 
domain at observation point B calculated by using 
the conventional FDTD ( t =2.33ps), and 
WCS-FDTD methods ( t =16.66ps). 
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Fig. 4. The electric field component Ey in the 
frequency domain at observation point B 
calculated by using the conventional FDTD 
 2.33ps ,t   and WCS-FDTD methods 
( t =16.66ps). 
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IV. CONCLUSION 
A frequency-dependent WCS-FDTD method 

for dispersive materials is presented. It is found 
that the technique is weakly conditionally stable 
and supports time steps greater than the CFL limit. 
Numerical example demonstrates that the 
computation efficiency of the WCS-FDTD 
method is higher than the conventional FDTD 
method, and the accuracy of the WCS-FDTD is 
almost the same as that of the conventional FDTD 
method. 
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Abstract - In this paper, a time domain microwave 
imaging technique for reconstructing the 
electromagnetic properties of a buried 
homogeneous dielectric cylinder based on the 
finite difference time domain (FDTD) method and 
the asynchronous particle swarm optimization 
(APSO) are presented. The homogeneous 
dielectric cylinder with unknown electromagnetic 
properties is illuminated by transverse magnetic 
pulse and the scattered field is recorded outside. 
The idea is to minimize the errors between two E 
field data such that the location, shape and 
permittivity of the dielectric cylinder can be 
reconstructed through the APSO scheme. The first 
E field data are obtained in the forward problem 
by the FDTD code with fine grids to mimic the 
experiment measurement data, while the second E 
field data are obtained in the inverse problem by 
the FDTD code with coarse grids. The inverse 
problem is resolved by an optimization approach, 
and the global searching scheme APSO is then 
employed to search the parameter space. A set of 
representative numerical results is presented for 
demonstrating that the proposed approach is able 
to efficiently reconstruct the electromagnetic 
properties of homogeneous dielectric scatterer 
even when the initial guess is far away from the 
exact one. In addition, the effects of Gaussian 
noises on imaging reconstruction are also 
investigated. 
 
 Index Terms - APSO, FDTD, inverse scattering, 
subgridding FDTD, time domain. 

I. INTRODUCTION 
The objective of the inverse problem of the 

buried scatterer is to determine the 
electromagnetic properties of the scatterer from 
the scattering field outside. Due to the large 
domain of applications, such as non-destructive 
problems, medical imaging, geophysical 
prospecting and determination of underground 
tunnels and pipelines, etc, the inverse scattering 
problems related to the buried bodies have 
particular importance in the scattering theory. This 
kind of problem is expected to be more difficult 
due to the fact that the information about the 
buried unknown scatterer obtained by the limited–
view measurement is less than the full-view 
measurement. Although the incompleteness of the 
measurement data and the multiple scattering of 
the scatterer bring out the intrinsic non-unique and 
ill-posedness of these problems that appear 
consequentially in the inverse scattering problems 
[1], the study can be applied in widespread use. 

Most of the previously proposed inversion 
techniques for the inverse problems are formulated 
in the frequency domain [2-5]. However, the time 
domain scattering scheme is a potential alternative 
for the inverse problem because the data contain 
more information than those in the frequency case. 
Therefore, various time domain inversion 
approaches are proposed intensively in recent 
decades that could be briefly classified as the 
iterative approach: Born iterative method (BIM) 
[6], the distorted Born iterative method (DBIM) [7] 
and optimization approach [8, 9]. The inverse 
scattering problems are usually treated by the 
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traditional deterministic methods which are 
founded on a functional minimization via some 
gradient-type scheme. The major drawback of 
these kinds of deterministic methods is that the 
final reconstructed image is highly dependent on 
the initial trial guess [2, 3]. In general, they tend to 
get trapped in local minima when the initial trial 
solution is far from the exact one. Thus, some 
population-based stochastic methods, such as the   
genetic algorithm (GA) [4, 5, 10, 11], differential 
evolution (DE) [12-14], and particle swarm 
optimization (PSO) [14-17], are proposed to 
search the global extreme of the inverse problems 
to overcome the drawback of the deterministic 
methods. Rekanos et al. shows that asynchronous 
mode PSO (APSO) outperforms traditional 
synchronous mode PSO in reconstructed image 
quality. To the best of our knowledge, there is still 
no investigation using the APSO to reconstruct the 
electromagnetic imaging of homogeneous 
dielectric cylinders with arbitrary shape in half 
space based on a time domain method. 

In this paper, the computational method 
combining the FDTD method [18] and the PSO 
algorithm with asynchronous updating scheme is 
presented. The forward problem is solved by the 
FDTD method, for which the subgridding 
technique [19] is implemented to closely describe 
the fine structure of the cylinder. The cross section 
shape of scatterer is parameterized by closed cubic 
spline expansion. The inverse problem is 
formulated into an optimization one and then the 
global searching scheme APSO is used to search 
the parameter space. In Section II, the theoretical 
formulation for the electromagnetic imaging is 
presented. The detail principle of the APSO and 
the way we applied them to the imaging problem 
are described. In Section III, numerical results for 
various dielectric objects are given, and the effect 
of noise is also investigated. Finally, some 
conclusions are drawn in Section IV. 
 

II. THEORETICAL FORMULATION 
Consider a 2-D homogeneous dielectric cylinder 

buried in a half space material medium as shown 
in Fig. 1. The cylinder is parallel to the z axis and 
is buried below a planar interface separating two 
homogeneous half spaces: the air ),( 11   and the 
earth ),( 22  . The permittivity and permeability 
of the buried dielectric object are denoted 

by ),( 33  , respectively. The dielectric object is 
illuminated by a line source with Gaussian pulse 
shape placed at two different positions 
sequentially denoted by Tx in the first layer, and 
then scattered waves are recorded at those points 
denoted simultaneously by Rx in the same layer. 

),( 11 

),( 22 

),( 33 

 
Fig. 1. Geometry for the inverse scattering of a 
dielectric cylinder of arbitrary shape in half space. 

 
The shape of the cross section of the object is 

starlike and can be represented in polar 
coordinates with respect to the logic 
origin )Y,(X OO  in the x-y plane as shown in Fig. 
2. The computational domain is discretized by Yee 
cells. It should be mentioned that the 
computational domain is surrounded by the 
optimized perfect matching layers (PML) absorber 
[20] to reduce the reflection from the environment 
PML interface.  
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Fig. 2. A cylinder of arbitrary shape is described in 
terms of a closed cubic spline. 
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A. Forward problem 
As mentioned in the abstract, the first E field 

data need to be obtained in the forward scattering 
problem by the FDTD code with fine grids to 
mimic the experimental measurement data. For the 
forward scattering problem the shape, location and 
permittivity of the dielectric cylinder to be 
determined is given first, and then the FDTD code 
is employed to calculate the scattered electric 
fields that are utilized to mimic the experiments. It 
should be noted that in the forward problem, the 
shape function )(F  of the 2-D homogeneous 
dielectric cylinder buried in a half space is 
described by the trigonometric series as follows:  

)sin()cos()(
2/

1

2/

0
 nCnBF

N

n
n

N

n
n 



 .           (1) 

In order to closely describe the shape of the 
cylinder for both the forward and inverse 
scattering procedure, the subgridding technique is 
implemented in the FDTD code, the details are 
presented in later section.  

 
B. Inverse problem 

As mentioned in the abstract, the second E field 
data are obtained in the inverse problem by the 
FDTD code with coarse grids. As compared with 
the first E field data obtained in the forward 
scattering procedure, the inverse scattering 
problem can be formulated into an optimization 
problem. The proposed global searching APSO 
scheme is employed to reconstruct the location, 
shape and permittivity of the dielectric cylinder 
under test by minimizing the errors between two E 
filed data.  

During the course of optimization process, the 
following objective function (OF) is defined for 
each candidate cylinder in the APSO scheme:   
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(2) 
where exp

zE  is the electric field data to mimic the 
measurement as mentioned previously, and cal

zE is 
the calculated electric fields in the inversion 
procedure, respectively. The Ni and M are the total 
number of the transmitters and receivers, 
respectively. Q  is the total time step number of 

the recorded electric fields. The details of the 
proposed PSO are represented as follows. 
 
C.  Cubic spline interpolation technique 

It should be noted that in the inverse problem, 
the shape function of the 2-D homogeneous 
dielectric cylinder is described by a cubic spline in 
this study instead of the trigonometric series 
described in the section of the forward problem. 
The cubic spline is more efficient in terms of the 
unknown number required to describe a cylinder 
of arbitrary cross section. By using the cubic 
spline the coordinates of local origin inside the 
cylinder serve as the searching parameter and can 
move around the searching space, which is 
impossible if the trigonometric series expansion is 
used in the inversion procedure.  

As shown in Fig. 2, the cubic spline consists of 
the polynomials of degree 3 )(iP  , 

Ni ,,2,1  , which satisfy the following smooth 
conditions: 

ii1iii ρ)(θP)(θP  

 )()( 1 iiii PP   ,  Ni ,,2,1      (3) 

              )(θP)(θP i1iii  , 

and  

)()( 01 NNPP    

            NNN0 ρ)(θP)(θP 1                 (4) 

)()( 01 NNPP   . 

Through the interpolation of the cubic spline, an 
arbitrary smooth cylinder can be easily described 
through the radius parameters N ,,, 21   

and the slope N ,  of which the details are 
referred to [21]. By combining the modified APSO 
and the cubic spline interpolation technique, we 
are able to reconstruct the microwave image 
efficiently. 

It should be noted that the coordinates of local 
origin inside the cylinder plus the radiuses of the 
geometrical spline used to describe the shape of 
the cylinder will be determined by the 
asynchronous PSO scheme later. 
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D. The modified synchronous particle swarm 
optimization (APSO) 

Particle swarm global optimization is a class of 
derivative-free, population-based and self-adaptive 
search optimization technique which we 
introduced by Kennedy and Eberhart [22]. 
Particles (potential solutions) are distributed 
throughout the searching space and their positions 
and velocities are modified based on social 
behavior. The social behavior in PSO is a 
population of particles moving towards the most 
promising region of the search space. Clerc [23] 
proposed the constriction factor to adjust the 
velocity of the particle for obtaining the better 
convergence; the algorithm was named as 
constriction factor method. PSO starts with an 
initial population of potential solutions that is 
randomly generated and composed Np individuals 
(also called particles) which represents the 
dielectric constant, location and the geometrical 
radiuses of the cylinders. 

After the initialization step, each particle of 
population has assigned a randomized velocity and 
position. Thus, each particle has a position and 
velocity vector, and moves through the problem 
space. In each generation, the particle changes its 

velocity by its best experience, called pbestx , 
and that of the best particle in the swarm, called 

gbestx . 
Assume there are Np particles in the swarm that 

is in a search space in D dimensions, the position 
and velocity could be determined according to the 
following equations (constriction factor method): 

 
    1

 ,22
1
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k
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k
id

k
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id

k
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where 



42

2
2

, 4cc 21  . 

1c  and 2c  are learning coefficients, used to 
control the impact of the local and global 
component in velocity equation (3). k

idv  and k
idx  

are the velocity and position of the i-th particle in 

the d-th dimension at k-th generation, 1  and 2  
are both the random numbers between 0 and 1. It 
should be mentioned that the Vmax method is also 
applied to control the particle’s searching velocity 
and to confine the particle within the search space 
[24]. The value of Vmax is set to be half of Xmax, 
where Xmax is the upper limits of the search space. 
Note that the Vmax and Xmax are maximum velocity 
and maximum distance, respectively. As an 
extreme case, if the maximum velocity Vmax is set 
to Xmax, the exploration to the inverse scattering 
problem space is not limited. Occasionally, the 
particles may move out of their search space. This 
problem could be remedied by applying the 
boundary condition to draw the foul particles back 
to the normal space.  In this paper, we apply the 
“damping boundary condition” proposed by 
Huang and Mohan [25] to ensure the particles 
move within the legal search space. The key 
distinction between asynchronous PSO and a 
typical synchronous PSO is on the population 
updating mechanism. In the synchronous PSO, the 
algorithm updates all the particles velocities and 
positions using equations (5) and (6) at end of the 
generation. And then update the best positions, 

pbestx  and gbestx . Alternatively, the updating 
mechanism of asynchronous PSO is that the new 
best position is found after each particle position 
updates, if the best position is better than the 
current best position. The new best position will be 
used in following particles swarm immediately. 
The swarm reacts more quickly to speedup the 
convergence because the updating occurs 
immediately after objective function evaluation for 
each particle.  

The flowchart of the modified asynchronous 
PSO (APSO) is shown in Fig. 3. Asynchronous 
PSO goes through seven procedures as follows: 

I. Initialize a starting population: Randomly 
generate a swarm of particles. 

II. Calculate E fields by a home-made FDTD 
code. 

III. Evaluate the population using objective 
function: The asynchronous PSO 
algorithm evaluates the objective function 
(2) for each individual in the population.  

IV. Find pbestx  and gbestx . 
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Fig. 3.  The flowchart for the modified APSO. 
 
V. Mutation scheme: The particle swarm 

optimization (PSO) algorithm has been 
shown to converge rapidly during the 
initial stages of a global search, but when 
around global optimum, the search can 
become very slow. For this reason, 
mutation scheme is introduced in this 
algorithm to speed up the convergence 
when particles are around global optimum. 
The mutation scheme can also avoid 
premature convergences in the searching 

procedure and help the gbestx  escape 
from the local optimal position. As shown 
in Fig. 3, there is an additional 
competition between the gbestx  and 

mupbestx . The current gbestx  will be 

replaced by the mugbestx  if the mugbestx  is 

better than the current gbestx . The 

mugbestx  is generated by following way: 
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where 3c  and 4c  are the scaling parameter. 

3  and mu are both the random numbers 

between 0 and 1. k  is the current iteration 
number. maxk  is the maximum iteration 

number. maxx  and minx  are the upper 
limit and lower limit of the search space, 
respectively. 

VI. Update the velocity and position. 
VII. Stop the process and print the best 

individual if the termination criterion is 
satisfied, else go to step II. 

 
III. NUMERICAL RESULTS 

In this section, we report some numerical results 
using the method described in Section II. As 
shown in Fig. 1, the problem space is divided in 

68128  grids with the grid size yx  =5.95 
mm. The homogeneous dielectric cylinder is 
buried in lossless half space ( 021  ). The 
transmitters and receivers are placed in free space 
above the homogeneous dielectric. The 
permittivities in region 1 and region 2 are 
characterized by 01    
and 2 02.3 ,  respectively, while the 
permeability 0  is used for each region, i.e., only 
non-magnetic media are concerned here. The 
distance between the half space interface and the 
original cylinder is 89.2mm. The cylindrical object 
is illuminated by a transmitter at two different 
positions, Ni=2, which are located at the (-143mm, 
178.5mm) and (143mm, 178.5mm), respectively. 
The scattered E fields for each illumination are 
collected at the fifteen receivers, M = 15, which 
are equally separated by 47.8 mm along the 
distance of 48 mm from the half space interface.  
The excitation waveform )(tI z  of the transmitter 
is the Gaussian pulse, given by: 

676HUANG, CHEN, CHIU, LI: RECONSTRUCTION OF THE BURIED HOMOGENOUS DIELECTRIC CYLINDER BY FDTD AND ASYNCHRONOUS PSO



w

w
tt

z Tt
TtAetI













,
,

0
)(

2)( 
,                             (8) 

where 32 , 1000A , s.33731 pt  , 
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The time duration is set to 300 t ( 300s  ). 
Note that in order to describe the shape of the 
cylinder more accurately, the subgridding FDTD 
technique is employed both in the forward 
scattering (1:9) and the inverse scattering (1:5) 
parts – but with different scaling ratios as 
indicated in the parentheses. For the forward 
scattering, the E fields generated by the FDTD 
with finer subgrids are used to mimic the 
experimental data in (2). 
The reconstruction ideas are carried out through a 
home-made Fortran program that runs on an Intel 
PC (2.83 GHz/ 2G memory /500 G). 

Three examples are investigated for the inverse 
scattering of the proposed structure by using the 
modified APSO. There are twelve unknown 
parameters to retrieve, which include the 
coordinates of local origin )Y,(X OO  inside the 
cylinder, the radius 8 ,,2 ,1, ii  of the shape 
function and the slope N  plus the relative 
permittivity of the object, 03r /  . Very wide 
searching ranges are used for the modified APSO 
to optimize the cost function given by (2). The 
parameters and the corresponding searching 
ranges are listed as follows: 

208.3mmX208.3mm- O  , 77.4mmY137.8mm- O 

, 71.4mmρ0mm i  , 8,,2,1   i  , 11  N  and 
161  r . The relative coefficients of the 

modified APSO are set as below: The learning 
coefficients, 1c  and 2c , are set to 2.8 and 1.3, 
respectively. The mutation probability is 0.4 and 
the population size is set to 30.  
The first example, a simple circular cylinder is 
tested, of which the shape function )(F  is 
chosen to be 7.35)( F mm, and the relative 
permittivity of the object is 7.3r . The 
convergence curves of objective function versus 
the generation as the proposed APSO being 
executed seven times out of ten by using different 

tables of random numbers are shown in Fig. 4. The 
small converged values show the robustness for 
the APSO scheme applied this topic.  
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Fig. 4. The objective function value versus 
generations for example 1 using the Gaussian 
pulse illumination as the APSO is executed seven 
times. 
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Fig. 5. The reconstructed shape of the cylinder at 
different generations for example 1. 
 

The reconstructed shape function of the best 
population member (particle) is plotted in Fig. 5 
for different generation. The discrepancy of shape 
Function (DF) of the reconstructed shape )(calF  
and the discrepancy of dielectric constant (DIPE) 

of cal
r  with respect to the exact values versus the 

generation are shown in Figure 6. Here, DF and 
DIPE are defined as 

 

677 ACES JOURNAL, VOL. 25, NO. 8, AUGUST 2010



2/122
'

1

)}(/)]()([
'

1{ iii

N

i

cal FFF
N

DF   


  , 

 (9)                                 

r

r
cal
rDIPE


 
 ,                            (10) 

where the 'N  is set to 360. The r.m.s. error DF is 
about 0.84% and DIPE= 0.21%. It is seen that the 
reconstruction is good. 
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Fig. 6. Shape error and permittivity error versus 
generation for example 1. 

 

-300 -200 -100 0 100
-300

-250

-200

-150

-100

-50

0

50

100

X-coordinate (mm)

Y-
co

or
di

na
te

 (m
m

)

 

 
Exact
Gen.=1st
Gen.=45th
Gen.=200th
Gen.=500th

 
 

Fig. 7. The reconstructed cross section of the 
cylinder of example 2 at different generations. 
 

The reconstructed images for different 
generations and the relative error of the second 
example are shown in Figs. 7 and 8, respectively. 
The shape function of this object is given by 

)4cos(95.5)sin(95.58.23)(  F mm and the 

relative permittivity of the object is 2.6r . 
Figure 8 shows that the relative errors of the shape 
and the permittivity decrease quickly and good 
convergences are achieved within 200 generations. 
It also shows that the permittivity converges faster 
than the shape function does. The r.m.s. error DF 
is about 6.65% and DIPE=2.21% in the final 
generation. From the reconstructed results of this 
example, we conclude the proposed method is able 
to reconstruct buried dielectric cylinder 
successfully when the dielectric object is with 
high-contrast permittivity. 
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Fig. 8. Shape-function error and permittivity error 
versus generations for example 2. 

 
In the final example, let us consider the problem 

for dielectric cylinders with high permittivity. The 
shape function of this object is given by 

)3sin(95.5)3cos(95.5)2sin(95.57.29)(  F mm 
and the relative permittivity of the object is 3r . 
The reconstructed images at different generations 
and the relative error of the final example are 
shown in Fig. 9 and Fig 10, respectively. As 
shown in Figure 10, the r.m.s. error DF is about 
5% and DIPE=0.20% in the final generations. In 
order to investigate the sensitivity of the imaging 
algorithm against random noise, the additive white 
Gaussian noise of zero mean with standard 
deviation g  is added into the scattered electric 
fields to mimic the measurement errors. The 
relative noise level (RNL) is defined as: 
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The relative noise levels of 10-4, 10-3, 10-2, 10-1, 
0.2 and 0.5 are used. Fig. 11 shows the 
reconstructed results under the condition that the 
scattered E fields to mimic the measurement data 
are contaminated by the noise. It could be 
observed that good reconstruction has been 
obtained for both the relative permittivity and 
shape of the dielectric cylinder when the relative 
noise level is below 10-1. 
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Fig. 9. The reconstructed cross section of the 
cylinder of example 3 at different generations. 
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Fig. 10. Shape-function error and permittivity 
error versus generations for example 3. 
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Fig. 11. Shape error and relative permittivity 
errors as functions of RNL. 
 

IV. CONCLUSION 
In this paper, a new numerical approach to 

microwave imaging of homogeneous dielectric 
scatterer with arbitrary cross section in time 
domain has been presented. Scattering fields are 
obtained by FDTD method. The subgridding 
scheme is employed to closely describe the shape 
of the cylinder for the FDTD method. The 
approach has been formulated as a global 
nonlinear optimization problem and a modified 
asynchronous PSO has been applied. It has been 
shown that the properties of the dielectric object 
can be successfully reconstructed even when the 
dielectric object with fairly large permittivity and 
the Born approximation is no longer valid. In our 
study, good reconstructed results are obtained 
even when the initial guess is far from the exact 
one, while the gradient-based methods often get 
stuck in a local extreme. Numerical results have 
been carried out and good reconstruction has been 
obtained even in the presence of white Gaussian 
noise in experimental data. 
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Abstract ─ This paper presents the modeling and 
implementation of planar passive and active 
cavity-backed antennas in substrate integrated 
waveguide (SIW) technology. The cavity-backed 
topology helps suppressing the undesired surface-
wave modes and may provide better phase noise 
performance in the antenna oscillator. The use of 
SIW technology allows for a compact and cost-
effective implementation of the structure. The 
design of the active antenna involves both 
electromagnetic full-wave modeling for the 
radiating structure and nonlinear analysis of the 
active circuitry through harmonic balance and 
transient simulations. Single substrate prototypes 
of both passive and active antennas operating in X 
band are presented and measured, showing good 
agreement with simulated results. 
 
Index Terms ─ Active antenna, cavity-backed 
antenna, harmonic-balance technique, substrate 
integrated waveguide (SIW). 
 

I. INTRODUCTION 
In the last years, a large number of wireless 

applications have emerged, spurring a great 
demand for low-profile antennas, for applications 
ranging from space communications to biomedical 
imaging and automotive radars. In this scenario, 
active integrated antennas represent a new 
paradigm for modern millimeter-wave systems, 
where compactness, light weight, low cost, low 
power consumption, and possibility to integrate 
multiple functions are required [1]. 

Substrate integrated waveguide (SIW) 
technology is the most promising candidate for the 
realization of low-profile active antennas, since it 
allows for the cost-effective and high performance 
implementation of waveguide-like structures using 
conventional fabrication techniques and permits 
their easy integration with planar circuitry and 
active devices [2–5]. A large number of SIW 
components have been proposed in the literature, 
including filters, couplers, power combiners and 
dividers, oscillators, and antennas [5]. Current 
research trends in SIW technology aim to the 
integration of complete systems on the same 
substrate, according to the system-on-substrate 
(SoS) approach [3, 4].  

Among the different topologies for the 
implementation of low-profile active antennas, 
cavity-backed antennas appear to be a particularly 
suitable solution. Cavity-backed antennas have 
been widely studied in the literature [6–8], as they 
offer several design advantages such as increased 
efficiency due to surface-wave suppression, as 
well as adequate metal surface to dissipate heat 
from active devices required in large array 
implementations. Furthermore, cavity-backed 
antenna oscillators permit to improve phase noise 
performance [9]. 

This paper presents the design and the 
implementation of cavity-backed antennas in SIW 
technology. In particular, compact, single substrate 
cavity-backed passive and active antennas using a 
SIW cavity are presented. The paper is organized 
as follows: Sec. II presents the design and 
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experimental verification of a passive cavity-
backed SIW antenna operating in X band. The 
modeling is performed by using a full-wave 
electromagnetic analysis tool, based on the finite 
element method (FEM). Sec. III presents the 
active counterpart of the cavity-backed SIW 
antenna. In this case, the modeling is based on the 
combined use of a full-wave FEM analysis and of 
non-linear analysis tools, based on the harmonic-
balance (HB) technique and transient simulations. 
Conclusions are discussed in Sec. IV. 

 

  

w2 i

feed line

w1

w1

L
m
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g
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(a) 

 
(b) 

Fig. 1. Geometry of the passive SIW antenna: 
(a) front view; (b) side view. 
 

II. PASSIVE SIW ANTENNA 
The passive cavity-backed SIW antenna is 

presented in this Section. It comprises a slot 
antenna backed by a SIW cavity, excited by a 
coplanar line (Fig. 1). This topology follows the 
one presented in [7], where the SIW cavity is 
obtained by four rows of metal cylinders in a 
dielectric layer with dual metallization. The 
radiating element is a slot etched in the ground 
plane. An input grounded coplanar line is used to 
 

excite both the cavity mode and the slot. This  
antenna topology permits to isolate the feeding 
 

Table 1. Geometrical dimensions of the  
passive cavity-backed SIW antenna. 

parameter dimension [mm] 
D 1.00 
Lcavity 11.80 
Lslot 10.00 
Lmetal 13.80 
i 12.00 
w1 1.40 
w2 2.60 
o 0.20 
w 1.16 
g 0.50 

 
 
circuitry and the radiating slot, since they are 
located on opposite sides of the dielectric substrate 
(Fig. 1b). 

With respect to the antenna proposed in [7], 
the major differences are the use of a smaller 
cavity and of a “dogbone” slot, which allows for a 
more compact structure. The “dogbone” shape of 
the slot has been used in order to obtain the 
desired length within the available cavity space 
(Fig. 1a).  
 
A. Electromagnetic modeling 

The design of this passive structure has been 
carried out with a FEM-based full-wave simulator 
(Ansoft HFSS).  

The antenna was designed on Arlon 25N 
substrate, with thickness h=0.508 mm and relative 
dielectric permittivity of 3.38 at 10 GHz. The SIW 
cavity is included between two copper planes 
connected by metal vias with diameter D=1 mm 
and spacing 2 mm, in order to avoid lateral 
radiation leakage [5]. In particular, the slot and the 
cavity have been dimensioned for broadside 
radiation and optimal input matching at 10 GHz. 
The cavity size has been selected to resonate on 
the TM120 mode. The feed line is a 50  microstrip 
line outside the SIW cavity, whereas it turns into a 
coplanar line inside the cavity.  

Parametric analyses have been carried out in 
order to investigate the dependence of the 
frequency response of the structure on certain  
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Fig. 2. Parametric study of the input matching of 
the passive SIW antenna. 
 
geometrical parameters. Figure 2 shows the effect 
of the length of the coplanar feed line i and of the 
offset of the slot o on the frequency response of 
the antenna. Both parameters strongly affect the 
input matching around the first resonance 
(10 GHz) as well as the presence of a second 
resonance at 11.5 GHz. The second resonance can 
be attributed to the half-wavelength resonance of 
the coplanar feed line. More specifically, Fig. 2a 
shows that increasing the length of the coplanar 
line permits to minimize the effect of the second 
resonance. Nevertheless, if the value of i is larger 
than 12 mm, the input matching around the first 
resonance degrades. Similarly, Fig. 2b permits to 
identify an optimal value for the offset of the slot: 
if o=0, there is a negligible effect of the 
 

feed line

feeding-line side

 
(a) 

slot

cavity

radiating side

 
(b) 

Fig. 3. Photographs of the passive SIW antenna 
prototype: (a) feeding-line side; (b) radiating side. 
 
second resonance but also a poor matching of the 
first resonance, whereas values of o larger than 
0.2 mm lead to a strong effect of the second 
resonance.  

On the basis of the parametric analysis shown 
in Fig. 2, the final dimensions of the geometrical 
parameters involved in the design have been 
selected and they are listed in Table 1.  

 
B. Experimental results 

A prototype of the passive cavity-backed SIW 
antenna has been fabricated and tested. Figure 3 
shows photographs of the feed-line side and of the 
radiating side of the antenna. 
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Fig. 4. Simulated and measured input matching of 
the passive SIW antenna. 

 

 

 
Fig. 5. Simulated and measured radiation pattern 
of the passive SIW antenna at the main resonance. 
 

Figure 4 shows the simulated and measured 
input matching of the antenna, which exhibit a 
very good agreement over the entire frequency 
band. In particular, the simulation results predict a 
resonance at 10.14 GHz, whereas the measured 
results show a minimum of |S11| at 10.17 GHz. 
The simulated and measured radiation patterns of 
the passive antenna are shown in Fig. 5, for both  
 

drain bias line

passive radiating structure

slot

transistor 
(NE3210S01)

active circuit

SIW cavity

Lss/2

 
Fig. 6. Geometry of the active SIW antenna. 
 
 
E-plane and H-plane cuts. The simulated gain of 
the final design was 4.2 dB at broadside, while the 
measured gain was 4.1 dB. The two patterns were 
obtained at the frequency of minimum reflection 
coefficient, namely 10.14 GHz for the simulated 
pattern and 10.17 GHz for the measured (Fig. 4). 
The asymmetry in the E-plane of the measured 
gain is potentially attributed to the feed line and 
connectors in the measurement setup. 
 

III. ACTIVE SIW ANTENNA 
The passive antenna discussed in the previous 

section has been used as the starting point for the 
design of an active cavity-backed SIW antenna. 
The active antenna consists of the combination of 
the passive antenna and a reflection oscillator, 
which uses the SIW cavity as the resonant element 
(Fig. 6). A similar cavity-backed slot antenna 
oscillator topology has been presented in [10]. In 
the present work, however, the cavity consists of a 
SIW resonator leading to a single substrate 
implementation of both the antenna and the cavity, 
and the slot is placed on a separate side from the 
active circuit, thus minimizing the effects of the 
active components and bias lines in the radiation 
pattern of the slot. 
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Fig. 7. Transient simulations of the active antenna, 
showing the effect of the stub length Lss. 
 
A. Electromagnetic and non-linear modeling 

Once the design of the cavity-backed antenna 
has been completed, the oscillator circuit is 
designed using a commercial harmonic-balance 
simulator available from Agilent ADS. The S-
parameters of the passive antenna obtained from 
the full-wave electromagnetic simulation are used 
in the HB analysis. The reflection oscillator is 
obtained by connecting the gate of an active 
pHEMT device (NE3210S01) to the cavity feed 
line (Fig. 6). Two 16  resistors are then placed 
between the source terminals of the device and 
ground, in order to self-bias the circuit. The 
resulting structure is optimized to obtain an 
oscillation near the cavity resonance frequency of 
10.14 GHz. In order to avoid the convergence to 
the trivial DC solution, the HB simulator was 
made to converge to the oscillating steady state 
using a properly defined ideal probe, as described 
in [11] and references therein. The probe consists 
of an ideal voltage source in series with an ideal 
band-pass filter. It is connected in parallel to a 
circuit node, in this case to the gate of the 
transistor. This auxiliary generator helps forcing 
the simulator to find an oscillating solution with 
non-zero amplitude at the desired frequency. Once 
the oscillating steady state solution has been 
obtained a transient simulation is used to study its 
stability. 

One of the main parameters involved in the 
optimization of the active circuit is the stub length  
 

circuit side

bias (DRAIN) line
transistor 

(NE3210S01)

stub

 
(a) 

radiating side

slot

SIW cavity

 
(b) 

Fig. 8. Photographs of the active SIW antenna 
prototype: (a) circuit side; (b) radiating side. 

 
Lss (Fig. 6). Changing this length allows to modify 
the input impedance seen from the transistor 
looking into the cavity; it can be seen that this 
design parameter can be used to optimize the 
oscillation frequency and eliminate unwanted 
parasitic oscillations. As shown in Fig. 7, for 
Lss = 0.5 mm the oscillator exhibits a quasi-
periodic behavior with two fundamental 
frequencies (namely, at 8.3 GHz and 10.9 GHz). 
As Lss increases, it is possible to obtain the desired 
oscillation frequency near the cavity resonance. 
For Lss = 3.5 mm, though, the second harmonic 
content of the oscillation grows. The selected 
value of Lss = 2 mm allows to find a good trade-off 
between the harmonic purity and the desired 
oscillation frequency, corresponding to 10.1 GHz. 
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Fig. 9. Measured effective isotropic radiated 
power (EIRP) of the SIW active antenna. 

 
B. Experimental results 

The active cavity-backed SIW antenna was 
fabricated and experimentally characterized. 
Pictures of the prototype are shown in Fig. 8. The 
measured oscillation frequency of the active 
antenna was 9.8 GHz. Figure 9 shows the 
measured E-plane and H-plane radiation patterns 
of the active antenna, in the form of effective 
radiated power (i.e., gain and power product). The 
measured effective radiated power at broadside 
was 2.2 dBm.  

The measured radiation pattern permits to 
estimate the overall radiated power, which is 
0.65 mW. Since the power consumption from a 
DC power supply is 10.5 mW, the estimated DC-
to-RF conversion efficiency results in 6.2 %. 

Finally, using a probe to capture the radiated 
signal, the phase noise of the oscillator was 
measured to be -98 dBc/Hz at 1 MHz offset. The 
phase noise spectrum exhibited a 30 dB/dec slope 
up to and beyond 1 MHz offset indicating 1/f 
noise.  

 
IV. CONCLUSION 

A novel active SIW antenna has been designed 
and experimentally verified. It consists in the 
  

 
Fig. 10. Measured phase noise of the active 
antenna. 
 
combination of a cavity-backed SIW slot antenna 
and a reflection oscillator, which shares the same 
SIW cavity with the antenna. This antenna results 
in a single-substrate, compact circuit topology, 
featuring the slot antenna and active circuitry on 
different sides of the substrate, thus allowing for 
high integration and low-cost fabrication methods.  

The combined use of full-wave electro-
magnetic simulation tools and non-linear circuit 
analysis has been required for the design of this 
active antenna. More specifically, a full-wave 
FEM simulator has been adopted for the design of 
the antenna, whereas harmonic-balance and 
transient simulations have been used for the design 
of the oscillator.  

X-band prototypes of both the passive SIW 
antenna and of the complete active antenna have 
been fabricated and measured, showing a good 
agreement with simulation data.  
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Abstract ─ A simple technique is presented for 
propagation characteristics of substrate integrated 
waveguide (SIW). A unit cell of the periodic 
structure is divided into consecutive rectangular 
waveguide sections with small difference in 
widths. Each section is modeled by a transfer 
matrix which is calculated by satisfying the 
boundary conditions on discontinuities. 
Propagation constant of the SIW is extracted by 
applying the Floquet theorem to the overall 
transfer matrix of a single unit cell. The results of 
this extremely simple method agree well with 
measured values and other numerical techniques 
reported in recent literatures.  
  
Index Terms ─ Dispersion characteristic, periodic 
structure, substrate integrated waveguide (SIW), 
transfer matrix, waveguide discontinuity. 
 

I. INTRODUCTION 
To a great extent, systems are based on planar 

structures which often exhibit high losses. On the 
other hand, non-planar metallic waveguides are 
low-loss structures with high power handling 
capability. The substrate integrated waveguide 
(SIW) is a periodic structure which preserves well-
known advantages of both conventional 
rectangular waveguide and microstrip transmission 
line. Hence, SIW is a promising structure for 
microwave planar circuits such as filters, 
resonators, mixers, and antennas [1-4]. Various 
analytical and numerical techniques, namely, the 
finite-difference frequency-domain (FDFD), the 
method of lines (MoL), and the boundary integral-
resonant mode expansion (BI-RME) method have 
been employed to analyze SIW structures [5-7]. 
However, most of them are time and memory 
consuming and rarely give physical insight about 

the performance of the structure. Also, risk of 
divergence solutions may exist; these methods can 
be very accurate and efficient.  

Based on the above observations, this raises 
the motivation in devising an efficient method to 
meet the challenges for accuracy, simulation time, 
required memory, and complexity. In this paper, a 
very simple approach is proposed to 
approximately calculate SIW characteristics. The 
reported results indicate that the electromagnetic 
field intensity radiated out of two rows of holes is 
negligible under condition of S 5

d 2  [8] where S 
and d are longitudinal spacing and diameter of 
metal vias in the SIW structure, respectively. 
Hence, the area between adjacent via holes can be 
modeled by the electric wall. This concept allows 
for approximating the structure by consecutive 
rectangular waveguide sections with slightly 
different widths. By applying the Floquet theorem 
to overall transfer matrix of a single unit cell, the 
dispersion properties of the structure are obtained. 

The paper is organized as follows. In section 
II, the overall transfer matrix of a single unit cell is 
calculated by approximating the configuration 
with consecutive waveguide steps. Simulation 
results compared with numerical and experimental 
values are presented in section III. Finally, section 
IV concludes the paper. 

 
II. DESCRIPTION OF THE METHOD 

The geometry of the SIW structure with its 
physical parameters is shown in Fig. 1. A period 
of the structure, indicated in Fig. 2(a), can be 
approximated by cascading of rectangular 
waveguide sections with slightly different widths. 
It is well-known that the selected unit cell is not 
the unique choice and another periodic structure 
can be obtained by shifting the configuration to the 
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left/right by a distance of, for example, S/2. On the 
other hand, the starting point of the unit cell 
doesn’t affect the final results. 
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Fig. 1. 3D view of the SIW. 
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Fig. 2. Top view of the SIW structure: (a) a single 
unit cell and (b) mth discontinuity. 

 The unit cell of the whole SIW, as shown in 
Fig. 2(a), is composed of three parts. The first one 
consists of the quarters of two lateral cylinders that 
are divided into N consecutive waveguide sections. 
Each of these sections have constant length of 2

d
N , 

increasing width of Wm (for m=1,…N), and 
constant height of H which are denoted as section 
1 to N. Due to the fact that pointing power toward 
the gaps between metal vias is rapidly evanesced, 
the open area out of two via holes is well 

approximated by using electric walls that have the 
shortest length and longest width. As a result, the 
second part includes a waveguide with length of 
(S-d), width of WN+1=W, and the same height. 
Finally, the third part consists of the quarters of 
two next lateral cylinders that are divided into N 
sections just the same as the first one. The 
discontinuity between mth and (m+1)th sections of 
the first part is illustrated in Fig. 2(b). As it shows, 
in the left-hand side of the discontinuity, fields can 
be written as a summation of forward and 
backward TE10 waves for 1, 2,...,m N as follows 
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and similarly in the right-hand side as 
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Neglecting all loss mechanisms, by applying 

the boundary conditions to the electric and 
magnetic fields in (1) and (2), the transfer matrix 
of each discontinuity in the first part for 

1,2,...,m N can be extracted as follows 

1 11
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
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It is worth mentioning that the value of λm tends to 
1 by increasing the number of sections and hence, 
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simplify transfer matrices. Similarly, the transfer 
matrix of each discontinuity in the third part for 

1, 2,...,m N can be extracted as follows  
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Delay matrix between each consecutive 
discontinuity in the first and third parts can be 
expressed as following transfer matrixes, 
respectively. 
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Delay matrix of the second part (TP2 ) is given by 
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At last, the overall transfer matrix of the single 
unit cell, using the matrices of (3), (4), (5), (6), and 
(7) can be written as  

T T T T P3 P2 P1 ,                      (8) 
where TPi (i=1,2, 3) indicates transfer matrix of 
the ith part as given by (7) and (9). 

Taking the periodicity of the structure into 
account, we can employ the advantage of Floquet 
theorem. As a result of the theorem and according 
to (8), propagation constant of the SIW is written 
as below:  

11 22
2cosh( ) T Tj S  , 

where β and S are propagation constant and period 
length of the SIW structure, respectively.  

III. SIMULATION RESULTS 
The empirical equations for equivalent width of 

the SIW are proposed for sufficiently small S in 
[8-10], respectively, as follows 

2

0.95 ,d
eff SW W                       (10) 

2 21.08 0.1 ,d d
eff S WW W               (11) 

 2 1
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W S S
W dW Ln




        
(12) 

It is shown, in the following, that the presented 
technique provides good agreement with recently 
theoretical and experimental data, as well as 
equivalent width formulas in a wide range of 
frequency and dimension parameters.  

Selecting the number of sections N, is of 
importance for evaluating the performance of the 
employed method. By choosing N=1, the 
considered unit cell is simplified to three cascaded 
rectangular waveguides with width of (W-d), W, 
and (W-d), and hence, maximum available cut off 
frequency of the SIW structure is achieved 
compared to other values of N. In order to confirm 
convergence of the method, dispersion 
characteristic, as a function of the number of steps, 
is shown in Fig. 3. By increasing the number of 
steps, more accuracy is obtained and results are 
converged. However, due to the proposed        
model (lateral-wall approximation) and neglecting 
high-order mode effects, the cut off frequency 
slightly deviates from trusted values in [8]. On the 
other hand, large value of N leads to small-width 
discontinuities and hence, more accurate model is 
achieved for via holes at the cost of a small error. 
Based on the results, in the following examples, 
we consider N=100, which is sufficient to achieve 
a more accurate model for via holes and, hence, 
suitable accuracy.  

As the first case, consider an SIW with the 
geometry parameters of W=7.2 mm, d=0.8 mm 
S=2 mm, and the relative permittivity εr=2.33. The 
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propagation constant as a function of frequency 
compared with that of rectangular waveguide 
whose equivalent width is calculated from (10),  
(11), and (12) is illustrated in Fig. 4. The 
comparison verifies the accuracy of the proposed 
method. The propagation constant calculated by 
empirical equation in (10) and (11) is very close to 
experimental measurements in [8]. Hence, the cut 
off frequency of our method agrees well with the 
results of [8, 9].  

The second example refers to a substrate 
integrated waveguide presented in [7, 11]. Its 
dimensions are as follows: W=3.97 mm, d=0.635 
mm, S=1.016 mm, and εr=9.9. Results of the 
propagation constant are illustrated in Fig. 5. Our 
simulation result is well agreed with the calculated 
data of [7, 11] which are compared with the 
measurement values reported in [11]. 

The cut off characteristics are of importance 
for evaluating the performance of the SIW. For 
comparison, the same parameters of [9, 10] are 
chosen to calculate the cut off frequencies of TE10 
mode with respect to the cylinder diameter and 
cylinder spacing of metallized holes as 
demonstrated in Fig. 6. Our simulation results 
show a very good agreement with those of [8]. 
Also, by increasing the cylinder diameter (or by 
decreasing the cylinder separation) the proposed 
method agrees well with the results of [8, 9]. 
Moreover, we compare our results, shown in Fig. 
6, with those of [10]. However, the cut off 
frequency that is calculated from analytical 
formula of (12) is far from the others especially at 
small value of lateral spacing, W. 

In this method, we express the single mode 
technique to improve simplicity of the analysis. In 
SIW structures only TEn0 modes (with odd value 
of n) can be excited and extracted, due to 
evanescent of the surface current on lateral walls 
and nature of the structure [8]. Therefore, single 
mode analysis is possible to nearly describe the 
propagation constant of the fundamental SIW 
mode. However, more accurate results can be 
achieved by considering high-order mode effects 
at the cost of complexity, computer memory and 
simulation time.  

In spite of the variety of methods used to 
characterize the propagation characteristics in 
SIWs, high frequency structure simulator (HFSS) 
software, mainly relies on the finite-element (FE) 
method, is one of the most accurate methods for 
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Fig. 3. Propagation constant of TE10 mode as a 
function of number of steps, N. 
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Fig. 4. Comparison of TE10 mode propagation 
constant between the proposed method and the 
closed-form formulas in [8-10]. 
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Fig. 5. Comparison of TE10 mode propagation 
constant between the proposed method and 
calculated results and measured data in [7, 11]. 
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(b) 
Fig. 6. Cut off frequency of TE10 mode with S=1.5 
mm and εr=2.2 versus cylinder spacing of W and 
diameter of (a) d=0.8 mm and (b) d=1.2 mm. 

 
analysis of electromagnetic problems. Hence, to 
demonstrate computational efficiency of the 
method, we make use of HFSS to solve the same 
problem for the comparison of the execution time, 
required memory, and accuracy. A single unit cell 
with single-mode excitation is used in HFSS to 
achieve propagation behavior of the SIW. 
Software, frequency steps, and frequency range 
are the same in both HFSS and proposed method. 
The simulation results of our method for two 
different numbers of sections are compared with 
those of HFSS and depicted in Table 1. According 
to the results, the typical computation time and 
memory requirement in the proposed technique is 
much less than HFSS results at the maximum cost 
of 0.7% error in cut off frequency.  
 

Table 1: Execution time and required memory 
obtained from the proposed method and HFSS. 

Methods Time  
(s) 

Memory 
(Mb) 

Proposed method (N=10) 1.9 0.7 
Proposed method (N=100) 5.3 4.9 
HFSS + Floquet Theorem 67.1 63.1 

 

IV. CONCLUSION 
In this work, by ignoring high-order mode 

effects, an accurate and fast method with low 
memory requirements for analyzing SIW 
structures has been presented. The overall transfer 
matrix of the segmented structure is well 
calculated by satisfying the boundary conditions. 
Then, the propagation constant is calculated by 
applying the Floquet theorem. The significant 
advantage of the employed method in comparison 
with other numerical methods is its simplicity in 
computer implementation, let alone the accuracy 
of results. The execution time and required 
memory for this technique are much less than 
those of Ansoft’s HFSS at the maximum cost of 
0.7% error. The cut off frequency of TE10 mode 
with respect to the cylinder diameter d, and 
cylinder spacing W, is investigated to confirm 
accuracy of the method in a wide range of 
dimension parameters. The simulation results 
show a very good agreement with the results 
obtained from other numerical methods and 
experimental measurements over a wide frequency 
range.  
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Abstract ─ The positive-negative-positive 
metamaterial consisting of ferrimagnetic host and 
wire array is presented in this paper. Such 
metamaterial possesses three pass bands resulting 
from the interactions between the ferrimagnetic 
host and the wire array. The necessary parameter 
conditions are theoretically investigated and then 
the transmission and refraction properties are 
demonstrated by numerical method. The results 
show that the metamaterial exhibits three 
transmission peaks at frequencies of 7.1 GHz, 10.9 
GHz, and after 15.5 GHz, respectively. The 
refraction directions at corresponding frequencies 
show that the metamaterial indeed exhibits 
positive-negative-positive refractive 
characteristics. Such metamaterial offers the 
potential applications, such as, multiband band 
pass filter, wavelength divider, and coupler. 
  
Index Terms ─ Ferrimagnetic host, metamaterial, 
positive-negative-positive refraction. 
 

I. INTRODUCTION 
Metamaterial [1], so-called negative index 

material (NIM) or double-negative (DNG) 
material with simultaneously negative permittivity 
ε and permeability μ, has attracted more attention 
since the publication of Smith et al.’s initial paper 
[2], which demonstrated the existence of such a 
medium. Much of the fascination arises from the 
unusual electromagnetic properties, such as, 
reversals of both Doppler shift and Cherenkov 
radiation [1], enhancement of evanescent waves, 
and sub-wavelength resolution imaging [3], etc. 

Most of metamaterials are realized by artificial 
metallic structures with metallic plasma resonance, 
such as, using wires to provide negative 
permittivity and using split-ring resonators (SRR) 
to provide negative permeability [2], [4–6]. 

Some researchers, recently, proposed another 
metamaterial composed of ferrimagnetic host and 
wires [7–10]. The ferrimagnetic metamaterial, 
however, can also exhibit positive-negative-
positive refractive characteristics at microwave 
frequencies that have not been discussed in 
previous published papers [7–10]. This 
characteristic is significantly different from other 
metamaterials [2], [4–6]. Metamaterials consisting 
of cut wires and SRR can exhibit a transmission 
band in a special frequency region with a negative 
refractive index characteristic and exhibit big loss 
below and above the negative frequency region. 
These metamaterials may also possess the 
positive-negative-positive refractive characteristic; 
but the two-side transmission bands of these 
metamaterials are not indistinctly shown due to the 
big loss and the metallic structure multiband 
metamaterials are limited in a narrow band or not 
at all tunable. 

Since the multiband metamaterials offer 
potential applications, such as multiband pass 
filters, wavelength dividers, and couplers, it 
should be discussed further in this paper. The 
necessary parameter conditions of the positive-
negative-positive metamaterial must be found out 
first by analyzing the theoretically effective 
electromagnetic parameters. And then the positive-
negative-positive refractive characteristic is 
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investigated numerically. Finally, some 
conclusions are provided. 
 

II. THEORETIC ANALYSIS 
The previous works show that the 

metamaterial consisting of a ferrimagnetic host 
and wire array can achieve negative refraction in 
given frequency band when a plane 
electromagnetic wave propagates to the surface of 
the sample under applied magnetic field [10]. It 
can be found that such metamaterial can also 
exhibit three pass bands due to the interactions 
between the ferrimagnetic host and wire array. 
Therefore, this paper mainly focuses on such 
characteristics that have not been reported 
previously. 

The single unit cell of original model [7], of 
the ferrimagnetic metamaterial, is shown in Fig. 1. 
The conducting region is within the circle of 
radius r1. The region between r1 and r2 is filled 
with a dielectric insulator. The region surrounding 
the cladded wire is filled with ferrimagnetic 
material. All of these sizes are much smaller than 
the free-base wavelength λ0 at the central 
frequency, 11 GHz. The whole structure has 
infinite size in the x and z directions. An EM wave 
propagates along the y axis with the electronic 
field along the z axis and the magnetic field along 
the x axis, and a dc applied magnetic field acts on 
the ferrimagnetic host along the z axis. 

 
 

Fig. 1. Single unit cell (left) and top view (right) of 
the positive-negative-positive metamaterial 
composed of ferrimagnetic host and wire array. 
 

This model presented here is the same as [7], 
so the effective permeability, μeff, and permittivity, 
εeff, of the metamaterial can be obtained from the 
following expression [7]: 
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                                                                              (3) 
Here MS is saturation magnetization of 
ferrimagnetic host, H0 is dc applied magnetic field, 
γ is gyromagnetic ratio, and Λ is a 
phenomenological damping parameter describing 
losses intrinsic to the ferrimagnetic host [7].  is 
angle frequency, εf is permittivity of ferrimagnetic 
host, ε0 and μ0 are permittivity and permeability of 
air, respectively, and σeff is effective conductivity 
of wire array. In the process of obtaining the 
effective permeability and permittivity, we have 
assumed that the EM wave propagates 
perpendicular to wires with the electronic field 
parallel to it and the magnetic field perpendicular to 
it, and a dc applied magnetic field acts on the 
ferrimagnetic host along the wires. Therefore, one 
can use the effective parameters shown in equations 
(1) – (3) to express the properties of the magnetic 
material and wire array [11, 12].  

As shown in Ref. [7], Dewar claimed that the 
parameter values must be chosen properly so that 
such metamaterial can achieve a negative 
refraction. However, such metamaterial can, also, 
achieve three transmissions with positive-negative-
positive refractive characteristics by redesigning 
the parameter values. This property can be used to 
explain why there are some unexpected pass bands 
in ferrimagnetic host based tunable metamaterials 
as shown in our previous paper [10].  

To design a positive-negative-positive 
metamateial at microwave frequencies, the effective 
electromagnetic parameters are analyzed firstly. It 
can be calculated simply from equations (1) and (2) 
by using the following ferrimagnetic material’s 
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parameter values: MS = 2 × 105 A/m, H0 = 1.39 × 
105 A/m, and Λ = 1 × 109. The big 
phenomenological damping parameter Λ presented 
here is used to display clearly the real part of μeff 
and the ferromagnetic resonance (FMR) frequency 
fFMR [4]. For a general quality ferrimagnetic host, 
the Λ may be 10 – 20 times smaller than the above 
values. The parameter values presented above are 
used to show a microwave frequency metamaterial. 
These values can also be used for particular 
metamaterials [10]. The calculated μeff is shown in 
Fig. 2(a) (black lines). However, the εeff is difficult 
to satisfy the expected result, in which the 
composite medium must show positive-negative-
positive refractive characteristics, due to the 
complex expression in equation (3). Here the 
Matlab software is used to numerically calculate 
and optimize the parameter values of showing 
expected three pass bands. 

Since the copper wires are used to calculate the 
effective permittivity in this paper, and the copper 
wire’s skin depth δ is much smaller than the wire 
radius. So the effective conductivity of the wire 
array is given by [7] 

1
2

2
eff

r
a

    , 
0

2 .
 

               (4) 

Here σ is conductivity of copper wire. Hence, the 
parameter values of effective permittivity εeff are 
optimized finally and the calculated result is shown 
in Fig. 2(a) (grey lines with dots). The effective 
complex propagative constant k calculated from the 
εeff and μeff with k=2f·(εε0·μμ0)1/2 is also shown in 
Fig. 2(b). The optimized parameters are shown as 
follows: εf = 4ε0, a = 2.4 × 10-3 m, r1 = 2 × 10-5 m, r2 
= 1.5 × 10-4 m. Therefore, the normalized electrical 
size (periodic size/wavelength ratio) of the designed 
metamaterial at the central frequency is about 0.088.  

From Fig. 2(a), it can be known that in the 
frequency range of 9.6 GHz – 11.8 GHz both the μeff 
and εeff are negative, while in the ranges of 6.4 GHz 
– 7.7 GHz and after 14.5 GHz both the μeff and εeff 
are positive. This means that the EM waves can be 
transferred in the three frequency ranges with 
positive-negative-positive refractive characteristics. 
As shown in Fig. 2(b), the imaginary parts, which 
imply the loss in such metamaterial, of the 
propagative constant k in the ranges of 6.4 GHz – 
7.7 GHz and 9.6 GHz – 11.8 GHz are larger than in 
the range of after 14.5 GHz. So the losses in the 
first two ranges are larger than the third range. 

 
Fig. 2. (a) The effective permeability (black lines) 
and the effective permittivity (grey lines with dots) 
calculated from the equations (1)-(4). (b) The 
effective complex propagative constant k calculated 
from the εeff and μeff with k=2f· (εε0·μμ0)1/2. 
 

Why have the three pass bands appeared? 
Dewar has proved that the negative permeability of 
ferrimagnetic host would damage the negative 
permittivity property of wire array unless the wires 
are cladded with dielectrics [12]. And the thickness 
of cladding is crucial for appearing negative 
refraction and other characteristics. Therefore, one 
can design the parameter values so that the effective 
permittivity has both positive and negative values in 
the frequency band of negative permeability [see 
Fig. 2(a)], resulting in a positive-negative-positive 
metamaterial. 
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III. SIMULATION 
In this section, the positive-negative-positive 

refractive characteristic of the above analyzed 
metamaterial is numerically demonstrated by 
utilizing a commercial finite-element based 
electromagnetic solver (HFSS, Ansoft) with the 
parameter values mentioned above.  

To simulate the transmission properties in a 
broad frequency band (4 GHz – 18 GHz), a planar 
waveguide system (inserted in Fig. 3) with a cross 
section of 48 × 8 mm2 is used. The metamaterial 
slab, with two layers, is put in the middle of the 
planar waveguide and the two side walls are 
Master and Slave Boundaries. So the simulated 
model has infinite boundary in the x and z 
directions. It is the same as the theoretical model 
and a dc applied magnetic field acts on the 
ferrimagnetic host along the wires.  

 

 
Fig. 3. Numerically simulated transmission 
properties of the ferrimagnetic metamaterial. The 
magnitudes of S11 (dotted line) and the S21 (solid 
line) are presented. The simulated model is also 
inserted in this figure. 
 

Figure 3 shows the simulated transmission 
properties of the ferrimagnetic metamaterial in a 
broad frequency band. It can be seen that the 
metamaterial slab exhibits three transmission pass 
bands in the ranges of 6.7 GHz – 7.5 GHz, 10.2 
GHz – 11.5 GHz, and after 15 GHz with 
transmission peaks at 7.1 GHz, 10.9 GHz, and 
15.5 GHz, respectively. Moreover, the 
transmission amplitude values (S21) at 7.1 GHz 
and 10.9 GHz are smaller than the value after 15.5 

GHz, and the reflection values at 7.1 GHz and 
10.9 GHz are larger than the value after 15.5 GHz. 
The smaller transmission values in the first two 
ranges result from the larger imaginary part of the 
effective propagative constant k shown in Fig. 
2(b). The larger reflections in the first two ranges 
are due to the mismatch between metamaterial and 
air. These simulated results, shown in Fig. 3, agree 
with the theoretical results shown in Fig. 2, very 
well. When we change the number of layers, the 
transmission characteristic is not changed except 
for a small loss in such metamaterials (This result 
is not shown in this paper). 

Moreover, the three pass bands of the 
ferrimagnetic metamaterial can be tuned by 
changing the dc applied magnetic field. The 
tunability is the particular characteristic of the 
ferrimagnetic metamaterial and has been discussed 
in Ref. [10], so it is not discussed in this paper. 

Generally, to investigate a new metamaterial, 
most researchers would retrieve the effective 
parameters with the method proposed by Smith et 
al. [12] from the scattering parameters. In this 
paper, however, we do not retrieve the effective 
parameters, but directly investigate the refraction 
properties of the metamaterial at the three peak 
points shown in Fig. 3. The schematic of refraction 
system and the model of the prism sample are 
shown in Fig. 4(a). The wedge of the prism sample 
presented here is 18.43°, and a dc applied 
magnetic field, also, acts on the ferrimagnetic host 
along the wires. The incident beam impinges onto 
the sample at normal incidence with a Gaussian 
intensity profile tailored by side absorbers. For this 
condition of excitation, the electromagnetic wave 
undergoes refraction at the second tilted interface.  

Figure 4(b)-(d) show the maps of the 
normalized electric field magnitude at various 
frequencies calculated at the mid-plane between 
the top and bottom perfect E conductors. The 
black arrow and the dash-dot line indicate the 
direction of the refracted beam and the normal to 
the second tilted interface, respectively. For 
frequencies of 7.1 GHz and 15.5 GHz [Fig. 4(b) 
and 4(d)], it can be seen that the angles of the two 
refracted beams are in the positive direction with 
respect to the normal as expected for a positive 
dispersion branch. At 10.9 GHz [Fig. 4(c)], the 
peak of the refracted beam is directed along a 
negative angle with respect to the normal and is 
consistent with the negative branch. Moreover, the 

699 ACES JOURNAL, VOL. 25, NO. 8, AUGUST 2010



refracted power at 15.5 GHz [Fig. 4(d)] is much 
higher than the refracted powers at 7.1 GHz and 
10.9 GHz [Fig. 4(b) and 4(c)]. That is because the 
losses and reflections at 7.1 GHz and 10.9 GHz 
are larger than those at 15.5 GHz [see Fig. 3]. 
These refraction phenomena at different 
frequencies agree with the theoretical results 
shown in Fig. 2 and the simulated three pass bands 
characteristic shown in Fig. 3, very well. 

In the numerical results presented above, there 
is no spatial dispersion that has been discussed in 
[13, 14]. This is because the one-dimensional wire 
array has infinite length along the z direction and 
periodic boundary in the x direction. 

This model is, also, the same as the theoretical 
analysis mentioned in section II. Furthermore, 
Pendry [3] discussed that three-dimensional wire 
array should be coated with some magnetic 
materials for reducing the spatial dispersion to 
achieve negative permittivity [15]. However, he 
has, also, shown that there is no spatial dispersion 
for the condition when the electric field is parallel 
to one of the three sets of wires. In this paper, the 
ferrimagnetic magnetic material is used to provide 
the negative permeability. So this is not the same 

condition and therefore, there is no spatial 
dispersion.   

IV. CONCLUSION 
In this paper, a positive-negative-positive 

metamaterial consisting of ferrimagnetic host and 
wire array is discussed. The necessary parameter 
conditions of such metamaterial are investigated 
theoretically. Then the three transmission 
passbands property and the positive-negative-
positive refraction phenomena in different 
frequencies are numerically investigated. Both the 
theoretical and numerical results show that the 
metamaterial exhibits a positive-negative-positive 
refractive characteristic. Since such metamaterial 
has very small normalized electrical size of 0.088,  
it shows the potential applications such as novel 
multiband band pass filter, wavelength divider, 
and coupler, etc. Moreover, the arbitrary 
controllability of effective permeability and 
permittivity in the ferrimagnetic metamaterial and 
the tunability of operating frequency open a way 
to design an invisible cloak and absorber at 
arbitrary frequencies. 

 
 
 

 
Fig. 4. (a) Schematic of the refraction system and numerically demonstrated refraction phenomena of the 
metamaterial in different frequency points: (b) 7.1 GHz; (c) 10.9 GHz; (d) 15.5 GHz. 
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Abstract - The paper presents a three-dimensional 
finite element analysis applicable to all forms of 
sheet rotor, cylindrical, linear induction motor, as 
well as, helical motion induction motor. The 
analysis accounts for longitudinal and transverse 
end effects, skin depth and finite sheet thickness; 
furthermore, there is practically no restriction on 
the shape of magnetic circuit that can be 
considered. It yields detailed space profile of the 
state variables. The winding arrangement may 
include multi-polar system circumferentially and 
axially. The excitation produced by such winding 
is a helically traveling wave. The formulation 
results in a set of linear equations which are solved 
by point relaxation method. The solution algorithm 
employs power mismatch in the machine to 
indicate accuracy. The theory is supported by 
experimental results. 
 
Index Terms - AC machines, finite element 
methods, induction motors, numerical analysis.  
 

I.  INTRODUCTION 
The two-degree of mechanical freedom actuator 

capable of linear, rotation, or helical motion would 
be a desirable asset to the fields of machine tools 
and robotics. The magnetic circuits suggested for 
such a machine use laminations transverse to the 
direction of motion. 

In a previous paper [1], a tubular motor with a 
double helical winding was presented using a 

multi–layer mathematical model for the analysis. 
Mendrela and Turowski [2], Fleszar and Mendrela 
[3], and Mendrela and Gierczak [4] reported 
analysis of helical motion induction motor 
(HMIM) using the Fourier series method which 
takes into account the end effects. 

  Cathey [5] and Rabiee and Cathey [6, 7] had 
presented a helical motion induction motor and a 
procedure was developed for the determination of 
the equivalent circuit parameters even though the 
magnetizing inductance is small for a typical 
secondary of conducting sleeve design. It was 
shown that under appropriate definition of slip the 
Steinmetz equivalent circuit of an induction motor 
can be applied to this two degree of freedom 
machine. 

  In a later paper, Alwash, Mohssen and Abdi 
[8] presented a multi–layer theory analysis of 
HMIM with any number of axial and 
circumferential poles and that the method retains 
the true cylindrical topology of the machine under 
consideration. 

  The object of this paper is to present a three– 
dimensional (3-D) finite element analysis of 
HMIM, since the helical winding topology is not 
axisymmetric and, hence, cannot be analyzed 
using a two-dimensional finite element method. 
The formulation is derived using a variational 
approach, the problem of induction in moving 
media is being treated by the extension of a 
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previous finite element solution, of 
electromagnetic field problems [9, 10]. The 
solution, which appears to behave well 
numerically, employs a convergence test devised 
from power balance considerations in the machine. 

 
II.  THEORETICAL ANALYSIS 

    The general outline of the model is shown in 
Fig. 1. r, θ and z are cylindrical coordinates. The 
quantities pz, Vθ  and Vz represent axial pole pitch, 
circumferential rotor velocity and axial rotor 
velocity respectively. The rotor conducting sheet 
moves in both axial (z) and circumferential (θ) 
directions.  

 
 

        

 

Stator

Back iron 

Air gap 
Rotor
plate 

zp 
zp 

Pre – entry
zone 

Post – exit 
zone 

zV

V

r 
z

Axis of symmetry 

 
Fig. 1. General outline of the model. 

 
The solution, where ω represents the angular 

frequency, is based on the following assumptions: 
1.  The stator current is known and has two 

cylindrical components, namely J and zJ .   
2. All fields vary with time as exp ( )j t  and 

decay to zero at sufficiently far distances from the 
machine axis. 

3.  Displacement currents and laminated iron 
conductivity are not considered. 

  The above assumptions are quite common in 
machine analysis. It is noted that they impose no 
restriction on the topology of the machine in the rz 
– plane, thus allowing treatment of all practical 
forms of sheet rotor cylindrical linear induction 
motors. 

 

A.  Stator current density  
  It is assumed that the winding produces perfect 

sinusoidal traveling wave. The line current density 

oJ  may be represented as [8]: 

exp ( )o sJ J j t kz n     ,                  (1) 
where k and n represent the wave length factor 
defined below and number of circumferential pole 
pairs in helical system respectively. The stator line 
current density Js  is defined as:  

 exp( )s mJ J j  , 
where 

                1tan
g

n
k r

 


,                          (2) 

 
cos( )k

p
 

 ,                        (3) 

with  Jm,  , rg and p representing amplitude of line 
current density, helicoid angle, inner stator radius 
and normal pole pitch respectively.    
 
B.  Governing equations 

For a 3-D analysis, Maxwell’s equations require 
that the vector potential  zrA ,,  satisfies [9] , 
such that 

JA 












1
,                 (4) 

where A  and J  represent the three dimensional 
magnetic vector potential and the current density 
vector respectively. According to assumption (1), 
the above equation leads to two Euler equations in 
cylindrical coordinates (or three equations in 
Cartesian coordinates). Depending on the position, 
the current density takes the following values: 

Stator winding region   
  0J J .                    (5a) 

Non conducting region 
  0J .                           (5b) 

Rotor conducting sheet 

  J j A V B     ,                (5c)                     

where , V and B  represent rotor conductivity, 
three dimensional velocity vector and magnetic 
flux density vector. Equations (4) and (5), and the  
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zero potential conditions assumed at the outermost 
boundaries, as well as machine axis, specify the 
problem in differential form and should yield a 
unique solution for the magnetic vector potential. 

Now, the solution of equation (4) is known to 
minimize the energy functional  [12] 

 2 2 21
2 r zB B B A J rdrd dz



 
        
 ,(6) 

where   denotes the entire domain considered in 
the analysis; this may be simply verified by 
applying Euler’s theorem of variational calculus to 
show that (4) is the Euler equation corresponding 
to  as defined in (6). 
 
C.  Performance calculations 

Once the potential distribution in the system is 
known, it is possible to compute all quantities of 
interest. These include the rotor induced current 
density, flux density components, propulsion 
force, the rotational torque, the power supplied, 
the air gap power, the rotor ohmic losses, stator 
voltage, input power factor and the efficiency [9]. 
The performance parameters mentioned above 
require derivatives and integrals involving the 
magnetic vector potential. Only force calculations 
will be be considered here. 
    1)  The propulsion force: 

The calculation of propulsion force, in 
particular, requires some consideration, as there 
are three methods.  

The first method is the Maxwell stress method 
which states that the time average axial force Fz on 
a volume element can be calculated by integrating 
the electromagnetic stress over its surface, with Hr, 
Hθ, and Hz being the radial, circumferential and 
axial components of magnetic field strength vector 
and µ0 is the permeability of free space 

 

 *1 Re
2

e
z o r z

s

F H H ds
 

  
 
 .                  (7) 

 
  Choosing a volume which consists of a 

cylinder of radius R bounded at its ends by the 
outer boundaries, it is possible to write: 

 

   max

min

*Re
2

ze
z o r zz

R
F H H dz


   .            (8)        

    
    This requires finding the contribution to the 
force from all elements that span the radius R 
where the cylinder encloses the rotor. For a 
typical element shown in Fig. 2, the time 
average value of the force on the rotor conductor 
is given by: 

max min2z
o

RF z z      *. Re
ee

r z
e

B B  .   

(9)                     

 

 

 

 

 

 

    R 

Zmax Zmin 
rH

zH
 

Axis of symmetry 

r

z

 
Fig. 2. Typical element for the calculation of 
propulsion force. 

 
The second method is J B on a stator winding 

region where the time average propulsion force per 
unit volume is obtained by taking the z – 
component in (9), therefore 

  *1 Re
2

ee e
z rf J B      N/m3  . 

Hence, the time average propulsion force on an 
element can be written as: 

 












  dzrdrdBJF
e

r
ee

z
e


*Re

2
1 , 

and the total time average propulsion force on the 
rotor conductor now becomes: 

 *1 Re
2

ee
z r

e
F J B v      N,           (10) 

where  zrrv c   . 
The summation is carried out over all elements 

in the stator winding region. 
The third method is J B on rotor region 
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where the calculation of the force by  J B  on 

an eddy current region is similar to that on a 
current source region. The only difference being 
that the induced current density is used rather than 
the specified stator current density. For an iron 
cored rotor rotary-linear motor, this method can 
lead to errors as it neglects the forces which act 
directly on the iron. 
    2)  The rotational force: 

The time average rotational force per unit 
volume is given by 

 *1 Re
2

ee e
z rf J B  N/ 3m  

or  *1 Re
2

ee e
z r

e

F J B dv
 

  
 
     N, 

and the total time average rotational force on the 
rotor conductor now becomes 


e

eFF  ,                     (11) 

where the summation is carried out over all 
elements in stator winding region. The 
circumferential (rotational) torque can be obtained 
simply by multiplying the circumferential force by 
the radius of the stator over which the integration 
is carried out. 
    3)  The radial force: 

The radial component of the Lorentz force per 
unit volume on each element in a conductor is 
given by 

 * *1 Re
2

e ee e e
r z zf J B J B      N/ 3m . 

  Due to rotor circular symmetry of RLIM, the 
rotor experiences no radial force, therefore 

0
e

e
rr dvfF . 

 
III.  EXPERIMENTAL MACHINE 

To verify the theoretical results obtained 
through the computation, laboratory measurements 
were made on two experimental machines. The 
first model A was constructed by Cathey and 
Rabiee in [6,7].  It was an iron cored stator iron 
cored rotor machine. Extensive analysis for this 
model is made with standstill and variable speed 
analysis for the state variables.  

Model B was constructed by Alwash, Mohssen 
and Abdi [8] at the University of Baghdad.  The 
stator of this machine contains no iron and hence 
is considered as an open magnetic circuit. The 
model was tested with variable frequency under 
standstill conditions.  
Table 1. Machine parameters for Model A. 

Parameter   Value 
Stator length, m 182.8 
Phases 3 
Circumferential poles 2 
Axial poles 2 
Slots per pole per phase 2 
Slots per pole 6 
Slots, axial & circumferential 12, 12 
Normal coil width, mm 7.18 
Normal slot pitch, mm 10.78 
Normal pole pitch, mm 64.64 
Helicoids angle on primary, degrees 45 
Turns per coil 20 
Stator phase current, A 15 r.m.s. 
Frequency, Hz 60 
Circumferential pole pitch at inner 
stator radius, mm 52.62 

Air gap length, mm 2.78 
Steel shaft diameter, mm 25.4 
Copper sleeve thickness, mm 1.27 
Copper rotor conductivity, S/m 4.48×107 
Shaft relative permeability 750 

 
Table 2. Machine parameters for Model B. 

Parameter   Value 
Stator length, m 203 
Phases 3 
Circumferential poles 2 
Axial poles 4 
Slots per pole per phase 1 
Slots per pole 3 
Slots, axial & circumferential 12, 6 
Normal coil width, mm 7 
Normal slot pitch, mm 12 
Normal pole pitch, mm 36 
Helicoids angle on primary, degrees 36.3 
Turns per coil 160 
Stator phase current, A 2.3 r.m.s. 
Frequency, Hz 50/150/250 
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Circumferential pole pitch at inner 
stator radius, mm 50.27 

Air gap length, mm 3.5 
Steel shaft diameter, mm 25 
Copper sleeve thickness, mm 3 
Copper rotor conductivity, S/m 3.4×107 
Shaft relative permeability 56 
 
Tables 1 and 2 show the parameters of models 

A and B respectively. Table 3 shows the 
discretization data and CPU time for model A. The 
computer used was a Pentium 4 (2.4 GHz) PC. 

 
Table 3. Discretization data and CPU time for 
Model A. 

Number of element 325,247
Number of nodes 61,856
Number of edges 409,973
Total CPU time (hours) 1,238

 
IV.  RESULTS 

Figures 3 and 4 show respectively the variation 
of the propulsion force and the circumferential 
torque with respect to speed for model A at 60 Hz 
using the finite element method and equivalent 
circuit model adopted in  [6,7] for the sake of 
comparison. The two methods agree within 5% for 
the propulsion force. For the circumferential 
torque, it is clear that the finite element method is 
closer to measured values than equivalent circuit 
method while both methods agree with maximum 
deviation of 5.2 %. 
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Fig. 3.  Propulsion force against speed at 60 Hz for 
model A.  

The power of the finite element method, in 
addition to its high accuracy compared to the 
analytical methods lies in its ability to display the 
effect of finite dimensions (end effects) of the 
actual machine. 
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Fig. 4.  Circumferential torque against speed at 60 
Hz for model A. 
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 Fig. 5. End effects on propulsion force at different 
frequencies for model A. 
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 Fig. 6. End effects on circumferential torque at 
different frequencies for model A. 
 

To validate this, Figs. 5 and 6 show the 
variation of force and circumferential torque with 
respect to speed for model A at 60, 180 and 300 
Hz using the finite element method and equivalent 
circuit model. The results show that the end effects 
are prominent as frequency and speed increase 
[10] which affect the peak force and torque values 
when the finite element method is adopted. 

Figures 7 to 9 show the flux profile of the 
model for the three components of flux density at 
frequency of 60 Hz using three different slips. 
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Fig. 7.  Radial flux density distribution at 60 Hz 
for model A.   
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Fig. 8. Axial flux density distribution at 60 Hz for 
model A. 
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Fig. 9.  Circumferential flux density distribution at 
60 Hz for model A. 
 

Figures 10 to 13 show the space profile for the 
rotor current density, air gap power, propulsion 
force and circumferential torque distributions for 
model A at standstill and frequencies of 60, 180 
and 300 Hz where end effects are prominent and 
clearly visible. 

Figures 14 to 17 show the variation of line 
terminal voltage, input power, input power factor 
and efficiency with respect to speed for model A 
using the finite element method. 
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Fig. 10.  Rotor current density distribution along 
axial distance at standstill for model A. 
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Fig. 11. Air gap power distribution along axial 
distance at standstill for model A. 

0 50 100 150 200 250 300 350
0

50

100

150

200

250

300

P
ro

pu
ls

io
n 

Fo
rc

e 
(m

N
)  

   
   

   
   

   
   

  

Axial Distance (mm)                    

Entry
Edge 

Exit 
edge 

60 Hz 

180 Hz
      

300 Hz 

 Fig. 12. Propulsion force distribution along axial 
distance at standstill for model A. 
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Fig. 13. Circumferential torque distribution along 
axial distance at standstill for model A. 
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Fig. 14. Stator terminal voltage against speed at 
different frequencies for model A.  

1. 0.8 0.6 0.4 0.2 0.0
0

500

1000

1500

2000

2500

3000

3500

Slip

In
pu

t P
ow

er
 (w

at
ts

)

60 Hz 

180 Hz 

300 Hz 

 Fig. 15. Input power against speed at different 
frequencies for model A.   
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 Fig. 16. Input power factor against speed at 
different frequencies for model A.  
 

1.0 0.8 0.6 0.4 0.2 0.0  
0  

 

20 

40 

60 

80 

100

Slip

E
ffi

ci
en

cy
 x

10
0%

300 Hz 

180 Hz 

60 Hz 

 
Fig. 17. Efficiency against speed at different 
frequencies for model A.   
 

Figures 18 and 19 show respectively the 
variation of propulsion force with frequency for 
model B using a hollow aluminum rotor and a 
solid aluminum rotor by introducing the numerical 
results from the finite element analysis and the 
computed results of the layer theory approach 
adopted in [8] against measured values at 
standstill. Figures 20 and 21 show respectively the 
variation of the circumferential torque with 
frequency at standstill for model B using hollow 
and solid aluminum rotor by introducing finite 
element results and layer theory results against 
measured values. 
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Fig. 18. Propulsion force against frequency for 
model B with hollow rotor. 
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Fig. 19. Propulsion force against frequency for 
model B with solid rotor. 
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Fig. 20. Circumferential torque against frequency 
for model B with hollow rotor. 
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The agreement between layer theory and 
experimental results lies within a maximum 
deviation of 7.6% while the agreement between 
finite element and experimental results lies within 
a maximum deviation of 3.9%. 

It is worth mentioning that in addition to the 
fact that the finite element method is closer to 
experimental results than the layer theory 
approach, the differences between the results of 
the layer theory approach and finite element 
computations increase with increasing frequency 
due to longitudinal end effects, which becomes 
more effective at higher frequencies. 
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Fig. 21. Circumferential torque against frequency 
for model B with solid rotor. 
 

V.  CONCLUSION 
  The 3-D finite element method has been used 

for the analysis of helical motion induction 
motors. The methodology presented is quite 
general as it lends itself to the analysis of tubular 
linear induction motors and cylindrical induction 
heating systems. It is shown for the models 
considered that longitudinal end effects are most 
effective at higher frequencies and speeds. An 
important conclusion inferred from our study is 
that end effects must play an important part in 
these machines. The 3 – D finite element method 
has been shown to be eminently suited to the 
analysis of helical induction machines. The results, 
displayed and discussed in the previous section, 
show clearly that the finite element results agree 
well with the experimental ones more than any 

other closed form technique. This may be 
considered as a fair justification of the analysis 
method proposed in this paper.  
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Abstract - A method is given for obtaining a phase 
terminal equivalent circuit, which is useful for the 
analysis of traveling wave as well as longitudinal 
flux induction systems for heating thin metal strips. 
The excitation is transverse to the direction of strip 
motion and can be realized as a three phase system 
or a single phase system where the strip could be 
ferromagnetic or nonmagnetic. First, a general 
form of the field solution is obtained using transfer 
matrices. A variable transformation is then made 
which makes it possible to derive an equivalent 
circuit for each planar region in the system. By 
joining the equivalent circuits in cascade, an 
equivalent circuit for the complete system is 
obtained. The voltages and currents in the 
equivalent circuit relate directly to the field 
quantities within the actual system. 
 
Index Terms - Eddy currents, electromagnetic 
induction, energy conversion, equivalent circuits, 
induction heating.  
 

I.  INTRODUCTION 
Traveling wave induction heating (TWIH) 

systems, as one of the multi-phase induction 
heating systems, have particular features which 
make them attractive to achieve various heating 
applications. Among the advantages are the 
possibility to heat, quite uniformly, thin strips 
without moving the inductor above its surface, to 
reduce the vibration of inductor and load due to 
electromagnetic forces and, also, the noise 
provoked by them, to obtain nearly balanced 
distributions of power and temperature, mechanical 
strength and the protection for the coils given by 
the ferromagnetic core [1-7]. The finite element 
method (FEM) is the most popular numerical 

method for the analysis of such systems and has 
been developed in 2-D and 3-D [2-4], [7-10]. 
Analytical solutions were almost exclusive to 
cylindrical induction heating systems [5-6], [11-
14]. The layer theory approach is an analytical 
solution of the field problem applied to flat linear 
machines [15, 16] and cylindrical machines [17-
19].  

The aim of this paper is to show how the 
analytical solution to the field problem may be 
extended to yield an equivalent circuit 
representation for the induction heating systems. 

It is usually straightforward to relate field 
quantities in the system to voltages and currents in 
the equivalent circuits. The approach in this paper 
is presented along a simple multi-region model. 

A region in the system is defined by its uniform 
material in nature having boundaries of simple 
planar shape. 

The equivalent circuits developed here seem to 
have the form of a cascade of cells made of lumped 
elements; hence it is possible to consider any 
number of regions.  

The accuracy of the method is verified with 
measurements of practical induction heating 
systems, together with comparisons to numerical 
and analytical methods. 

 
II.  MATHEMATICAL MODEL  

A general multi-region problem is analyzed. 
Figure 1 shows a cross section of the N-region 
model used in the theory. The model is taken to be 
an asset of infinitely long planar regions. The 
current sheet lies between regions r and r+1. The 
current sheet varies sinusoidally in the y-direction 
and with time. It is of infinite extent in the x-
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direction and infinitesimally thin in the z-direction. 
Regions 1-N are layers of materials where the 

general region has a conductivity σn and relative 
permeability µn. It is further assumed that 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Cross-section through cylindrical multi-
layer induction heating system. 

 
displacement currents at the working frequencies 
used (from main frequency to several kilohertz) are 
negligible [15-17] and magnetic materials are 
assumed linear.  

The important field quantities are those acting at 
the region boundaries. For the models considered 
here, there are, at most, three field quantities that 
are relevant. These are the electric field strength Ex 
which is directed along the interface transverse to 
the direction of strip motion, the magnetic field 
strength Hy which is directed axially along the 
interface and the third one (if existing) is the flux 
density Bz normal to the interface. If these 
quantities are known, the equivalent circuit is then 
derived to obtain the important induction heating 
system parameters which are the terminal 
impedance, induced power and axial force. 
The intermediate stage between the field solution 
and the final equivalent circuit is represented in a 

transmission line form. It is well known that the Bz 
and Hy values on either side of a region could be 
linked by a transfer matrix [17]. Hence, every 
bounded region in the model shown in Fig. 1 could 
be represented by a corresponding transfer matrix 
equation. 

Figures 2 and 3 show the general outline of a 
double sided and a single sided induction heating 
system respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. General outline of a double sided induction 
heating system. 
 
In the following sections, the theoretical analysis 
for three phase and single phase excitations are 
derived. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. General outline of a single sided induction 
heating system. 
 

III.  THEORETICAL ANALYSIS   
It is assumed that the winding produces a 

perfect sinusoidal traveling wave. The line current 
density may be represented as  

 Re exp ( ) ,J J j t ky      
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current density, angular frequency and wavelength 
factor respectively where the latter is related to the 
pole pitch   by 

/ .k     
                                                                         

A.  Field theory solution  
The field produced will link all regions from 1 

to N.  Maxwell’s equations are solved accordingly 
to yield (for regions 1< n < N) 
 

  , , 1

, , 1

,z n z n
n

y n y n

B B
T

H H




   
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   
                  (1) 

 
where Bz, n    and Hy, n  are the field components at 
the outer boundary of region n and By, n -1   and Hz,n-1 

are the equivalent values at the inner boundary of 
the same region and [Tn] is the associated transfer 
matrix which is given by  
 

 nT 
cosh( ) sinh( )

,
cosh( )sinh( )

n n n n

n
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S S

SS
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            (2) 

 
where Sn and  n  are the thickness and attenuation 
constant of region n, and 
 

0

.n
n

nj k


 
 

 

 
Hence given the values of Bz and Hy at the lower 
boundary of a region, the values of Bz and Hy at the 
outer boundary are immediately obtainable from 
this simple transfer matrix relation. At the 
boundaries where no excitation current sheet 
exists, Bz and Hy are continuous; thus for example, 
if two regions are considered with no current sheet 
at the common boundary, knowing Bz,n and Hy,n , the 
lower boundary of the first region, Bz and Hy at the 
upper boundary of the second region can be 
calculated by successive use of the underlying two 
transfer matrices. Considering the current sheet to 
be at z g , then  

, ,y n y nH H            , ,n r  
and 
 

 , ,y n y nH H J     , ,n r                          (3) 
where ,y nH  is the axial magnetic field strength in 

close lower proximity to the boundary and ,y nH   is 
the axial magnetic field strength in close upper 
proximity to the boundary. 

Given the current sheet excitation at rz g , the 
overall structure divides into an upper part, which 
is modeled according to  
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and a lower part which supports the following 
relation 
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            (5) 

 
 Enough information is now available to find all 
field components; hence, the equivalent circuit 
model can be set up using the surface impedances 
of the regions under consideration. 

 
B.  Surface impedance calculations  

Looking outwards from the current sheet, the 
surface impedance at a boundary of z g  is 
defined as [14] 

            , ,
1

, ,

.x n z n
n

y n y n

E B
Z

H k H


                         (6) 

 
And the surface impedance looking inwards is 

defined as 
 

           , ,

, ,

.x n z n
n

y n y n

E B
Z

H k H


                         (7) 

 
Using the method obtained in [14] with the 

values of Bz,N-1, Hy,N-1, Bz1, Hy1 and [Tn] as derived 
in the previous section then  
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                        (8) 

 
where Zin is the input surface impedance at the 

715 ACES JOURNAL, VOL. 25, NO. 8, AUGUST 2010



 

current sheet and Zg+1 and Zg are the surface 
impedances looking outwards and inwards at the 
current sheet.  Substituting for Zr and Zr+1 using (7) 
and (6), respectively, and rearranging the terms 
yields 

 

         ,

, ,

.x r
in

y r y r

E
Z

H H
 


                     (9) 

 
Substituting (3) into (9) yields 
 

    , .x r
in

E
Z

J



                         (10) 

 
From this, the input surface impedance at the 

current sheet can be determined.  All the field 
components can be found by a straightforward use 
of this and (7), (4) and (5). 

 Having found Ex, Bz and Hy at all boundaries, it 
is then a simple matter to calculate the power 
entering a region through the concept of the 
Poynting vector.  The time-average power density 
passing through a surface is usually given as 
 

*1 Re{ }
2

P E H      W 2/ .m  

 
Hence the time average power density flowing 
upwards from the current sheet at rz g is given by 

 

                          *
, , ,

1 Re ,
2in r x r y rP E H     

 
and the time average power density flowing 
downwards from the current sheet at rz g is given 
by 
 

                        *
, , ,

1 Re .
2in r x r y rP E H   

 
The net power density in a region is the 

difference between the power in and power out, 
where 
 

                  *
, , , ,Re .

2in z r y r z r y rP B H B H
k
         (11) 

It follows that the tangential force density Fy, 
acting on the strip, is the net power density 
induced divided by traveling wave velocity 
2 f [15] 

in
y

PF
f




   N/m2 ,                         (12) 

 
where  f  is the operating frequency. 

  As the transfer matrix formalism is strictly 
rooted in the analytical field solutions, the 
presented formalism might be regarded as 
sufficient in itself. However, from the technical 
view point it is hardly possible to draw a clear 
picture that refers to any of the intended 
functionalities. Engineers, for the most part, prefer 
to think in terms of an equivalent circuit model 
rather than to refer to full-wave time varying field 
analysis. In addition, the impact of altering design 
parameters is easier to grasp than in the framework 
of an applied electromagnetics analysis. For this 
reason an equivalent circuit model has been 
developed in the following section. 

 
C.  The micro-T terminal equivalent circuit  

The underlying transmission-line form of (3)-(5) 
suggests that, by analogy, some form of equivalent 
circuit is possible [15]. No loss of generality 
occurs if only one region is considered. The 
electric and magnetic field quantities are linked as 
shown in (1) and by making use of the relation 

                                .x zE B
k


    

In order to represent the relationship between 
,n nE H  and 1 1,n nE H

 
 by a corresponding T-circuit, 

a change of variable is required. Without such a 
transformation it does not appear to be possible to 
represent a region with such a simple 3-element 
circuit. Engineers prefer to think in terms of an 
equivalent circuit rather than time varying field 
problem as represented in [20, 21]. A practical 
variable transformation refers to the variable E, 
which is changed to wE, where w is the width of 
the strip. 
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wEnwEn-1

ZA,n ZA,n

ZB,n

HnHn-1

 
 
Fig. 4. Basic T-circuit for region n.  
 

A T-circuit can now be used to link the variables 
wE and H on either side of a region as shown in 
Fig. 4. 

In effect, the current nH in a T-circuit is driven 

by a voltage nwE . For the general region n, the 
impedances are given by the following relations 
[17]    

                                                                

)
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nn

nnA
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where nZ   is the characteristic impedance of region 
n and is defined by the relation 
 

0 ,n
n

n

jZ   


                        (15) 

 
where n  is the relative permeability of region n. 
The attenuation constant n   is defined by 
 

              
1
22

0( ) ,n n nk j         
 

where σn is the conductivity of region n. 
As a check, if this circuit is loaded with an 

impedance Zn+1, the input impedance is Zn as given 
in (7). Regions 2 to N-1 in the general case could 
all be replaced by such circuits. Regions 1 and N 
would simply require a single impedance which is 
the characteristic impedance of the respective 
region as in (15). 

On joining the T-circuits in cascade, the full 
basic equivalent circuit for the single sided 
traveling wave induction heating system is 
obtained as shown in Fig. 5.  

For DSIH systems, the full basic equivalent 
circuit is shown in Fig. 6. 
 

JwE1 wE3wE2

metal strip air air back iron

3H 3H2H1H

g1 g2

4Z 
1Z 

A,2Z

B,2Z B,3Z

A,2Z A,3Z A,3Z

g3  
 
Fig. 5. Basic equivalent circuit for a single sided 
induction heating system. 
 

 
 
 
 
 
 
 

 
Fig. 6. Basic equivalent circuit for a double sided 
induction heating system. 

 
Thus an equivalent circuit has been derived by a 

rearrangement of the field solution, where the 
voltages and currents are directly related to the 
field quantities.  

It is convenient to think in terms of phase 
voltages and currents. The input quantities to the 
basic equivalent circuit are the current J  and the 
voltage rwE . The relation between J  and the r.m.s. 
phase current I can be written as 

                          
6 2

,effN I
J

p
 


                                                    

 
where p is the number of poles and effN  stands for 
the effective number of series turns per phase, 
hence 
 

    ( ) ,facI I J                          (16)  

J1wE 2wE 3wE 4wE
1Z 

4Z B,2Z B,3Z B,4Z

A,2Z A,2Z A,3Z A,3Z A,4Z A,4Z

back iron air gap metal strip air gap back iron

J

g1 g2 g3 g4
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where 

,
6 2fac

eff

pI
N


  

 
The phase voltage is linked to 

r
wE  by 

   2 ,eff rV N wE                      (17) 
 
therefore, 
 

   ,fac rV V wE                        (18) 
 
where 
 

2 .fac effV N  
 
 

Let us now consider the effect of multiplying 
the quantities nwE and 

n
H terms in the basic 

equivalent circuit by the factors facV and 

facI respectively then, the impedances in the basic 
circuit have to be multiplied by an impedance 
factor given by  
 

  
212( )

,fac eff
fac

fac

V N
Z

I p
 


                (19) 

 
and the terminal impedance of the induction 

heating system is given by 
 

   t fac inZ Z wZ    Ω.               (20) 
 

This relation results in a completely new 
equivalent circuit in which the input quantities are 
the r.m.s voltage and r.m.s. current using (18) and 
(16). Thus the various voltages and currents at the 
input to each T-circuit are now related directly to 
the field quantities at the corresponding interfaces 
of the induction heating system and this terminal 
equivalent circuit has all the advantages of the 
basic circuit but, in addition, the impedances are 
real impedances. 

 

IV.  NUMERICAL RESULTS 
The equivalent circuit method that has been 

described in the previous section is validated 
through a numerical example. Reference [7] 
employed a double sided induction heating system 
whose data are given in Table 1. Five regions are 
required to simulate a double sided system, 
therefore three T-circuits are combined together 
and terminated by characteristic impedances of 
outer regions which are the backing  iron regions 
as shown in Fig. 3. 

For comparison reasons, FEM computation is 
adopted in our analysis which is widely used as a 
numerical technique for this kind of applications. 

In our implementation, the field domain is 
divided into a number of regions, each being 
defined by its coordinates, permeability and 
conductivity. Each region is descritized using first 
order triangular elements [22]. The induced power 
in the charge is obtained through the solution of 
governing differential equation for each nodal 
magnetic vector potential. Three values of power 
are computed: the power integrated over the coil, 
the air gap power and the power integrated over 
the charge. 

 
Table 1. Problem data for traveling wave dish and 
ssih systems [9]. 
Strip thickness, (mm)                                                2 
Strip width, (mm)                                                        1000 
Strip length, (mm)                                                        960 
Relative permeability of strip                                       1  
Mean strip conductivity, (S/m)                                  3.03×107 

Axial pole pitch, (mm)                                                  480  
Slot pitch, (mm)                                                            160 
Slot width, (mm)                                                           80 
Slot depth, (mm)                                                           40  
Slots per pole per phase                                                 1 
Number of axial poles                                                    2 
Number of conductors per slot                                       8    
Frequency, (Hz)                                                             50 
Inductor axial length, (mm)                                          960 
Inductor width, (mm)                                                   1000    
Magnetic yoke depth, (mm)                                           80 
Air gap length between yoke & strip, (mm)                   15                               
Amplitude of line current density, (kA/m)                   200 
Input phase voltage, (V)                                                 220 

 
The solution is assumed to be convergent when 

these three values do not differ by more than 1% 
which is termed as the power mismatch or power 

718QASEER: MICRO-T CIRCUIT MODEL FOR DOUBLE AND SINGLE SIDED INDUCTION HEATING SYSTEMS



 

imbalance. 
For the sake of comparison, the same model is 

adopted as a single sided induction heating system 
using the same line current density by removing 
one of the inductors along with its backing iron. 
Four regions are required to simulate a single sided 
system therefore two T-circuits are combined 
together and terminated by characteristic 
impedances of outer regions which are the backing 
iron region and outer air region as shown in fig.4. 

Table 2 shows the computed parameters for both 
systems using FEM and the micro-T circuit model. 
Results obtained using both methods are in good 
agreement as shown in Table 2. This agreement is 
attributed to the fact that strip thickness is very 
small compared to strip length and width which 
coincides with the assumptions made in the 
mathematical model.  

 
Table 2. Computed parameters for traveling wave 
induction heating systems. 
                                                               FEM       Layer Theory 
Parameter                                               value                  value 
Per phase DSIH strip resistance (Ω)     0.0497                0.0513  
Per phase DSIH reactance (Ω)                0.014                  0.017 
DSIH strip power (kW)                        1210.3                1250.2 
DSIH axial force (N)                          23914.5              26045.3 
Per phase SSIH strip resistance (Ω)       0.0125                 
0.012   
Per phase SSIH reactance (Ω)               0.0087               0.0086 
SSIH strip power (kW)                          305.06                 292.8  
SSIH axial force (N)                              6300                  6099.9 

 
Figures 7 and 8 show respectively the variation 

of normal and tangential (axial) flux density 
components (Bz, By) along magnetic gap length. 
The maximum deviation between the results of 
both methods is found to be 5.2%.  

Figures 9 and 10 show the variation of normal 
and tangential (axial) flux density components (Bz , 
By) along distance normal to the strip. Again both 
methods correlate well within 4%. In both systems, 
the axial flux density component in the air gap is 
greater than the normal component, this may be 
attributed to the fact that the pole pitch is much 
greater than the air gap length in both systems and 
in this case these systems are considered as axial 
flux machines. It is clear from these figures that the 
axial component of magnetic flux density is 
decreased within the strip due to skin effect which 

is not effectively pronounced in the normal 
component to the strip. 

 

70 80 90 100 110 120 130
115

120

125

130

135

140

145

Normal Distance (mm)

N
or

m
al

 F
lu

x 
D

en
si

ty
 (m

T)

layer theory
finite element

magnetic gap 

Fig. 7. Variation of normal flux density component 
along normal distance to strip for double sided 
induction heating system. 
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Fig. 8. Variation of axial flux density component 
along normal distance to strip for double sided 
induction heating system. 
 
    It should be appreciated that comparisons of 
computed field values in multilayer simulation 
problem of electrical machines with real field data 
are found in literature [18, 23].  
 

V.  CONCLUSION 
The micro-T circuit has been used for the 

analysis of single and double sided traveling wave 
induction heating systems. It can be used for any 
number of regions, and with any number of poles. 
Using such circuits may provide a better technical 
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insight into the system than is possible from 
studying the full-wave solutions from a 
computational electromagnetics analysis. 

Given just the voltages and currents in the 
terminal equivalent circuit, the field quantities at 
any region boundary can be easily derived. The 
obtained results agree well with the data from the 
corresponding FEM analysis.  
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Fig. 9. Variation of normal flux density component 
along normal distance to strip for single sided 
induction heating system. 
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along normal distance to strip for single sided 
induction heating system. 
 
 

ACKNOWLEDGMENT 
The author is deeply indebted to Professor 

Daniel Erni, his host and co-worker at the 
University of Duisburg-Essen for advice and 
encouragement. This work was supported in part 
by the DAAD under Grant A0901170. 

 
REFERENCES 

[1] W. Jackson, “Analysis of edge effects in 
traveling wave inductors heating metal 
products,” Proc. Of NCE-UIC Electroheat for 
Metals Conf., vol. 5, no. 3, 1982. 

[2] S. Lupi, M. Forzan, F. Dughiero, and A. 
Zenkov, “Comparison of edge-effects of 
transverse flux and traveling wave induction 
heating inductors,” IEEE Trans. Magn., vol. 
35, no. 5, pp. 3556-58, 1999. 

[3] L. Pang, Y. Wang, and T. Chen, “Analysis of 
eddy current density distribution in slotless 
traveling wave inductor,” Proc. ICEMS, pp. 
2865-68, 1998. 

[4] J. Wang, J. Li, Y. Wang, and X. Yang, 
“Simulation of traveling wave induction 
heating systems,” Proc. WAC World 
Automation Conf., pp. 1-4, 2008. 

[5] V. Bukanin, F. Dughiero, S. Lupi and V. 
Nemkov, "Simulation and design problems of 
multiphase induction heating systems", Proc. 
37th Int. Wiss Kolloquium, pp. 588-593, 1992. 

[6] V. Vadher, "Theory and design of traveling 
wave induction heaters," Proc. BNCE-UIE 
Electroheat for Metals Conf., vol. 5, no. 1, 
1982.  

[7] F. Dughiero, S. Lupi, V. Nemkov, and P. 
Siega, “Traveling wave inductors for the 
continuous induction heating of metal strips,” 
Proc. Mediterranean Electrotechnical Conf., 
pp. 1154-1157, 1994. 

[8] L. Pang, Y. Wang, and T. Chen, “Analysis of 
eddy current density distribution in slotless 
traveling wave inductor,” Proc. ICEMS, pp. 
2865-68, 1998. 

[9] Y. Wang and J. Wang, “The study of two 
novel induction heating technology,” Proc. 
ICEMS, conf., pp. 572-574, 2008. 

[10] S. Ho, J. Wang, W. Fu, and Y. Wang, “A 
novel crossed traveling wave induction heating 
system and finite element analysis of eddy 
current and temperature distributions,” IEEE 

720QASEER: MICRO-T CIRCUIT MODEL FOR DOUBLE AND SINGLE SIDED INDUCTION HEATING SYSTEMS



 

Trans. Magn., vol. 45, no.10, pp. 4777-80, 
2009. 

[11] A. Ali, V. Bukanin, F. Dughiero, S. Lupi, V. 
Nemkov, and P. Siega, “Simulation of 
multiphase induction heating systems,” Proc. 
Computation in Electromagnetics 
International conf., pp. 211-214, 1994.   

[12] F. Dughiero, S. Lupi, and P. Siega, 
“Analytical calculation of traveling wave 
induction heating systems,” Proc. 
International Symposium on Electromagnetic 
Fields in Electrical Engineering, pp. 207-210, 
1993. 

[13] V. Vadher and I. Smith, “Traveling wave 
induction heaters with compensating 
windings,” Proc. International Symposium on 
Electromagnetic Fields in Electrical 
Engineering, pp. 211-214, 1993. 

[14] L. Bunni and K. Altaii, “The layer theory 
approach applied to induction heating systems 
with rotational symmetry,” Proc. IEEE 
Southeast Conf., pp. 413-420, 2007. 

[15] J. Greig and E. M. Freeman, “Traveling wave 
problem in electrical machine,” Proc. IEE, vol. 
114, no. 11, pp. 1681-1683, 1967. 

[16] E. M. Freeman, “Traveling waves in induction 
machines:  input impedance and equivalent 
circuits,” Proc. IEE, vol. 115, no. 12, pp. 1772-
1776, Dec. 1968. 

[17] E. M. Freeman and B. E. Smith, “Surface 
impedance method applied to multilayer 
cylindrical induction devices with 
circumferential exciting currents,” Proc. IEE, 
vol. 117, no. 10, pp. 2012-2013, Oct. 1970. 

[18] J. F. Eastham and J. H. Alwash, “Transverse 
flux tubular motors,” Proc. IEE., vol. 112,  no. 
12,  pp. 1709-1718,  1972. 

[19] J. H. Alwash, A. D. Mohssen, and A. S. Abdi, 
“Helical motion tubular induction motor,” 
IEEE Trans. Energy Convers., vol. 18, no. 3, 
pp. 362 – 396,  2003. 

[20] E. M. Freeman, “Equivalent circuits from 
electromagnetic theory: low frequency 
induction devices,” Proc. IEE, vol. 121, no. 10, 
pp. 1117-1121, 1974. 

[21] E. M. Freeman and T. G. Bland, “Equivalent 
circuit of concentric cylindrical conductors in 
an axial alternating magnetic field,” Proc. IEE, 
vol. 123, no. 2, pp. 149-152, 1976. 

[22] P. P. Silvester, and R. L. Ferrari, Finite 
Elements for Electrical Engineers, 3rd edition, 
Cambridge University Press, 1996.   

[23] J. H. Alwash, Analysis and Design of Linear 
Induction Machines, Ph.D. thesis, Imperial 
College, University of London, U.K., 1972. 

 
 

L. J. B. Qaseer was born in Baghdad, Iraq, on 
October 14, 1957. He received his B.Sc., M. Sc. 
and Ph.D. degrees from the University of Baghdad 
in 1979, 1993 and  2004 respectively, all in 
electrical engineering. In 2005, he was with the 
Mechatronic Engineering Department at the 
University of Baghdad. Dr. Qaseer is currently 
with the General & Theoretical Electrical 
Engineering Department of the University of 
Duisburg-Essen, Duisburg, Germany. His special 
fields of interest include rotary, linear, tubular 
linear and helical motion induction motors, as well 
as induction heating.  

 
 
 
 
 
 
 
 
 
 
 

721 ACES JOURNAL, VOL. 25, NO. 8, AUGUST 2010



Corrections to “A Simplified Model for Normal Mode Helical Antennas” 

Changyi Su 1, Haixin Ke 2, and Todd Hubing 1  
1 Department of Electrical and Computer Engineering  

Clemson University, SC 29634-3001, USA 
csu@clemson.edu, hubing@clemson.edu    
2 Department of Biomedical Engineering 

Washington University in St. Louis, MO 63130, USA 
keh@seas.wustl.edu  

In Section III of the above paper1, there is a typographical error in the caption of Figure 3 (c): input 
reactance should read input resistance.  

Figure 6(a) did not appear in print the way the author intended. The correct figure appears here.  

 

(a) (b) 

 

(c) (d) 
Fig. 6. Input impedance of the RFID antenna and its simplified model: (a) Input resistance in air (b) Input 
reactance in air (c) Input resistance in dielectric (d) Input reactance in dielectric. 
 
Finally, there is a typographical error on page 39: 10 x 4.8 x 1.67 mm should read 10 x 4.8 x 1.67 cm. 

1C. Su, H. Ke and T. Hubing, “A simplified model for normal mode helical antennas,” Journal of the 
Applied Computational Electromagnetics Society, vol. 25, no. 1, pp. 32-40, Jan. 2010. 
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