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Abstract─ Breast cancer is one of the most 
common kinds of cancer, as well as the leading 
cause of decease among women. Early detection 
and diagnosis of breast cancer increases the 
chances for successful treatment and complete 
recovery for the patient. Mammography is 
currently the most sensitive method to detect early 
breast cancer; however, the magnetic resonance 
imaging (MRI) is the most attractive alternative to 
mammogram. Manual readings of mammograms 
may result in misdiagnosis due to human errors 
caused by visual fatigue. Computer aided 
detection systems (CAD) serve as a second 
opinion for radiologists. A new CAD system for 
the detection of breast cancer in mammograms is 
proposed. The discrete wavelet transform (DWT), 
the contourlet transform, and the principal 
component analysis (PCA) are all used for feature 
extraction; while the support vector machine 
(SVM) is used for classification.The system 
classifies normal and abnormal tissues in addition 
to benign and malignant tumors. A further 
investigation was implemented using 
electromagnetic waves instead of the classical 
MRI approach. A breast model was generated and 
near field data of electromagnetic waves were 
extracted to detect the abnormalities in the breast, 
especially the masses. 
 
Index Terms ─ Contourlet transform, discrete 
wavelet transform, electromagnetic waves, 
principal component analysis, and support vector 
machine. 
 

I. INTRODUCTION 
For years, cancer has been one of the biggest 

threats to human life; it is expected to become the 
leading cause of death over the next few 
decades.Breast cancer is one of the most common 
kinds of cancer, as well as the leading cause of 
decease among women. In Egypt, breast cancer is 
the most common cancer among women, 
representing 18.9% of total cancer cases (35.1% in 
women and 2.2% in men) [1]. 

Mammography is currently the most sensitive 
method to detect early breast cancer; however, the 
magnetic resonance imaging (MRI) is the most 
attractive alternative to mammogram. Moreover, 
electromagnetic radiation attracted many 
researches as a viable alternative to both 
mammography and MRI.  

Micro-calcifications (MCs) and masses are 
two important early signs of the disease as shown 
in Fig. 1. There are other less important signs such 
as architectural distortion [2]. Manual readings of 
mammograms may result in misdiagnosis due to 
human errors caused by visual fatigue. Computer 
aided detection systems (CAD) serve as a second 
opinion for radiologists. The main goal of the 
CAD system is to indicate the abnormalities with 
great accuracy and reliability. 

A number of techniques for detection of the 
abnormalities have been developed in the past 
decades. Bhangale et al. [3] used the Gabor filters. 
Strickland et al. [4] introduced the undecimated 
wavelet transform by combining sub-bands from 
multiple transforms.  
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(a)                               (b) 

Fig. 1. Examples of mammograms (a) mass area 
and (b) MCs area [2]. 
 
Wang and Karayiannis [5] used the wavelet based 
sub-band image decomposition. Bruce and 
Adhami [6] used the DWT modulus maxima 
method to extract multi-resolutional features that 
quantify the mass shapes. Yoshida et al. [7] 
combined a decimated wavelet transform and 
supervised learning. El-Toukhy et al. [8] 
introduced the curvelet transform. Gunawan [9] 
presented a new method for the detection of 
abnormalities using wavelet transform based on 
statistical methods; the detection rate was 96%. 
Juarez et al. [10] applied the functions db2, db4, 
db8, and db16 of the Daubechies wavelets family, 
the abnormalities were detected up to 80% 
accuracy. Balakumaran et al. [11] used the dyadic 
wavelet transform, and introduced the fuzzy shell 
clustering algorithm in order to mark the MCs 
region. Lizcano et al. [12] used the contourlet 
transform for feature extraction and the support 
vector machine (SVM) for classification. Addison 
et al. [13] used the principal component analysis 
(PCA) as a feature extraction technique to 
determine the breast cancer. Rejani and Selvi [14] 
used the SVM for classification; the sensitivity 
achieved was 88.75%. Sharkas et al. [15] used the 
proposed CAD system to detect the MCs and to 
classify between normal, abnormal tissues in 
addition to benign and malignant MC tumors and 
the achieved rate was almost 98 %. 

The aim of this paper is to detect the 
abnormalities in the breast using CAD systems. A 
new CAD system is proposed in which the discrete 
wavelet transforms (DWT), the contourlet 
transform, and the PCA are used for feature 
extraction. Moreover, classifying between normal 
and abnormal tissues, in addition to benign and 
malignant lesions is presented using the SVM 

technique. Furthermore, a breast model is 
generated using electromagnetic waves and near 
field data are extracted to detect the abnormalities, 
especially the masses. The proposed CAD system 
is applied on all the investigated samples. 

The paper is organized as follows: Section II 
describes the CAD system and discusses the 
usedsystem; Section III discusses the 
electromagnetic model; Section IV shows the 
computed results of the proposed technique; 
Section V discusses the results; and finally, 
Section VI concludes the presented work. 
 

II. THE CAD SYSTEM 
The steps of the proposed CAD system are 

illustrated in Fig. 2, which is described in details 
in the following sub-sections.  
 
A. Image enhancement 

In this step, the adaptive histogram 
equalization (AHE) is used, which is an image 
processing technique used to improve the contrast 
in images [16]. A generalization of AHE called 
contrast limited adaptive histogram equalization 
(CLAHE) was developed, where the histogram is 
calculated for the contextual region of the pixel 
[17]. 
 
B. Image segmentation 

The region of interest (ROI) is extracted from 
the original mammogram image shown in Fig. 3. 

 
Fig. 2. Block diagram of the proposed CAD 
system. 
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(a)                              (b) 

 
Fig. 3. Original mammogram image. (a) The red 
region is the mass area and (b) is the extracted 
enhanced ROI [18]. 
 
C. Feature extraction 

There are many techniques for the feature 
extraction step; in this paper, the DWT, the 
contourlet transform, and the PCA are introduced 
to detect the masses. 

1. The discrete wavelet transform  
DWT technique is discussed by many 

researchers in [2,10,19,20]. 

2. The contourlet transform 
The contourlet transform or pyramidal 

directional filter bank (PDFB) is a combination of 
a Laplacian pyramidal and a directional filter bank 
(DFB) [21]. Band pass images from the Laplacian 
pyramid [22] are fed into a DFB so that directional 
information can be captured. The low frequency 
component is separated from the directional 
components. After decimation, the decomposition 
can be iterated with the same DFB in the low pass 
band to form a pyramid structure. The contourlet 
transform provides a multi-scale directional 
decomposition [23]. 

Do and Vetterli [24] proposed a PDFB in 
order to implement the contourlet transform, 
which is a discrete version of the curvelet 
transform. The proposed structure is a 
combination of the Laplacian pyramid and the 
DFB. Their pyramidal DFB has united two 
advantages of the two structures, which are multi-
resolution and multi-direction. It attempts to 
separate the low frequency component from the 

rest directional components and reiterates with the 
same DFB in the low pass band, forming a 
pyramid structure. On the other hand, the 
decomposition solves the problem at low 
frequency; however, it is still not maximally 
decimated.  

 
3. Principal component analysis 

Principal component analysis (PCA) is a 
method that reduces data dimensionality by 
performing a covariance analysis between factors; 
it reduces the number of observed variables to a 
smaller number of principal components, which 
account for most of the variance of the observed 
variables. It is used when variables are highly 
correlated, and it is suitable for data sets in 
multiple dimensions [25].  

PCA belongs to linear transforms based on the 
statistical techniques. It provides a powerful tool 
for data analysis and pattern recognition, which is 
often used in signal and image processing [25]. 

 
PCA technique can be summarized in the 
following steps: 

1. Generate the data. 
2. Subtract the mean from each of the data 

dimensions. 
3. Calculate the covariance matrix. 
4. Calculate the eigenvectors and the 

eigenvalues of the covariance matrix. 
5. Choose the components and form a feature 

vector.  
6. Generate the new data set. 

 
D. Classification 

In this step, the ROI is classified as either 
malignant or benign. There are lots of classifiers 
techniques; among them linear discriminant 
analysis (LDA), artificial neural network (ANN), 
binary decision tree, and support vector machine 
(SVM) [2].  

In this paper, SVM is used; this is due to the 
fact that it achieved higher classification rates. 
SVM is a learning tool originated in modern 
statistical learning theory [26]. 

The aim of SVM is to devise a 
computationally efficient way of learning, 
separating hyper planes in a high dimensional 
feature space [26]. There are two cases for SVM; 
linear SVM and non-linear SVM [27]. The linear 

294SHARKAWY, SHARKAS, RAGAB: BREAST CANCER DETECTION USING SUPPORT VECTOR MACHINE TECHNIQUE 



SVM is only used here. This is due to the fact that 
the investigated data presented in this work is 
based on a two-dimensional feature space. Thus 
accepted results were achieved using a non-
complex linear SVM technique. For future 
investigation, a non-linear SVM will be 
considered.    

1. Linear SVM 
There are many hyper planes that could 

classify two sets of data as shown in Fig. 4. The 
optimum hyper plane that one should choose is the 
one with the maximum margin. The margin is 
defined as the width by which the boundary could 
increase before hitting a data point. The support 
vectors as shown in Fig. 4 are considered the data 
points that the margin pushes up (i.e., borderline 
training sets). Thus, the goal of the SVM is to find 
the optimum hyper plane that separates clusters of 
target vectors on the opposing sides of the plane. 
 

 
Fig. 4. SVM classification including a hyper plane 
that maximizes the separating margin between two 
classes [27]. 
  

The SVM formulation is based on the 
principle of structural risk minimization. It 
attempts to minimize a bound on the 
generalization error. Such error is generated from 
the learning machine on the test data not during 
the training process. This is instead of minimizing 
an objective function based on the training 
samples, such as the mean square error. The SVM 
is considered robust to work with when dealing 
with data outside the training set. 

 
 
 

III. THE ELECTROMAGNETIC MODEL 
The most common instruments used to detect 

the breast cancer are mammography and MRI. 
There are many differences between the two 
instruments. A MRI uses magnets that emit radio 
waves to produce a three-dimensional view of the 
breast and the underlying structures and vessels. 
Mammography uses low doses of radiation (x-
rays) to produce a one-dimensional image of the 
breast. The breast MRI is a more sensitive test 
than mammography, especially when given with a 
contrast medium (i.e., a special dye). The dye 
makes the cancerous area of the breast appear 
much brighter, but it may cause many areas of the 
breast that do not have cancer to appear abnormal, 
causing an increased number of false positive test 
results. The breast MRI cannot visualize 
calcifications. On the other hand, mammography 
can visualize calcium deposits accurately. The 
breast MRI may be able to visualize dense breast 
tissues compared with mammography. 

Meanwhile, mammograms and MRI systems 
do not use ionizing radiation. This leads 
electromagnetic radiation to become a viable 
alternative to both mammography and MRI. The 
microwave (MW) imaging systems offer a 
promising result in the biomedical applications 
[28, 29]. 

The goal of MW imaging is to detect, localize, 
and characterize the hidden tumors in the breast 
using electromagnetic waves at microwave 
frequencies [30, 31]. The MW has low power 
emission, thus it is harmless. It provides high 
contrast; this is due to its electrical properties. It 
also produces a three-dimensional view of the 
breast. The generated model shown in Fig. 5 is 
similar to an MRI scan shown in Fig. 6. For 
implementing the idea and testing the concept an 
incident plane wave is used to excite the model. 

 
IV. RESULTS 

To verify the proposed method, experiments 
were performed on the digital database for 
screening mammography (DDSM) mammogram 
database [18] using MATLAB. The DDSM 
database consists of 2620 cases available in 43 
volumes. The volumes could be normal, benign, or 
malignant samples. In this database, the resolution 
of a mammogram is 50µm/pixel and the gray level 
depths are 12 bits and 16 bits.  
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Two hundred and sixty cases were extracted 
(100 normal cases, 80 benign mass tumors, and 80 
malignant mass tumors). First, the samples are 
enhanced and segmented, and then features are 
extracted using three ways: DWT shown in Fig. 7, 
the contourlet transform shown in Fig. 8, and PCA 
data. The samples go through the SVM technique 
with linear kernel function for classification. 

When classifying normal and mass tissues, the 
highest classification rate was for the vertical 
component of the 1st level DWT, which was 
93.33%. The approximate component for the 2nd 
level DWT, achieved 96.67%classification rate as 
shown in Fig. 9. This proved to be the highest rate 
when compared to the vertical, horizontal, and 
diagonal components. 

When distinguishing between benign and 
malignant mass tumors, the contourlet transform 
features achieved the highest classification rate 
92% as shown in Fig. 10.  

Tables 1 and 2 illustrate the different rates for 
the different components of the 1st and 2nd levels 
DWT in order to distinguish between normal and 
mass tissues, and benign and malignant tumors, 
respectively. 

 

 
Fig. 5. The generated breast model. 
 

 
Fig. 6. An MRI scan of a normal breast [32]. 
 

 

 
 
(a) 
 

 
 
(b) 
 

 
(c) 

Fig. 7. Extracted features using DWT, (a) original 
image, (b) 1st level DWT, and (c) 2nd level DWT. 
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Fig. 8. The contourlet transform coefficients for 
the malignant mass sample shown in Fig. 7 (a). 
 

 
Fig. 9. SVM classification between normal and 
mass tissues for the approximate component of the 
 2nd level DWT features. 
 

 
Fig. 10. SVM classification between benign and 
malignant mass tumors for significant contourlet 
coefficients features. 
 
 
 

Table 1: Classification rates for 1st and 2nd levels 
DWT to classify between normal and mass tissues 

 1st level DWT 2nd level DWT 
Approximate 83.33% 96.67% 
Vertical 93.33% 83.33% 
Horizontal 56.67% 50% 
Diagonal 56.67% 53.33% 
 
Table 2: Classification rates for 1st and 2nd levels 
DWT to distinguish between benign and malignant 
tumors 

 1st level DWT 2nd level DWT 
Approximate 81.25% 73.75% 
Vertical 86.25% 66.25% 
Horizontal 51.25% 51.25% 
Diagonal 55% 50% 
 

For validation purposes, the receiver operating 
characteristic (ROC) analysis curve is computed 
for the vertical component of the 1st level DWT 
features, which is shown in Fig. 11. The area 
under the curve equals to 0.917; this means the 
detection rate is 91.7 %, which is a recognized 
performance compared to other previous work. 
This computed value is close to the 86.25 % 
analytical value for the vertical component of the 
1st level DWT. The DWT, contourlet, and PCA 
feature extraction techniques’ results are discussed 
in Table 3. 

An electromagnetic breast model is generated 
and simulated using Ansoft high frequency 
structure stimulated (HFSSTM) software package 
[33] as shown in Fig. 12. Two-dimensional plane 
cuts were generated from the model to collect data 
and test it. A sample of near field data passing 
through the breast model with a detected tumor is 
shown in Fig. 13. As previously mentioned in 
Section III, plane wave excitation is considered for 
simplicity. It is also used to prove the idea of using 
electromagnetic waves in conjunction with 
different image processing techniques for practical 
detection of tumors as a robust alternative for 
MRI. Further investigation will be considered for 
implementing antenna arrays to enhance the tumor 
detection and provide further hidden information. 

Sixty samples (30 benign and 30 malignant) 
were generated from the model. These samples go 
through the previous CAD system. The best 
classification rate was for the approximate and 
vertical components of the 1st level DWT features 
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and the contourlet transform features. Table 4 
provides the rates for different components of the 
1st and 2nd levels DWT. The results of the feature 
extraction techniques for the electromagnetic 
model samples are presented in Table 5. 

 

Table 3: Classification rates for different feature 
extraction techniques to distinguish between 
normal and mass tissues, and benign and 
malignant tumors 

 normal and 
mass tissues 

benign and 
malignant 

tumors 
DWT 96.67% 80.73% 
Contourlet  52% 92% 
PCA 60% 58.75% 

 

 
 

Fig. 11. Computed ROC curve for the vertical 
component of the 1st level DWT for benign and 
malignant samples. 
 

 
 
Fig. 12. Electromagnetic breast model using 
HFSSTM. 
 

 
(a) 

 

 
(b) 

Fig. 13. Near field plane cuts at the middle of (a) 
benign and (b) malignant tumors. 
 
Table 4: Classification rates for 1st and 2nd levels 
DWT to classify between benign and malignant 
mass tumors for the electromagnetic samples 

 1st level DWT 2nd level DWT 
Approximate 99.9 % 85.71% 
Vertical 99.9 % 92.86% 
Horizontal 50% 64.29% 
Diagonal 64.29% 50% 
 

Table 5: Classification rates for different feature 
extraction techniques for the electromagnetic 
samples 

 Benign and malignant tumors 
DWT 99.9 % 
Contourlet 99.9 % 
PCA 57.14% 

 
V. DISCUSSIONS 

For the DDSM samples, the best classification 
rate achieved when distinguishing between normal 
and mass tissues was for the DWT features, 
namely the vertical component of the 1st 

Benign Tumor 

Malignant Tumor 
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levelDWT and the approximate component of the 
2nd level DWT as shown in Tables 1 and 2. The 
PCA and the contourlet transform features did not 
provide promising results, however, the 
performance of the PCA features proved to be 
better. Whereas, when distinguishing between 
benign and malignant mass tumors; the best 
classification rate was for the contourlet transform 
features. The DWT features come in the second 
rank, while the PCA features yielded only 58.75%. 
This is clear in Table 3. 

A benign tumor of radius 4 mm and εr equals 
to 66 is placed near the fibroglandular tissues. One 
can easily notice from the electric field 
distribution shown in Fig. 13 (a) that the tumor is 
obviously detected due to its high dielectric 
constant relative to the neighboring tissues. A 
malignant tumor of εr equals to 20 is detected 
inside the breast model as shown from the near 
field data presented in Fig. 13 (b). The tumor in 
this case is not visible enough; this is due to the 
fact that its dielectric constant is close to the 
surrounding tissues.    

The classification results of the 
electromagnetic breast model, shown in Tables 4 
and 5, reveal that both the DWT and the contourlet 
transform have the best classification rate. 
However, the PCA achieved a weak classification 
rate. It is clear from the data in Table 5 that the 
lesions were completely classified (i.e., 99.9 %). 
This is because the generated samples from the 
electromagnetic model are not a real extracted data 
relative to the DDSM database. They were 
extracted from the proposed HFSSTM model. 

 
VI. CONCLUSIONS 

The goal of this work is to detect the masses 
and classify the tissues in the breastusing SVM 
technique. A new CAD system is introduced, 
where the DWT, the contourlet transform, and the 
PCA are used in the feature extraction step. An 
electromagnetic breast model was generated and 
tested using the SVM technique and the proposed 
feature extraction methods and then compared to 
the DDSM results.  

The proposed technique and methods achieved 
a high classification rates using the DWT and the 
contourlet transform features. The usage of 
electromagnetic waves is considered a robust 
alternative to the MRI for cancer detection. This 

CAD system can be applied to detect cancer and 
classify it in any human organ. 
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Abstract ─ Described herein is a novel approach 
for measuring the output impedance of a radio 
frequency (RF) power amplifier under actual 
operating (dynamic) conditions. The procedure 
involves loading the amplifier with three different 
values of resistance which are close to the 
intended load resistance value. Three separate 
experiments yield load excitation voltages (or 
powers) which permit direct calculation of the 
source complex impedance. The precision of 
determining the source impedance of the amplifier 
under test is only limited by the known tolerance 
of load resistance values used and the accuracy of 
measurements taken. The most important attribute 
of the technique described is that no requirement 
exists to alter the operating frequency. Also, the 
technique is applicable at microwave frequencies.  
  
Index Terms ─ Equivalent circuits, impedance 
measurement, power amplifiers, radio frequency 
amplifier.  
 

I. INTRODUCTION 
A need exists to determine the complex output 

impedance of an RF power amplifier. The 
excellent article by Abramovitz [1] gives possible 
amplifier topologies with predictions of input and 
output impedances but provides no guidance on 
experimentally measuring impedances. Other 
authors [2] describe impedance matching networks 
for optimizing power transfer and efficiency but 
do not directly measure the amplifier output 
impedance. Factually, this reference [2] notes 
significant discrepancies between simulation and 
laboratory measurements. Within the microwave 
bands load pull techniques can characterize 

amplifier output impedances. Recent articles using 
slide screw tuners indirectly characterize amplifier 
output impedance via calculations from reflection 
coefficients [3]. This method is totally impractical 
at low frequencies. Such a situation exists for a 
power supply voltage regulator of the feedback 
amplifier design. Voltage regulation is a low 
frequency phenomenon and the output of the 
regulator may exhibit undesirably high impedance 
at high frequencies. Serrano-Finetti [4] has 
suggested varying the regulator load sinusoidally 
to characterize the system output impedance. This 
approach addresses only low frequency 
characteristics.  

Classical discussions on amplifier output 
impedance focus on maximum power transfer [5-
7] or suggest measurement methods confined to 
VHF and frequencies beyond [8]. The study which 
follows suggests a practical method for 
characterization of amplifier output impedance. 
Though experimental results are discussed at 
VHF, the proposed method is applicable at 
microwave frequencies as well. A detailed error 
analysis of the method is also provided.  
 

II. DISCUSSION 
Amplifiers may be of narrowband (resonant) 

or wideband design.  A narrowband design will 
change output power as the operating frequency is 
altered necessitating “retuning.” By definition, 
however, a wideband design will not exhibit 
power output changes with respect to operating 
frequency changes.     In either case, the following 
measurement procedures and calculations are 
applicable. Thus, the amplifier’s source impedance 
can be determined at one frequency or many 
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frequency points. Also, proper modeling allows 
the technique to be extended through microwave 
frequencies. 

At any single operating frequency the output 
impedance of an amplifier may be modeled as a 
Thevenin equivalent circuit: An ideal voltage 
generator in electrical series with impedance (Z).  
[6, 9] This impedance, in general, can be complex:  
that is, Z=R+jX where R is the real (in phase) or 
resistive component and X is the imaginary 
(quadrature) or reactive component. Measuring the 
voltage which appears across a resistor placed at 
the amplifier output reveals nothing with regard to 
the amplifier’s impedance.  However, noting the 
voltage across a single load does establish a 
baseline for all measurements to follow. Since Z is 
complex and possesses two parts (real and 
imaginary) a minimum of two more experiments 
(measurements) must be conducted to determine 
the magnitudes of R and X.  For a stable amplifier 
R will always be positive. However, X may be 
either negative (capacitively reactive) or positive 
(inductively reactive). To mitigate the ambiguity 
of capacitive reactance and inductive reactance a 
modified version of the baseline measurement will 
be performed. 

The imaginary part of the impedance may be a 
consequence of multiple reactances of the two 
different types (capacitive and inductive). 
Moreover, as system operating frequency is 
changed the magnitude of impedance    may very 
well vary between peaks and troughs.  Temes and 
LaPatra give an excellent discussion of possible 
one port impedance characteristics [10]. 

Irrespective of circuit sophistication, consider 
an operating amplifier delivering non-zero power 
to an arbitrary load at a single frequency. The 
output impedance of this amplifier may be 
modeled by one of the following: 1) a pure 
resistance, 2) a resistance in electrical series with 
an “equivalent” capacitive reactance, or 3) a 
resistance in electrical series with an “equivalent” 
inductive reactance. As a numerical illustration 
consider a 1.49 microHenry inductor in electrical 
series with a 6.8 picoFarad capacitor. Fig. 1 plots 
the reactance of the inductor by itself, the 
reactance of the series combination and the 
reactance of the capacitor by itself.  A plot could 
also be developed for a parallel connection. 
However, for the plot presented note that 
resonance occurs at f=50.0 MHz. Below this 
frequency the LC combination is capacitively 
reactive and above this frequency it is inductively 
reactive. It is only at extreme frequency values 
(high and low) that the composite LC reactance 
curve is asymptotic to the individual components 
reactance curves. In the analysis which follows it 
is assumed that the system under investigation is 
linear and time invariant.  Further, if the amplifier 
incorporates a form of automatic gain control (or 
output leveling) this must be disabled. 
 

III. ANALYSIS 
Refer to Fig. 2 which models the amplifier 

output as a Thevenin equivalent circuit (V in series 
with Z) with load R1 connected. The voltage V01 is 
noted across R1. The load resistance is then 
changed to a new and different value (R2).  In a 
similar fashion the voltage drop across this new 
value of load resistance is noted (V02). Proceeding 
to a load resistance different from the values of R1 
or R2 a new load (R3) is connected to the amplifier. 
Again, the voltage drop (V03) is noted across R3. 
The ordering of resistance values for R1, R2 and R3 
(low, medium and high) is unimportant.  However, 

 
Fig. 1. Series LC reactance vs. frequency. 
  

V

Z

01V 1RV

Z

01V 1R

 
Fig. 2. Thevenin amplifier output model with 
attached load (R1). 
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best measurement accuracy is obtained by the 
widest possible spread of load resistance values. 
From a practical standpoint, properly designed 
amplifiers will easily withstand VSWR values of 
2.0 or below. Thus, if the intended load is R0 then 
other test loads selected might be on the order of 
0.5 R0 and 2.0 R0. Some test configurations may 
utilize an instrument which measures power to a 
load resistance. Laboratory tests performed in the 
development of this paper used a BIRD model 43 
in-line wattmeter. The instrument is useful up to 
frequencies of 2.3 GHz. At higher frequencies it is 
possible to develop precision loads monitored by a 
bolometer. This technique remains to be 
accomplished. Wideband load resistors used for 
this investigation were verified via a Hewlett 
Packard 8510C network analyzer.  

 In such cases where power to a load resistor is 
measured, the R.M.S. voltage across the load may 
be directly calculated by: 

01 01 1 02 02 2 03 03 3, ,V P R V P R V P R= = = . 
Noting that Z=R+jX we formulate the 

following: 

( )
1

01 2 2
1

VRV
R R X

=
+ +

,  (1) 

( )
2

2 21
1

01

VR R R X
V

 
= + + 

 
.  (2a) 

Similarly 

( )
2

2 22
2

02

VR R R X
V

 
= + + 

 
,  (2b) 

and 

( )
2

2 23
3

03

VR R R X
V

 
= + + 

 
.  (2c) 

The ratio of these equations is formulated: 

( )
( )

2 2 2 2
1021

1 2 2
01 2 2

R R XVRK
V R R R X

+ +   
= =   

+ +  
, (3) 

and 

( )
( )

2 2 2 2
1031

2 2 2
01 3 3

R R XVRK
V R R R X

+ +   
= =   

+ +   
. (4) 

Equations (3) and (4) may be combined to 
eliminate X: 

( )( )
( )( )
( )( )

2
1 1 2 2

2
1 2 2 3

2
2 1 1 0.

K K K R R

K K K R R

K K R R

− +

+ − +

+ − + =

 (5) 

Let   
( )2 1K K A− = ,  (6) 

( )1 1 2K K K B− = ,  (7) 

( )1 2 2K K K C− = .  (8) 
Then,  

( ) ( ) ( )22 2
1 2 3 0A R R B R R C R R+ + + + + = ,  (9) 

or 
( ) ( )2

1 2 3

2 2 2
1 2 3

2 2 2

0.

A B C R ARR BRR CRR

AR BR CR

+ + + + +

+ + + =  
Now, 0A B C+ + = , therefore, 

( )
2 2 2

1 2 3

1 2 32
AR BR CRR

AR BR CR
− − −

=
+ +

.  (10) 

Before proceeding to calculate X it is prudent 
to determine if a reactive component of Z is 
present. A simple test to determine the presence of 
X is offered: 

Formulate: 

01
1

1G
RV V
R

 
= + 

 
,   (11) 

02
2

1H
RV V
R

 
= + 

 
,   (12) 

03
3

1J
RV V
R

 
= + 

 
.   (13) 

If VG=VH=VJ no reactance is present and there 
exists no need to calculate X: X=0. When VG, VH 
and VJ are all equal this voltage is the Thevenin 
open circuit voltage. If, however, VG, VH and VJ all 
differ the calculation of X may be carried forth. 

Now, since R is known refer back to either K1 
or K2 to find X.  Using K1: 

( )
( )

2 2
1

1 2 2
2

R R X
K

R R X

+ +
=

+ +
,    

or 
( ) ( )

( )

2 2
1 2 1 2

11
K R R R R

X
K

+ − +
=

−
, (14) 

and 
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( ) ( )
( )

1/22 2
1 2 1

11
K R R R R

X
K

 + − +
  =

−  
. (15) 

This last equation gives the magnitude of X.  
Unfortunately, the sign of the reactance is 
unknown. The sign of the reactance can be 
determined by altering the operating frequency.  
However, the technique put forth promised 
impedance determination without changing the 
frequency of operation.  This is still possible by 
adding a reactance in parallel with the test load 
resistance and observing output voltage effects 
with the presence or absence of the load reactance. 

Either a capacitor or an inductor may be 
shunted to the load resistance to determine the sign 
of the source reactance.  For example, if the source 
reactance is positive (inductive) a capacitor (which 
is not too large in value) shunted across the load 
resistance will cause the output voltage (and 
power) to increase. Alternately, if the source 
reactance is negative (capacitive) an inductor 
(which is not too small in value) shunted across 
the load resistance will cause the output voltage 
(and power) to rise.   

If the source reactance is inductive, there is a 
value of load capacitance (CPEAK) which will cause 
the load voltage to be a maximum.  Similarly, for a 
capacitive source reactance there is a load 
inductance (LPEAK) which will result in a maximum 
load voltage.  For testing purposes it is suggested 
to select either a load capacitor which is smaller 
than this “peaking” value or an inductor which is 
larger than this peaking value. This representation 
avoids ambiguity. That is, if C were too large (or L 
too small) output voltage would actually decrease. 
The value of peaking load reactance (capacitive or 
inductive) may be calculated by treating the 
generator/load combination as a voltage divider, 
finding the first derivative of load voltage with 
respect to load reactance, and setting the derivative 
to zero.  Recognizing that R is the source 
resistance and X is the source reactance the 
following occurs: 

2 2

LOAD
R XX

X
+

= .   (16) 

The load capacitance or inductance values 
shunted across the load resistance, which cause 
output voltage peaking, may be calculated 
directly: 

( )2 22PEAK
XC

f R Xπ
=

+
,  (17) 

2 2

2PEAK
R XL

fXπ
+

= .   (18) 

 
IV. DEMONSTRATION FOR COMPLEX 

SOURCE IMPEDANCE WITH BOTH 
REACTANCE TYPES 

Referring to Fig. 3, the Thevenin source shows 
a voltage generator of 17 volts R.M.S., a resistance 
of 26.0 ohms in series with an LC series 
combination consisting of a 1.49 microHenry 
inductor and a 6.8 picoFarad capacitor. System 
operating frequency is set to 49.0 MHz. At this 
frequency we directly calculate the series 
reactance of the LC as –j18.92 ohms. This 
Thevenin equivalent circuit is intended to drive a 
28.0 ohms load.   

The source is respectively loaded with R1=14 
ohms, R2=28 ohms, and R3=56 ohms. The 
following results are recorded: 

 
R (load) Load Voltage (volts) 
R1=14 ohms V01=5.38 
R2=28 ohms V02=8.32 
R3=56 ohms V03=11.3 

 
Using (3) and (4), one can obtain 

1 0.597891129K = ,  

2 0.275722592K = . 
Then, using (6)-(8)  

0.322168536A = − , 
0.433039037B = ,  

0.1108705C = − . 
Using (10), R becomes 25.36737201 R = Ω , 
which checks within 2.433%. Next, one can 

17 / 49 / 0V MHz Deg

26Ω

1

14
R
Ω

1.49 Hµ 6.8pF
01V

17 / 49 / 0V MHz Deg

26Ω

1

14
R
Ω

1.49 Hµ 6.8pF
01V

 
Fig. 3. Thevenin source with complex 
impedance loaded by resistance R1. 
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determine if reactance X is non-zero. Using (11), 
(12) and (13): 

15.128GV =  volts, 
15.865HV =  volts, 
16.419JV =  volts. 

Since the values of VG, VH and VJ are different, we 
proceed to find the magnitude of X as 

19.5094182 X = Ω ,  
which checks within 3.11%.  

Finally, check sign of reactance: Test load 
reactances will be used to shunt the load 
resistance. The load resistance may be any value. 
Select R2=28 ohms.  Then, using (17) and (18), 

61.87 ,PEAKC pF=  
0.17 .PEAKL Hµ=  

Recall, without any shunt reactance V02=8.32 
volts. On hand, convenient values of C=27 pF and 
L=0.47 μH are used for testing.  

With C connected VLOAD ≅ 7.96 volts 
(decreased). 

With L connected VLOAD ≅ 8.54 volts 
(increased). 

The conclusion is that the generator reactance 
is capacitively reactive. Thus, 

25.367 19.509 Z R jX j≅ − = − Ω . 
It is interesting at this point to compare 

measured impedance magnitude versus actual 
impedance magnitude: 

2 225.367 19.509 32.00 MEASZ = + = Ω , 
2 226 18.92 32.155 ACTUALZ = + = Ω .  

A complete error (sensitivity) analysis is 
provided in the following section. 

 
V. ERROR ANALYSIS 

 
A. Sensitivity analysis 

The impedance of the Thevenin equivalent 
source of the test case is 

26 18.920532ACTUALZ j= − Ω . The load voltages 
can be calculated for ACTUALZ , the measurement 
resistors of 1 14R = Ω , 2 28R = Ω , and 3 56R = Ω , 
and the generator voltage of 17V as 

1 5.378635LV V= , 

2 8.318949LV V= , 

3 11.312521LV V= . 

Comparing these analytically calculated 
voltages with the measured voltages, one can find 
the percentage errors in these measurements as  

1 01

1
100 0.025370L

L

V V
V
−

× = , 

2 02

2
100 0.012623L

L

V V
V
−

× = , 

3 03

3
100 0.110683L

L

V V
V
−

× = . 

 
The resistance and reactance of the output 

impedance can be calculated using 1R , 2R , 3R , 

01V , 02V , and 03V , as described in Sections III and 
IV, more precisely as   

25.367373R = Ω , 
19.509418X = Ω . 

Compared with the ACTUALZ , the percentage 
errors in the calculated values out of the 
measurements are  

100 2.4332ACTUAL
R

ACTUAL

R R
Error

R
−

= × = , 

100 3.1124ACTUAL M
X

ACTUAL

X X
Error

X
−

= × = . 

This analysis reveals that although the 
measurement errors in the voltages are very small, 
the errors in the calculated values of output 
resistance and reactance are comparatively very 
large. The calculated values are very sensitive to 
the measurement errors. Therefore, one should 
carefully assess the accuracy of the obtained 
results.  

 
Fig. 4. Error in calculated output impedance when 
only V01 has error.   
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To further analyze the affect of measurement 
errors on the impedance calculations, the 
following analysis is performed. First, an error is 
introduced only to the measured voltage 01V  such 
that  

( )01 1 1LV V ε= × + , 

02 2LV V= , 

03 3LV V= , 
where ε is an error term. Then the errors RError  
and XError  are calculated and plotted versus ε  as 
shown in Fig. 4, which illustrates the extreme 
sensitivity of the calculations to measurement 
errors. Similar result can be obtained when error is 
introduced to only 02V  or 03V .  

When the same amount of error is introduced 
to all three measurements such that 

( )01 1 1LV V ε= × + , 

( )02 2 1LV V ε= × + , 

( )03 3 1LV V ε= × + , 
it has been found that the errors, RError  
and XError , effectively vanish. Therefore, if a 
measurement system introduces errors to the 
voltage measurements that are proportional to the 
measured voltages, then the calculated impedance 
values are reliable. 
 
B. Optimum choice of measurement resistances 

Section III describes a mathematical procedure 
to calculate unknown output resistance and 
reactance values of an amplifier through three 
measurements. Further, we will illustrate that; 
these values can be obtained through solution of a 
matrix equation.  

Notice that (2) can be rewritten as 
2

2 2 2 21
1 1 2

01

2 0RR R R R X V
V

+ + + − = , (19a) 

2
2 2 2 22
2 2 2

02

2 0RR R R R X V
V

+ + + − = , (19b) 

2
2 2 2 23
3 3 2

03

2 0RR R R R X V
V

+ + + − = . (19c) 

One can subtract (19b) from (19a) and (19c) 
from (19b) and obtain the following equations 

 

( )
2 2

2 2 22 1
1 2 2 12 2

02 01

2 R RR R R V R R
V V
 

− + − = −  
 

,(20a) 

( )
2 2

2 2 23 2
2 3 3 22 2

03 02

2 R RR R R V R R
V V
 

− + − = −  
 

.(20b) 

Equations (20a) and (20b) is a linear set of 
equations and can be put in the following matrix 
equation form 

Ax y= ,    (21) 
where 

( )

( )

2 2
2 1

1 22 2
02 01

2 2
3 2

2 32 2
03 02

2 2 2 2
2 1 3 2

2

2

,

2

,

.

T

T

R R R R
V V

A
R R R R
V V

y R R R R

x V R

  
− −     =    − −     

 = − − 

 =      
Solution of Ax y= yields R and 2V , which then 
can be used to calculate X. 
 

  
A system of equations is considered to be 

well-conditioned if a small change in the 
coefficient matrix or a small change in the right 
hand side results in a small change in the solution 
vector, while a system of equations is considered 
to be ill-conditioned if a small change in the 
coefficient matrix or a small change in the right 
hand side results in a large change in the solution 
vector [11]. The condition number of the system 
described by the example given is calculated using 
the measurement data in the previous sections as 

 
Fig. 5. Variation of condition number as a 
function of ∆ . 
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( ) 50.35Cond A = . The condition number for a 
well-conditioned system should be close to unity. 
The calculated condition number verifies that the 
system is not well conditioned. 

In the above calculation 
 ( ) 1Cond A A A−= ⋅ ,  

where A  is the row sum norm (also called  the 
uniform matrix norm) of matrix A . Thus,  

( )
2 2
3 2

3 2 2 2
03 02

2 R RA R R
V V
 

= − + −  
 

 (22.a) 

( ) ( )

( ) ( )

1

3 2 2 1
22 2 2
32 1 2

2 3 1 22 2 2 2
02 01 03 02

2 2
.

2 2

A

R R R R
RR R RR R R R

V V V V

− =

− + −

   
− − − − −   

     (22.b) 
To simplify the analysis, if we choose equal 

increments in the measurement resistances such 
that ( ) ( )2 3 1 2R R R R− = − , then the condition 
number becomes 

( )
( )

2 2
3 2

3 2 2 2
03 02

2 2 2 2
3 2 2 1
2 2 2 2

03 02 02 01

4 2 R RR R
V V

Cond A
R R R R
V V V V

  
− + −     =

   
− − −   

   

.(23) 

In this equation, we can replace the measured 
voltages by the following using (1) 

( )

2
2 2 1

01 2 2
1

RV V
R R X

=
+ +

, 

( )

2
2 2

02 2 2
2

RV V
R R X

=
+ +

, 

( )

2
2 2 3

03 2 2
3

RV V
R R X

=
+ +

,  

to obtain the condition number in terms of source 
voltage and resistances as  

( )
( ) ( ) ( )( )( )

( ) ( )( ) ( ) ( )( )
2 22

3 2 3 2

2 2 2 2
3 2 2 1

4 2R R V R R R R
Cond A

R R R R R R R R

− + + − +
=

+ − + − + − +

. 

If we write 2 1 3 1, 2R R R R= + ∆ = + ∆ , then 
after some manipulations we can simplify the 
condition number expression as 

( )
( )( )2

14 2 2 3 2

2

V R R
Cond A

+ + ∆ +
=

∆
. (24) 

 
This form of condition number expression 

allows us to analyze what values of resistances 
would be better to use in the measurements to 
obtain a system with a smaller condition number. 
This equation reveals that ∆ needs to be large and 
R1 needs to be small in order to achieve a well 
conditioned system. Figures 5 and 6 illustrate the 
variation of condition number with R1 and ∆ .  

While choosing R1, R2, and R3, the main 
limiting factor would be the maximum allowable 
VSWR. If R and X can be estimated or are 
approximately known, they can be used to 
calculate maximum and minimum allowable 
measurement resistances. For a given VSWR 

1
1

S
+ Γ

=
− Γ

,     (25) 

where  
M

M

R R jX
R R jX

− −
Γ =

+ +
.    (26) 

Here, RM is the value of the measurement 
resistance to be determined for approximately 
known R and X values. Using (25) and (26), one 
can write  

( )
( )

( )
( )

2 2 2
2

2 2 2

1

1
M

M

S R R X
G

S R R X

− − +
Γ = = =

+ + +
. (27) 

Rearranging terms, one can obtain a quadratic 
equation as 

( )
( ) ( )2 2 22 1

0
1M M
R G

R R R X
G

− +
+ + + =

−
. (28) 

Solution of (28) for RM leads to 

 
Fig. 6. Condition number vs. ∆  for various 
values of R1.   
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2
2 2 2

2
1 1 12 4

2 2M
SR R R S X

S S
+  = ± − + − 

 
, (29) 

which yields the minimum and maximum 
allowable values of measurement resistances, i.e. 
R1 and R3, if R1<R2<R3. 

As a follow-up to the condition number 
analysis above, one can express (29) as 

2MR R= ± ∆ , where 
2

2
1

2
SR R

S
+

= ,  (30) 

2 2 2
2

12 4R S X
S

 ∆ = − + − 
 

,  (31) 

and 1 2R R= − ∆ . When used in (24), The values of 
∆ , based on (31), and 1R , based on (30) and (31), 
will yield the minimum condition number, thus the 
best well-conditioned system, subject to the 
maximum allowable VSWR in the system, if the 
measurement resistance values are to be chosen 
with equal increments of ∆ . 

 
VI. CONCLUSION 

Proper installation of an RF power amplifier 
requires knowledge of the amplifier output 
impedance. With such information, correct load 
matching is made possible. Matching 
considerations address power output, efficiency, 
spurious signal rejection qualities, and possible 
system longevity. Presented here is a 
straightforward way to determine the amplifier’s 
output impedance.  The method has been checked 
through operational tests and simulation. 
Additionally provided is a complete sensitivity 
analysis for the technique. 
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Abstract ─ The structure of the array antenna for 
the reception antenna of the digital terrestrial 
television broadcasting in Japan is optimized by 
PSO algorithm.  The unbalanced fed ultra low 
profile inverted L antenna is used as the driven 
element and two wires are located at the forward 
and backward directions of the driven element.  In 
the case of antenna size of 170 mm by 325 mm by 
29 mm, the return loss bandwidth less than -10 dB 
is satisfied at the whole broadcasting frequency 
band (240 MHz) and the directivity of 5.44 dBi to 
7.19 dBi is obtained.  In the numerical analysis, 
the electromagnetic simulator WIPL-D based on 
the method of moment is used.  
  
Index Terms ─ Inverted L antenna, PSO, 
reception antenna, WIPL-D.  
 

I. INTRODUCTION 
The digital terrestrial television broadcasting 

in Japan started on December 2003, and the analog 
broadcasting ended on July 2011 except the 
devastated area by the Great East Japan 
Earthquake [1].  For the reception of the 
conventional analog terrestrial broadcasting, 
directional antennas with high gain, and high 
front-to-back ratio, such as the Yagi-Uda antenna, 
are used in order to suppress the ghost image due 
to the echo.  On the other hand, a small antenna 
with low front-to-back ratio is sufficient for the 
reception of the digital terrestrial broadcasting.  By 
now, many antennas such as a square loop 

antenna, a planar antenna, and a W-loop antenna 
mounted on a car window are proposed for the 
reception antenna of the terrestrial television 
broadcasting [2-4].  The authors have proposed the 
planar sleeve antenna composed of a coplanar 
waveguide for the reception antenna of the digital 
terrestrial television [5].  Although good return 
loss characteristics are obtained at the whole 
broadcasting frequency band, the directivity 
becomes low (2.32 dBi to 3 dBi).  The high gain 
antenna is desired for the reception at the far area 
from the broadcasting station.  

The authors have proposed two element 
phased array dipole antennas [6].  Two half-wave 
dipoles with 90 degree phase difference feed are 
located with a distance of less than a quarter 
wavelength.  By controlling the mutual coupling 
between two dipoles, a front-to-back ratio of 15.3 
dB is obtained.  Then the authors have proposed 
an ultra low profile inverted L antenna located on 
parallel wire conductors [7].  This antenna consists 
of a coaxial line.  The inner conductor of the 
coaxial line is extended from the end of the outer 
conductor, that is, this antenna is excited at the end 
of the outer conductor.  The antenna height is 
around λ/30 (λ:  wavelength).  The length of the 
horizontal element of this antenna is almost a 
quarter wavelength.  In the case of the length of 
parallel wires is 0.49 λ and three wires are located 
with the width of 0.124 λ, the maximum gain 
becomes 3.99 dBi and the return loss bandwidth 
less than -10 dB is 6.13 %.  The authors used an 
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ultra low profile inverted L antenna located on 
parallel conducting wires for the driven element of 
three element array antenna for the reception 
antenna of the terrestrial television [8].  In order to 
widen the return loss bandwidth, the antenna 
height h becomes larger and the distance between 
horizontal wires pxp = pxm are shorter compared 
with those in [7].  Although the directivity of 6.0 
dBi to 7.77 dBi is obtained, the return loss 
bandwidth is satisfied only for 170 MHz of the 
television frequencies from 470 MHz to 710 MHz. 

In this paper, the particle swarm optimization 
(PSO) algorithm [9, 10] is used for the 
optimization of the geometry parameters of the 
antenna proposed in [8] to satisfy the return loss 
less than -10 dB from 470 MHz to 710 MHz.  The 
genetic algorithm is also used for the optimization 
of the antenna structure [11-13].  Since there are 
ten parameters should be optimized and the 
handling of the real number is easy in the PSO, the 
PSO algorithm is used for the optimization in this 
paper.  In the numerical analysis, the 
electromagnetic simulator WIPL-D based on the 
method of moment is used [14].  
 

II. ANALYTICAL MODEL 
Figure 1 shows the structure of the analytical 

model.  The driven element No. 1 is an ultra low 
profiled inverted L antenna located on three 
parallel wires.  The inverted L antenna is 
composed of a coaxial radiator.  This antenna 
consists of a horizontal arm in the y-direction and 
a small leg in the z-direction.  The inner conductor 
of the coaxial line is extended from the end of an 
outer conductor, that is, this antenna is excited at 
the end of an outer conductor.  The parallel wires 
are connected to each other by a single 
perpendicular wire at the base of the inverted L 
antenna.  The length of horizontal element L 
determines the resonant frequency.  The length L1 
is adjusted for the impedance matching.  The radii 
of outer and inner conductors of the coaxial line 
are 1.095 mm and 0.255 mm, respectively.  The 
radius of parallel wire a is 1.5 mm.  The height of 
the horizontal element is h.  The wire elements 
No. 2 and No. 3 are located in the forward and 
backward directions of antenna.  In this paper, the 
Smith chart and the return loss are normalized by 
the characteristic impedance 75 Ω of the feeder of 
the television receiver. 
 

III. ALGORITHM OF OPTIMIZATION 
PSO algorithm is a population-based 

stochastic approach for solving continuous and 
discrete optimization problems [9, 10].  PSO 
algorithm and its conditions used, in this paper, are 
described as follows.  

 
A. Solution space 

Solution Space: 10-dimension 

Dz: 40 to 120[80],  

Dy: 130 to 290[208],  

Rz: -120 to -40[-65],  

Ry: 300 to 460[320] 

h: 15 to 35[24.5],  

L: 90 to 170[130],  

L1: 25 to 65[41] 

pxp=pxm: 10 to 70[40],  

pym: 14 to 74[44],  

pyp: 150 to 270[210] 

A unit of all parameters is mm. The value in [ ] 
shows a value shown in [8]. 

 

 
(a) Bird’s-eye view 

 
 
 
 
 
 
 
 
 

(b) Cross sectional view seen from y-direction 
Fig. 1. Analytical model of antenna. 
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A minimum and maximum value for each 
dimension in the 10-dimensional optimization is 
referred to as Xminn and Xmaxn, respectively, 
where n ranges from 1 to 10. 

B. Fitness function 
In this paper, the fitness value is calculated by 

a bandwidth.  The bandwidth is defined as the 
frequency range where the return loss is less than -
10 dB at 75 Ω system.  The fitness value is defined 
by the following equation: 

( )min , 0.1L H H Lfitness value F F F F= + − ,   (1) 

,L c lowest H highest cF f f F f f= − = −  
where flowest and fhighest is the lowest and highest 
frequency of calculated frequency band, 
respectively.  fc is defined as the center frequency 
590 MHz of the frequency band of the digital 
terrestrial television broadcasting in Japan.  If FL or 
FH becomes less than zero, then it is set to be zero.  
If the calculated frequency band differs from the 
broadcasting frequency band, FL differs from FH.  
Then, the first term of equation (1) takes the smaller 
value of FL and FH. The fitness value is increased in 
the updating step.  Therefore, the lower value of FL 
and FH becomes large.  This means that the center 
frequency of the calculation frequency band 
approaches to fc in the optimization process.  The 
second term of equation (1) accelerates the 
extending of the return loss bandwidth.  In this 
paper, the coefficient of the second term is fixed as 
0.1 based on our experience. 

C. Initialization 
Each particle begins at its own random 

location with a velocity that is random both in its 
direction and magnitude.  Initial position in each 
dimension is given in the following equation: 

( ) ( )randn n n nx Xmax Xmin Xmin= ∗ − + ,    (2) 

where xn is the particle’s coordinate in the n-th 
dimension.  The random number function rand ( ) 
returns a number between 0.0 and 1.0. 

In this paper, the absolute value of velocities of 
each particle is limited to 10% of the analytical 
range in each dimension.  Vmaxn shows the 
maximum limit of the absolute value of velocities.  
Vmaxn is defined as 

( )0.1n n nVmax Xmax Xmin= ∗ − .            (3) 

The initial velocity defined as 

( ){ }2 rand 1n nv Vmax= ∗ − ∗ ,             (4) 

where vn is the velocity of the particle in the n-th 
dimension.  vn takes an arbitrary value from -
Vmaxn to Vmaxn.  
 
D. Iterations 

The following procedures are iterated. 
 

1) Evaluate the particle’s fitness: 
The fitness value is computed by the 

coordinate of each particle.  In the numerical 
analysis of antenna characteristics, the 
electromagnetic simulator WIPL-D based on the 
method of moment is used. The coordinate and the 
velocity of each particle are calculated by the 
program written in FORTRAN.  This program 
generates an input file of WIPL-D and executes 
the solver of WIPL-D.  In addition, this program 
demands the return loss from the input impedance 
value that WIPL-D output.  The antenna 
characteristics and the return loss are calculated at 
every 5 MHz from 450 MHz to 1 GHz.  The larger 
frequency increment is preferable from the 
standpoint of the computation time.  However, the 
input impedance characteristics rapidly vary as 
shown in Fig. 4.  Therefore, the frequency 
increment of 5 MHz is chosen. 

 
2) Compare to pbest, gbest: 

pbest is the location in parameter space of the 
best fitness returned for a specific particle.  gbest 
is the location in parameter space of the best 
fitness returned for the entire swarm.  If the fitness 
value resulting from a change in coordinate of a 
particle is larger than the fitness value at pbest of 
each particle, pbest is changed by that coordinate.  
In the first iteration, each pbest is defined as the 
initial state of each particle. 

If the fitness value resulting from a change in 
coordinate of each particle is larger than the fitness 
value at gbest, gbest is changed by that coordinate.  
In the first iteration, gbest is defined as the 
coordinate of the particle with best fitness. 
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3) Update the particle’s velocity: 
For the next iteration, the velocity of the 

particle is changed according to the relative 
locations of pbest and gbest.  It is accelerated in 
the directions of these locations of greatest fitness 
according to the following equation: 

( ) ( )
( ) ( )

1

2

* rand

rand .
n n n n

n n

v w v c pbest x

c gbest x

= * + × −

+ * × −       (5) 

The new velocity is simply the old velocity scaled 
by w and increased in the direction of gbest and 
pbest for that particular dimension.  c1 and c2 are 
scaling factors.  In this paper, w=0.729, 
c1=c2=1.494 [10].  If the absolute value of vn is 
greater than Vmaxn, vn is assumed to be Vmaxn or -
Vmaxn. 

4) Move the particle: 
For the next iteration, new coordinate xn is 

calculated for each dimension according the 
following equation: 

.n n nx x v t= + ∗∆                         (6) 

In this paper, ∆t is assumed to be 1. 
 
5) Boundary conditions: 

In this paper, as for the boundary condition to 
limit the coordinate of each particle in solution 
space, the absorbing wall is adopted.  That is, if 
new calculated coordinate xn is less than Xminn, xn 
is replaced as Xminn.  If xn is greater than Xmaxn, 
xn is replaced as Xmaxn.  In either case, vn is set to 
zero.  

IV. RESULTS AND DISCUSSION 
Table 1 shows the comparison of the fitness 

value for the different number of population.  The 
number of trial is 10.  gFIT indicates the best 
fitness at the number of iteration IX.  If the return 
loss bandwidth is satisfied at the whole 
broadcasting frequency band (240 MHz), IX 
indicates the number of iteration when the return 
loss bandwidth of 240 MHz is obtained at the first 
time.    As the number of population is increased, 
the good results satisfying the return loss 
bandwidth are slightly increased.  Therefore, from 
the standpoint of computation time, the number of 
population is fixed to 50 in the optimization in the 
subsequent sections.  

Based on the above-mentioned algorithm, the 
antenna parameters with the bandwidth of 240 
MHz and more are obtained.  The number of 
unknowns on WIPL-D is 25.  The average 
computation time for the population of 50 and the 
iteration of 50 is about 6 hours 40 minutes by 
using PC with AMD TurionTM 64 processor driven 
at 2 GHz.   

Figure 2 shows the example of the convergence 
of fitness value in the case of population of 50 and 
the number of maximum iteration is 50.  In this 
trial, the fitness value which satisfies the return 

  
Table 1: Fitness value for different number of 
population   

50 60 70 80

IX gFIT IX gFIT IX gFIT IX gFIT

1 37 115.0 29 116.5 29 111.0 20 120.0

2 38 120.0 37 120.5 47 120.0 30 120.0

3 33 120.0 45 120.0 26 116.0 21 121.0

4 49 105.0 46 116.5 32 120.0 40 115.0

5 23 120.0 44 120.5 49 121.5 22 115.0

6 36 110.0 47 86.0 49 120.5 44 115.0

7 42 110.5 34 105.0 36 116.0 18 120.0

8 45 120.0 29 120.5 42 95.5 11 120.0

9 33 105.5 38 115.0 18 120.0 47 115.5

10 37 66.0 47 115.5 35 116.5 46 116.0  
 
 
 
  
 
 
 
 
 
 
 
 
 
Fig. 2. Convergence of fitness value. 
 
loss bandwidth of 240 MHz is obtained at the 
number of iteration of 25. 

Figure 3 shows the distribution of Dy as the 
function of Dz, and Ry as the function of Rz from 
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the obtained antenna parameters.  The distribution 
of Ry can be divided to the following five groups:  

Group A:  Rz<-85, Ry<347.5,  
Group B: -84<Rz<-80, 365<Ry<385,  
Group C: Rz>-79.2, Ry<382.5,  
Group D: Rz<-91.5, Ry>385,  
Group E: Rz>-77.6, Ry>400. 
In each group, the typical antenna parameters 

are choosing from the solution in the dense portion 
in the figure of Rz – Ry.  Figures 4 and 5 show the 
input impedance and the return loss characteristics 
of the antenna of each group, respectively.  Figure 
6 shows the directivities of antennas of all groups.  
The directivity of the antenna in Group A becomes 
higher at the lower frequencies.  The parameters of 
antenna in Group A are as follows; Dz = 74.0 mm, 
Dy = 185.9 mm, Rz = -92.7 mm, Ry = 325.0 mm, h 
= 30.6 mm, L = 121.4 mm, L1 = 25.9 mm, pxp = 
pxm = 12.9 mm, pym = 31.6 mm, pyp = 214.8 mm.  
The element No. 3 is located for extending the 
return loss bandwidth at lower frequencies.  The 
average value of the length of the element No. 3 is 
325.5 mm in the Group A, as shown in Figure 3.  
This length is almost a half wave length at the 
lowest frequency.  Therefore, the directivity of the 
Group A is improved at lower frequencies.   
Figure 7 shows the distribution of Dy as the 
function of Dz, and Ry as the function of Rz in 
Group A.  Four sample data are shown in these 
figures.  Figures 8 and 9 show the input impedance 
and return loss characteristics of four sample 
antennas, respectively.  Figure 9 shows the 
directivity of these antennas.  The directivity of 
these antennas are almost the same.   

Figures 10 and 11 show the electric field 
radiation patterns of the antenna of Group A in xz-
plane and yz-plane, respectively.  Figure 12 shows 
the comparison of the return loss and the 
directivity characteristics for the initial design [8] 
and the optimized solution (Group A).   

Figure 13 shows the photograph of fabricated 
antenna.  The inverted L element is fabricated by 
the semi rigid coaxial cable with the characteristic 
impedance of 50 Ω.  The coaxial cable is extended 
from the base point of antenna to the backward of 
parallel wires.  The antenna is fixed by the 
expanded polystyrene.  In order to measure the 
input impedance at the feed point not the return 
loss, the length of coaxial cable has to be 
compensated.  Since this compensation is not so 
easy, the return loss is measured by the vector 

network analyzer with the characteristic 
impedance of 50 Ω.  Figure 14 shows the 
comparison of measured and calculated return loss 
characteristics normalized by 50 Ω.  Since the 
width of parallel wires (pxm + pxp) is narrower 
than the wavelength, the leakage current may flow 
on the surface of semi rigid cable.  This may cause 
the discrepancy between calculated and measured 
data at the lower frequencies.   

 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a) Dz-Dy 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

(b) Rz-Ry 
 
Fig. 3. Distribution of optimized results. 

 
V. CONCLUSION 

As the reception antenna of the terrestrial 
digital television, three element array antenna has 
been proposed and its structure has been optimized 
by applying PSO algorithm.  The unbalanced fed 
ultra low profile inverted L antenna on three 
parallel wires is used as the driven element of 
proposed antenna.  In the case of antenna size of 
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170 mm by 325 mm by 29 mm, the return loss 
bandwidth of 240 MHz and the directivity of 5.44 
dBi to 7.19 dBi are obtained. 

 
 
  
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Input impedance characteristics. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Return loss characteristics. 
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Fig. 6. Directivity characteristics. 
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(b) Rz-Ry 
Fig. 7. Distribution of optimized results. 
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Fig. 8. Return loss characteristics. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Directivity characteristics. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

(a) 470 MHz                     (b) 550 MHz 
 
 
 
 
 
 
 
 

(c) 630 MHz                     (d) 710 MHz 
Fig. 10. Electric field radiation patterns in xz-plane. 
Dz = 74.0 mm, Dy = 185.9 mm, Rz = -92.7 mm, 
Ry = 325.0 mm, h = 30.6 mm, L = 121.4 mm, L1 = 
25.9 mm, pxp = pxm = 12.9 mm, pym = 31.6 mm, 
pyp = 214.8 mm. 
 

 
 
 
 
 
 
 
 
 

(a) 470 MHz                     (b) 550 MHz 
 
 
 
 
 
 
 
 
 

(c) 630 MHz                     (d) 710 MHz 
Fig. 11. Electric field radiation patterns in yz-plane. 
Dz = 74.0 mm, Dy = 185.9 mm, Rz = -92.7 mm, 
Ry = 325.0 mm, h = 30.6 mm, L = 121.4 mm, L1 = 
25.9 mm, pxp = pxm = 12.9 mm, pym = 31.6 mm, 
pyp = 214.8 mm. 
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Fig. 12. Comparison of input impedance                      
characteristics for initial design and optimized 
solution. 
Dz = 74.0 mm, Dy = 185.9 mm, Rz = -92.7 mm, 
Ry = 325.0 mm, h = 30.6 mm, L = 121.4 mm, L1 = 
25.9 mm, pxp = pxm = 12.9 mm, pym = 31.6 mm, 
pyp = 214.8 mm. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 13. Photograph of fabricated antenna. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 14. Return loss characteristics normalized by 
50 Ω. 
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Abstract ─ In this paper, an optimum design is 
presented for substrate integrated waveguide 
(SIW) longitudinal slot array antennas based on 
the method of least squares (MLS). Elliott’s design 
procedure for dielectric filled waveguides is 
considered, taking into account the internal and 
external mutual couplings. The MLS error 
function is a multi-term function based on design 
goals, including specified radiation patterns and 
matching of the input impedance. We use the 
hybrid method of genetic algorithm-conjugate 
gradient for the error function minimization. This 
approach is very effective because of combining 
the “pattern synthesis” with “impedance 
matching” and “calculation of array parameters”. 
This procedure increases the speed of design as 
well as synthesizing patterns with specified 
characteristics. The MLS design results and those 
obtained by HFSS and CST simulation software 
are in good agreement and verify the accuracy of 
the proposed method. 
  
Index Terms ─ MLS, optimization, slot array, and 
SIW.  
 

I. INTRODUCTION 
Waveguide slot array antennas have many 

applications in communication and radar systems 
[1-2], due to their significant advantages such as: 
high efficiency, high gain, mechanical strength, 
and the absence of spurious radiations from the 
feed system. The most common configuration for 
slot array antennas is the longitudinal slots due to 
low cross polarized levels. Using Elliott’s design 

procedure [3-5], a slot array can be accurately 
synthesised. 

SIW is a new structure proposed to replace the 
conventional rectangular waveguide [6-10]. 
Having the benefits of rectangular waveguides, 
SIWs are easily fabricated, have lower cost, 
smaller size, lower weight, and are easier 
integrated with other planar circuits. As a result, 
SIW is a good structure for microwave and 
millimeter-wave applications. 

Using the equivalent waveguide for SIW, one 
can use Elliott’s design procedure to design the 
SIW longitudinal slot array antennas. SIWs have 
considerably lower height than common 
rectangular waveguides. Thus, the internal mutual 
coupling of higher order modes is significant. 
Consequently, it is suitable to use the design 
formulas of [5], which account for the three 
sources forming the field of slots, namely: incident 
field (TE10), external, and internal coupling. 

This paper presents an optimum method for 
the design of SIW longitudinal slot array antennas, 
based on the method of least squares (MLS). An 
error function is formulated consisting of three 
terms, namely those for the design equations, input 
impedance matching, and pattern synthesis. The 
error function is then minimized with respect to 
the design parameters (namely slot lengths, 
offsets, and excitation) using the hybrid method of 
genetic algorithm and conjugate gradient method. 
 

II. DESIGN PROCEDURE 
 

A. SIW design 
First, the SIW should be designed for the 

desired operating frequency. The structure is 
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shown in Fig. 1 where d is the diameter of metallic 
vias, p is the distance between them, h is the 
height and aSIW is the width of SIW. There is a 
region in the plane of d-p where the SIW is 
equivalent to a metallic rectangular waveguide and 
has similar guiding characteristics [7]. 

 

 
 
 
Fig. 1. SIW structure. 
 

This region has the following properties: 
1- It does not present any band-gap in its 

operating bandwidth (p <0.25 λc).  
2- It has negligible leakage loss (p≤2d).  
3- It is physically realizable (p>d).  
where, λc is the cutoff wavelength of the TE10 
mode. An accurate empirical formula has been 
proposed in [8, equation 21], which gives an error 
of less than 1% for the condition p>1.2d. 
Consequently, the region can be defined as: 
                         cp λ25.0< .                               (1)              
                         dpd 22.1 ≤< .                         (2)                                                                                                                                                               

The operating frequency is set between the 
cutoff frequency of TE10 and TE20 modes by 
choosing the correct width for the SIW (aSIW). 
This, results in a single mode waveguide (only 
TE10). 

 
B. Calculation of the isolated slot admittance  

The isolated admittance of a slot (Y/G0) can be 
obtained by different methods such as: direct 
measurements, analytical calculations or computer 
aided simulations. We have used a finite-element 
commercial software (HFSS) due to its simplicity 
and lower cost. 

The simulation model is shown in Fig. 2 in 
which the admittance matrix at the test port and 
the center of slot are equivalent. Having done the 
simulation, one could plot the parametric curves of 
Y/G0 with respect to the slot length (2l) and offset 
(x); and then obtain a closed form function for the 
normalized admittance of the isolated slot. The 

admittance characteristics exhibit stronger 
dependency on the slot parameters in the SIW with 
much thinner height [10]. Consequently, to 
achieve high accuracy in curve fitting, polynomial 
functions with steps 0.1mm for 2l are used. The 
closed forms of real and imaginary parts of Y/G0 
are: 
           )()2)(()/( 010 xrlxrGY real += ,                                                                                                                      
            01

2
2)( iiii txtxtxr ++=  ,   1,0=i .                (3)                                                                                                           

          )()2)(()/( 010 xilxiGY imag += , 

           01
2

2)( jjji uxuxuxi ++=  , 1,0=i .                (4)                                                                                                                                               
For example, at the frequency of f=10GHz 

according to the SIW design rules mentioned in 
the previous section, the following parameters are 
considered: d=0.5mm, p=0.9mm, aSIW=15.4mm, 
εr=2.2 and h=1.5mm. The metallic sheet thickness 
is 0.1 mm and the slot width is 0.5 mm. The 
resulted curves are shown in Fig. 3. 
 

 
 
Fig.  2. The simulation model used to calculate the Y/G0 
 

 
Fig. 3. Normalized admittance of an isolated slot with 
steps 0.1mm for offset. 
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C. The error function 
The total error function is formulated 

according to the design goals, consisting of three 
terms, namely one for the two design equations, 
one for the impedance matching and the third for 
the pattern synthesis. Then:  
       synthesismatchinputequdesigntotal εεεε ++= __ .   (5)                                                                                                              

 
1. The error function for design equation 

Design equations for a linear array of slots 
with standing-wave excitation is presented in [5]. 
The error function for design equations is: 
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where, W1 is the weighting function. Definitions 
of all other symbols are found in [5]. This equation 
is obtained by setting the two fundamental design 
equations equal, and dividing the terms 
corresponding to the mn’th slot by the ij’th slot in 
the array.  
 

2. The error function for impedance 
matching 

Since slot spacings are half a wavelength, the 
input admittance of the equivalent transmission 
line model is written as the sum of all the active 
admittances of slots: 

              012
1 1

2

0

j
Q
f

G
YY

N

n

N

n n

n
a

n
in +===∑ ∑

= =

.         (7)                                                                                                                     

So we can write this part of the error function 
as follows: 
             imagrealmatchinput εεε +=_    

               
2

3
2

2 )Im(1)Re( inin YWYW +−= .      (8) 
                                                                                                

3. The error function for pattern synthesis 
The pattern of the linear array (including the 

element factor due to slot):  
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where, k0=2π/λ0 and sn(θ) is the element factor of 
n’th slot is derived by making the slot equivalent 
to a dipole of length 2ln:   
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The error function of pattern synthesis is 
written as: 

           
2

4 )()( θθε specsynthesis SSW −= ,           (11)                                                                                                                  
where, Sspec(θ) is the specified pattern with desired 
characteristic such as sidelobe level, gain and 
beamwidth.  
 

4. Minimization technique of the error 
function 

The MLS error function of the slot array 
design is a very complex multi-variable function.   
Finding optimum solutions is a challenging 
problem due to the presence of many extrema. 
Global optimization (GO) methods such as genetic 
algorithm (GA) or local optimization (LO) 
methods such as conjugate gradient (CG) cannot 
be used solely since: 1. GO methods may require 
long processing time, since they iteratively evolve 
toward the exact solution by means of 
probabilistic rules. They also devote more effort to 
search for the global optimum region instead of 
finding the precise position of the local optimum. 
2. LO methods are in general very fast, but they 
may not be well-suited to this work because they 
are unable to escape from local minima in a multi-
extrema problem. Therefore, the high accuracy 
and fast speed is the direct result of hybridization 
of global and local optimizers. 

 We have used the hybrid GA-CG method in 
the current work. This algorithm is developed 
using MATLAB optimization functions. The 
optimization starts with the GA optimizer with a 
rough initial value and continues for several 
iterations. The population size used for the GA 
optimization is 60, the type of cross over function 
is “Scattered”, the mutation function is “Adaptive 
feasible” and the number of generations is usually 
selected between 10-30. The results obtained by 
the GA optimizer are used as suitable initial values 
for the CG optimizer which is sensitive to the 
starting point. The number of iterations which 
provides the optimum result is usually 200-300. 

Constraints applied to the design parameter 
(length and offset of slots) are originated from 
physical limitations (waveguide dimensions) and 
radiation characteristics (resonance length of slot). 
The values of lengths are constrained to the range 
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of (10 to 14mm) and offsets constrained to the 
range of (0.2 to 1.5mm). 

The computation time for the two examples 
given in this paper is in the order of a few minutes, 
while optimization of same examples using 
optimizers in full-wave simulation softwares such 
as Ansoft HFSS takes several days. It should also 
be mentioned that achieving all of the design goals 
(array pattern synthesis and input matching) is a 
cumbersome task in full-wave simulation 
software. 
 

III. RESULTS 
For verification purpose, two SIW linear array 

antennas at the frequency of f=10GHz are 
designed. SIW structure parameters and the 
normalized admittance of the isolated slot are 
given in section II. Width of the equivalent 
waveguide for the SIW is obtained 15.0536mm. 

First array is considered with seven slots and it 
is aimed to give a SLL of -20dB. This is done by 
setting an upper and lower limit for the side lobes 
at specific angles θ, so that the pattern stays within 
these limits. Consequently, the error function for 
the pattern synthesis is:  
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where, hm
upper and hm

lower are the upper and lower 
limits of SLL of the desired pattern, respectively 
and θm denotes an angle between 0 to 180 degree. 
Applying the Method of Least Squares to the 
mentioned array, results in S11= -11dB at 
f=10GHz. Comparing the results obtained by the 
MLS with full-wave simulations for several 
examples of linear slot array, shows that setting 
the desired input admittance as Yin=0.7+j0.3 
(instead of ideal value of Yin=1+j0) in the error 
function, results in better impedance matching.  
The need for such an adjustment in MLS design 
goal is mainly due to two factors; the 
approximations in the Elliott’s design formulas 
(low height of waveguide) and in making the SIW 
equivalent to a conventional metallic waveguide. 
It should be noted that the value of Yin stated 
above, is suitable for the design of almost every 
antenna array of this type. The obtained slots 
parameters (Fig. 4) are shown in Table 1. 

Comparing the results obtained by MLS with 
those from HFSS and CST simulation (Fig. 5) 
shows a good agreement. 

 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 4. Slot parameters. 
 

Second array is considered with fourteen 
elements to achieve a high gain. It is known that 
Dolph-Chebyshev’s method for pattern synthesis, 
provides a minimum beamwidth for a given 
sidelobe level, making it a suitable candidate for 
directive beam pattern design. Therefore, the error 
function for pattern synthesis is: 
             )()(4 θθε dolphsynthesis SSW −= ,          (13)                                                                                                                              
where, Sdolph is Dolph-Chebyshev’s pattern. In this 
example, the element factor is not included in the 
error function of pattern synthesis to simplify the 
optimization procedure. However it is considered 
in the final MLS pattern. The obtained slots 
parameters from MLS are shown in Table 2 and 
the results are shown in Fig. 6. A good agreement 
is seen between MLS and the simulation results. 
 
Table 1: MLS results 

Seven Elements Linear Array 
ss

n VV 1/  2 n  nx  n  ss
n VV 1/  2 n  

nx  n  

1. 683 11.203 0.823 5 1.000 11.070 0.581 1 
1.276 11.042 0.752 6 1.276 11.042 0.752 2 
1.000 11.070 0.581 7 1.683 11.203 0.823 3 

 1.836 11.226 0.879 4 
 

 

2ln 

xn 

λg/2 
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(a) 

 
(b) 

Fig. 5. A seven element linear array, (a) H-plane 
pattern, (b) S11 (dB). 

 
Table 2: MLS results 

Fourteen Elements Linear Array 
ss

n VV 1/  2 n  nx  n  ss
n VV 1/  2 n  

nx  n  

0.686 11.068 0.611 8 1.000 11.359 0.475 1 
0.661 11.055 0.609 9 0.440 10.794 0.664 2 
0.630 11.049 0.592 10 0.509 11.000 0.555 3 
0.570 11.018 0.586 11 0.582 11.028 0.585 4 
0.513 11.006 0.552 12 0.626 11.044 0.594 5 
0.435 10.786 0.666 13 0.669 11.062 0.608 6 
1.000 11.360 0.474 14 0.682 11.064 0.613 7 

 

 
(a) 

 
(b) 

Fig. 6. A fourteen element linear array, (a) H-plane 
pattern, (b) S11 (dB). 

 
VI. CONCLUSION 

A very effective method is presented for the 
design of SIW slot array antennas. The proposed 
method has been applied to the design of seven 
and fourteen slot array antennas with specified 
radiation patterns. The good agreement between 
the MLS design results and those are obtained by 
HFSS and CST simulation software verifies the 
accuracy of the proposed method. The hybrid 
optimization method of GA-CG has the advantage 
of giving results in a very short computation time. 
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Abstract ─ To evaluate the overall anechoic 
chamber performance it is necessary to determine 
reflectivity of the absorbers. As manufacturer 
specifications usually give only information about 
frequency dependent reflection coefficient at 
normal incidence of EM waves, a time-consuming 
electromagnetic analysis is necessary to calculate 
the reflection coefficient at off-normal incident 
angles. In this paper, an efficient alternative 
approach to obtain the reflection coefficient at off-
normal incidence is proposed. It is based on 
artificial neural networks trained to model the 
absorber reflectivity dependence on the frequency 
and incident angle of horizontally and vertically 
polarized electromagnetic waves. The model has 
been developed for pyramidal absorbers at low 
microwave frequencies (0.4 GHz–1 GHz). 
 
Index Terms ─ Artificial neural networks, 
incident angle, microwave pyramidal absorber, 
reflectivity. 

 
I. INTRODUCTION 

The internal appearance of a radio frequency 
(RF) anechoic chamber, where measurements of 
antenna radiation patterns, electromagnetic 
compatibility (EMC) and radar cross section 
(RCS) are performed, is covered with a radiation 
absorber material (RAM). In an anechoic chamber, 
the transmitter is located at one end of the 
chamber and the receiver is located at the opposite 
end, called quite zone or test region. Generally, 
electromagnetic waves in the chamber propagate 
in all directions. Reflections from the walls, floor 
and ceiling affect the complex wave front at the 
receiver. The total electromagnetic field in this 

region is equal to the sum of the direct and 
reflected EM waves between the source of EM 
energy and the device under test. The RAM is 
specifically designed and shaped to absorb the 
incident RF radiation in the test region to avoid 
measurement errors. Various parameters that 
affect performance of a microwave absorber 
include shape, volume, dimensions, and material 
properties. Research in the field of radiation 
absorber material has been mostly focused on the 
development of absorbers with good performance 
in term of reflection at normal incidence of EM 
waves, reduced scattering in broad range of 
incident angles, greater bandwidth and reduced 
thickness [1-4]. The final objectives of such 
research have been to provide cost savings in the 
process of the construction of an anechoic 
chamber, and to improve its overall performance. 

In the manufacturer specifications of a 
microwave pyramidal absorber, the most 
commonly used type of microwave absorbers, 
information about frequency dependent reflection 
coefficient at normal incidence of EM waves can 
be found. Absorber characteristics when incident 
angles deviate from normal are usually unknown. 
In practice, microwave absorber should offer 
favorable properties at off-normal incidence as 
well. Since these data are not available due to 
practical limitations of the test fixtures to measure 
the RF absorber reflectivity, simulations 
employing EM solvers are successfully used to 
determine the absorber performance [1-2]. A 
potential disadvantage of EM simulations is that 
they are computationally intensive for large 
structures such as a microwave pyramidal absorber 
used at frequencies below 1 GHz. Besides EM 
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models, a number of numerical models are 
developed to optimize absorber dimensions and 
material parameters [3, 5-11].  

In this work, we suggest an application of 
artificial neural networks (ANNs) in the evaluation 
of microwave pyramidal absorber performance. 
ANNs are very convenient as a modeling tool 
since they have the ability to learn from the 
presented data, and therefore, they are especially 
useful for problems not fully mathematically 
described. In other words, ANNs are able to map 
dependence between two datasets. The learning 
process is an optimization procedure through 
which parameters of the ANN are optimized in 
order to have the ANN outputs as close as possible 
to the desired target values. Compared to standard 
data fitting/interpolation technique, e.g. 
polynomial interpolation, ANNs have greater 
capability of fitting a nonlinear and complex 
dependency, especially in the cases where 
increasing the order of the used polynomials does 
not change fitting accuracy. Owing to the 
mentioned advantages ANNs have been efficiently 
applied in a wide range of modeling problems. 
There are many publications reporting the results 
of applications of the neural networks in the 
microwave area, referring to both passive and 
active microwave devices and circuits [13-21]. 
The idea presented in this paper is to replace 
cumbersome EM calculations requested for 
determining the reflectivity by an efficient neural 
model, i.e. to train an ANN to model reflectivity of 
an absorber against polarization, frequency, and 
incident angle. As it is shown in the paper, the 
developed ANN models are able to give accurate 
results providing significant time savings. The 
paper is organized as follows. In Sections II and 
III, the theoretical background on microwave 
absorbers as well as on artificial neural networks is 
given. The proposed approach is described in 
Section IV, followed by the numerical results 
given in Section V. The last section contains the 
concluding remarks. 

 
II. MICROWAVE PYRAMIDAL 

ABSORBERS 
Depending on the electromagnetic absorbing 

mechanism, dielectric and magnetic absorbers are 
commonly used for lining the internal appearance 
of the anechoic chamber. Hybrid absorbers, that 

combine both the magnetic and dielectric 
absorbers, can also be found in some anechoic 
chambers. 

Dielectric absorbers are usually made of 
carbon impregnated polyurethane foam. Generally, 
the primary loss mechanism is the conversion of 
RF energy into heat, although most radiation 
absorber materials do not get very warm when 
they are illuminated by EM waves [4]. 
Performance of dielectric absorbers is a function 
of frequency-dependent electrical characteristics 
of the material such as relative permittivity ( rε ) 
and loss tangent (tan δ). In reality, losses in the 
dielectric are directly determined by the 
concentration of carbon particles in the material. 
Microwave absorbers using dielectric losses are 
electrically conductive in most cases. Dielectric 
absorbers are usually shaped into pyramids and 
wedges [1-11]. A number of such elements are 
fastened to the square base made of the same 
absorbing material. Elements are typically 
bounded to the metallic surfaces of the internal 
chamber walls, mostly by the adhesive glue of low 
relative dielectric constant.  

The cross-section of a pyramidal absorber 
linearly increases towards the chamber wall 
having a function of impedance transformer. The 
propagation of an EM wave with normal incidence 
to the wall can be modeled as propagation across 
an equivalent transmission line of characteristic 
impedance of 377 Ω (free-space impedance). In 
order to achieve the optimal matching condition, 
the transmission line is loaded with the same 
impedance (metal wall covered by the absorber).  

 

The reflectivity behavior versus frequency 
depends on the height of a particular pyramid, 
with larger pieces giving better absorption 
performance at lower frequencies. Consequently, 
the selection of pyramidal absorber for lining the 
internal appearance of the anechoic chamber 
varies depending on the lowest operating 
frequency. For specific applications like EMC 
measurements, or applications with weight 
restrictions, pyramidal absorbers employing high 
pyramids are required [6-7]. Generally, a 
pyramidal absorber has good performance in 
attenuating the reflections of electromagnetic 
waves when the height of pyramids is greater than 
the wavelength of EM waves. When an EM wave 
illuminates the absorber surface, it can be 
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reflected, scattered at pyramid tips, or absorbed. 
At the lower frequencies, when the pyramids 
height becomes smaller compared to the 
wavelength of EM waves, performance of the 
pyramidal absorber rapidly deteriorates. Since the 
absorber dissipates only a part of the incident EM 
wave energy, reflections from metal walls are 
significantly higher than the absorption and 
scattering at pyramid tips.  

If the geometry of an anechoic chamber is 
designed in such a way that the EM wave from the 
transmitter reaches the receiver after several 
reflections from the walls, floor and ceiling, the 
EM wave is attenuated enough, and does not affect 
the measurement accuracy.  

To determine the reflection coefficient of a 
microwave pyramidal absorber sample using a 3D 
EM solver, in the first step, the radar cross section 
(RCS) of reference metallic reflector must be 
calculated. The RCS is a far field parameter that 
determines the scattering properties of a specific 
target. It represents a complex parameter 
depending on the incident wave, i.e. depending on 
the polarization, propagation angle, operation 
frequency of the incident wave and the target itself 
(geometry, material characteristics). A perfect 
electric rectangular conductor has theoretical RCS 
value that can be expressed as a function of the 
operating frequency as follows 

,4
2

22

λ
πσ WL=                          (1) 

where σ is radar cross section (m²), L is the length 
of metal reflector (m), W is the width of metal 
reflector (m), λ is the wavelength of the 
electromagnetic wave (m). Normalized value in 
dB can be written as 

,log10
2 












=

λ
σRCS                      (2)                                

and represents a reference value when the 
reflection of the pyramidal absorber is determined. 
After the RCS of a metallic reflector is obtained, a 
microwave absorber in the form of an array of 
pyramids is placed on the metal surface. RCS of 
the structure is then calculated. The reflection 
coefficient of the pyramidal absorber is 
determined as the difference between the RCS 
values of metallic reference and pyramidal 
absorber sample. In the case of normal incidence 
of the EM wave on the absorber surface, the RCS 

is calculated in the same direction, normal to the 
plane in which the metallic reflector is placed. 
However, if the incident angle of EM wave is off-
normal (e.g. θ), the RCS is taken from the 
direction –θ [2].  
 
III. ARTIFICIAL NEURAL NETWORKS 

For the purpose of developing a neural model 
of a microwave pyramidal absorber standard 
multilayer ANNs can be exploited. A multilayer 
perceptron (MLP) neural network is shown in Fig. 
1 [13]. An MLP ANN is built up of a number of 
elementary processing units, called neurons, which 
is organized into layers (an input layer, an output 
layer as well as several hidden layers). Every 
neuron in each layer is connected to all neurons 
from the adjacent layer but no connections are 
permitted between the neurons belonging to the 
same layer. Each neuron is characterized by an 
activation function and its bias, and each 
connection between two neurons by a weight 
factor. 

 

 
 
Fig. 1. Multilayer perceptron neural network. 

 
Input signals propagate gradually from the 

input layer through the hidden layers up to the 
output layer. The output of the l-th layer can be 
written as 

),( 1 llLl BYWFY += −                 (3)              

where lY  and 1−lY  are outputs of l-th and (l-1)-th 
layer, respectively, lW is a weight matrix between 
(l-1)-th and l-th layer and lB  is a bias matrix 
between (l-1)-th and l-th layer. Function F is the 
activation function of each neuron and, it is linear 
for input and output layer and sigmoid (tan-sig in 
the particular case) for hidden layers [13]. With 
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one or two hidden layers, ANNs can approximate 
virtually any input-output mapping. 

A neural network is trained to learn 
relationship between sets of input-output data that 
are characteristics of the structure under 
consideration. The most known training procedure 
is the back propagation algorithm and its 
modifications such as quasy-Newton or 
Levenberg-Marquardt algorithms [13]. The back 
propagation algorithm can be described shortly as 
follows: after the input vectors are presented to the 
input neurons, the output vectors are computed. 
These output vectors are then compared with 
desired values and errors are determined. Error 
derivatives are then calculated and summed up for 
each weight and bias until whole training set has 
been presented to the network. The error 
derivatives are used to update the weights and 
biases for neurons in the model. The training 
process continues until errors are lower than the 
prescribed values or until the maximum number of 
epochs (epoch - the whole training set processing) 
is reached. Once trained, the network provides fast 
response for different input vectors, even for those 
not included in the training set (generalization 
capability, which is the most important feature of 
ANNs).  

Having in mind that the most sensitive region 
of the typical neuron transfer functions is in the 
narrow range ([-1, 1] in the case of the tan-sigmoid 
function), to avoid saturation of neurons the input 
and output data are scaled from the original range 
to the normalized range [-1, 1]. Therefore the 
ANN response is normalized and has to be de-
normalized to obtain the final output values. 
Normalization and de-normalization are done as 
described in [13]. 

To determine accuracy of an ANN model, 
average test error (ATE [%]), worst-case error 
(WCE [%]), and correlation coefficient, r, between 
the reference and the data simulated by the ANN 
are calculated, [13].  

The Pearson product-moment correlation 
coefficient r is defined by: 

( )( )
( ) ( )∑ ∑
∑

−−

−−
=

22

iiii

iiii

yyxx

yyxx
r ,            (4)                        

where ix  represents the reference value, iy is the 

ANN computed value, x is the reference sample 

mean, and y  is the ANN sample mean. The 
correlation coefficient is an indicator how the 
modeled values match the reference ones. If a 
correlation coefficient is close to one that means 
that MLP ANN has an excellent predictive ability, 
whereas a coefficient close to zero indicates poor 
performance of the network. 

Since computing of the trained ANN response 
can be done practically instantaneously due to 
performing only basic mathematical operations 
and calculating elementary functions, neural 
models are much faster than the computatively 
intensive and time-consuming EM models. This 
ability qualifies them as very suitable to be applied 
in the area of modeling of different EM structures, 
as it is shown in this paper for the case of the 
microwave absorbers modeling. 

 
IV. PROPOSED MODEL 

As mentioned in Section II, determination of 
the reflectivity of microwave pyramidal absorbers 
in 3D EM solvers takes a lot of time. In order to 
make the time needed for the reflectivity 
calculation shorter, here a microwave pyramidal 
absorber model based on ANNs is proposed.  

 It consists of two ANNs trained to model 
dependence of the absorber reflection coefficient 
on the frequency and incident angle of the 
horizontally and vertically polarized EM wave 
illuminating the absorber. According to this, each 
ANN has two neurons in the input layer 
corresponding to the frequency and the incident 
angle and only one neuron in the output layer 
corresponding to the reflectivity of the modeled 
absorber at the desired polarization, Fig. 2. 

 

 
 
Fig. 2. Proposed ANN model. 
 

The data used to train the ANN are values of 
the reflection coefficient obtained in a 3D EM 
solver for certain number of input combinations. 
Since the number of hidden neurons cannot be a 
priori known, it should be determined during the 
training process. Namely, ANNs with a different 
number of hidden neurons are trained and 
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compared, and according to the test statistics, the 
best structure for the considered case is found. 
After the completed training and evaluation, the 
trained ANN can be used for fast calculating the 
reflectivity of the modeled absorber without using 
a 3D EM solver. It is important to note that 
reflectivity can be determined accurately for any 
input value belonging to the same range as the 
inputs used in the training process. 

 
V. NUMERICAL RESULTS 

The proposed model has been developed for 
an absorber sample of 6x6 pyramids aimed for use 
in an anechoic chamber at low microwave 
frequencies (0.4 GHz – 1 GHz).  

 

 
 
Fig. 3. Analyzed sample of the microwave 
pyramidal absorber (a=330 mm, b=900 mm, 
c=210 mm). 

 
It is supposed that the absorber is made of 

carbon impregnated polyurethane foam whose 
complex relative permittivity is frequency 
dependent. At the frequency of 0.4 GHz it has a 
value of 1.28 – j 0.16 which gradually decreases to 
1.1 - j 0.1 at 1 GHz [3]. The training and test data 
for ANN models are obtained using the full-wave 
electromagnetic solver WIPL-D [22]. ANNs for 
both horizontally and vertically polarized EM 
illuminating waves have been developed and 
validated independently. In both cases, the training 
data consisted of the training samples referring to 
the incidence angles from 0° to 90°, in steps of 
10°. For each angle, the absorber reflection 
coefficient has been determined by EM 
simulations in the frequency range of 0.4 GHz -  
1 GHz with a step of 0.1 GHz. Further, ANNs 
with a different number of hidden layers have been 
trained and tested. After intensive 
experimentation, it has been found that the 
following ANNs provided the best test statistics: 
for vertically polarized EM waves an ANN having 

two hidden layers with 15 neurons in each of 
them, and for horizontally polarized EM waves an 
ANN with two hidden layers having 20 neurons 
each. For the chosen ANNs, the Pearson product-
moment correlation coefficient calculated for the 
case of the simulation of the reflectivity for the 
training inputs has value of 0.9999 for verically 
polarized EM waves, and 0.9998 for horizontally 
polarized EM waves. 

To illustrate accuracy of the proposed model, 
i.e. to show how much the ANNs have learned the 
training data and how much are capable to 
generalize, in Figs. 4 and 5 there is the reflectivity 
plotted against the incidence angle. Figure 4 refers 
to the training frequencies (0.4GHz, 0.8 GHz, and 
1 GHz), whereas Fig. 5 refers to the frequency not 
used for the training (0.85 GHz).  
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Fig. 4. Reflectivity performance of the microwave 
pyramidal absorber at training frequencies 
for (a) vertically and (b) horizontally polarized 
EM waves. 
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Fig. 5. Reflectivity performance of the microwave 
pyramidal absorber at test frequency f=0.85 GHz 
for vertically polarized EM waves. 
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Fig. 6. Reflectivity performance of the microwave 
pyramidal absorber for different incident angles of 
EM waves. 

 
In addition, the reflectivity versus frequency 

for both polarizations and different incidence 
angles is plotted in Fig. 6. 

Lines represent the reflectivity simulated by 
the ANN models, whereas the symbols refer to the 
reference data obtained by the EM solver. Circles 
correspond to the training values of the incidence 
angles and triangles correspond to the values of 
the incident angle not used for the network 
training. 

A good agreement of the simulated and the 
reference values for both training and test samples 
confirm the ability of the ANN model to simulate 
accurately the absorber reflectivity for different 
inputs. As an additional illustration, in order to 

compare the reflectivity simulated by the EM 
solver with the one obtained by the ANN model, 
in Fig. 7. There are reflectivity values used for the 
training purposes calculated by the EM solver and 
the reflection coefficient simulated by the ANN 
model in steps of 0.01 GHz for the frequency, and 
1° for the incident angle. The plots confirm that 
the ANN model calculates the reflectivity with the 
same accuracy as the EM solver. 

Using the ANN model instead of the EM 
solver significant time savings can be provided. 
For example, to calculate the reflectivity for one 
input combination (one frequency point at a fixed 
incident angle) in WIPL-D, the simulation time 
 was 0.5 minutes at 0.4 GHz, and 25 minutes at  
1 GHz. Simulations were performed at a Pentium 
dual-core computer (2 GHz CPU with 4GB RAM 
memory). With further increasing of the operating 
frequency, the EM solver needs more time to 
calculate reflectivity since the structure of the 
absorber sample becomes electrically larger. On 
the other side, ANN trained to predict the 
reflectivity of the absorber can determine the 
reflectivity for a given input combination in a 
matter of second, independently of the operating 
frequency. 
 

VI. CONCLUSION 
In this paper, modeling of microwave 

pyramidal absorber utilizing artificial neural 
networks (ANNs) is reported. An ANN model has 
been developed to estimate absorber performance 
at different incident angles of electromagnetic 
waves and operating frequencies, for vertical as 
well as horizontal polarization. For model 
development, the reflectivity calculated by the EM 
solver has been used. As illustrated, the 
reflectivity calculated by the ANN model is very 
close to the reference reflectivity obtained by the 
EM solver. Once trained ANN model calculates 
the reflectivity directly, outside the EM solver, not 
by subtracting RCSs of the metallic reflector and 
the pyramidal absorber sample as it is usually done 
in 3D EM solvers, consequently saving the 
simulation time while maintaining the accuracy as 
illustrated in the presented example. 

The ANN model simulates reflectivity in a 
matter of seconds independently of the operating 
frequency, which is its advantage over the EM 
solvers where simulation time depends on the 
frequency and is order of tens of minutes.  
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Therefore, a new design methodology that is 
both accurate and fast at the same time can be an 
alternative solution to time-consuming simulations 
using full-wave electromagnetic solvers. 
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Fig. 7. Reflectivity performance of the microwave 
pyramidal absorber (a) training samples calculated 
by the full-wave EM solver (b) simulated by the 
ANN model. 
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Abstract ─ An analysis of phase variation and 
phase range of concentric split ring square element 
for broadband reflectarray antenna is presented in 
this paper. This element is the combination of a 
splitted single square and ring element whereas the 
square element is the modification of the 
conventional annular ring in which, instead of 
using annul as the hole, this new idea presents a 
square as the hole in the ring. This will modifies 
the current distribution in the element which will 
then improve the performance of the bandwidth as 
the objective of this work. The physical 
interpretation of the elements is presented and 
variety of frequency responses pattern is described 
and analysed. The design procedure and critical 
parameters consist of phase range and phase slope 
(or variation) are also discussed. The proposed 
antenna element effectively covers two frequency 
operations (13.44 GHz and 18.36 GHz) in Ku-
band range. Bandwidth broadening is achieved by 
introducing the ring square combination of 
element and the practical phase range is achieved 
through the use of RF35 (thickness = 1.524 mm) 
as the substrate. The new concept of split initiates 
to a wider bandwidth (up to 67.6%) for the 

antenna and can applied to any two frequency 
operations of Ku-band applications.  
  
Index Terms ─ Broader bandwidth, dual 
frequency, Ku-band, reflectarray antenna.  
 

I. INTRODUCTION 
Microstrip reflectarrays present an alternative 

to the conventional parabolic reflectors [1, 2]. As 
its name implies, a reflectarray antenna combines 
some of the best features of reflector and array 
antennas. In its basic form, a microstrip 
relfectarray consists of a flat array of microstrip 
patches or dipoles printed on a thin dielectric 
substrate. A feed antenna illuminates the array 
whose individual elements are designed to scatter 
the incident field with the proper phase required to 
form a planar phase surface in front of the 
aperture, as shown in Fig. 1. A large reflectarray 
antenna is made of thousands antenna elements 
printed on the flat surface and illuminated by a 
feed horn [3, 4,11].   

A plane wavefront can be obtained by 
controlling the scattering properties of each 
element. The basic design procedure entails the 
use of phase-design curves. Various approaches 
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have been proposed in the past which include the 
use of variable size patches and identical patches 
with variable size stubs for obtaining the required 
phase shift [4, 5]. 
 

 
 
Fig. 1. Geometrical view of a reflectarray antenna.  
 

The microstrip reflectarray has several 
applications due to its low-profile and small mass 
characteristic. One of the applications is that the 
flat reflectarray can be surface-mounted on a 
building side wall as a Ku-band Direct Broadcast 
Satellite (DBS) antenna. It also can be mounted on 
the rooftop of a large vehicle for satellite reception 
[4]. Recently, researchers have much interest in 
designing antenna which covers two frequency 
operations as been done in [6] and [7]. As stated in 
[6], the dual frequency covers X and Ka-band with 
the used of one layer substrate only while in [7], 
the dual frequency operation is achieved at 10 
GHz and 18 GHz. This is evident that the dual 
frequency operation is possible for a simple design 
of one layer substrate reflectarray antenna 
element. 

However, there is one distinct disadvantage 
associated with the reflectarray antenna which is 
its inherent characteristic of narrow bandwidth, 
which generally cannot exceed much beyond 10% 
depending on its element design, aperture size, 
focal length, etc [4]. For a printed microstrip 
reflectarray, its bandwidth is primarily limited by 
two factors which are the microstrip patch 
elements on the reflectarray surface and the 
differential spatial phase delay. This paper 
discussed the new concept of element to overcome 
the narrow bandwidth of the reflectarray antenna 
element. 
 

II. ANTENNA STRUCTURE AND 
DESIGN 

The element introduced in this paper namely 
concentric split ring square element is the 
combination of split ring and split square ring 
elements. RF35 is used as the substrate material 
with the dielectric constant of 3.54 and the loss 
tangent of 0.0018 at 1.9 GHz, while copper metal 
was used to simulate the designed element and the 
ground plane. The unit cell size is 10 mm x 10 mm. 
CST Microstripes software is used as the tool to 
analyze the phase variation graph. In CST 
Microstripes model, 0 phase reflection is used to 
define the resonance, whereas for a perfect 
conductor this is 180 relative to the incident wave. 

In Fig. 2, R is the square ring element radius, O 
is the outer ring radius, I is the square length while 
g is the gap size for the split of the element. The 
nominal inner radius of the outer split ring element 
is 3.56 mm with the ring width is 0.4 mm and the 
radius of the split square ring is 3.06 mm which 
gives the ratio of R/O value equals to 0.86. The 
value of R and I is fixed at the same value to give 
the ratio of I/R equals to 1. Ideally the gap size 
should be smaller [8, 9] so that the resonant 
frequency is not increased but in this work, the gap 
size is limited to 0.28 mm due to the fabrication 
tolerances. 

          
(a)                                                         

        
(b) 

                    
Fig. 2. The view of concentric split ring square 
reflectarray element (a) top-view (b) side-view. 
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The methodology used to establish a suitable 

design for the concentric split ring square 
reflectarray element is shown in Fig. 3. The first 
step of validation is to familiarize with the software 
and confirm the design procedure. Then, the basic 
annul of conventional ring element is replaced by 
the new potential concept of square hole. The 
combination of this new element with ring is to 
observe the operation of dual frequency resonance 
which is to reduce the cost of development two 
antennas for dual frequency operation.  

From studies in [8, 9, and 10], the introduction 
of gap into a structure can affect the frequency 
response performance. In this work, the gap (or 
split) introduction into the elements then been 
analysed for bandwidth enhancement. Once the 
nominal size of element is determined, phase curve 
graph is plotted to observe its phase slope and phase 
range performance. As a final step of checking 
performance of the proposed reflectarray element, a 
unit cell was manufactured, and tested using the 
waveguide approach [4]. The side walls of the 
equivalent TEM waveguide are formed by a perfect 
magnetic conductor, while its bottom and top walls 
are composed of a perfect electric conductor using 
metal guides. Using the equivalent unit cell 
waveguide approach, phase of the reflected wave 
was calculated for the loaded waveguide. 

 
Fig. 3. Design methodology for concentric split ring 
square element.  

 
Figure 4 shows the frequency response for 

concentric split ring square element with gaps and 
concentric solid ring square element without the 
gaps. The reflection phase shown in this figure are 
for vertical polarization where for the proposed 
element structure, vertical polarization will result in 
different reflection phase due to the introduction of 
vertical splits.  

 

 
Fig. 4. Frequency response for two designed 
element. 

 
The slope of the phase versus length curve is a 

measure of the bandwidth of the reflectarray, as a 
curve with a smaller slope will lead to less phase 
error when the electrical size of the elements 
change with frequency [1].  

From Fig. 4, it is clearly shown that, for the 
first resonance, the gradient of the curve is largely 
decreased when gap is introduced in the design. 
This entails the bandwidth enhancement from 
26.9% to 67.6%. While for the second resonance, 
the bandwidth is slightly improved from 19.8% to 
20.3%.  

The concentric ring square element produces 
two frequencies operation which covers Ku-band at 
13.44 GHz and 18.36 GHz as shown in Fig. 5.  

It is observed from Fig. 5 that at the first 
resonant frequency, the first element of splitted ring 
is strongly excited while at the second resonant 
frequency, the second element of splitted square is 
strongly excited. This evident that the outer ring is 
determining the first resonance, while the inner 
square ring determining the second resonance. 
From Fig. 5, it is also clearly shown that only 
quarter of element is simulated since we are using 

336YUSOP, ET. AL.: DESIGN DUAL FREQUENCY CONCENTRIC SPLIT RING SQUARE ELEMENT FOR REFLECTARRAY ANTENNA   



the concept of symmetry that is available for the 
waveguide approach.  
 

 
 

Fig. 5. Surface current distribution (a) at 13.44 GHz 
and (b) at 18.36 GHz for a grounded concentric 
split ring square reflectarray element. 

 
For the experimental validation of the element 

analysis, the element is designed in an array 
environment for compromising TE10 mode of 
waveguide simulator. The elements were inserted in 
the waveguide, where the ground plane with the 
apertures are in contact with the waveguide flange. 
Figure 6 shows the fabricated element with the 
developed waveguide simulator and the full set-up 
of measurement process. 

From Fig. 6, it is shown that a waveguide 
simulator is used to measure the performance of 
the developed element. This waveguide is needed 
to be designed to compromise with the analysed 
resonant frequency of the designed element. The 
single port is used to get the scattering parameter, 
S11.  
 

III. RESULTS AND DISCUSSION 
With the designed structure dimension given 

in Section 2, the simulated reflection phase versus 
outer ring radius is plotted and shown in Fig. 7 and 
Fig. 8 for first and second resonant frequency 
respectively. For Fig. 7 and 8, the ratio of R/O = 
0.86, I/R = 1 and g = 0.28 mm is fixed for the 
phase studies. 
 

 
 

 
(a) 

 

 
(b) 

 
(c) 

                                                                
Fig. 6. Measurement stage (a) waveguide 
simulator and (b) fabricated element inserted into 
the waveguide aperture (c) full set-up of 
measurement process.  
 

 
Fig. 7. Phase curve of concentric split ring square 
element at f1 = 13.44 GHz.  
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Fig. 8. Phase curve of concentric split ring square 
element at f2 = 18.36 GHz.  
 

The linear phase range simulated at the first 
resonance is 320 with the gradient of 0.15/µm 
and the phase range at the second resonance is 
464 with the gradient of 0.33/µm.  

The bandwidth performance is 67.6% and 
20.3% at the first and second resonance, 
respectively. The concentric element concept is 
used to achieve a dual frequency operation 
compared to the single element concept which 
gives only one resonant frequency.  

Both simulation and measurement results show 
good agreement with slight differences due to 
minor fabrication error and some noise from signal 
reflected inside the waveguide simulator. 

In the concentric element design, the critical 
feature of mutual coupling should be taken care of 
because the design which consist two elements 
using copper metal material can easily caused a 
short circuit. In this work, the gap between the 
first and second resonance element is fixed at 0.5 
mm. 

Table 1 shows the summary of comparison 
between concentric solid ring square element and 
concentric split ring square element. The 
introduction of split on the structure significantly 
affects the frequency response performance and 
improves the narrow bandwidth of the antenna 
element. 

 
IV. CONCLUSION 

A new design of reflectarray elements for the 
broadband dual frequency Ku-band application is 
proposed in this work which is the concentric split 
ring square element. By modifying the current 
distribution of the physical geometry of the basic 
concentric ring square element leads to a better 

phase variation and bandwidth. This new design 
gives the good performance in bandwidth which is 
up to 67.6% and 20.3% in dual frequency 
operations. The phase range for the element is also 
in a good practical region which gives the value of 
320 and 464 at both resonant frequencies 
respectively. The reflectarray antenna is easy to 
fabricate and low cost. These features are very 
useful for worldwide portability of communication 
applications. 

 
Table 1: Comparison of two studied element 
shapes performance 

              Element 
 
Parameter 

Concentric 
Solid Ring 
Square 

Concentric 
Split Ring 
Square 

Resonant 
Frequency 
(GHz) 

f1 = 7.48 
f2 = 11.78 

f1 = 13.44 
f2 = 18.36 

Phase Range (°) at f1 = 249 
at f2 = 230 

at f1 = 320 
at f2 = 464 

Phase Slope 
(°/µm) 

at f1 = 0.54 
at f2 = 0.50 

at f1 = 0.15
at f2 = 0.33

Bandwidth 
Performance (%) 

at f1 = 26.9 
at f2 = 19.8 

at f1 = 67.6
at f2 = 20.3
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Abstract ─ A coplanar waveguide (CPW) fed ultra 
wideband (UWB) antenna with switchable 
functions and notched band characteristics for 
multi-mode wireless communication applications 
is proposed in this paper. The proposed UWB 
antenna has two stop bands which are achieved by 
using stepped impedance stub (SIS) loaded 
stepped impedance resonators (SIR) and SIS 
loaded hexagon stepped impedance resonators 
(HSIR). The switchable characteristics are 
obtained by employing two ideal switches on SIS-
HSIR and SIS-SIR. By controlling the two 
switches ON and OFF, the proposed UWB 
antenna can work in multiple modes. The 
proposed switchable UWB antennas have been 
designed, analyzed, fabricated and measured. 
Simulated and experimental results show that the 
proposed antenna has switchable characteristics, 
tunable notch band functions and good radiation 
patterns. The proposed switchable UWB slot 
antenna can be used as a multi-mode antenna for 
multiple protocol communications. 
  
Index Terms ─ UWB antenna; notch band 
characteristics; switchable antenna; resonator 
filters; reconfigurable antenna  
 

I. INTRODUCTION 
With the development of wireless commun- 

ication, high speed data and high efficiency 
communications have been studied widely in 
recent years. Especially, in February 2002 the 

Federal Communications Commission (FCC) in 
United States conditionally released unlicensed 
operation of the personal UWB products ranging 
from 3.1GHz to 10.6GHz [1]. Ultra-wideband 
(UWB) technology has attracted much attention 
for use in communication and sensing applications 
in the commercial domain. Ultra wideband (UWB) 
is a well-known high speed data ratio, low power 
and high resistance to interference in wireless 
communication [1]. For these reasons, UWB 
communication has been a good topic in academic 
and industrial field. UWB antenna is an important 
part in UWB wireless communication 
applications. Therefore, designing a good antenna 
can not only reduce the potential interference 
between UWB systems and narrow band systems 
but also meet multiple protocol communication 
requirements. A lot of UWB antennas have been 
proposed for UWB applications and notch band 
UWB applications [2-24]. However, most of the 
previous UWB antennas have large size and 
complex structures. A number of previous 
antennas cannot work as a UWB antenna and a 
notch band UWB antenna, simultaneously. To 
reduce the size of the antennas, printed wide slot 
antennas are developed for UWB applications 
such as rectangular wide slot [7], polygon wide 
slot [8], circular wide slot [9,23]. Plenty of 
effective technologies are proposed to reduce the 
potential interference between UWB systems and 
narrow band systems. Most of proposed notch 
band UWB antennas are designed by etching 
various slots on radiation patch or ground plane 
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[7-14]. The notch band UWB antennas using stubs 
[15-18], parasitic strip [19], SRRs [20-23] and 
integrating with filters in active area [25] are also 
investigated. However, the notch band 
characteristic is not good enough to filter the out 
band signal. The etched slots on radiation patch 
and ground plane will leak electromagnetic wave. 
And most of the notched band structures are 
complex and difficult to design. In addition, the 
notch depth is poor. The proposed UWB antennas 
just work in UWB states or notch band UWB 
states. To let antenna work in multi-mode 
communications, switch technologies and 
reconfigurable methods are proposed to meet those 
requirements [26-30]. SIS and SIRs has good 
resonator characteristics in designing filters. 
Recently, SIS is used to design couplers and 
shown in [31] and SIR and HSIR are employed to 
design filters [32-34]. These proposed structures 
have good coupling characteristics and out band 
suppression functions. In this article, a polygon 
wide slot antenna for reconfigurable UWB 
communication applications is presented 
numerically and experimentally. The proposed 
antenna can be used as a multi-mode antenna, such 
as a UWB antenna, a dual notch band UWB 
antenna or a dual band antenna. The dual notch 
band functions are obtained by integrating a SIS-
HSIR in hexagon radiation patch and a SIS-SIR in 
CPW transmission signal strip line. By adjusting 
the dimensions of SIS-HSIR and SIS-SIR, the 
center frequency and bandwidth of the two notch 
bands can be tuned to meet practical requirement. 
The reconfigurable characteristic is achieved by 
using two ideal switches on SIS-HSIR and SIS-
SIR. By controlling the two switches ON and 
OFF, the proposed antenna can work as a UWB 
antenna, a dual notch band antenna/tri-band 
antenna, a notch band UWB antenna or a dual 
band UWB antenna. Details of the antenna design 
and both numerical and experimental results are 
presented and discussed. Good agreement between 
measured and simulated results demonstrates that 
the designed antenna is suitable for UWB 
communications, multi-band communications and 
notch band UWB communication applications. 

II. ANTENNA DESIGN 
The geometries of the proposed antennas are 

shown in Fig. 1. Figure 1 (a) illustrates the 
geometry of the proposed dual notch band UWB 

antenna (antenna 1).  Antenna 1 consists of a 
polygon wide  
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(a) Proposed dual notch band UWB antenna. 
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(b) Proposed switchable UWB antenna. 

 
Fig. 1. Geometry of proposed antennas. 
 
slot, a hexagon radiation patch, a SIS-HSIR etched 
in hexagon radiation patch, a SIS-SIR embedded 
in CPW fed signal strip line and a 50 ΩCPW fed 
structure. Figure 1 (b) is the proposed switchable 
UWB antenna based on the proposed dual notch 
band UWB antenna 1. In this paper, the proposed 
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switchable antenna is denoted as antenna 2. To 
obtain reconfigurable function, two switches are 
set on SIS-HSIR and SIS-SIR, respectively. In this 
design, the two switches are ideal and the presence 
of a metal bridge represents ON state and the 
absence of a metal bridge represents OFF state 
[29]. In this paper, a substrate with relative 
permittivity of 2.65, a loss tangent of 0.002 and a 
thickness of h=1.6mm is used in antenna designs. 
The SIS-HSIR produces the notch band near 
5.5GHz (lower notch band) and the SIS-SIR 
generates the notch band near 8.5GHz (higher 
notch band). The two switches control the mode of 
the proposed reconfigurable UWB antenna. The 
50 Ω  CPW fed structure consists of the CPW 
transmission signal strip line with a signal strip 
width W6=3.6mm, and gap between the CPW 
ground plane and transmission signal strip with 
width S=0.2mm. The 50Ω CPW structure of the 
proposed UWB antenna is designed by using the 
standard equations [35-36]. The designed antenna 
has a compact size which is 32mm×24mm (L×  
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0 0/Z θ /s sZ θ  
(a) Odd resonance model of SIS-SIR. 
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(b) Even resonance model of SIS-SIR. 
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(c) Odd resonance model of SIS-HSIR. 
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(d) Even resonance model of SIS-HSIR. 

Fig. 2. Transmission line model of symmetrical 
SIS-SIR and SIS-HSIR. 

W). In this paper, the proposed antenna is 
investigated by means of HFSS which is 
based on finite element method (FEM). 

Transmission line model of the symmetrical 
SIS-SIR and SIS-HSIR are shown in Figs. 2 (a-d). 
Figs. 2 (a) and (b) are the transmission line models 
of SIS-SIR. Figs.2 (c) and (d) are the transmission 
line model of SIS-HSIR.  From Fig. 1, the SIS-
HSIR and SIS-SIR with quasi-lumped SIS 
connected to the central position of the high 
impedance line are employed to generate the two 
notch bands. As illustrated in Fig. 2, 0Z  and 0θ  
denote the characteristic impedance and electrical 
length of the low impedance coupled lines, 
respectively. The high impedance line has the 
characteristic impedance and electrical length sZ  
and sθ . The iZ  and iθ ( 1, 2)i =  show the 
characteristic impedance and electrical length of 
the sections of the inner SIS of SIS-HSIR which is 
etched on the hexagon radiation patch and SIS-
SIR which is embedded on the CPW transmission 
signal strip line. Moreover, gap W10 of the 
proposed SIS-HSIR is equivalent to capacitances 

pC  and / 2g pC C+  for odd mode and even 
mode, respectively [33]. The proposed dual notch 
band UWB antenna integrated with SIS-HSIR and 
SIS-SIR configurations can be analyzed in terms 
of odd and even excitations. The following 
resonance frequencies of SIS-HSIR and SIS-SIR 
for the odd and even excitations can be separately 
extracted from condition 0inY =  ( inZ = ∞ ) [32-
34]. 
(a) Odd mode resonance condition 

  0tan tan ,
s

Rθ θ =                           (1) 
(b) Even mode resonance condition 

 
0 1 1 2

1 1 2

0 1 2

1 2

tan tan tan tan1 1
2

tan tan tan1tan 0,s

R R R R

R R R

θ θ θ θ

θ θ θθ

  + +     
  + + + =     

        （2） 

where the parameters are described as: 
0 / sR Z Z= , 1 1 / sR Z Z= , 2 2 / sR Z Z= .      

As expected from Fig. 2 and the equations (1) 
and (2), the resonance frequencies for odd mode 
and even mode can be postulated by using the 
equations (3) to (6) [32-34]. 
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In this paper, equations (3) and (4) are used to 
calculate the resonance frequency of SIS-SIR. 
Equations (5) and (6) are employed to calculate 
the center resonance frequency of SIS-HSIR. Gap 
W10 is a capacity which can adjust the center 
frequency of the proposed lower notch band. The 
proposed reconfigurable characteristic is obtained 
by using two ideal switches on SIS-SIR and SIS-
HSIR. By controlling the switches ON and OFF, 
the designed antenna can be used as UWB antenna, 
a dual notch band UWB antenna/ tri-band antenna, 
a notch band UWB antenna/dual-band antenna. In 
this paper, the presence of a metal bridge 
represents ON states and the absence of a metal 
bridge represents OFF states. During parametric 
study, two ideal switches are replaced by using a 
microstrip line with width equal to 1.2mm for SIS-
HSIR and 0.6mm for SIS-SIR. 

 
III. PARAMETRIC STUDY 

Every geometrical parameter has different 
effects on the performance of the proposed 
switchable UWB antenna. In this design, SIS-
HSIR and SIS-SIR have public high impedance 

line between two ideal switches. So, the 
parameters of SIS-HSIR and SIS-SIR play an 
important effect on impedance bandwidth and 
notch characteristics. In this section, the 
parameters of SIS-HSIR, SIS-SIR, gap W10 of 
SIS-HSIR, notch band characteristics and 
switchable function are investigated and discussed 
using HFSS. The proposed switchable antenna is 
optimized and the details parameters are listed as 
follows: L=32, W=25, L1=5.7, L2=10.3, L3=9, 
L6=4, L7=2, L8=5, L9=0.3, L10=2, L11=3, 
W1=15.8, W2=5, W3=1.2, W4=1.4, W5=2.2, 
W6=3.6, W7=12, W8=6.4, W9 =5.6, W10=0.6, 
W11=8.4, s1=0.5, s2=0.4, S=0.2, g=0.5, g1=0.7. 
(all in mm). During the investigation, one 
parameter is changed and the other parameters are 
fixed. 

A. Effects of length L6 of SIS-HSIR 
Figure 3 gives the simulated return losses of 

proposed antenna 1 with varying L6. It can be seen 
from Fig. 3 that the center frequency of the lower 
notch band moves to low frequency with higher 
notch band changeless. L6 alters the characteristic 
impedance i i=1,2)（Z  and electrical length 

i i=1,2)（θ  of SIS-HSIR. This can be calculated 
using equations (1), (2), (5) and (6). In this design, 
SIS-HSIR works in even mode. Therefore, the 
equations (2) and (6) are chosen to calculate the 
center frequency of the lower notch band at the 
beginning of this design. 

 
Fig. 3. Effects on return losses of L6. 

B. Effects of length W2 of SIS-HSIR 
Figure 4 shows the simulated return losses of 

antenna 1 as a function of frequency for different 
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values of W2. It is found that the center frequency 
also moves to low frequency with the increase of 
width W2 of SIS-HSIR. The center frequency of 
higher notch band keeps constant. This is due to 
W2 which changes the characteristic impedance 

i i=1,2)（Z  and electrical length i i=1,2)（θ  of SIS-
HSIR. So, the center frequency has been changed. 
This can be verified by the equations (2) and (6). 

 
Fig. 4. Effects on return losses of W2. 

C. Effects of length L7 of SIS-HSIR 
Figure 5 demonstrates the simulated return losses 
of the proposed dual notched band antenna 1 in 
terms of L7. With varying L7 from 1.5mm to 
2.5mm, the center frequency of lower notch band 
also moves to low frequency. Furthermore, the 
impedance bandwidth between 5.4GHz and 
8.5GHz is improved. However, the notch depth of 
the higher notch band deteriorated more or less. 
This is caused by changed L7 which has effects on 
the characteristic impedance and electrical length 
of public high impedance line of SIS-HSIR and 
SIS-SIR between two ideal switches of antenna 2. 

D. Effects of gap W10 of SIS-HSIR 
Figure 6 illustrates the simulated return losses 

of antenna 1 with respect to gap W10 of SIS-HSIR. 
With the increasing of W10, the center frequency 
of lower notch band is adjusted. The gap W10 of 
the proposed SIS-HSIR is equivalent to 
capacitances pC  and / 2g pC C+  for odd mode 
and even mode, respectively. The changed gap 
alters the capacity of SIS-HSIR. So, the resonance 
frequency of SIS-HSIR will be adjusted and can 
be calculated using formula (5) and (6). 

 

 
Fig. 5. Effects on return losses of L7. 

 
Fig. 6. Effects on return losses of W10. 

E. Effects of the length L10 of SIS-SIR 
Figure 7 shows the simulated return losses of SIS-
SIR with varying L10. In terms of L10 ranging 
from 1.0mm to 2.0mm, the higher notch band 
moves to low frequency. The impedance 
bandwidth between the two notch bands 
deteriorated more or less, and then the impedance 
bandwidth is getting better. In addition, the notch 
depth of higher notch band is also improved. This 
is due to that the length L10 changes the coupling 
between SIS and SIR. The changed parameters of 
SIS-SIR alter the resonance frequency of SIS-SIR. 

F. Effects of width W4 of SIS-SIR 
The simulated return losses of antenna 1 with 

various W4 are shown in Fig. 8. It can be seen 
from Fig. 8 that the higher notch band moves to 
low frequency with the increasing of W4. The 
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impedance bandwidth and notch depth are also 
improved. However, the lower notch band keeps 
constant. This is caused by the changed SIS which 
not only alters the distribution inductance but also 
changes the characteristic impedance i i=1,2)（Z  

and electrical length i i=1,2)（θ  of SIS-SIR. This 
can be postulated using (1)-(4). In this paper, the 
SIS-SIR works in its even mode. So, the resonance 
frequency can be calculated using equations (2) 
and (4). 

 
Fig. 7. Effects on return losses of L10. 

 
Fig. 8. Effects on return losses of W4. 

G. Effects of gap g1 of SIS-SIR 

Figure 9 illustrates the simulated return losses 
in terms of gap g1. From Fig. 9, the notch depth of 
higher notch band is improved and then the notch 
depth is deteriorated. The higher notch band also 
moves to the low frequency by increasing g1 from 
0.5mm to 0.9mm. The length of SIS is changed by 
various g1 which changes the coupling capacity of 

gap g1. The coupling between SIS and SIR is also 
changed. In this paper, the adjustment of SIS-SIR 
is limited by the width of the CPW transmission 
signal line W6. Therefore, by choosing proper 
coupling gap g1, a proper higher notch band can 
be adjusted to meet the requirement of our project. 

 
Fig. 9. Effects on return losses of g1. 

H. Notch band characteristics 
Figure 10 demonstrates the proposed notch band 
characteristic of antenna 1. It can be seen from Fig. 
10 that antenna 1 with SIS-HSIR and SIS-SIR has 
two notch bands near 5.5GHz and 8.7GHz, 
respectively. Antenna 1 with only SIS-HSIR only 
has a lower notch band and antenna 1 with only 
SIS-SIR has a higher notch band. So, the lower 
notch band near 5.5GHz is produced by SIS-HSIR 
and the higher notch band is generated by SIS-SIR. 
The two notch band can be adjusted independently 
according to the investigation and discussions 
aforementioned. Antenna 1 without SIS-HSIR and 
SIS-SIR is a UWB antenna covering the whole 
band ranging from 3.1GHz to 10.6GHz. In 
addition, antenna 1 with only SIS-SIR has a 
resonance frequency near 11GHz. This is caused 
by SIS-SIR embedded in CPW transmission line 
which changes the current flowing along CPW 
excitation line. 

I. Switchable characteristics 
Figure 11 expounds the simulated switch 
characteristic of proposed switchable antenna 2. In 
this simulation, two ideal switches are used to 
simulate the switchable functions. Two ideal 
switches are replaced by using a microstrip line 
with width equal to 1.2mm for SIS-HSIR and 
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0.6mm for SIS-SIR. The presence of a metal 
bridge represents ON states and the absence of a 
metal bridge represents OFF states. The 
switchable antenna 2 has the same dimension as 
antenna 1. It can be seen from Fig.11 that antenna 
2 is dual notch band UWB antenna with both 
switches ON. Antenna 2 can be used as a dual 
notch band UWB antenna or a tri-band antenna. 
Antenna 2 is a notch band UWB antenna with one 
switch ON and the other switch OFF. When 
switch 1 (SW1) is ON and switch 2 (SW2) is OFF, 
antenna 2 has a notch band near 5.5GHz. The 
notch band is produced by SIS-HSIR. When 
switch 1 (SW1) is OFF and switch 2 (SW2) is ON, 
antenna 2 has a notch band near 8.5GHz. The 
notch band is produced by SIS-SIR. So, the lower 
notch band is switched using SW1 and the higher 
notch band can be switched by controlling SW2. 
Antenna 2 is a UWB antenna with two switches 
OFF. The UWB antenna covers the whole UWB 
band. Antenna 2 has an impedance bandwidth of 
8GHz. In a word, antenna 2 can be used as a notch 
band UWB antenna/ dual band antenna, a dual 
band antenna/ tri-band antenna or a UWB antenna 
by controlling proposed switches ON and OFF. 

IV. RESULTS AND DISCUSSIONS 

Based on the studies and discussions of the 
parameters of proposed antenna 1, the notch 
characteristic and switchable functions of antenna 
2, antenna 2 has been optimized utilizing HFSS. 
According to our project, the proposed two 
notches are located at 5-6GHz for HiperLAN/2 
(5.15-5.35GHz and 5.47-5.725GHz in Europe) and 
IEEE 802.11a bands (5.15-5.35GHz and 5.725-
5.825GHz in US) which is used for wireless local 
area network (WLAN) communications and 
4.4GHz-5.0GHz and 8.5GHz-9.0GHz for satellite 
communication and military communication 
applications. In this paper, the two notch bands are 
designed for reducing potential interference 
between UWB and narrow bands systems.  During 
the optimizing process, the parameters are 
adjusted according to the results of the parameters 
study and the optimized results given in section 3.  
 

 
Fig. 10. Effects of SIS-HSIR and SIS-SIR. 

  

 
Fig. 11. Effects of the two switches. 

To evaluate the performance of optimized UWB 
antenna 2, the proposed antenna 2 with two 
switches ON and OFF are fabricated and tested. In 
this paper, the proposed switchable antennas are 
manufactured using ideal switches. The presence 
of a metal bridge represents ON states and the 
absence of a metal bridge represents OFF states. 
This is the same as the simulation. The measured 
return losses of the antennas are obtained by using 
Anritsu 37347D vector network analyzer. The 
photographs of the proposed antenna 2 with two 
switches ON and OFF are shown in Fig.12. Fig.12 
(a) is antenna 2 with two switches ON and Fig.12 
(b) is antenna 2 with two switches OFF. The return 
losses of the fabricated switchable antennas are 
shown in Fig.13. 
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(a) Antenna 2 with two switches ON. 

 
(b) Antenna 2 with two switches OFF. 

 

Fig. 12. photographs of switchable antennas. 

 
Fig. 13. Return losses of switchable antennas. 

From Fig. 13, the measured results agree well 
with the simulated results which help to verify the 
accuracy of the simulation. The differences 
between the simulated and measured values may 
be due to the errors of the manufactured antenna 
and the SMA connector to CPW-fed transition, 
which is included in the measurements but not 
taken into account in the calculated results. 
Antenna 2 with two switches ON is a dual notch 
band UWB antenna. The two notch bands covers 
C-band (4.4GHz-5GHz), WLAN (5.1GHz-5.9GHz) 
band and X-band (8.5GHz-9GHz). The two 
notches can reduce or avoid the potential 
electromagnetic interference (EMI) between UWB 
system and narrow band systems, such as WLAN 
and X-band. Antenna 2 with two switches OFF is 
a UWB antenna with an impedance bandwidth of 
114% according to the center frequency of the 
proposed UWB antenna. In this paper, antenna 2 is 
a multi-mode antenna which can be regarded as a 
UWB antenna, a dual notch UWB antenna/tri-
band antenna, a notch band UWB antenna/dual 
band antenna. It can be seen from Fig.13 that the 
proposed dual notch bands have better quality 
factor (notch depth) than most of the previous 
proposed notch band UWB antennas.  

The measured radiation patterns at 4.0GHz, 
7.0GHz, 10.0GHz are shown in Fig. 14. The three 
frequencies are chosen form the frequency under 
lower notch band, the frequency between lower 
notch band and higher notch band, and the 
frequency beyond the higher notch band. In this 
design, xz plane is H-plane (φ=0º) and yz-palne is 
E-plane (φ=90º) for the proposed switchable 
antenna. From Fig. 14, we can see that antenna 
2with two switches ON and OFF can give a nearly 
omni-directional characteristic in H-plane and 
monopole-like radiation characteristics in E-plane. 
It was found that the radiation patterns in E-plane 
deteriorate more or less with the increasing 
frequency. However, the radiation characteristics 
are still monopole-like radiation patterns. The 
radiation patterns of antenna 2 with the two 
switches ON has a little distorted at upper band. 
This is caused by the two resonators which leak 
electromagnetic wave. The leaked electromagnetic 
wave has some effect on the radiation patterns. 
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(a)                                    (b) 

    
           (c)                                     (d) 

    
(e)                                     (f) 

  Fig.14. Radiation patterns of proposed switchable 
antennas (a) 4.0GHz of antenna 2 with two 
switches ON; (b) 4.0GHz of antenna 2 with two 
switches OFF; (c) 7.0GHz of antenna 2 with two 
switches ON; (d) 7.0GHz of antenna 2 with two 
switches OFF; (e) 10.0GHz of antenna 2 with two 
switches ON; (f) 10.0GHz of antenna 2 with two 
switches OFF. 
 

The peak gains of the proposed switchable 
antennas at these frequencies are achieved by 
comparing to a double ridged horn antenna. A 
stable gain can be obtained throughout the 
operation band except the two notched frequencies. 
It can be seen from Fig. 15 that the switchable 
antenna 2 with two switches ON has two notch 
bands which can reduce the EMI from C-band, 
WLAN and X-band. The notch band can be 
adjusted by changing the dimensions of SIS-HSIR 
and SIS-SIR. The measured gain of the switchable 
with two switches OFF is increased from 1.7dBi to 
nearly 5.3dBi which is caused by the deteriorated 
radiation patterns of the proposed antenna at the 
high band. In the operation band, the switchable 
antenna 2 with two switches OFF has stable gains 
with fluctuation less than 3.6dBi. But the gain of 

the switchable antenna with two switches ON 
dropped quickly from 4.0GHz to 6.0GHz and from 
8GHz to 9GHz. As desired, two sharp gains 
decreased in the vicinity of 5.5GHz and 8.7GHz. 
The gains drop deeply to -5.2dBi at the lower 
notch band and -3.6dBi at the higher notch band. 

 
Fig. 15. Gains of antenna 2 with two switches ON 
and OFF. 

V. CONCLUSION  
A switchable UWB antenna is presented in 

this paper numerically and experimentally. The 
switchable functions are obtained by using two 
switches on SIS-HSIR and SIS-SIR. By 
controlling the two switches ON and OFF, the 
proposed antenna can be used as a UWB antenna, 
a dual-notch UWB antenna/ tri-band antenna, a 
notch band antenna/ dual-band antenna. The two 
notch band characteristics are achieved by using 
SIS-HSIR and SIS-SIR. The lower notch band is 
produced by SIS-HSIR and the higher notch band 
is generated by SIS-SIR. The proposed switchable 
antenna with two switches ON is a dual notch 
band antenna which can reduce potential EMI 
between UWB systems and narrow band systems. 
While the switchable antenna with one switch ON 
and the other switch OFF is a notch band UWB 
antenna or a dual band antenna. The switchable 
antenna with two switches OFF is a UWB antenna 
which covers the whole UWB band. The proposed 
switchable antenna has a small size 32×24mm2. 
The ideal switches are used in the simulation and 
the measurement. The results show that the 
proposed switchable antenna has a good 
switchable function, reconfigurable multi-mode 
characteristic and omni-directional radiation 
patterns.  
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Abstract ─ In this paper, a coplanar waveguide 
(CPW)-fed microstrip antenna for ultra wideband 
application is presented. By using two branches of 
microstrip line and two slot lines on the antenna, 
two notches for interference bands has been 
created. The antenna has a rather compact 
structure; with total size of 25 × 25 × 1 mm3. This 
antenna covers bandwidth of more than 137% 
from 2.96 GHz to 16 GHz for S11< -10 dB. 
  
Index Terms ─ Coplanar waveguide (CPW), 
microstrip antennas and dual band-notched, ultra 
wideband (UWB),  
 

I. INTRODUCTION 
After allocation of the frequency band of 3.1-

10.6 GHz (UWB) for commercial use by the FCC 
(Federal Communication Commission) in 2002 
[1], the requirements and attentions towards the 
UWB system are due to its inherent merits such as 
high data rate, small emission power, highly 
secure environment, low cost for short range 
access, and remote sensing applications. But there 
are many narrowband communication systems 
which severely interfere with the UWB 
communication system. Most notable among them 
are the Wireless Local Area Network (WLAN) 
and Worldwide Interoperability for Microwave 
Access (WiMAX), which operate with the center 
frequencies of 5.2 GHz (5150-5350 MHz), 5.8 
GHz (5725-5825 MHz) for WLAN and 3.5GHz 
(3400-3690 MHz), 5.5 GHz (5250-5850 MHz) 
bands for WiMAX. To mitigate this interference 
problem, various UWB antennas with band 

notched characteristics have been developed [2-7]. 
CPW monopole antennas have became popular 
due to wide operation bandwidth, good radiation 
pattern, simple structure, planar, light weight and 
easy integration of monolithic microwave 
integrated circuits (MMIC). In this paper, a CPW-
Fed UWB antenna with dual band notched 
features is presented. The two notched bands 
minimize the potential interference between the 
UWB system and WLAN/WiMAX narrow band 
communication systems. 

The proposed antenna can be used in UWB 
systems which need no filter to suppress 
dispensable bands. Both Ansoft high frequency 
simulation structure (HFSS) [8] and computer 
simulation technology (CST) [9] 3-D 
electromagnetic EM simulators are used to 
optimize the presented design. The proposed 
antenna with the dual-band notch is successfully 
implemented and the simulation results show 
reasonable agreement with the measurement 
results. Section II describes the antenna design, 
discussions on results is presented in Section III 
followed by conclusive comments and further 
scope in Section IV. 
 

II. ANTENNA DESIGN 
The geometry of the proposed CPW-fed 

antenna for UWB applications is depicted in Fig. 
1; also the optimized parameter values are listed in   
Table 1.  

Characteristic impedance of CPW feed line is 
approximately 50 ohm with the center line width 
Wf=3mm, and gap width Wfg=0.3mm. The CPW 
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antenna has been designed based on the idea 
presented in [10]. Figure 2 exhibits the fabricated 
antenna. 
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Fig. 1. The antenna geometry and its design 
parameters. 

 
Table 1: Optimal parameter values of the antenna 

LS WS Lf Wf Lg Wg Wfg 
25 25 6 3 5 10.7 0.3 
LP1 WP WP1 LP2 WP2 LP3 WP3 
12 15 3.45 6 2 2 1 
LfP WfP LSP WSP WS1 WS2 LS1 
5 10 16.6 0.3 7 1.7 0.3 

LS2 Lf1 Wf1 Lf2 Wf2 εr h 
1 1.25 0.75 2.5 1.25 4.4 1 

 
 

Fig. 2. Photograph of the fabricated antenna. 
 

Total size of the referenced antenna is 30× 
26×1.6mm3, and its bandwidth is from 
approximately 3 GHz up to 11 GHz (114%), but 
the size of the proposed antenna in this letter is 
25×25×1mm3 which its area 20% has been 
decreased while both of them have been printed on 
a low cost FR-4 substrate with dielectric constant 
of 4.4. Meanwhile, bandwidth of the proposed 
antenna is from 2.96 GHz up to 16 GHz (137%) 
which 23% has been increased. To increase 
bandwidth has been used the technique of step 
shape of [11] and also to create notch has been 
needed to a resonance, so the authors have 
designed two branch strip lines which this 
technique has been inserted from [12]. The 
modifications have been performed on the 
rectangular patch to improve its operating 
bandwidth and also to create two notches for 
WiMAX and WLAN bands. After obtaining 
values of Wf and Wfg, it is needed to match 
between the patch and the feed line, there for used 
a rectangle with length of LfP and width of WfP 
respectively with values 5, 10mm respectively has 
been used. In the next stage, to improve the 
impedance bandwidth has been applied from the 
two step shapes in the both sides of rectangular 
patch with lengths and widths respectively LP2, LP3 
and WP2, WP3 and the optimized values are 
summarized in Table 1. Also, the Trident feed 
technique has been applied for further 
improvement of bandwidth, where two branches 
have been used to connect the matching rectangle 
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into the main patch. Physical dimensions of the 
trident as Lf1 and Wf1 are illustrated in Fig. 1. 

In order to create two resonant frequency 
centers at 3.4 GHz and 5.5 GHz, there have been 
used two techniques as follow: 
1- Using two slot lines on both sides of the patch 
with lengths of λ/4.  
2- Using two branch strip lines over the main 
patch. 

In the next section, the antenna design 
procedure will be dealt, and the effect of various 
parameters on reflection coefficient will be 
discussed.  
 

III. ANTENNA PERFORMANCE AND 
DISCUSSION 

A. Full-band design 
In this section, the design procedure of the 

CPW fed UWB antenna with reflection coefficient 
curves are demonstrated. Note, that the simulated 
reflection coefficient results are obtained using the 
HFSS and CST software. At first, the effect of 
width variation of the matching rectangle (WfP), 
which has connected the feed line into the radiated 
(radiation) patch, on bandwidth was studied. With 
regard to Fig. 3, it is clear that the best value for 
WfP is 10mm. 
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Fig. 3. Reflection coefficients for different values 
of WfP. 
 

Here, the proposed methods result in 
bandwidth enhancement of the impedance. The 
first, secondary branches are added on both of 
sides of the rectangle and effect of them on 
reflection coefficients is visible in Fig. 4. From 

this figure, it can be seen that the secondary 
branches improve the bandwidth more than 1 GHz 
on the upper band.  

 

Frequency (GHz)

R
ef

le
ct

io
n 

C
oe

ffi
ci

en
t (

dB
)

2 4 6 8 10 12 14 16

0

-5

-10

-15

-20

-25

-30

 
Fig. 4. Reflection coefficients for the antenna with 
and without the secondary branches. 

 
Figures 5 and 6 show the effects of Step 1 and 

Step 2 on the reflection coefficient, respectively. 
Figure 5 exhibits that, the result of Step 1 is an 
improvement in the middle and upper bands. 
Likewise, from Fig. 6, it is clear that, effect of 
Step 2 is the expansion of the lower band of the 
antenna’s bandwidth. 
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Fig. 5. Simulated reflection coefficients for the 
antenna with and without Step 1. 

 
Although the bandwidth of the middle band is 

decreased, but the antenna designer’s main goal is 
to cover the defined UWB bandwidth by FCC, so 
it can be concluded that being the Step 2 for the 
proposed antenna is useful. With the accomplished 
modifications on the antenna, as Fig. 6 depicts, the 
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simulated bandwidth of the antenna has been 
enhanced more than FCC defined frequency range 
and has been obtained from 2.29 to 16 GHz. 
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Fig. 6. Simulated reflection coefficients for the 
antenna with and without Step 2. 

 
B. Single-notch design 

In the next stage, the antenna designer’s aim is 
to create the notches on the bandwidth by using 
various techniques such as slotting in the patch 
and adding microstrip lines over the patch. For 
this, it is better to be looked at Fig. 1 once again. 
For the proposed antenna are used two techniques 
to create notches at the center frequencies of 3.4 
and 5.5 GHz. In other words, the antenna has the 
capability of filtering the interference bands of 
WLAN and WiMAX. In general, the length of the 
slot has the inverse relationship with frequency 
and type of substrate.                                                                                                    

𝜀𝑟𝑒 = 1+𝜀𝑟
2

                                                            (1)                                                                                                

L= 𝜆𝑔
4

 = 300
4𝑓(𝐺𝐻𝑧)�𝜀𝑟𝑒

   (𝑚𝑚)                              (2)                    

L= 𝜆𝑔
2

 = 300
2𝑓(𝐺𝐻𝑧)�𝜀𝑟𝑒

    (𝑚𝑚)                               (3)                                     

 
By simulations, it can be found when slots are 

inside of the patch, like the U-shaped slot, the 
length of slots is λg/2, but there is another way to 
decrease the length of slots down to λg/4 like the 
used slot in the proposed antenna, on the other 
hand, the using of slots in which a side of them are 
not insight of patch. It means that the slot is started 
from the outer edges of patch. To understand 
more, the function of the slots in the design, the 

characteristics of three designs of without strip 
lines are compared with each other. The simulated 
results have been plotted in Fig. 7. 

 

R
ef

le
ct

io
n 

C
oe

ffi
ci

en
t (

dB
)

Frequency (GHz)
2 4 6 8 10 12 14

-30

-25

-20

-15

-10

-5

0

16-35

 
Fig. 7. Simulated reflection coefficients for the 
antennas with and without slots. 

 
As shown in Fig. 7, it is found that by using 

slots, the notch can be created in the impedance 
bandwidth. To adjust the notch bandwidth at the 
frequency band from 5150 MHz to 5850MHz 
(WiMAX and WLAN) is used from the two sub 
slots. With regard to Fig. 7, by the sub slots can be 
shifted the central frequency of notch and also can 
be increased the amplitude of notch. There is the 
other point in a way that to enhance magnitude of 
notch is applied from the two slots on the both 
sides of the patch instead of one slot.   

 
C. Another single-notch design 

In this antenna to create the other notch at 
frequency band of 3.3 to 3.69 GHz (WiMAX) has 
been used the two strip lines over the patch.  
Figure 8 illustrates simulated reflection coefficient 
characteristics for the antenna with and without 
strip lines. To increase the magnitude on the 
notched band two strip lines has been used instead 
of one strip line. The proposed antenna has been 
implemented based on the dimensions presented in 
Table 1. 

The VSWR of the proposed antenna has been 
measured using an Agilent E8362B network 
analyzer in its full operational span (10 MHz–20 
GHz). The simulated and measured VSWR of the 
fabricated antenna are depicted in Fig. 9. 
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Fig. 8. Simulated reflection coefficients for the 
antennas with and without the strip lines. 
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Fig. 9. Simulated and measured VSWR for the 
proposed antenna. 

 
The results show that the antenna impedance 

bandwidth extends from 2.96 up to 16 GHz, as 
high as 137%. It is apparent that the presented 
antenna can be used for higher frequencies above 
the FCC band. This behavior almost was predicted 
from HFSS and CST simulators. Good agreement 
between simulated and measured results is 
observed and a bit of difference between them is 
attributed to factors such as SMA connector 
effects, fabrication imperfections, and 
inappropriate quality of the microwave substrate. 

 
D. Time domain analysis 

In ultra wideband systems, the information is 
transmitted using short pulses. Hence, it is 
important to study the temporal behavior of the 
transmitted pulse. The communication system for 
UWB pulse transmission must limit distortion, 
spreading, and disturbance as much as possible. 

Group delay is an important parameter in UWB 
communication, which represents the degree of 
distortion of pulse signal. The key in UWB 
antenna design is to obtain a good linearity of the 
phase of the radiated field because the antenna 
should be able to transmit the electrical pulse with 
minimal distortion. Usually, the group delay is 
used to evaluate the phase response of the transfer 
function because it is defined as the rate of change 
of the total phase shift with respect to angular 
frequency. Ideally, when the phase response is 
strictly linear, the group delay is constant. 

 
group delay = −dθ(w)

dw
                                     (4) 

 
As depicted in Fig. 10, the group delay 

variation is less than 0.8ns over the frequency 
UWB without notched bands which ensure that the 
pulse transmitted or received by the antenna will 
not distort seriously and will retain its shape. As 
expected before, the groups delay variation at 
notches from 3.3GHz up to 3.69GHz and 5.15GHz 
up to 5.85GHz, WiMAX and WLAN, with respect 
to other frequencies is more. Therefore, the 
proposed antenna is suitable for modern UWB 
communication systems.  

Transient response of the antenna is studied by 
modeling the antenna by its transfer function. The 
transmission coefficient S21 was simulated in the 
frequency domain for the face-to-face orientation. 
Figure 11 shows the magnitude of measured S21 
for the face-to-face orientation and plot of S21 is 
almost flat with variation less than 15dB in the 
operating band. The reason of two intense 
resonances in plot of S21 is because of two 
notches WiMAX and WLAN at frequencies 3.5 
and 5.5 GHz. 

Phase of S21 for the face to face orientation has 
been also plotted and is shown in the Fig. 12. As 
previously expected, the plot shows a linear 
variation of phase in the total operating band 
except notched bands. 

The transfer function is transformed to time 
domain by performing the inverse Fourier 
transform. Fourth derivative of a Rayleigh 
function is selected as the transmitted pulse. The 
output waveform at the receiving antenna terminal 
can therefore be expressed by convoluting the 
input signal and the transfer function. The input 
and received wave forms for the face-to-face and 
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side-by-side orientations of the antenna are shown 
in Fig. 13. It can be seen that the shape of the 
pulse is preserved very well in all the cases. Using 
the reference and received signals, it becomes 
possible to quantify the level of similarity between 
signals.  
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Fig. 10. Simulated group delay versus frequency 
for the proposed antenna. 
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Fig. 11. Simulated S21 with a pair of identical 
UWB antennas for face to face orientation.  
 

In telecommunications systems, the 
correlation between the transmitted (TX) and 
received (RX) signals is evaluated using the 
fidelity factor [21] 
 

𝐹 = 𝑚𝑎𝑥𝜏 ��
∫ 𝑆(𝑡)𝑟(𝑡 − 𝜏)𝑑𝑡+∞
−∞

�∫ 𝑆(𝑡)2 .  ∫ 𝑟(𝑡)2+∞
−∞ 𝑑𝑡+∞

−∞

�� ,         (5) 

where S(t) and r(t) are the TX and RX signals, 
respectively. For impulse radio in UWB 
communications, it is necessary to have a high 

degree of correlation between the TX and RX 
signals to avoid losing the modulated information. 
However, for most other telecommunication 
systems, the fidelity parameter is not that relevant. 
In order to evaluate the pulse transmission 
characteristics of the proposed double band-
notched antenna, two configurations (side by side 
and face to face orientations) were chosen. The 
transmitting and receiving antennas were placed in 
a d=0.5 m distance from each other. As shown in 
Fig. 13, although the received pulses in each of 
two orientations are broadened, a relatively good 
similarity exists between the RX and TX pulses. 
Using (4), the fidelity factor for the face to face 
and side by side configurations was obtained equal 
to 0.94 and 0.89, respectively. These values for the 
fidelity factor show that the antenna imposes 
negligible effects on the transmitted pulses. The 
pulse transmission results are obtained using CST.  
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Fig. 12. Simulated Phase of S21 for face to face 
orientation. 
 
E. Radiation characteristics 

The y–z plane and the x–z plane are selected 
to show the antenna radiation patterns referred to 
as E-plane and H-plane, respectively. Figures 14 
and 15 respectively show the antenna normalized 
radiation pattern at E-plane and H-plane.  

According to Fig. 14, it is clear that the 
proposed antenna has a nearly bidirectional pattern 
and Fig. 15 also depicts that the antenna has a non 
directional pattern required to receive information 
signals from all directions. In addition, the gain 
curve of the proposed antenna is illustrated in Fig. 
16.  
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Fig. 13. Transmitted and received pulses.  
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Fig. 14. Measured normalized radiation pattern of 
the antenna at E-plane. 
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Fig. 15. Measured normalized radiation pattern of 
the antenna at H-plane. 
 

From these curves it is obvious that the 
antenna has rather acceptable gain and on the 
frequency bands of 3.3 to 3.69 GHz and 5.15 to 
5.825 GHz, in spite of having compact size of 
25×25 mm2.  Using two techniques of strip lines 
and slots, the antenna has filtered the interference 
bands of WiMAX and WLAN. The last point from 
Fig. 16 is that the maximum values of gain for the 
antenna has been earned at the higher frequencies 
with values of 5.5 to 6 dB, and also the minimum 
values of gain is for a dual band notch with values 
of -4 to -5 dB. 
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Fig. 16. Measured gain versus frequency for the 
proposed antenna. 
 

IV. CONCLUSION 
A CPW antenna to cover UWB band and to 

reject interference bands has been presented. The 
measured bandwidth of the antenna is from 2.96 to 
16 GHz. The simulation and measurement results 
of the proposed antenna show a good agreement in 
term of the reflection coefficient, and radiation 
patterns.  
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Abstract ─ A numerical method is presented to 
analyze the scattering behavior of large-scale 
stratified rough surfaces. The method improves the 
banded matrix iterative approach / canonical grid 
(BMIA/CAG) by adopting some simple formulas 
to calculate the coupling interactions between 
different surfaces. Such treatment reduces the 
complexity of the method at expense of little 
accuracy when the roughness of surfaces can be 
ignored compared to the distance between surfaces, 
and also reduces the computation time by parallel 
implementation technique. Based on emissivity 
calculation, the one-dimensional method is proven 
to be effective for the analysis of some scattering 
properties. Then the proposed method is compared 
with the method of moments (MoM) by example 
of multilayered lunar regolith. Details of 
numerical results are given and discussed, which 
provide a guide in the application of the improved 
method. 
 
Index Terms ─ Banded matrix iterative approach / 
canonical grid method (BMIA/CAG), method of 
moments (MoM), remote sensing, rough surface 
scattering, stratified rough surfaces. 
 

I. INTRODUCTION 
Electromagnetic characteristics of stratified 

rough surfaces have been studied for many 
applications in remote sensing, such as lunar 
exploration [1, 2], buried objects detection [3, 4], 
ocean observation [5], etc. With the advent of 
modern computers, it is attractive to study 
scattering from rough surfaces with fast numerical 
methods [6]. 

Based on the method of moments (MoM), the 
Maxwell equations are converted into matrix 
equations which can be solved by linear iterative 
solvers [7]. For the case of stratified rough 
surfaces, main numerical methods include 
extended boundary condition method (EBCM) 
with truncated singular value decomposition 
(TSVD) [8], forward-backward spectral 
acceleration (FBSA) [9], the steeped descent fast 
multipole method (SDFMM) [10] and 
propagation-inside-layer expansion (PILE) [11] 
approach. The hybrids of these methods [12] and 
the parallel implementation technique [13] have 
been used in some methods to speed up 
computations. Nevertheless, the computational 
complexity of SVD in [8] increases rapidly with 
the size of the matrix; FBSA may fail to converge 
in lossless cases or for media with large 
permittivity [9]; the SDFMM requires a depth less 
than one free-space wavelength to satisfy the 
quasiplanar structure constraint [10]; the 
derivation of characteristic matrix of the layer [11] 
becomes prohibitively challenging when too many 
interfaces are involved. Besides, there are also 
some researches on scattering problem from 
stratified media with a perfect electric conductor 
(PEC) layer [14]. Their constraints limit the use of 
the methods for lunar regolith. 

The banded matrix iterative approach on a 
canonical grid (BMIA/CAG) [15, 16] is an 
efficient method for one-dimensional (1-D) single 
surface because it requires low dynamic memory 
and computation time. A multilevel expansion 
method [16] has been used to improve the 
BMIA/CAG for surfaces with root mean square 
(rms) heights up to several wavelengths [17]. 

360

1054-4887 © 2012 ACES

ACES JOURNAL, VOL. 27, NO. 4, APRIL 2012

Submitted On: Dec. 7, 2011	
Accepted  On: March 4, 2012



However, for stratified rough surfaces, the 
expanding of coupling interactions between 
different surfaces is much more complicated than 
similar operations for a single surface case. The 
complexity of programming and calculations 
makes the BMIA/CAG inefficient. 

To overcome this limitation, the BMIA/CAG 
method is improved and generalized to calculate 
the scattering from 1-D stratified rough surfaces in 
this paper. For convenience, the improved method 
is named as generalized BMIA (GBMIA) 
throughout the paper. In Section II, the principle of 
the BMIA/CAG is first investigated, and then 
simplified formulas for the GBMIA are introduced. 
With these simplifications, the solving of the 
linear matrix equation in the iterative approach is 
parallelizable and the computation can be 
accelerated by the parallel implementation 
technique, which is shown in Section III. More 
numerical results and discussion on different 
models are presented to prove the validity of the 
GBMIA in Section IV. Remarks are given in 
Section V. 
 

II. FORMULATION 
A. Integral equations 

The geometry of 1-D stratified rough surfaces 
is illustrated in Fig. 1, with N rough surfaces, 
dividing the space into N + 1 layers. The j-th 
surface Sj is described by the profile z = fj(x), 
where x∈[-L/2, L/2], L is the length of the surface. 
For the j-th layer Vj, the properties are expressed 
by the complex permittivity εj and the complex 
permeability µj, and the total field is denoted by 
ψj. Besides, for the j-th layer (j = 1,…,N-1), let Hj 
denote the average thickness of the layer. 

z = f(x)
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Fig. 1. Schematic diagram of 1-D stratified rough 
surfaces. 

With an incident field ψinc impinging on S0, the 
double integral equations for the j-th surface Sj can 
be written as 
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where r′  is the position vector of the observation 
point on Sj and r  is that of the source point on the 
corresponding integral surface. Gj denotes the 
Green’s function in Vj. P.V. represents the 
principal value integral. ( )( ) ( )( )21ˆˆˆ xfxf jjj ′++′−= zxn , 

is the normal vector at (x, fj(x)). rj+1,j = µj+1/µj for 
transverse electric (TE) wave and rj+1,j = εj+1/εj for 
transverse magnetic (TM) wave. 

Specially, for the top surface S1, i.e., j = 1, 
integrations on surface Sj-1 in (1) become the 
incident field ψinc. For the bottom surface SN, i.e., j 
= N, integrations on surface Sj+1 in (2) go to zero. 
Thus, the scattering problem from stratified rough 
surfaces can be described by (1) and (2). 
 
B. MoM implementation 

According to the principle of MoM [18], each 
surface is divided equally into M segments of 
width ∆x = L/M. Then the integral equations (1) 
and (2) can be discretized and converted to a linear 
matrix equation with the form bXZ =⋅ , where Z  
is the coefficient matrix with 2MN × 2MN 
elements, representing coupling interactions 
between observation and source points on surfaces; 
b  is a 2MN × 1 vector, representing incident fields 
on surfaces; and X  is a 2MN × 1 vector, denoting 
the surface unknowns to be solved. 

For a scattering model with N rough surfaces, 
the coefficient matrix has the form of 
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where block matrices are 
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ji,A , ji,B , ji ,C , ji,D  are M × M block matrices. 
Elements in ji,A  and ji ,C  have the similar form of 
(4), while those in ji ,B  and ji,D  are in the form of 
(5). The details of expressions for these block 
matrices can be found in [11]. 

 ( ) ( )nmkHxnmAC rr  −′⋅∆= )1(
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where k is the wave number in the corresponding 
layer. )1(

0H  and )1(
1H  are the zero-order and first-

order Hankel functions of the first kind, respectively. 
An essential difference should be noticed that 
observation and source points are on the same 
surface for ji,A  and ji ,B  while they are on different 
surfaces for ji ,C  and ji,D . 

 
C. BMIA/CAG method 

The MoM solution is rigorous [19]. However, 
the memory requirements and computational 
complexity increase rapidly with the size of Z . To 
this problem, the BMIA/CAG solves the matrix 
equation in an iterative approach, by decomposing 
each block matrix into two parts. For example, the 
matrix A  is decomposed into 

 ( ) ( )
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and ( ) ( )



>−
≤−

=
w

ww

bnmnmA
bnm

nmA
,

0
,)( , (7) 

where 1 ≤ m, n ≤ M, and bw is an adjustable 
parameter and set to be M/10 in most cases [15]. 

Then 
( )s

A  is a banded matrix which represents 
strong interaction and the remainder 

( )w
A  

represents the weak interaction part. B , C , D  are 
decomposed in the same way. Then 

( )s
A , 

( )s
B , 

( )s
C , 

( )s
D  are grouped to be 

( )s
Z , and others are 

separated into 
( )w

Z . 
The matrix equation becomes ( ) ( )

bXZZ =



 +

ws  

which can be solved by the following iteration [18] 
 

( ) ( ) )(1 pps
bXZ =

+ , (8) 
where ( )p

b  represents the updated right-hand side 
with 

 ( )
bb =

0 , (9) 
 ( ) )()( pwp

XZbb −= . (10) 
The stopping criterion for the iterative 

procedure is defined as %100
)0()()1(

×−
+

bbb
pp . 

In the BMIA/CAG, the solution to (8) can be 
solved by taking advantage of the sparsity of 

)(s
Z , 

without inversing the full matrix Z . 
)(w

Z  is 
decomposed so that )()( pw

XZ  product can be 
computed by the fast Fourier transform (FFT), 
which can avoid the storage of 

)(w
Z , besides 

saving the CPU time [18].  
 

D. Decomposition of 
)(w

Z  
To apply the FFT to )()( pw

XZ  product, the 
)(w

Z  
needs to be decomposed in further into a sum of  

 ( ) ( )
∑=

ZN

i

w
i

w
ZZ , (11) 

where 
( )w
iZ  has the form of ndm TZT . mT  is a 

function of m, and nT  is a function of n. dZ  is a 
translationally invariant matrix [18]. NZ is the 
number of such matrix. 

The decomposition in (11) is equivalent to 
expand the Hankel functions in (4) and (5) in 
Taylor series at zd = z0. For elements in 

( )w
A , 
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where xd = |m-n|∆x is the horizontal distance 
between the observation and source points, and zd 
is the vertical component. NT is the number of 
Taylor terms truncated in numerical calculations. 
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For A , all the observation and source points 
are on the same surface, and zd is only affected by 
roughness of the surface. In this case, z0 = 0. By 
substituting zd with fm(x) – fn(x), the second Taylor 
term (t = 1) in (12), for example, can be written as 
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Now, each item on the right side of (13) has the 
form of TmZdTn, where Tm and Tn are functions of 
m and n, respectively, and Zd is only related to |m-
n|. Let N(t) denote the number of items with the 
form of FmZdFn from the t-th Taylor term, then 

 ( )∑
=

=
TN

t
Z tNN

0

. (14) 

The decomposition of 
( )w

B  is similar to that of 
( )w

A . However, in case of stratified rough surfaces, 
The decompositions of 

( )w
C  and 

( )w
D  are quite 

more complex for that the observation and source 
points are on different surfaces and the Hankel 
functions should be expanded at z0 = Hi which is 
the distance between two surfaces. If the first three 
Taylor terms are used in numerical calculation, NZ 
for 

( )w
A , 

( )w
B , 

( )w
C  and 

( )w
D  is 9, 27, 21, and 63, 

respectively. In single surface case, the total 
number NZ in BMIA/CAG is 36, while the number 
will reach to 120 for stratified rough surfaces; and 
the complexity will grow with more Taylor terms. 

 
E. Generalized BMIA 

To reduce the complexity in decomposition of 
( )w

C  and 
( )w

D , some simpler formulas for 
( )w

C  and 
( )w

D  are introduced for special applications, which 
generalizes the BMIA/CAG method so as to study 
the scattering behavior of stratified rough surfaces. 

The vertical component zd for C  and D  can be 
written as 
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where δf(xm) and δf(xn) represent the distances of 
the observation point and source point to their 
mean surfaces, respectively.  

In many applications, values of δf(xm) and δf(xn) 
can be ignored compared to Hi. For example, at 

the Mare Serenitatis on the Moon, the depth of 
lunar subsurface can reach several kilometers, 
while the rms height of the surface is only about 
one meter [20]. Let zd ≈ Hi, then 

 ( ) ( )22)1(22)1(
iddd HxkHzxkH +≈+ . (16) 

Now, the Hankel function in (16) only depends 
on xd, so elements in the matrix on the same 
diagonal are the same. Then C  and D  are known 
as Toeplitz matrices.  

In the GBMIA, the decomposing to A  and B  is 
the same as that done in the BMIA/CAG. For C  
and D , observation and source points are on 
different surfaces. Taking the thickness of layers 
into account, the whole matrices C  and D  are 
considered as weak part, i.e. 

( )
CC =

w
 and 

( )
DD =

w
, 

the product of which and vector can be computed 
by the FFT directly. Now the number NZ for 

( )w
C  

or 
( )w

D  is only one, which is greatly reduced. 
In GBMIA, the strong part 

)(s
Z  for stratified 

rough surfaces is now reduced to 
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From the form of 
)(s

Z  in (17), the solving to (8) 
can be divided into N linear equations with 
coefficient matrices 

)(s
iZ , which are sparse banded 

matrices with small scale. What’s more, these 
equations are independent with each other, so 
solving to them can be implemented in parallel, 
which is helpful to save the computation time. 
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III. EFFICIENCY EVALUATION 
Memory requirement and computation time are 

two important criterions to assess a numerical 
method. The memory requirement depends on the 
number of non-zero elements in Z . For the MoM, 
Z  is a full matrix containing 4(2N-1)M 2 elements, 
which will all be calculated and stored. In the 
BMIA/CAG, only non-zero elements in 

)(s
Z  is 

necessary, the number of which is equal to 4(2N-
1)[M+(bw-1)(2M-bw)]. In the GBMIA, the number 
of non-zero elements in 

)(s
Z  decreases to 

4N[M+(bw-1)(2M-bw)]. For the sake of illustration, 
the comparison of these three methods for 
different surface number N is listed in Table 1, 
with M = 1000, bw = M/10. 

 
Table 1: Number of non-zero elements (in million) 

N MoM BMIA/CAG GBMIA 
1 4 0.7564 0.7564 
2 12 2.2692 1.5128 
3 20 3.782 2.2692 
4 28 5.2948 3.0256 
5 36 6.8076 3.782 
6 44 8.3204 4.5384 
7 52 9.8332 5.2948 
8 60 11.346 6.0512 
9 68 12.8588 6.8076 

10 76 14.3716 7.564 
 

From Table 1, the number of non-zero elements 
in GBMIA need to be calculated and stored is the 
least. When N = 3, the number to be stored in the 
GBMIA is only about 11% of that in the MoM, 
and 60% of that in the BMIA/CAG, which is a 
considerable saving in memory requirement and 
matrix filling time. This advantage becomes more 
obvious as N increases. The same conclusion can 
be obtained for different values of M. 

To avoid the complexity of implementing 
BMIA/CAG for stratified rough surfaces, we 
evaluate the computation time of GBMIA and 
BMIA/CAG by two parameters: asymptotic 
convergence rate (R) [21] and time per iteration 
(T). For ( ) ( )

bXZZ =⋅



 +

ws , the iteration matrix is 

defined as  
 ( ) ( )ws

ZΖQ ⋅





=

−1
. (22) 

For the iterative approach to converge, the 
spectral radius of Q  must be less than 1, i.e. 

( ) 1<Qr . Then the asymptotic convergence rate is 
( )( )Qr10log−=R , and the speedup (G) in 

computation time is evaluated by the ratio of the 
product of 1/R and T in BMIA/CAG over that in 
GBMIA. For several pairs of N and M, GBMIA 
and BMIA/CAG are compared on a standard 
personal computer with MATLAB, and values of 
R and T are shown in Table 2. 

 
Table 2: Computation time evaluation 

N M 
BMIA/CAG GBMIA 

G R T (sec.) R T (sec.) 

2 
600 0.35 0.7430 0.34 0.3958 1.82 
900 0.51 3.9665 0.47 0.7310 5.00 
1200 0.57 6.3811 0.47 1.2227 4.30 

3 
600 0.34 1.5818 0.31 0.5051 2.86 
900 0.49 5.4874 0.33 0.8420 4.39 
1200 0.50 17.055 0.30 1.5145 6.76 

4 
600 0.37 2.5300 0.31 0.6739 3.15 
900 0.33 10.488 0.30 1.1253 8.47 
1200 -- 93.196 -- 1.7155 -- 

 
From Table 2, due to the simplifications in 

)(s
Z , 

the convergence rate decreases a little in GBMIA. 
However, there is a significant reduce in the time 
per iteration. As a result, the computation time in 
GBMIA is improved, and the overall speedup 
increases with N and M. When N = 4 and M = 900, 
the speedup reaches about 8.47. 

For the case of N = 4 and M = 1200, although 
the convergence rate cannot be calculated with our 
computer, there is a surprising improvement on the 
time per iteration. Besides the utility of the parallel 
calculation in GBMIA, immoderate memory 
consuming in BMIA/CAG is also an important 
factor affecting the computation time. 

These results show that GBMIA is more 
efficient and suitable for studying scattering 
problem of large-scale stratified surfaces. 

 
IV. NUMERICAL RESULTS 

The solution of surface integral equations 
obtained by using the MoM has been the standard 
for checking the validity of other numerical 
approaches [22]. In this section, the multilayered 
lunar regolith is taken as an example of stratified 
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rough surfaces. Before the verification of the 
GBMIA with MoM, it is necessary to verify that 
surface emissivity calculated by MoM with 1-D 
surface model is reliable. 
 
A. Validation of MoM 

In [1], the reflectivity for Monte Carle (MC) 
realized two-dimensional (2-D) lunar surface is 
calculated with the observation direction of 0°, and 
the average reflectivity of ten MC realizations in 
total is 0.0619 in TE case. To validate the MoM 
solutions, a simple two-layer model composed of 
free space and lunar soil, with µ1 = µ0, and ε1 = 
2.7+0.01i in [1] is used here. 

In this simulation, L = 200λ, where λ is the 
wavelength. A Thorsos tapered wave [23] is 
chosen as the incident wave, with g = L/8. The 
interface between free space and lunar soil is a 
Gaussian rough surface, with a small rms height of 
h = 0.04λ and the correlation length of l = 0.4λ, in 
order that the surface emissivity obtained by the 
MoM can also be compared with the analytical 
small perturbation method (SPM) solution. 
Emissivities of the 1-D lunar model obtained at 
different incident angles are plotted in Fig. 2. The 
MoM has a good agreement with SPM solutions 
on a wide range of incident angles, in both TE and 
TM case. 

As indicated in Fig. 2, the emissivity at the 
direction of 0° in TE case is 0.9331, which is 
corresponding to the reflectivity of 0.0669, very 
close to 0.0619 in [1]. Although some phenomena, 
such as depolarization are inherently for 2-D 
rough surface and cannot be observed using 1-D 
methods [19], the comparison indicates that 1-D 
method is still efficient to analyze scattering 
behavior, such as emissivity. 

 
B. GBMIA comparison with MoM 

Different models are now considered to 
compare the GBMIA method with the MoM. The 
emissivity calculated by GBMIA is denoted by 
eGBMIA, and that obtained from the MoM is eMoM.  
The relative error |eGBMIA - eMoM|/eMoM is used to 
assess the accuracy of the proposed method. In 
this paper, attentions are given to the efficiency of 

the GBMIA on multilayered medium, and the 
improvement by the multilevel expansion method 
for large rms heights will not be addressed here. 

In this example, a three-layer model is used,  
composed of free space, lunar soil, and lunar rock, 
with µ1 = µ2 = µ0, and ε1 = 2.42*(1+0.00486i), ε2 = 
7.8*(1+0.056i) [24]. L = 40λ, and the incident 
angle is 30°. Two interfaces are both Gaussian 
rough surfaces with the same roughness 
parameters. The correlation length l = λ, and 
different rms heights h (0, 0.1λ, 0.2λ, 0.3λ) are 
considered. The layer thickness H varies from λ to 
30λ, and 20 realizations are generated for each 
thickness. The first three Taylor expansion terms 
are used and the residual error is set at 0.01.  

The emissivity errors of GBMIA are shown in 
Fig. 3 for the TM case. From these curves, the 
emissivities of GBMIA are exactly the same as 
that of MoM for flat surfaces. For rough surfaces, 
the error diminishes as a whole, with H increasing, 
despite some small undulations; and the error 
decreases more quickly for surfaces with smaller 
rms height. For this three-layer model, the relative 
emissivity error by the GBMIA can be controlled 
below 1% when the thickness of lunar soil reaches 
12λ. 
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Fig. 2. Comparison of emissivity between MoM 
and SPM. 
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Ice deposits at the Lunar South Pole is an issue of 
diversity [2]. To estimate effects of possible ice 
deposit on scattering from lunar regolith, a lunar 
model containing ice is necessary. As an example 
to validate the GBMIA for a four-layer model, a 
layer of ice, with the permittivity of 
3.2*(1+0.0035i) [24], is added between the lunar 
soil and rock layers. For different thicknesses of 
lunar soil (H1 = 5λ, 10λ, 15λ, 20λ, 25λ, 30λ), the 
thickness of ice (H2) changes from λ to 30λ. The 
rms height of surfaces is chosen as 0.1λ, and other 
parameters are the same as before. The errors for 
TM case are plotted in Fig. 4. In general, the error 
decreases with the increasing of H1 and H2, and 
the thickness of upper layer are more important on 
accuracy than that of lower layer. When the 
thickness of lunar soil is larger than 10λ, the error 
will not exceed 1% even with a thin ice layer. 

 
V. CONCLUSION 

The BMIA/CAG method is improved and 
generalized to investigate the electromagnetic 
scattering from large-scale stratified rough 
surfaces in case that the distance between two 
surfaces is very large compared to the roughness. 

Comparing to the original BMIA/CAG, the 
GBMIA method reduces the complexity of 
decomposing coupling interactions between points 
on different surfaces. With the reduction, there is a 
good memory saving in the GBMIA. What’s more 
important, the coefficient matrix in the GBMIA is 
a block diagonal matrix, and the solving to the 
matrix equation can be parallelizable. With the 
parallel implementation technique, the GBMIA 
has a significant speedup in computation time. 

These advantages make the GBMIA be suitable 
for applications in large-scale problems of 
stratified rough surfaces scattering. 

With simplified formulas, the computational 
error is unavoidable. In numerical simulations, the 
MoM solution is first shown to be reliable on 
emissivity calculation. Then, the accuracy of the 
GBMIA is estimated by comparisons with the 
MoM, taking the multilayered lunar regolith as an 
example. The calculated relative emissivity error 
is below 1%, when the thickness of lunar soil is 
larger than about twelve free-space wavelengths. 

Although only lunar models are used in 
numerical simulations, the proposed method can 
be used for other applications with similar 
structures. 
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Fig. 3. Relative emissivity error between 
GBMIA and MoM for three-layer model versus 
the thickness of layer. 
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Fig. 4. Relative emissivity error between GBMIA 
and MoM for four-layer model versus different 
layer thickness: (a) H1 = 5λ, 10λ, 15λ; (b) H1 = 
20λ, 25λ, 30λ. 
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Abstract ─ This paper investigates and compares 
the electromagnetic behavior of different shielding 
enclosures built with composite panels (dielectric 
materials with conducting inclusions, carbon-fiber, 
fiberglass, conductive materials).  The numerical 
model is based on a full wave finite element 
method taking into account the geometrical details 
of the walls and avoiding the use of the classical 
equivalent layer approach. A 2D composite 
enclosure with two wall structures is modeled: 
fiber rods shielding and metal screen shielding. 
Impacts of conductivity and rod diameter on the 
shielding effect are investigated. Concerning metal 
screen, the shielding effectiveness is studied for 
different metals with the same mass, leading to 
identify the most effective metal. The influence of 
the angle of incidence and the number of apertures 
is also studied. Finally, a comparison is performed 
considering the same mass of the two composite 
wall structures, each composed of fiberglass and 
carbon fiber. 
 
Index Terms — Composite materials, finite 
element analysis, shielding effectiveness.  
 

I. INTRODUCTION 
Advanced composite materials become 

widespread in the aerospace, aircraft industries [1] 
and wireless communications [2]. They are 
typically composed by a resin matrix reinforced by 
high strength fibers, such as graphite, boron, glass, 
or carbon. With respect to metals, these materials 

offer lower weight, higher stiffness and strength, 
lower corrosion etc. Despite these advantages, 
composite materials are not as electrically 
conductive as traditional metallic ones. The 
shielding effectiveness of composite structures is 
strongly affected by the fiber-composition fraction 
or percentage. So these composite materials may 
have a significant impact on the electromagnetic 
compatibility constraints.  

Generally, electromagnetic modeling studies 
of composites materials have been carried out 
concerning the characterization of the reflection, 
transmission, and shielding properties of such 
materials, with reference to canonical 
configurations having either planar or cylindrical 
symmetries [3-6]. In these analyses, the composite 
is replaced by an equivalent layer model where the 
composite is an effective medium. This makes 
easier the electromagnetic modeling with 
analytical or numerical methods. 

For the packaging of practical structures, the 
performance of a shielding enclosure is quantified 
by its shielding effectiveness (SE), defined as the 
ratio of field strength in the presence and absence 
of the enclosure. The value of SE is closely related 
to the dimensions of the enclosure and the possible 
resonance effect for specific frequency ranges. 
The variation of SE versus frequency can be 
efficiently evaluated with a convenient modeling 
technique like the method of moments (MoM) [7-
9], the Fourier transform and the mode-matching 
technique (MMT) [10], the finite-difference time-
domain method (FDTD) [11-15], the transmission-
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line modeling method (TLM) [16, 17] or the finite 
element method (FEM) [18-20]. Most of these 
studies are devoted to metallic enclosures. They do 
not investigate the impact of new composite 
materials on the frequency response of the 
structure. 

The aim of this paper is to emphasize the 
impact of composite materials used for shielding 
effectiveness of enclosures. It shows with an 
adequate finite element modeling that composite 
materials modify the wide band frequency 
response of the structure when compared to a 
metallic one. The analysis is performed for a 2D 
enclosure made of the carbon fiber composite 
material described in [4]. In order to avoid the 
classical assumption relevant to the use of an 
equivalent layer model, the finite element 
approach takes into account the fine features of the 
composite. The computational model clearly 
underlines the influence of the diameter and the 
electrical conductivity of the rods on the 
resonances of the SE. Another composite screen 
constituted with a metal sheet embedded in 
dielectric materials is also studied for comparison. 

Shielding Effectiveness is defined as the ratio 
(in decibel unit) of the total field existing in the 
presence of the enclosure to the incident field: 

   
10 10-10 log -20 log ,

t t

dB i i

P ESE
P E

   
= =   

   
     

where 𝑃𝑖 and 𝑃𝑡 are respectively the incident and 
transmitted electromagnetic power, also for the 
electric field 𝐸.  
 

II. ELECTROMAGNETIC PROBLEM 
AND VALIDATION OF THE MODEL 

      The transverse magnetic (TM) case is 
considered where the incident electric field and 
scattered electric field have only one component in 
the z direction denoted 𝐸𝑖 and 𝐸s , respectively. 
The total electric field 𝐸𝑡(𝐸𝑡 = 𝐸𝑖+ 𝐸s) satisfies: 

 

( )21 0.t tdiv gradE i w Eεω σ
µ

 
+ − = 

   
 

Consider the 2D scattering of a plane wave by 
a 2D enclosure. The shape of the studied enclosure 
is described in [10-18] (Fig. 1). 

 
 

Fig. 1. 2D enclosure with h = 50 cm, H = 40 cm, S = 

10 cm, L = 0.4 cm, θ = 0°. 
 
      Figure 2 illustrates a shielding composite wall 
where a thin copper screen (𝜇𝑟 = 1 ; 𝜀𝑟 = 1 ;  𝜎 =
58 106 S/m ;  𝑒 = 1 𝑚𝑚 ) is inserted in a dielectric 
resin with fiberglass reinforcements (𝜇𝑟 = 1 ; 𝜀𝑟 =
4.3 ;  𝜎 = 10−11 S/m ;  𝐿1 = 𝐿2 = 1.5 𝑚𝑚). 
 

 
Fig. 2. Composite walls with copper screen shield 
and fiberglass reinforcements; L = 4 mm, L1 =  L2 
= 1.5 mm, e = 1 mm of copper. 
 

The composite enclosure is illuminated by a 
plane wave in a frequency range between 100 
MHz and 1.1 GHz. The shielding effectiveness is 
computed inside the enclosure on a line normal to 
the aperture, at the center, when the incident plane 
wave is x-directed. The computational domain is 
truncated by perfectly matched layers (PMLs). 
The results from the finite element method are 
compared to analytical formulae from [10] and 
experimental measurements [10, 18], obtained in 
the same conditions (geometry, plane wave…), but 
with a perfect electric conductor (PEC). The 
experimental process consists in placing a 
monopolar probe into the shielded enclosure to 
measure the inner field strength. The 
measurements were performed inside an anechoic 
chamber [18]. Results are shown in Fig. 3. 

(1)

(2)
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Fig. 3. Comparison of SE for different walls. 
 

FEM results are in good concordance with the 
available analytical solution for 2D composite 
enclosure. Moreover, comparison of these results 
with those of experiments also shows good 
agreement, despite small shifts in inverted peaks 
(dips), which are due to the fact that the inner 
surface surrounded by the metal is a bit greater in 
the composite enclosure, considering the 
transparency of the fiberglass relative to the fields. 
This comparison justifies the use of FEM to 
simulate composite behavior in the following 
study. Two kinds of composite structure are next 
considered. 
 

III. COMPOSITE WALL WITH FIBER 
RODS SHIELD 

The walls include fiber rods (𝜇𝑓 = 1, 𝜎𝑓 , 𝜀𝑓 =
4) embedded in a dielectric resin which is 
fiberglass (𝜇𝑑 = 1,  𝜎𝑑 = 10−11 S/m  , 𝜀𝑑 = 5.5) 
(Fig. 4). 
 

   
 

Fig. 4.  Composite wall with fiber rods shield and 
fiberglass reinforcements; L = 10 mm, D = 4 mm, 
P = 8 mm. 

Figure 5 shows the variation of SE versus the 
rod conductivity up to 1.1 GHz. For high values of 
conductivities the resonance peaks correspond to 
the theoretical values obtained in the case of a 
closed cavity. It can be pointed out that for 
conductivity lower than 10 S/m, the negative 
shielding near the resonances disappears, but SE is 
significantly reduced for those values. This can be 
explained by the fact that a low value of the 
conductivity leads to a low value of reflection loss 
inside the enclosure, thus minimizing the effect of 
resonances. 

 
 

 
 

Fig. 5. Shielding effectiveness considering 
different conductivities of the rods. 
 

One of the main advantages of composite 
materials is their low weight. The impact of the 
rod diameter D on the SE, directly related to the 
weight of the enclosure, is now investigated. Here, 
we consider that P = 20 mm and σ = 1000 S/m. 

Figure 6 clearly shows that SE is significantly 
reduced when using rods with small diameter. In 
this case, the shielding effect is mainly governed 
by the ratio between the period of the rods and the 
wavelength. 
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Fig. 6. Shielding effectiveness for different 
diameters of the rods. 
 
IV. COMPOSITE WALL WITH METAL 

SCREEN SHIELD 
The second structure is composed of walls, 

where a thin metal screen is inserted in resin 
dielectric fiberglass reinforcements. 
 
A. Impact of the composite material 

Figure 7 shows the variation of SE for several 
kinds of metallic screens with a same mass for the 
whole wall. In order to identify the most effective 
metal in term of electromagnetic shielding, the 
mass criterion seems to be suitable. 
- Aluminum screen structure : 
𝜇𝑟 = 1 ; 𝜀𝑟 = 1 ;  𝜎 = 38 106 S/m ; 𝜌 = 2700 𝑘𝑔/𝑚3 . 
- Copper screen structure : 
𝜇𝑟 = 1 ; 𝜀𝑟 = 1 ;  𝜎 = 58 106 S/m ;  𝜌 = 8920 𝑘𝑔/𝑚3  
- Iron screen structure : 
𝜇𝑟 = 400 ; 𝜀𝑟 = 1 ;  𝜎 = 10.3 106 S/m ;𝜌 = 7860 𝑘𝑔/𝑚3 
The aluminum presents an efficiency slightly 
greater than other metals, in spite of its lower 
conductivity (38.106 S/m) comparing with that of 
copper (58.106 S/m). This can be explained by the 
fact that from a certain very high value of the 
conductivity, the thickness of the material will 
mainly influence the increase of the shielding 
effectiveness. 
 
B. Impact of angle of incidence 

The variation in the angle of incidence (θ on 
Figure 1) also changes the shielding effectiveness 
(Fig. 8). In the previous simulations, the wave 
propagates initially to the shielding enclosure with 
an angle of incidence θ = 0°. It is shown that it 
corresponds to the worst case, because the incident 
wave penetrates directly into the aperture. 

 
Fig. 7. Shielding effectiveness for various kinds of 
composite walls metal screen with equal mass; 
L1= L2 = 3 mm. 
 

 
Fig. 8. Shielding effectiveness for various angles 
of incidence; S = 100 mm, L = 10 mm, L1 = L2 = 
3 mm, e = 4 mm of aluminum. 
 
C. Impact of multiple apertures 

Initially, the structure of shield has an 
aperture of S = 100 mm to serve as an input for 
ventilation and cabling. Even with the best 
composite material, an opening of this size will 
weaken the shielding effectiveness, because it will 
allow the passage of an important flow of 
electromagnetic fields.  

Two cases are now considered. In the first 
one, the size of an aperture is taken as 20 mm, and 
the impact of an increase of the aperture number is 
evaluated (Fig. 9). It is obviously shown that it 
reduces the shielding effectiveness, because the 
larger the total area of the apertures is, the higher 
the fields penetrate inside the enclosure. Figure 10 
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shows concordance between FEM simulations and 
analytical results proposed by [10]. 
 

 
Fig. 9. Composite enclosure with three apertures. 
 

 
Fig. 10. Shielding effectiveness at 600 MHz vs. 
aperture number; S = 20 mm, L = 4 mm, L1 = L2 
= 1.5 mm, e = 1 mm of aluminum, compared with 
analytical results. 
 

For the second case, the initial 100 mm-
opening is divided into several sub-apertures, so as 
to keep the same open area. 

Figure 11 shows formally that this division of 
the opening increases the efficiency of shielding in 
a very striking way. Comparing a composite 
shielding with 6 sub-apertures to one with a single 
opening, the effectiveness increases with an 
average of 40 dB (this value is calculated over the 
frequency band of this study). 
 

V. COMPARISON OF STRUCTURES 
The comparison of the two structures, one 

with rods (Fig. 4) and the other with screen (Fig. 
2), is now proposed considering the same mass 
and the same kind of conducting material, which is 
the carbon fiber (𝜇𝑟 = 1  ;  𝜀𝑟 = 4  ;  𝜎 =
21200 S/m) (Fig. 12). In both structures, carbon 
fibers are incorporated into glass fibers. 
 

 
Fig. 11. Shielding effectiveness for various sub-
aperture numbers with same open area. 
 

 
 

Fig. 12. Shielding effectiveness for composite 
walls with carbon-fiber rods and with carbon fiber 
screen. 
 

Figure 12 illustrates that the shielding with 
screen composite walls is a little bit more effective 
than with rods. In fact, in the same conditions 
(equal masses for fiberglass and carbon fibers), 
over the entire frequency band, the screen 
structure displays an increase of effectiveness with 
an average about 2 dB compared to the rods. This 
can be explained by the fact that the structure with 
rods behaves like a screen structure since the 
distance between two rods is small compared to 
the wavelength. It is noted that the resonance 
inverted peaks are only slightly modified. 
However this result is highly dependent on the 
geometry, and particularly on the distance P. 
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VI. CONCLUSION 
The shielding effectiveness of an enclosure 

with two different structures of composite walls 
was evaluated. Numerical results for the fiber rods 
show that the behavior of the wide band response 
is affected by their conductivity and their 
diameter. For the structure with a metal screen 
shield, comparison of the influence for different 
kinds of metals considering equal mass, has 
allowed equitably identifying the most effective 
metal in term of electromagnetic shielding. The 
influence of the incidence angle of the exciting 
wave has been illustrated. Moreover, higher SE 
was obtained using a composite enclosure with a 
subdivision of the aperture. Also, the comparison 
between fiber rod shield and fiber screen shield, 
with the same mass and with the same kind of 
conductive material, has shown that the second 
structure is less efficient than the first one.  

The different simulations in this paper show that 
from the shielding point of view composite 
materials can be an excellent alternative to the 
conventional use of metal in enclosures. In 
addition, these materials have generally good 
mechanical and thermal characteristics. Ongoing 
works address practical 3D enclosures involving 
new conductive polymers. 
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