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Abstract – Magnesium production process is highly 

energy intensive. Electrolysis process provides an 

effective route to reduce the energy consumption. In 

this paper, a three-dimensional electro-magneto-hydro-

dynamics coupling model of a 120 kA magnesium 

electrolysis cell using finite element method is 

presented. In this model, the electric field, magnetic 

field, and flow field are included. This paper concerns 

the effects of the Lorentz force on the motion of the 

electrolyte in the cell. The model predicts that the 

magnitude of Lorentz force is at its maximum near the 

region between the anode and cathode. The direction of 

the Lorentz force is beneficial to the motion of the 

electrolyte in the magnesium electrolysis cell. 

Index Terms – Electro-magneto-hydrodynamics, Lorentz 

force, magnesium electrolysis cell. 

I. INTRODUCTION
Magnesium has found a variety of applications due 

to a number of advantages including low mass density 

and high specific strength. Like the Hall-Herault process 

of aluminum production [1], the electrolysis process for 

magnesium is one of the most energy intensive industrial 

processes [2]. Over the years, lots of research efforts 

have been made on the investigations of the flow field, 

thermoelectric field, electro-hydrodynamic field, 

thermoelectromechanical model and magneto-

hydrodynamic model by using the commercial software 

packages [3-7].  

Over the years, much attention has been paid on 

aluminum reduction cell. Little effort, however, has been 

made on the magnesium electrolysis cell. Shilova and 

Shcherbinin investigated the distribution of the 

electromagnetic field with the effects of bus bar and 

electrode in the magnesium electrolysis cell [8]. The 

research indicated that the magnetic field will help to 

improve the circulation and convection of the electrolyte. 

Recent years some researches on the multi-physical 

fields including the electric field, magnetic field and 

flow fields in magnesium electrolysis cells have been 

reported [9, 10]. In summary, most of the reported 

studies of magnesium electrolysis cell only considered 

the mathematical model based on one physical fields. 

But little progress has been made on the effect of the 

Lorentz force on the motion of the electrolyte by using 

a 3D full cell coupling model of electro-magneto-

hydrodynamics fields.  

This paper presents an Electro-magneto-

hydrodynamics model for the magnesium electrolysis 

cells to investigate the distributions of electric filed, 

magnetic field and flow field simultaneously. Moreover, 

the main objective of the article is to show the Lorentz 

force distribution throughout the cell and its effects on 

the motion of the electrolyte. 

II. DESCRIPTION OF NUMERICAL

SIMULATION 

A. Structure of magnesium electrolysis cell

In the present article, a 3D full cell model of 120 kA

commercial magnesium electrolysis cell with a set top 

entry of graphite anodes and a set side entry of steel 

cathodes typically consists of the molten electrolyte of 

MgCl2, massive refractory lining, thermal insulating 

materials, asbestos board, steel shell, capping, and 

partition wall. The structural parameters used in this 

work have been reported elsewhere and only a brief 

description will be given here [11]. 

B. Governing equations

In the electrolysis process, DC current is fed from

the anodes, and flow out from the cathodes after passing 

through the electrolyte. The study consider the electric 

field, magnetic field and flow field as the main physical 

fields in the model. To ensure the feasibility of the 

model, the following hypotheses are made: 
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(a) The model only focuses on the resistance voltage 

without considering the voltage for the 

decomposition of magnesium chloride, overvoltage, 

and contact voltage drop in the cell. 

(b) Anodes are assumed to share all of the current in 

cells equally. 

(c) All the magnetic line are in the air region. 

The problem of electromagnetic analysis is solving 

Maxwell’s equations subject to certain boundary 

conditions. The Ohm’s law is used to predict current 

distribution as follows:  

 𝑱 = 𝜎(𝑬 + 𝒗 × 𝑩). (1) 

The Lorentz force of the electrolyte is: 

 F = J×B. (2) 

Magnetic induction is used for magnetic flux density 

calculation as follow: 

 
𝜕𝑩

𝜕𝑡
= ∇ × (𝒗 × 𝑩) +

𝟏

𝜎𝜇
𝛻2𝑩. (3) 

∇ × (𝒗 × 𝑩) is negligible in comparison with other 

terms, and reduces to the following: 

 
𝜕𝑩

𝜕𝑡
=

𝟏

𝜎𝜇
𝛻2𝑩. (4) 

On the supposition that the molecular viscous stress 

tensor can be neglected in comparison with the turbulent 

stress tensor, the momentum equation is given as follows: 

 𝛻 × 𝒗 = 0, (5) 

 
𝜕(𝜌𝒗)

𝜕𝑡
+ (𝜌𝒗 ∙ 𝛻)𝒗 = −∇𝑝 + 𝑣𝛻2𝒗 + 𝜌𝒈 + 𝑭.

  

(6) 

The k-ε model is used for computing velocity profile 

of electrolyte using the Lorentz forces (F) as source term. 

The k-ε model is a class of turbulent model, called the 

two-equation model, where the isotropic eddy viscosity 

is characterized by the turbulent kinetic energy (k) and 

its dissipation rate (ε), and the equations can be modified 

to satisfy no-slip boundary conditions at the walls. 
 

B. Boundary conditions 

The Neumann boundary condition is adopted at each 

top of anodes, with the normalized current density of 

inward current flow equals to the current intensity 

divided by the working area: 

 −𝑛 ∙ 𝑱 = 𝑱𝒏. (7) 

A voltage potential of zero is set at end of cathodes: 

 𝑉 = 0. (8) 

The magnetic vector potential at all of the exterior 

surfaces of air region is zero: 

 𝑛 × 𝑨 = 0. (9) 

The solutions to these equations are carried out by a 

finite element software of COMSOL. An optimum 

number of elements were chosen when two consecutive 

grid refine elements yield an error less than 1% on both 

magnetic field and Lorentz force calculations.  

 

III. RESULTS AND DISCUSSION 

A. Electromagnetic model validation 

It is necessary to validate the accuracy of the 

mathematical model developed in this article, before 

using them for numerical experiments. The predicted 

results are validated by an electromagnetic coil. The 

coils are shown in Fig. 1 and its structure parameters are 

shown in Table 1.  

 

Table 1: Technical specifications of the original vice coil 

of 24009 and 24010 

Coil 

Type 

Internal 

Diameter 

(mm) 

External 

Diameter 

(mm) 

Length 

(mm) 

Wire 

Diameter

（mm） 

Number 

of Coils 

24009 42.9 45.1 66.5 0.22 1150 

24010 27.0 29.2 51.7 0.22 370 

 
 

Fig. 1. Electromagnetic coil: (a) experiment, and (b) 

mathematical model. 

 

The comparison of the magnetic flux density 

between the experiments and simulations in the position 

A, B, C, and D of original vice coils are listed in Table 2. 

Almost all the relative error in the four test points are less 

than 10%, which shows that the mathematical model can 

predict the electromagnetic field accurately. 
 

Table 2: Magnetic flux density of experiments and simulations in the different positions of original vice coils 

Coil 

Type 

Voltage/ 

V 

A/Gs B/Gs C/Gs D/Gs 

Exp. Simul. 
Relative 

Error 
Exp. Simul. 

Relative 

Error 
Exp. Simul. 

Relative 

Error 
Exp. Simul. 

Relative 

Error 

24009 

2.57 47.7 43.6 -8.6% 49.1 43.8 -10.8% 2.5 2.3 -8.0% 9.9 10.8 9.1% 

4.25 77.5 72.2 -6.8% 78.6 72.4 -7.9% 3.5 3.8 8.6% 15.8 17.9 7.8% 

5.92 105.4 100.5 -4.6% 102.6 100.9 -1.7% 5.1 5.3 3.9% 21.9 24.8 8.3% 

24010 

2.52 70.1 63.2 -9.8% 71.4 63.1 -11.6% 2.1 2 -4.7% 25.2 24.5 -2.8% 

4.19 109.8 104.8 -4.6% 116.2 104.9 -9.7% 3.8 3.4 -10.5% 39.6 40.8 3.0% 

5.84 148.5 146.1 -1.6% 154 146.2 -5.1% 5.3 4.7 -11.3% 54.4 56.9 4.6% 
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B. Distribution of electromagnetic field 

In the magnesium electrolysis cell, current fed from 

up of the anodes, and flow out from the profile, which 

form a coil with a quarter of a turn. The magnetic flux 

density is plotted in Fig. 2. The max of the magnetic flux 

density is about 270 Gauss (27 mTesla) approximately at 

the position between the anode and cathode, where is the 

centre of the “electromagnetic coil”. The magnetic flux 

density of the magnesium electrolysis cell and aluminum 

reduction cell are at the same order of magnitude [12]. 
 

 
 

Fig. 2. Magnetic flux density in the magnesium 

electrolysis cell: (a) slide of electrolyte, (b) electrolyte, 

(c) anodes, and (d) cathode. 
 

As shown in the Fig. 3, the magnetic flux density in 

the magnesium electrolysis cell are mainly focused on 

region between the anode and cathode. The vectors 

distribution of the magnetic flux density is like a one-

fourth of electromagnetic coil. 
 

 
 

Fig. 3. Vectors of magnetic flux density in the magnesium 

electrolysis cell. 
 

C. Lorentz force  

Lorentz force is an important motive force of the 

motion of electrolyte in the magnesium electrolysis 

processing. In Fig. 4, the typical contour and vector plots 

of the Lorentz force are plotted in the cell. These results 

show a high Lorentz force appears between the 

electrodes in the electrolyte, which is because the higher 

current density and higher electrolyte velocity. The 

maximum Lorentz force reaching 93.1 N m-3 at corner. 

And the Lorentz force become lesser toward the 

collection from electrolysis compartment. This will 

result in a significant velocity gradient in electrolyte, and 

may have an influence on the overall flow pattern of the 

electrolyte in the cell. These results show a high Lorentz 

force between the electrodes, which is because of the 

higher current in the region.  
 

 
 

Fig. 4. Lorenz force vectors distribution in the 120 kA 

magnesium electrolysis cell. 
 

Figure 5 shows the velocity vector and contour plots 

of the velocity magnitude in the electrolyte of the cell 

under the effect of the electromagnetic force. The 

calculated maximum magnitude of the velocity are  

0.13 m s-1, at the regions between the electrodes. Velocity 

decreases toward the center of the cell as the magnetic 

flux density decreases. The direction of the flow patterns 

is clearly a function of Lorentz force. Because the 

Lorentz force is the only volume force in the electrolyte, 

the motion of the electrolyte in the magnesium electrolysis 

cell follows the direction of the Lorentz force.  
 

 
 

Fig. 5. Velocity vectors distribution in the 120 kA 

magnesium electrolysis cell. 
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Figure 6 shows the velocity vector and contour plots 

of velocity magnitude in the center of the cell (y = 2.05 

m). The results show a large vortice with clockwise 

rotation in the cell. It is note that, the directions of 

Lorentz forces will help improve the circulation of 

electrolyte and increase the electrolysis efficiency.  

Fig. 6. Velocity vectors and contour plots of velocity 

magnitude in the center of the cell. 

IV. CONCLUSION

A three-dimensional mathematical model of 120 kA 

magnesium electrolysis cell has been developed using 

the finite elements method. The electromagnetic field 

was computed, and its accuracy was validated by an 

electromagnetic coil. The Lorentz force acting in 

electrolyte was calculated based on a DC current passing 

through the cell and the induced magnetic field. On the 

basis of the electromagnetic field and flow field, the 

Lorentz force phase was coupled into the electromagnetic 

field and flow field. The model predicts that the 

magnitude of Lorentz force is at its maximum near the 

region between the anode and cathode. The direction of 

the Lorentz force is beneficial to the motion of the 

electrolyte in the magnesium electrolysis cell. 
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Metamaterial-Inspired Split Ring Monopole Antenna for WLAN Applications 
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Abstract ─ This paper describes the design of a compact 

dual band monopole antenna for WLAN (2.4/5.2/5.8 GHz) 

applications. The antenna is printed on a 22.5×24×0.8 mm3 

FR-4 substrate with a partial ground plane and is fed by 

a microstrip line. The proposed structure consists of a 

simple hexagonal ring with a split arm along its center. 

The split in the arm in turn creates a quarter wavelength 

resonance in the higher frequency range. It also induces 

magnetic resonance which accounts for band notch 

between the WLAN lower (2.4 GHz) and upper bands 

(5.2/5.8 GHz). The extraction of negative permeability 

of the split ring structure is also discussed. A prototype 

of the proposed structure is fabricated and the measured 

results comply greatly with the simulated results. The 

antenna has consistent radiation pattern and stable gain 

over all the working region. 

Index Terms ─ Hexagonal monopole antenna, negative 

permeability, notch frequency, split ring, WLAN. 

I. INTRODUCTION
Wireless Local Area Network (WLAN) is a significant 

component of the wireless computer network which 

interconnects two or more devices. It is based on IEEE 

802.11 standard and operates in the 2.45 (2.4-2.48) GHz, 

5.2 (5.15-5.35) GHz and 5.8 (5.75-5.825) GHz frequencies. 

Design of single antenna capable of operating at all these 

specified frequencies have attracted many researchers in 

the recent past. Besides obtaining multiple frequencies, 

the antenna also demands compactness, cost effectiveness 

and flexibility to be integrated with other microwave 

integrated devices. Printed monopole antennas seem to 

be a good choice to meet these aforementioned challenges. 

Multi branched radiators [1, 2], slotted monopoles [3-5], 

meander monopoles [6], fractal shapes [7] are few 

among them to obtain dual band operation in the WLAN 

2.5/5.2/5.8 GHz range. However, these antennas suffer 

from either complicated geometry [1, 5] or larger 

dimensions. Reactive slots in the radiating patch [3] have 

compact dimensions, yet it resulted in poor impedance 

matching at the lower resonant band. Recently, 

electromagnetic (EM) metamaterials inspired split ring 

elements and its complementary are also used as 

radiating structures for achieving compact and dual band 

antennas in the WLAN range. Their role in antenna 

design becomes attractive because of their ability to 

achieve miniaturization [8, 9], multiband resonances 

[10] gain and bandwidth enhancement [11]. Split ring

monopole antenna proposed in [12] has impedance

matching problem in the lower WLAN band, whereas

the dual band antennas with CSRRs [13] and triangular

split ring resonators (SRRs) [14] has larger dimensions.

In general, the overall dimension of these antennas are

large compared with the proposed one as shown in

Table 1 below. Also, unlike these antenna analysis, this

paper emphasizes on the role of metamaterial property

(negative permeability) in antenna design, which many

papers have failed to prove. As a result, the antenna

designer can enjoy the privilege of tuning the operating

frequency to the desired range.

In this paper, a simple and compact hexagonal 

split ring radiating element is proposed for WLAN 

applications. The split in the ring element is capable of 

creating band separation (notch band) between the 

operating bands due to its induced magnetic resonance. 

The proposed geometry is very simple with good resonant 

and radiation characteristics, making it a good choice for 

commercial use. 

Table 1: Comparison of the existing antennas with the 

proposed antenna 

Ref. 
Dimensions, 

L x W (mm2) 

Metamaterial 

Property Verification 

[12] 20 x 32 Not verified 

[13] 34 x 30 Not verified 

[14] 40 x 35 Not verified 

Proposed 

antenna 
24 x 22.5 Verified 

II. PROPOSED ANTENNA DESIGN
The evolution of the proposed split ring radiating 

antenna is shown in Fig. 1. Configuration A shows a 

hexagonal ring monopole fed by a 50 Ω microstrip line 

and a partial ground plane. The monopole considered in 

our antenna design is hexagonal in shape whose resonant 

frequency will be similar to that of a circular monopole 

Submitted On: March 2, 2016 
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[15], hence the resonant frequency is given as  

𝑓𝑟 ≈  
1.8412∗𝑐

4𝜋𝑆√𝜀𝑟
. Here, c is the velocity of light, S is the side 

length of the hexagon and 𝜀𝑟 is the dielectric constant of 

the substrate. Hence, for a side length of 9 mm, the 

antenna resonates at 2.4 GHz. Now, in configuration B, 

a vertical arm is introduced at the center which in turn is 

connected to the feed directly. This vertical arm, opens 

up the higher order resonance. Finally, in configuration 

C, a split is introduced at the center of the vertical arm, 

which in turn opens up the quarter wave resonance 

corresponding to length L1 and also, induces a narrow 

magnetic resonance due to its capacitive effect and 

creates a sharp notch corresponding to the split width, 

yielding two resonant bands centered at 2.4 GHz and at 

6 GHz. A detailed layout of the proposed antenna is 

shown in Fig. 2 along with its side view and its 

dimensions are listed in Table 2. Photograph of the 

proposed structure is shown in Fig. 3. 

 

 
 

Fig. 1. Evolution of the proposed antenna. 

 

 
 

Fig. 2. Geometry of the proposed antenna: (a) top view 

and (b) side view. 

 

Table 2: Dimensions of the proposed antenna 

Parameter Dimension 

(mm) 

Parameter Dimension 

(mm) 

L 24 W 22.5 

S 9 C 1.5 

G 0.3 L1 6.3 

Lf 7.2 Wf 1.5 

Lg 6 h 0.8 

 
 

Fig. 3. Photograph of the fabricated dual band antenna 

(top view and bottom view). 

 

III. SIMULATION RESULTS 
Simulations are performed using the Ansoft High 

Frequency Structure Simulator (HFSS) V.15.0 commercial 

software package. Figure 4 shows the simulated return 

loss characteristics of three configurations shown in Fig. 

1. Configuration A shows resonance around 2.4 GHz. 

When the vertical arm is introduced (configuration B), a 

higher order resonance is noted. The width of the vertical 

arm plays an important role in determining the higher 

order resonance. Finally, in configuration C, a split is 

introduced at the center of the vertical arm to induce 

magnetic resonance. Now, the higher order resonance is 

opened from 4 GHz to 7.5 GHz, covering the upper 

WLAN frequencies (5.15–5.35) and (5.75–5.825). 

Figure 5 shows the parametric study on the return loss 

characteristics of configuration C for various vertical 

arm’s width C, ranging from 1.5 mm to 6 mm in steps of 

1.5 mm. It is inferred that, as the width C increases, the 

notch frequency is shifted towards the lower frequencies, 

opening the upper WLAN band. The lower frequency 

limit of this band (5.2/5.8 GHz) is determined by the 

dimension L1 × C. For L1 = 6.3 mm and C = 1.5 mm, the 

lower frequency limit is the quarter wave resonance of 

length (6.3 mm + 1.5 mm). Thus, C = 1.5 mm is chosen 

to be optimum for our design, which corresponds to the 

notch around 4 GHz. It is also inferred that, for C = 6 mm, 

the WiMAX band (3.5 GHz) is also covered. 

 

 
 

Fig. 4. Simulated return loss characteristics of the three 

configurations A, B, and C. 
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Fig. 5. Simulated return loss characteristics of 

configuration C for various width G. 

 

Similarly, the split gap G plays an important role in 

determining the notch frequency. Figure 6 shows the 

parametric study on the return loss characteristics of 

configuration C for various split width G ranging from 

0.3 mm to 0.9 mm in steps of 0.2 mm. It is observed that, 

as the split gap G increases, the notch frequency also 

increases correspondingly. Hence, G = 0.3 mm is chosen 

for our design, for a notch to occur around 4 GHz. 

 

 
 

Fig. 6. Simulated return loss characteristics of 

configuration C for various width C. 

 

IV. SPLIT RING ANALYSIS 
The radiating element is itself a split ring structure 

which is analyzed using the classic waveguide theory 

approach. The transmission and reflection coefficients 

are noted and from which the effective material 

parameters, permeability and permittivity are extracted. 

Figure 7 shows the real parts of extracted effective 

permeability values plotted along with the return loss 

characteristics of the proposed structure. It is inferred 

that the permeability is negative around 4 GHz. This  

negative permeability region has in turn led to the notch 

frequency, which can be clearly understood by the 

dashed grey region. Due to the negative permeability, no 

transmission is practical in this region, thus the S11 curve 

exhibits notch band over this region. 

 

 
 

Fig. 7. Comparison of extracted real parts of effective 

permeability and S11 (dB). 

 

V. MEASUREMENT RESULTS 
The return loss characteristics are measured using a 

vector network analyzer. Figure 8 shows the simulated 

and measured return loss results. The measured data 

shows dual band resonance centered at 2.4 GHz (2.0 – 

2.7 GHz) and at 4.4 GHz and 7.12 GHz (4.12 – 7.66 GHz). 

The measured data greatly agree with the simulated 

results. The radiation pattern of the proposed antenna is 

measured in an anechoic chamber, which is shown in 

Fig. 9. A consistent omnidirectional pattern is observed 

in the H plane and a bidirectional pattern is observed in 

the E plane over all the operating region (2.4, 5.5 GHz). 

 

 
 

Fig. 8. Simulated and measured return loss 

characteristics of the proposed antenna. 
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Fig. 9. Measured H plane and E plane pattern of the 

proposed antenna at 2.4 GHz and 5.5 GHz. 

 

VI. CONCLUSION 
A dual band monopole antenna suitable for WLAN 

2.4/5.5 GHz applications is presented in this paper. The 

antenna makes use of a metamaterial inspired split ring 

structure for achieving the dual band resonance. The 

antenna geometry is very simple and also compact 

making mass production easy. The radiation pattern and 

gain are consistent over all the operating bands making 

the proposed antenna a good choice for wireless 

applications. 
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Abstract ─ In this work, for the first time the 

electromagnetic features of graphene are characterized 

by a circuit model derived instead of fitted from the 

electric field integral equation (EFIE). The atomically 

thick graphene is equivalently replaced by an impedance 

surface. When it is magnetized, the impedance surface is 

anisotropic with a tensor conductivity. Based on EFIE, 

the graphene’s circuit model can be derived by the partial 

element equivalency circuit (PEEC) concept. The 

anisotropic resistivity is modeled using a serial resistor 

with current control voltage sources (CCVSs). From the 

derived circuit model, electromagnetic properties of 

graphene can be conveniently analyzed. This work also 

provides a new characterization method for dispersive 

and anisotropic materials. 

Index Terms ─ Graphene, magnetized, non-magnetized, 

PEEC. 

I. INTRODUCTION
Graphene is an atomically thin nanomaterial with 

promising application potentials. However, its 

electromagnetic modeling is usually totally numerical 

[1] or physically empirical. This fact motivated us, in this

paper, to derive an equivalent circuit model based

on EFIE for both non-magnetized and magnetized

graphene. It employs the PEEC [2-7] process to convert

the electromagnetic interactions on the graphene surface

into resistive, inductive and capacitive effects on an

isotropic or anisotropic impedance surface. By solving

the derived circuit model, graphene’s electromagnetic

properties can be fully predicted conveniently and

efficiently.

In this paper, a novel circuit model based on the 

electric field integral equation (EFIE) is proposed to 

solve the dispersivity of non-magnetized and magnetized 

graphene. For the non-magnetized graphene, the 

conductivity is composed of intraband and interband 

contributions. The resistive part in the equivalent circuit 

model is modeled as a resistor, an inductor and they are 

in series with Zinter which accounts for the interband 

contribution of the surface conductivity of graphene. In 

the equivalent circuit model for magnetized graphene, 

the diagonal elements of the surface conductivity tensor 

intrinsically correspond to the resistance of each inductive 

branch, which is the same as the unbiased scalar 

conductivity of graphene. For the off-diagonal elements 

of the conductivity tensor, a new equivalent circuit 

model is developed to model the resistive characteristics 

by utilizing current-controlled voltage sources (CCVSs). 

The advantages of the proposed new method are: (i) 

The model is derived based on EM wave equations. It is 

not empirical or curve fitted. Hence, it is more reliable 

and general. Based on our search, this is the first derived 

model for graphene. (ii) The new method is much more 

efficient than the volumetric based graphene modeling 

process. (iii) Compared with the numerical process [8], 

the derived circuit model of graphene provides a 

convenient bridge to integrate graphene EM parasitic 

effects with lumped circuit designs. 

II. EQUIVALENT CIRCUIT MODEL

DERIVATION FOR GRAPHENE
The 2D atomically thin graphene can be considered 

as an impedance surface with the dispersive conductivity 

that is isotropic or anisotropic along tangential directions 

[9]. Based on the electric field integral equation, we 

have: 

( , ) ( , )
( , ) ( , )

( , ) ( , ) ,

inc

v

v

t t
t G dv

t

G q t dv











 




 




 





J r J r
E r r r

r r r

(1) 

where ( , ')G r r  is the full wave Green’s function. For one 

current filament on the graphene sheet, using the partial 

equivalence element concept, Eq. (1) becomes Kirchhoff’s 
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Voltage Law: 

 ,
dI

V RI Lp Q Pp
dt

     (2) 

where Lp is the partial inductance, and Pp is the partial 

coefficient of potential. The Lp between cell   and   

and Pp between cell i and j are: 

 ( ,, )
v v

Lp G dv dv
a a  

    

 


   r r  (3) 

 1
( , .)

i j
ij i j i j

S S
i j

Pp G dS dS
S S

   r r  (4) 

The 2-dimensional meshing scheme can be 

represented as Fig. 1 [2]. 

 

 
 

Fig. 1. This is the 2D discretization of thin conductive 

plate. Dark circles indicate nodes, dashed lines separate 

inductive cells, and dotted lines separate capacitive cells. 

 

A. Non-magnetized graphene 

The graphene dispersive conductivity   is a 

summation of both intraband and interband contributions 

[10]. For a one freestanding rectangular patch with the 

length l and width w, its surface resistance can be derived 

from Kubo’s formula: 

 ,surf r r interR R j L Z    (5) 

where Rr is from the real part of ,  Lr is from the 

imaginary part of ,  and Zinter is from the inter band part.  

Combining other parts of the cell model, the new non-

magnetized graphene unit model is illustrated in Fig. 2. 

 

 
 

Fig. 2. One cell’s model for a non-magnetized graphene 

patch. The left bottom model is the traditional equivalent 

model, where Lpmm, Ppii and Ppjj are self-inductance and 

self-coefficients of potential, respectively. 
( )

L

m kV  is the 

voltage control voltage source (VCVS) corresponding to 

mutual inductive couplings. 
( )

C

i jV  and 
( )

C

j iV  are the voltage 

control voltage sources (VCVSs) due to mutual capacitive 

coupling between two capacitors i and j. 

 

B. Magnetized graphene 

With the bias by a static magnetic field, the surface 

conductivity of graphene becomes an anisotropic tensor, 

which complicates the problem. Hence, the numerical 

methods have to settle the dispersive and anisotropic 

properties of graphene simultaneously. 

For the magnetized graphene, its surface conductivity 

becomes an anisotropic and dispersive tensor   [9]. 

Hence, the electric field has contributions from orthogonal 

current components. For example, the x-direction electric 

field is a function of Jx and Jy. Hence, for off-diagonal 

elements of the conductivity tensor, a current control 

voltage source (CCVS) can be used to represent each of 

these orthogonal contributions. CCVSs are in series with 

the intrinsic resistances that are derived from diagonal 

terms of  . In Fig. 3, the new equivalent circuit model 

for the magnetized graphene is sketched. 
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Fig. 3. A schematic diagram of the complete equivalent 

circuit for magnetized anisotropic conductivity graphene. 

This circuit model is for four nearby cells which share a 

common node, and two for x–directional cells and the 

other two for y–directional cells. The scripts for each cell 

are omitted for simplicity. 

 

III. NUMERICAL RESULTS 

A. Non-magnetized graphene 

The 25 0.5 m   graphene patch is illuminated by a 

plane wave linearly polarized along the patch length. The 

direction of propagation is normal to the surface of 

graphene. The absorption cross section of the graphene 

patch is shown in Fig. 4 for different relaxation times. By 

comparing with results from [10] (represented by circles), 

it is seen that perfect agreements are achieved including 

the positions of important resonant frequencies. 

 

 
 

Fig. 4. Absorption cross section (in logarithmic scale) of 

a non-magnetized graphene patch as a function of 

frequency, for different relaxation time: 10-14 s (green 

line), 10-13 s (red line), 10-12 s (blue line). The results are 

compared with [5] plotted using circles. f1, f2 and f3 are 

resonant frequencies. 

B. Magnetized graphene 

To validate the accuracy of the proposed algorithm 

for the magnetized graphene, a 210 2 m   graphene 

patch is studied first. Relaxation time t = 131.3 10 s. The 

magnetic bias B0=0.25 T. The graphene patch is biased 

by a z–directional static magnetic field and the same 

excitation plane wave in III.A is used. The absorption 

cross section and extinction cross section calculated by 

new method and discontinuous Galerkin method [9] are 

compared in Fig. 5. The definitions of the absorption 

cross section and extinction cross section can be found 

in [6]. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. (a) 
abs  (absorption cross section) and (b) 

ext

(extinction cross section) of the magnetized graphene 

patch. 

 

IV. CONCLUSION 
In this paper, a novel equivalent circuit model is 

derived for the general graphene sheet based on EM 

integral equations. It provides a new bridge between EM 

parasitic effects and lumped circuit designs for 

researches on graphene and other dispersive anisotropic 

media. 
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Abstract ─ A perfectly absorbing metamaterial (PAMM) 

coupled with vibrational modes has varied applications 

ranging from surface-enhanced vibrational spectroscopy 

to biological sensing. This endeavor considers a 

subwavelength PAMM sensor design and analysis using 

a commercially available finite element method (FEM) 

solver and analytically with temporal coupled mode 

theory (TCMT). A carbon double oxygen bond (C=O) at 

52 THz or 1733 cm-1 that resides in poly(methyl 

methacrylate), PMMA, will be used as a stand-in 

analyte. Normal mode splitting that results from the 

resonant coupling between the PAMM and analyte’s 

molecular resonance is investigated and analyzed. 

Index Terms ─ Electromagnetic Induced Absorption 

(EIA), Electromagnetic Induced Transparency (EIT), 

metamaterial, perfect absorbing, PMMA, resonant 

coupling, superscattering. 

I. INTRODUCTION
Metamaterial are engineered materials that are 

designed with periodic or aperiodic elements known as 

meta-atoms [1]. A perfect absorbing metamaterial 

(PAMM), as the name implies, is designed to “perfectly” 

absorb incident fields, and have been described with a 

metamaterial impedance matched to free space [2-5]. A 

commercially available finite element method solver, 

Ansys high frequency structural simulator (HFSS), is 

employed to design and simulate a gold patch array 

metasurface with ground plane to form a subwavelength 

optical resonant cavity. 

Resonant coupling results in avoidance crossing 

dispersion relationships, or normal mode splitting, that is 

described with temporal coupled mode theory (TCMT) 

[2, 6-9]. Coupled resonant models have been used a 

classical analogy treatment of quantum phenomena, 

namely Fano resonance with bright/dark mode 

interactions [10-12], and electromagnetically induced 

transparency or absorption (EIT or EIA) [2, 13-17]. In a 

Fano resonance, EIT, or EIA treatment a molecular 

resonance is modeled as a dark mode. TCMT has also 

been used to describe light-matter interactions in 

polaritonic systems [18].  

In the case of this work, poly(methyl methacrylate) 

(PMMA), a thermal plastic for very-large-scale 

integration (VLSI) and material for plastic fibers, has a 

carbon double oxygen (C=O) molecular resonance at 52 

THz/1733 cm-1 with optical material properties measured 

using ellipsometry [19]. PMMA’s C=O infrared (IR) 

active molecular bond will be used as an analyte stand-

in to demonstrate the mode splitting. Metamaterial 

coupled to molecular resonances has varied applications 

including, but not limited to, biosensing and surface 

enhanced-vibrational spectroscopy [4, 9, 10, 13, 20, 21]. 

II. PAMM SENSOR
The PAMM unit cell under consideration is a gold 

patch stood-off above from a gold ground plane by a 

spacer of amorphous silicon as shown in Fig. 1. For the 

preliminary analysis of the PAMM, a thin overlay of 

material with the refractive index that of dispersionless 

PMMA is introduced to reduce the red shifting induced 

on the PAMM’s resonance [4]. The PAMM spacer 

thickness range is on the order of 20 to 200 nm which 

results in a subwavelength nanoresonator cavity.   

Fig. 1. PAMM unit cell modeled in Ansys HFSS. 

A. Theory

Derived from circuit theory or mass spring

relationships [2, 6, 21], it can be seen from the TCMT 

that the PAMM can be modeled as a single input 

uncoupled system (SI-US) as seen in Fig. 2. The TCMT 
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equations for normalized resonator energy “𝑎” at 

resonator frequency ω0 can be written as:   
𝑑𝑎

𝑑𝑡
 =  𝑗𝜔0𝑎 −  (𝛾0  +  𝛾𝑒)𝑎 +  𝛼𝑆+, (1.a) 

𝑆− = c𝑆++ da, (1.b) 

where [2, 6], 

|𝛼| = √2𝛾𝑒, (2.a) 

𝑑 = √2𝛾𝑒, (2.b) 

𝑐 = −|
𝛼

𝑑
| = −1, (2.c) 

and γ0 and γe represent internal and external losses, 

respectively. The internal loss can be thought of as 

Ohmic loss within the PAMM or circuit resonator. 

External loss results from excitation that does not couple 

into the PAMM or resonator, but reflects or scatters out 

of the structure. The excitation and reflected field is 

denoted as S+ and S- respectively.    

 

 
 

Fig. 2. Circuit visualization for a SI-US where the 

resonator circuit models the PAMM. 

 

Given the single input description of the PAMM and 

from (1) and (2) it can be seen that the only scattering 

parameter is the reflection coefficient:   

𝑆− = [
𝑗(𝛾𝑒−𝛾0)+(𝜔−𝜔0)

𝑗(𝛾𝑒+𝛾0)−(𝜔−𝜔0)
] 𝑆+, (3) 

and at resonance (3) becomes: 

𝑆11(𝜔0) =
𝛾𝑒−𝛾0

𝛾𝑒+𝛾0
. (4) 

Due to the ground plane in the PAMM the 

transmission spectrum can be taken as negligible; 

therefore,  

𝐴(𝜔) = 1 − |𝑆11(𝜔)|2, (5) 

where A(ω) is the absorbed power in the PAMM. It can 

be seen from (4) when γe = γ0 then |S11(ω0)| tends to zero, 

or A(ω) becomes unity. The condition γe = γ0 can be 

described via impedance matching and results in the 

“perfect absorption” condition in the metamaterial known 

as criticallycoupled [2, 3, 6]. The condition γe < γ0 and  

γe > γ0 is referred to as undercoupled and overcoupled 

respectively. The “coupling” in critically-(CC), under-

(UC), and overcoupled (OC) is in reference to the 

impinging field “coupling” into the PAMM and not 

related to the molecular resonance. 

 

B. PAMM numerical results 

While maintaining the PAMM at approximately at 

52 THz (molecular resonant frequency), the thickness of 

the A-Si spacers was varied. A case of OC, CC, and UC 

can be seen in Fig. 3 for spacer thickness of 150, 90, and 

50 nm respectively. From (4), it can be seen that the CC 

case is the only case where approximately the perfect 

absorption condition is met. Figure 4 is the spectral and 

angular resolution for the absorption for the CC case for 

both incident modes seen in Fig. 1. It can be seen that the 

design patch metamaterial provides a polarization 

insensitive to transverse electrical (TE), transverse 

magnetic (TM), or either mode orientation while 

providing a wide-field-of-view [3]. With the use of the 

TCMT equations, the damping rates, external (γe) and 

internal (γ0), were determined by a parametric fit and the 

absorption is plotted in Fig. 3 as seen as asterisks (*), and 

linear fit as seen in Fig. 5. 

 

 
 

Fig. 3. Numerical (*) and mathematical model (solid 

line) results are shown for case of over-(OC), critically-

(CC), and undercoupled (UC) cases. 

 

 
 

Fig. 4. Absorption spectra and angular-resolved for the 

criticallycoupled cases as seen in Fig. 1. Both TE (a, b) 

and TM (c, d) polarizations are shown for both mode 

orientations. 
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Fig. 5. Linear relationship between external (γe) and 

internal (γ0) loss as a function of amorphous space 

thickness. CC case is seen at around 90 nm Si spacer 

thickness.  

 

III. PAMM-MOLECULAR COUPLING 

A. TCMT description  

Similar to a EIT/EIA or Fano resonate description, 

the molecular resonance is a weak coupling to the 

incident field and is a spectrally narrow resonance, 

therefore; it can be model as a dark resonance mode [2, 

10, 12, 13] as seen in the circuit realization in Fig. 6. 

However, the PAMM provides a spectrally broad 

resonance and couples very strongly with the incident 

field, and thus can be thought as a bright mode as seen in 

Fig. 6. 

 

 
 

Fig. 6. Circuit visualization for a single input couple 

resonator system. 

 

Using TCMT, an addition equation describing the 

molecule resonance, “𝑎2”, with complex frequency  

ω2 + jγ2. The interaction or mode coupling between the 

PAMM and molecule resonance is describe with the 

coupling strength “V”. The coupling strength is a result 

of the interactions of the near field from the PAMM on 

to the PMMA molecular bond. The TCMT system of 

equations that results are as follow [2, 18]: 
𝑑𝑎1

𝑑𝑡
= 𝑗𝜔1𝑎1 − (𝛾1 + 𝛾𝑒)𝑎1 + 𝑗𝑉𝑎2 + 𝛼𝑆1

+, (6.a) 

𝑑𝑎2

𝑑𝑡
= 𝑗𝜔2𝑎2 − 𝛾2𝑎2 + 𝑗𝑉𝑎1, (6.b) 

 𝑆− = 𝑐𝑆+ + 𝑑𝑎1. (6.c) 

B. PAMM molecular resonance coupled numerical 

results 

With the introduction of the PMMA phonon 

resonance, it can be observed that for the CC and UC 

cases in mode splitting or EIT [12, 14] while OC case 

results in superscattering or EIA [15, 16] as seen in Figs. 

7 and 8. Figure 8 (b) shows the avoidance crossing 

dispersion relation [8] where the variation of the only the 

A-Si spacer thickness resulting changing the PAMM 

resonances or absorption maximum spectrally.      

 

 
 

Fig. 7. Numerical (*) and mathematical model (solid 

line) results are shown for resonant coupling between 

PAMM and molecular resonance. 
 

 
 

Fig. 8. Absorption spectra for PAMM resonantly 

coupled to a molecular resonance at 52 THz (white 

dashed line) for OC (a) and UC (b) cases for varies A-Si 

spacer thickness.  

 

IV. CONCLUSION 
With the use of finite element method and TCMT, a 

perfect absorbing patch metamaterial resonant coupled 

20 40 60 80 100 120 140 160 180 200
0

1

2

3

4

5

Amorphous Silicon Spacer Thickness [nm]

D
e

c
a

y
 R

a
te

 [
T

H
z
]

 

 


e


0

V
Resonator 

Zo

S
+

S
-

Resonator

Zo

48 50 52 54 56 58
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency [THz]

A
b

s
o

rp
ti
o

n
 (

A
=

1
-R

)

PAMM with PMMA Overcoat

 

 

Overcoupled

Criticallycoupled

Undercoupled

F
re

q
u
e
n
c
y
 [

T
H

z
]

Amorphous Silicon Spacer Thickness [nm]

Overcoupled

50 100 150 200
40

45

50

55

60

F
re

q
u
e
n
c
y
 [

T
H

z
]

Amorphous Silicon Spacer Thickness [nm]

Undercoupled

50 100 150 200
40

45

50

55

60

Frequency [THz]

 
[d

eg
]

TM Mode 2

 

 

45 50 55 60 65
0

10

20

30

40

50

60

70

80

90

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

11

0

a)

b)

FINCH, LAIL: A SUBWAVELENGTH PERFECT ABSORBING METAMATERIAL PATCH ARRAY 163



to a C=O doubled bond at 52 THz of PMMA was 

investigated. EIT and EIA responses and anti-crossing 

dispersion are evident when resonated couple between a 

PAMM and molecule resonance is presented. 
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Abstract ─ Unmanned Aerial Vehicle (UAV) platforms 

are increasingly ubiquitous and an ideal platform for 

rapid deployment to conduct remote sensing. However, 

for radar sensors that measure the phase of the signal of 

interest, the platform must be stabilized to avoid signal 

distortion. Measurement of respiratory motion with a 

continuous wave Doppler radar sensor is vulnerable to 

platform motion and requires a stable platform and post-

detection motion compensation signal processing. We 

have investigated feedback stabilization techniques via 

simulation and empirical measurements using a bench 

top test fixture to remove the motion noise, where we 

observed a 86% reduction in motion, resulting in a SNR 

improvement of 29 dB after motion compensation. 

Index Terms ─ Motion compensation, radar, remote 

sensing, UAV. 

I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have the 

potential for post-disaster search and rescue missions 

where triage can be conducted on victims using an on-

board radar sensor to detect respiratory motion [1]. 

Vital signs measurements using a stationary 

Continuous Wave (CW) Doppler radar sensor have been 

previously demonstrated [2]. Since the signal corresponds 

to the phase modulation resulting from the range 

variation between the radar and the subject, any sensor 

platform motion will induce an undesired phase 

component to the respiration signal. Other papers 

describe motion cancellation techniques for vital signs 

sensing when the subject motion interferes with the 

measurement [3]. For our scenario, the assumption is that 

the subject is stationary as is likely the case for a post-

disaster scenario where victims are prone on the ground. 

Our hypothesis is that the combination of 

mechanically stabilizing the platform in conjunction 

with baseband signal processing will improve the SNR 

of the target signal and improve the probability of 

detection. The concept is similar to camera stabilization 

systems that apply vibration reduction and pixel shifting 

to de-blur images resulting from camera shake. 

In this paper, we describe the concept of operations 

(CONOPS) for a UAV post-disaster search platform, 

platform motion compensation architecture and 

experimental results for ultrasonic sensor driven motion 

compensation. A programmable bench top test platform 

was constructed to mimic the unwanted UAV platform 

motion. A motion compensation sub-platform was 

mounted on the base platform and was programmed to 

compensate for the base platform motion based on inputs 

from an ultrasonic sensor that measured the unwanted 

motion in real-time. A 10 GHz radar sensor was mounted 

on the bench top test platform and pointed at a respiration 

phantom to assess the performance with and without the 

motion compensation. 

In the following sections, we describe the CONOPS, 

the motion analysis, simulation, experiment, ultrasonic 

ranging sensor and experimental results. 

II. CONCEPT OF OPERATIONS
The operational concept is for the system to have 

a search mode, a platform stabilization and signal 

acquisition mode as shown in Fig. 1. In the search mode, 

the UAV navigates to the area of interest using GPS 

waypoint coordinates or could navigate autonomously. 

An onboard camera with image recognition could be 

used to identify potential victims (targets) [4, 5]. In the 

stabilization mode, a suite of sensors, including GPS, 

IMU, LIDAR and/or ultrasonic range sensors, are used 

to adjust the UAV Electronic Speed Controllers (ESC) 

to maintain a steady altitude and fixed Yaw, Pitch and 

Roll (YPR) attitude. In the platform stabilization mode, 

the UAV hovers above the subject and uses the 

stabilization techniques described in this paper to 

improve the target SNR. 
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Fig. 1. System block diagram for the search and 

stabilization modes for the UAV radar sensor platform. 

Conventional sensors (GPS, IMU, barometric sensors) 

that determine altitude and yaw, pitch, roll (YPR) are 

supplemented with range sensors (ultrasonic, LIDAR) 

for motion compensation. The SNR of the on-board vital 

signs radar sensor pointed downward is improved by the 

platform stabilization and post detection baseband signal 

processing. 

 

III. MOTION ANALYSIS, SIMULATION 

AND EXPERIMENT 

A. Motion analysis 

The time domain representations for the respiration 

signal of interest (modeled as a sinusoid for simplicity) 

and platform motion components are: 

 respiration signal:  x1(t) = Asin(ω1t), (1) 

 UAV motion:  x2 (t) = sin(ω 2t). (2) 

The motion compensation signal x3 (t) is derived 

from the secondary sensors on board the UAV including 

the inertial measurement unit IMU(t), ultrasonic sensor 

U(t) and lidar sensor L(t) with the composite signal 

represented as: 

 x3 (t) = A*IMU(t) + B*U(t+τ u) + C*L(t+τ L), (3) 

where A, B, C are scaling factors applied to each sensor 

and τ i is the sensor signal delay for each sensor i. 

The IMU sensor signal is: 

 IMU(t) =  a(t) + m(t) + g(t), (4) 

where a(t), m(t) and g(t) are the accelerometer, 

magnetometer and gyroscope signals, respectively.  

It should be noted that IMU sensors are subject to 

position errors due to the double integration operation 

required to derive position from acceleration. However, 

the IMU can be used to determine yaw, pitch and roll to 

determine the platform attitude to account for the offset 

pointing angle of the ultrasonic and/or LIDAR sensor 

that are used to determine the range to ground. 

The ultrasonic sensor signal is: 

 U(t)  = u(t + φu +τ u) = x u(t), (5) 

the lidar sensor signal is: 

 L(t)  =  l(t + φL+τ L) = x L(t), (6) 

and φi is the measured sensor phase. Note that we 

explicitly include the sensor phase noise and delays (φu 

and τ u) as these parameters contribute to the phase  

compensation error. 

As described in the introduction, the range sensor 

outputs, x u(t) and x L(t), can be used to adjust the 

platform position by providing proportional inputs to the 

ESC that adjusts the thrust of each motor. Additionally, 

the same range sensor outputs can be used to extract the 

platform motion via baseband signal processing. 

The motion compensated radar signal x1'(t) in-phase 

(I) and quadrature component (Q) include the subtracted 

sensor phase components as shown below: 

 I = kAcos[(ω 1t )+ φr u(t - φu - τ u) + l(t - φL - τ L)], (7) 

 Q = kAsin[(ω 1t )+ φr u(t -  φu - τ u) + l(t - φL - τ L)]. (8) 

 

B. Motion compensation simulation 

A Matlab Simulink program was written to simulate 

the effect of the UAV platform motion on the respiration 

signal of interest. An example with sinusoidal respiration 

and platform motion is shown in Fig. 2. 

 

 
 

Fig. 2. Motion compensation simulation using Simulink: 

(a) UAV sinusoidal platform motion at 1 rad/s, (b) 

respiration sinusoid signal of interest at 1.56 rad/s, (c) 

motion distortion of signal of interest, (d) motion 

compensation error signal, and (e) recovered signal. 

 

C. Experiment configuration 

The motion compensation experiment block 

diagram is shown in Fig. 3. The target signal of interest 

is created with the Mover 1 linear actuator representing 

a respiration phantom. The UAV platform motion is 

injected with Mover 2 using a programmable linear 

actuator from Galil Motion Systems. The motion 

compensation corrective motion is created with Mover 

3. Mover 3 was implemented using a slide potentiometer 

linear actuator mounted on wheels to allow independent 

motion from the Mover 2 base platform. An Arduino 

controller was programmed to control the position of 

Mover 3 based on the ultrasonic sensor range value. If 

optimally implemented, Mover 3 will cancel the 

undesirable Mover 2 motion. The test platform hardware 

configuration is shown in Fig. 4. 
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Fig. 3. Motion compensation experiment configuration 

block diagram. The respiration signal of interest (Mover 

1) is detected by the radar that is mounted on the motion 

compensator (Mover 3) that is mounted on the base 

platform representing the unwanted motion from a UAV 

(Mover 2). 

 

Fig. 4. Top view of motion compensation test bench 

components. Motion compensator (top center) is mounted 

on white plate mounted on platform motion actuator. 

Ultrasonic sensor is pointed at flat plate to the left (not 

shown) representing the ground. Radar is pointed at 

respiration phantom (lower left). 

 

D. Ultrasonic sensor for feedback motion compensation 

We focused on the ultrasonic sensor for this paper. 

Ultrasonic sensors operate by emitting high frequency 

pulses that are then reflected by a target. After reflecting 

off the target, the echo is then received by the sensor  

and the time difference is measured. With the time 

difference, the distance of the object can be calculated 

using the speed of sound. The IMU and lidar sensors will 

be tested in the future when the sensor fusion algorithm 

is developed and refined. 

 

E. Motion compensation algorithm 

A motion controller from Galil and mover were 

operated using code designed in Galil Tools. The 

controller made the mover perform a sinusoidal motion 

emulating the undesired platform motion. Additional 

code was written for an Arduino Uno controller that 

controlled the motion compensation mover. The Arduino 

code reads the output from the ultrasonic sensor and 

moves the motion compensation actuator relative to the 

difference between the received distance value and a 

reference distance value.  

A PID (Proportional, Integral, Derivative) stage was 

also implemented in the feedback algorithm as shown in 

Fig. 5. The PID parameters allows for tuning of the 

feedback response to optimize the motion compensation. 

The optimal PID values were empirically derived as  

P = 68, I = 7.6 and D = 73. We also modeled the system 

transfer function using the Matlab System ID Toolbox to 

reduce the number of PID empirical permutations. 
 

 
 

Fig. 5. PID controller in the motion compensation 

feedback loop.  
 

IV. EXPERIMENT RESULTS 
With the motion compensation enabled, the platform 

motion was reduced from 4.6 cm to 1.1 cm peak-to-peak 

for a 76% reduction in unwanted motion as shown in  

Fig. 6. This result was based on a constant gain feedback 

signal. After tuning the PID loop, we were able to reduce 

the compensated peak-to-peak motion to 0.6 cm for an 

86% reduction in unwanted motion. 

We also attempted to improve the compensation 

response with a position dependent gain factor, where 

the gain was proportional to the error voltage, resulting 

in faster convergence of the motion compensation. The 

result was not as significant as the PID result and was 

abandoned. 
 

 
 

Fig. 6. Platform motion with 4.6 cm peak-to-peak 

sinusoidal waveform and 1.1 cm peak-to-peak 

compensated motion for a 76% reduction in unwanted 

platform motion amplitude using the constant gain 

feedback loop. 
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To assess the motion compensation system 

performance, we plotted the spectrum of the respiration 

signal alone (Fig. 7 (a)), the platform motion spectrum 

(Fig. 7 (b)), and the compensated simultaneous respiration 

and platform motion spectrum (Fig. 7 (c)). The spectra 

were obtained by performing a FFT in MatLab from the 

baseband radar signal. As shown in Fig. 7 (b), the 

respiration signal is masked by the platform motion 

noise. In Fig. 7 (c), the respiration signal is recovered 

after motion compensation is enabled. 

The SNR for each case shown in Fig. 7 is 

summarized in Table 1. 

 

 
 

Fig. 7. Baseband radar spectra for: (a) respiration signal 

at 0.4 Hz, (b) platform motion at 1.1 Hz, and (c)  

both respiration and platform motion with motion 

compensation enabled. 

 

Table 1: SNR with and without motion compensation 

 Voltage (V) Power (V2) 
SNR 

(dB) 

 Respiration Motion Respiration Motion  

No 

compensation 
0.028 0.07 0.0008 0.0049 -8.0 

Motion 

compensation 
0.17 0.015 0.0289 0.0002 21.1 

SNR 

improvement 
    29.1 

 

V. CONCLUSION 
We demonstrated that unwanted platform motion 

can be compensated for, thereby improving the SNR of 

a Doppler radar signal. Analysis and simulation of 

secondary sensors to derive motion compensation 

signals in a feedback control system and empirical 

measurements with an ultrasonic sensor were conducted 

to compensate for unwanted platform motion. The 

experimental result was a 29 dB improvement in SNR. 

Future work will investigate other sensor types and 

multiple sensors with sensor fusion to further increase 

the system performance. 
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Abstract ─ A 2.4 GHz continuous wave Doppler radar 

sensor is utilized to carry out occupancy detection 

through detection of human presence over an empty 

room based on time domain root-mean-square (RMS) 

values. An existing system-on-chip with custom-made 

baseband board is employed for developing the radio. 

Index Terms ─ Doppler radar, noise level, occupancy 

detection, Root-Mean-Square (RMS). 

I. INTRODUCTION
Previously, occupancy detection has been 

conducted through detection of large motions or heat 

detection. Occupancy sensing technology is now moving 

away from such methods towards vital sign detection. In 

an effort to design such an occupancy sensor, noise level 

in conjunction with root-mean-square (RMS) is utilized 

[4]. 

Additionally, by rapid increase in global energy use, 

majority coming from fossil fuels, energy efficiency and 

conservation are becoming increasingly important. 

Studies show occupancy sensors can save up to 50% of 

that energy use [1]. Passive infrared and ultrasonic 

sensors are the two most common occupancy sensors in 

the market, however, they suffer from high rates of false 

alarms due to inconsistent ability to distinguish 

occupancy [2]. The feasibility of Doppler radar as an 

occupancy sensor is investigated in [3]. In [4] we 

investigated the effects of motion on the noise floor of a 

room and the potential to use that as a measure to discern 

an occupied room vs. an unoccupied one. In this paper 

we present experimental results with a human occupant, 

confirming that this technique can be used to discern 

human presence. 

II. EXPERIMENTAL SETUP
A custom radar with single antenna is used for the 

measurements (Fig. 1). Radar transmits 2.4 GHz signal. 

The radiated signal will be reflected back and received 

by same antenna. The received signal after down 

conversion and a conditioning circuit is digitized by the 

onboard ADC. The digitized signal is sent to a computer 

via usb port. 

Fig. 1. Block diagram of system. 

National Electrical Manufacturers Association 

(NEMA) standards are adhered to in order to obtain valid 

data during collection. NEMA requires that occupancy 

sensors be tested in an indoor area. The indoor area 

should be split into uniform cells in a grid pattern. By 

standards, these cells should be 3ft by 3ft in area. The 

testing environment should be controlled, such that 

temperature and humidity remain constant. In order to 

meet these requirements, a room with dimensions 3.5 m 

by 4.5 m with no windows was utilized. Additionally, the 

room was broken into 27 cells where the mechanical 

target/human subject used for vital-sign modeling could 

be moved through. See Fig. 2 for cell layout in room. 

Blue tapes in Fig. 3 mark the mechanical target locations 

throughout the room. The occupancy sensor along with 

passive infrared/ultrasonic hybrid sensor were wall-

mounted. As per standard, the direction of motion 
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produced by the mechanical target was perpendicular to 

the sensor face. 

Radar is used to detect presence in the room by 

detecting small periodic motions such as respiration in 

each individual cell. A precision single-axis linear stage 

is from Galil motion control (CDS-3310) with a pulse-

width modulation (PWM) driver is employed for 

generating such periodic motions simulating human 

respiration. This mechanical target was moved 

throughout 27 full cells and radar return from the target 

at each of the 27 cells was recorded. The duration of 

recordings in each of the 27 cells was 90 seconds. A 

similar test with a human subject in place of the 

mechanical target was also performed under same 

conditions. Additionally, data collections were taken 

consisting of radar reflected signal from the same empty 

room with no mechanical target for estimating noise 

level in our measurements. 

 

 
 

Fig. 2. Room layout consisting of 27 cells used for data 

collection. Note Cell 5 location in front of sensor face. 

 

 
 

Fig. 3. Test setup [4]. 

 

III. EXPERIEMENTAL RESULTS 
Analysis of data included plotting time-domain 

profiles to qualitatively observe the radar return from 

different cells, and noise return. Additionally, RMS was 

applied to all data collects to further quantify signal level 

for comparison purposes. 

 

A. Results of tests with mechanical target 

In the time domain, radar data from tests using a 

mechanical target can look similar to data collected from 

the radar with an empty room. This results in difficulty 

distinguishing between noise and radar signals. The 

similarities between radar signal from a mechanical 

target and noise are observed in comparing amplitudes 

of Figs. 4 and 5 to that of Fig. 6. These figures depict the 

reflected signal from a mechanical target at different 

locations in the testing room. After studying the raw 

radar data from each of the 27 cells tested, we found Cell 

5 to have the strongest signal due to the closeness (0.5m) 

and perpendicularity to the radar antenna. Cell 21 is 

farther away from the radar field of view and has the 

weakest signal. The RMS value of Cell 5 is .2432 units 

and the RMS value of Cell 21 is .2538 units, 

comparatively the RMS of one set of empty room data 

(noise) is 0.2439 units. These values illustrate the 

similarities in return. 

In order to account for the amplitude fluctuations 

observed in the signal the root mean square (RMS) of the 

time-domain data from various cells were taken. RMS is 

also used because it can account for both non-periodic 

variability associated with signal return from radar and 

noise, and also be compared easily. The built-in RMS 

function provided in Matlab was used to take the RMS 

of data matrices. The used RMS in these tests are defined 

in [4]. RMS was taken of the time domain data of radar 

from mechanical target in all 27 cells/locations in the 

room and compared with the RMS values of multiple 

noise recordings. The result of plotting both noise and 

radar data from mechanical target is shown in Fig. 6. 

 

 
 

Fig. 4. Radar data from mechanical target in region of 

strong radar return. 
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Fig. 5. Radar data from mechanical target in region of 

weak radar return. 

Fig. 6. Radar signal from empty room no mechanical 

target. 

Figure 7 illustrates that despite the raw noise data 

and radar data with mechanical target seeming 

qualitatively similar; there is a distinction between their 

time domain RMS values. The mean of the RMS values 

of mechanical target return is 0.2523 units while the 

mean of RMS values of noise (empty room return) is 

0.2430 units. These values yield an average difference of 

0.0093 units. This difference is low due to the low 

frequency utilized in data collection (0.2 Hz). Radar 

baseband filters may have contributed to the low 

difference between radar signals with the mechanical 

target and noise data. The difference between 

mechanical target return and noise is consistent. 92.6% 

radar signal from the mechanical target could be 

distinguished from noise, as two RMS values 

(corresponding to data collects from two unique cells) 

from mechanical target are within noise region and 

therefore undistinguishable. 

Fig. 7. Time domain RMS with and without mechanical 

target [4]. 

B. Results of tests with human subject

There is a qualitative difference between RMS

amplitudes of return from a mechanical target in Fig. 7 

and a human target (Fig. 10). Using a mechanical target 

resulted in a more distinct signal level from motion due 

to the more similar and concentrated amplitudes. In Fig. 

10, the RMS amplitudes from the human target are less 

concentrated than that of the mechanical target. This may 

be due to the less-controlled frequency of periodic 

motion observed in human respiration in comparison to 

the constant frequency that the mechanical target 

operates at. The result of radar return from human 

respiration matches the result of radar return from a 

mechanical target. In these tests, a human was placed in 

each of the same 27 cells used to test the mechanical 

target. Similar to the results of the mechanical target, 

strongest return from the target was yielded from Cell 5 

which is located right in front of radar antenna (see Fig. 

8). The RMS amplitude of return from this cell was .2495 

V. The ability of radar to detect vital signs is observed

through the sinusoidal waveform (Fig. 8). This

sinusoidal motion corresponds to human respiration. As

the human target is moved into cells farther from the line

of sight of antenna, radar return degrades. In Fig. 9, Cell

22 yields the lowest RMS amplitude of radar return

(.2436 V). This lower amplitude is due to the distance

between the radar antenna and test subject, and the

location of cell 22 is not in direct path of antenna but

rather on a side of the room. Despite the lower amplitude,

the presence of a human target is still detected over the

mean noise level of .2430 V.
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Fig. 8. Human respiration observed through sinusoidal 

waveform in time-domain. 

 

 
 

Fig. 9. Radar return from human target at distance away 

from antenna line of sight. Note similar profile to noise. 

 

 
 

Fig. 10. Return from human target at generally higher 

signal level than noise level. 

IV. CONCLUSION 
A Doppler radar occupancy sensor was used for 

detecting presence. Noise floor of a room is used as a 

measure to detect occupancy. Experiments were 

performed to distinguish empty room radar return versus 

radar return from a mechanical target simulating 

respiration signal and human target with a resting 

respiration rate. Tests with a mechanical target agree 

with tests with a human target. In both cases, stronger 

human presence is observed in cells closest to the radar. 

Additionally, both cases result in 93% accuracy in 

detection of human presence over noise. The gap 

between RMS values can be utilized to distinguish 

movement from noise. Future work would focus on 

testing radar at different frequencies and quantifying the 

noise floor for the system. Additionally, future work 

could include modeling performance of radar and 

finding limits to which this method of occupancy 

detection is valid by attempting human presence 

detection over different environments. 
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Abstract ─ Feasibility and fabrication of components of 

a life-sign radar system on unmanned aerial vehicle 

(UAV) has been studied. A signal conditioning circuit 

has been simulated, fabricated, and tested for data 

preparation and acquisition. Application such as, vital-

sign detection, using UAV in real-time requires wireless 

transmission of baseband data to the monitoring station. 

Methods have been devised to achieve this goal. A 

quadrature Doppler radar has been assembled using two 

single channel x-band MDU1020 radars. The united 

radars can avoid null point distortion in physiological 

monitoring. Examinations were performed with both 

mechanical targets. 

Index Terms ─ Amplifier, demodulation, Doppler radar, 

filter, microwave, phase, phase noise. 

I. INTRODUCTION
Short distance Doppler radars have been thoroughly 

studied and reported in RF based noninvasive 

measurements. Short distance radars can detect small 

motions (mm or submillimeter, based on frequency of 

operation) and hence can be used in vital sign 

measurements based on respiratory effort. In vital sign 

measurements continuous wave (CW) Doppler radar 

uses RF echo reflected from human torso. The phase of 

echo is proportional to the variable displacement across 

the body surface corresponding to the motion of heart 

and lungs. Due to the high sensitivity of short distance 

radar any motion artifact will distort the received RF 

signal bounced of any moving surface. Some potential 

application of vital sign measurements from a mobile 

platform can be very useful. For example, a UAV 

carrying a vital sign radar can be used as first responder 

in a battle field or a search and rescue robot during 

natural catastrophe. Such a system requires a portable 

vital-sign radar system, a data acquisition and processing 

system as shown in Fig. 1.  

Single channel vital sign radar has major limitation 

since a null case may arise in numerous positions in front 

of the radar which gives inaccurate measurement [1]; 

hence, quadrature radar is preferred. Some manufacturers 

produce cheap single channel motion detector radars for 

specific purposes, i.e., MDU1020 motion detector by 

Microsemi. These radars are application specific and 

subject to null point distortions depending on the 

nominal distance of the target and the radar. However, 

two of these radars can be placed in a way to avoid the 

single channel radar’s constraint providing a cost 

effective means of vital sign detection [2]. Commercial 

motion detection units (MDU) or vital sign radars have 

reasonably good power output; 13-dBm, for instance, in 

a MDU 2400 module mass-produced by Microwave 

Solutions Ltd. 

(a) 

(b) 

Fig. 1. An illustration of life sign detection using shot 

distance radars reveals: (a) UAV mounted radar (MDU-

1020) for vital sign detection, and (b) shows a block 

diagram of the system components [3]. 

However, the baseband signal output is only a small 

portion of 13-dBm, due to the fact that vital sign related 

motion is very small compared to the radar’s full range of 

exposure ability. This imposes the fact that the radar 

signal needs to be enhanced prior to sending the output to 

a communication link. A feasible solution is to apply 

ZigBee based on the IEEE 802.15.4 protocol. ZigBee 

device’s analog sampling is limited to the range of 0 to 

1.2 volts. Testing several MDU’s over a range of a meter, 

the MDU’s voltage output swing was found to be -20 mV 

to 20 mV for respiration which may easily be buried in 
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the noise during wireless transmission [3]. Moreover, 

since the ZigBee device cannot sample negative voltages, 

the radar output needs to be shifted, amplified and 

filtered. Integrating these functions requires a custom 

design of signal conditioning circuitry. 
 

II. SYSTEM ARCHITECTURE 
Radar measurement from a mobile platform is 

modulated by the motion artifact introduced by the 

mobile platform. The combined motion may show phase 

distortion, and saturation problems in received 

backscattered signal. Additionally, the occurrence of 

null points in the received radar signal makes the 

extraction of life signs challenging [4], [5]. These issues 

stem from inconstant traveling distance seen by 

backscattered RF between the radar antenna and the 

target [5]. A motion compensation technique for mobile 

CW Doppler vital signs radar has been demonstrated 

using high precision cameras [5]. Another work included 

development of a new, field applicable, low-cost 

methodology for motion artifact compensation using 

only a small RF tag [5]. Some other techniques related to 

vital sign measurements were reported in [6]-[8]. 

However, these works either focused on body motion 

cancellation, whereas, our work focuses on vital sign 

detection from a UAV. Additional sensors can 

characterize UAV platform motion to filter out the noise 

introduced by vibration and drift. The output of these 

sensors also requires some conditioning (amplification 

and filtering) as shown in the detailed system 

architecture in Fig. 2. 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Fig. 2. A detail system diagram of UAV radar system for 

vital sign monitoring. 
 

Application of ultrasound sensor can generate and 

approximate spatial map (in a confined space, or ground 

elevation for open space) of a moving object within the 

range of speed and sensitivity. This can help characterize 

platform motion, hence, useful data for radar signal 

processing in noise cancellation.  

To test the concept by starting from the scratch, we 

needed low cost radars, able to perform demodulation of 

signal with greater quality. On the other hand, recorded 

signal needs to be cleaned up for further processing and 

filtering unwanted components. So, this worked focused 

on finding an engineering solution to a low cost radar 

also creation of custom signal conditioning circuit. 
 

III. LOW COST RADAR SENSOR 
We proposed a low cost solution to an IQ radar 

system. The price is well under of exisitng solutions. A 

typical qudrature radar MDU-4200 from Microwave 

Solution Ltd. Costs about $120, whereas, a single-channel 

MDU 1020 can be found as low as $7. A theoritical 

explanation presentated below justifies the composition 

of two single channel radars for making an alternate 

solution to qudrature radar. 
 

A. Radar theory of vital sign detection 

A typical coherent continuous wave vital sign 

Doppler radar system sends an RF signal towards human 

torso, the echo is phase modulated due to the positional 

variation of moving body parts. The echo is mixed and 

down converted to retrieve the target’s displacement. The 

output of a single channel receiver is given by [1]: 

B(𝑡) ≈ 𝐴𝐵 𝑐𝑜𝑠 (𝜃 +
4𝜋𝑥(𝑡)

𝜆
+

4𝜋𝑦(𝑡)

𝜆
+ ∆∅ (𝑡 −

2𝑑0

𝑐
)), (1) 

where 𝜃 is constant phase shift and ∆∅ is residual phase 

noise. 𝐴𝐵, 𝜆, 𝑥(𝑡), 𝑦(𝑡), and 𝑑0  are baseband amplitude, 

wavelength, chest movement, heart movement and 

nominal distance between the radar and the target. Now, 

if somehow  
𝜋

2
 phase change is introduced, (1) will result 

in: 

B(𝑡) ≈ 𝐴𝐵 𝑠𝑖𝑛 (𝜃 +
4𝜋𝑥(𝑡)

𝜆
+

4𝜋𝑦(𝑡)

𝜆
+ ∆∅ (𝑡 −

2𝑑0

𝑐
)). (2) 

Our work proves that physical offset between two 

single-channel radars can achieve proper phase shift for 

quadrature radar channels. 
 

B. Null and optimum demodulation 

The constant phase shift in (1) is related to nominal 

distance and can be expressed as: 

 𝜃 =  
4𝜋𝑑0

𝜆
+ 𝜃0;  𝑑0 =

𝜆(𝜃− 𝜃0)

4𝜋
;  𝑑0 =

𝜆(
𝑘𝜋

2
− 𝜃0)

4𝜋
. (3) 

If 𝜃 is denoted as the k multiple of  
𝜋

2
, the baseband output 

B(𝑡) will be either null or optimum for an integer value 

of 𝑘 when small signal approximation is applicable [1]. 

From (1) and (2) we see that null and optimum baseband 

output occurs for the nominal distances as: 

 𝑑𝑁𝑈𝐿𝐿 =
𝜆(𝑚𝜋− 𝜃0)

4𝜋
;  𝑑𝑂𝑃𝑇 =

𝜆(𝑚𝜋+ 
𝜋

2
− 𝜃0)

4𝜋
, (4) 

where m is an integer. (3) reveals that the adjacent null 

and optimum separation is: 

 |𝑑𝑁𝑈𝐿𝐿 −  𝑑𝑂𝑃𝑇| =   
𝜆

8
. (5) 

This examination proves the fact that if two single 

channel radars are oriented in similar way with a 

separation of  
𝜆

8
 in the plane of nominal distance between  
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the target and the radar transceivers, one of the radars will 

be in optimum position given that the other is in null 

position and vice versa [2]. One fundamental assumption 

is that the difference of the residual phase noise of the 

radars is negligible. 

 

C. Fabrication and testing 

Two MDU1020 radars were used for the experiment. 

MDU1020 has the operating frequency is 10.525 GHz. 

The theoretical distance between consecutive null and 

optimum points is 3.5629 mm; 
𝜆

8
 in other words [2]. Now 

creating the physical separation of this length in traveling 

plane of the wave should ensure fail-safe design. In case 

the nominal distance between one of the radars is in null 

position, the other will be in optimum position. The two 

radars were physically separated approximately 3.5 mm, 

as shown in Fig. 3. A mechanical mover was programmed 

to move in 0.5 Hz sinusoidal motion. The nominal 

distance between the radar pair and target was varied in 

the range of [0.5 m (0.5+.0035) m]. Linear demodulation 

has been performed using the output (voltage proportional 

to displacement) of the two radars as shown in Fig. 4.  

 

 
 

 
 
Fig. 3. Quadrature radar assembly is illustrated. A physical 

offset of approximately 3.5 mm has been kept between 

the two MDU1020 single channel k band radars [2]. 

 

 
 

Fig. 4. Shows the two radar output and combined output 

when the nominal distance is gradually changed. It is 

evident that one radar suffers distortion, but the other 

radar helps demodulating the correct signal [2]. 

IV. SIGNAL PROCESSING MODULE 

A. Design requirment 

The design requirements of the signal conditioning 

circuit are amplification, filtering, light-weight, DC 

offsetting capability for level shifting. 
 

B. Simulation 

General purpose uA741 operational amplifiers were 

selected for design and fabrication of the quick prototype. 

The circuit has two stages as shown in Fig. 5. The first 

stage is a voltage follower while the second stage is a 

summing inverting amplifier. Passive components have 

been used for filtering, i.e., variable resistors along with 

capacitors were used to provide DC offset, tunable band 

and gain. Figure 6 shows some tuning simulation.  
 

 
 

 

 

 

 

 

 (a)  

 (a) (b) 
 

Fig. 5. Software simulation and layout is shown: (a) 

depicts the circuit diagram of the single channel 

amplifier, and in (b) fabricated circuit containing four 

amplifier blocks [3]. 
 

 
 

   (a) 

 
 

   (b) 
 

Fig. 6. Bandwidth and gain variation by tuning resistance 

in (a), and capacitance in (b). R1 and C1 in Fig. 5 (a) were 

varied. 
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C. Fabrication and testing 

PCB layout was made using a LPKF mid-range PCB 

milling machine. A double sided FR-4 board was used to 

print the layout. A four-channel signal conditioning 

circuit was designed, so the circuit is capable of 

conditioning four channels. 
 

V. RESULTS 
Experiments were to check the performance of 

signal conditioning, wireless data acquisition. Target’s 

motion and a simple platform motions were simulated 

using mechanical moving stages, as demonstrated in Fig. 

7. The radar sensor and signal conditinging circuitry was 

mounted on a linear stages. Figure 8 illustrates the 

presense of noise in radar signal due to motion artifact 

simulated using linear stage. The radar sensor data was 

recorded via ZigBee communication link. 
 

 

 

. 

 

 

 

 
 

 
Fig. 7. (a) Shows experimental assembly, a DJI phantom 

quadcopter carrying the circuitry, and (b) shows 

experiments, simulating platform motion and target 

motion with two different linear stage. 
 

 
 

 

Fig. 8. Shows the time and frequency domain plots of 

radar data that contains two motion signature, platform 

motion was 2 Hz and target motion was 0.5 Hz simple 

periodic motion. Both platform motion and target’s 

motion are in composite signal. 

 

VI. CEM APPLICATION 
This work implemented off-the-shelf radar having 

vertical and horizontal polarization of 36 degree, and  

72 degree respectively in patch antenna. For motion  

artifact compensation low-IF RF tags can be used. A 

computational EM (CEM) simulation will help making a 

robust system. 

 

VII. CONCLUSION 
UAV-Life sign Radar system has been studied and 

system components were built to provide a low cost 

fabrication of the platform. A low noise lightweight four-

channel amplifier with DC offsetting and frequency 

tuning capability was fabricated. A low cost solution for 

quick prototyping of distortion-less radars system has 

been proposed with practical implementation. Overall, 

our work opens up the potentials for using UAV for life 

sign monitoring. 
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simulate reality in such a way that better, or new physical 

insight or understanding, is achieved. 

 

4. New computational techniques or new applications for 

existing computational techniques or codes. 

 

5. “Tricks of the trade” in selecting and applying codes and 

techniques. 

 

6. New codes, algorithms, code enhancement, and code 

fixes. This category is self-explanatory, but includes 

significant changes to existing codes, such as applicability 

extensions, algorithm optimization, problem correction, 

limitation removal, or other performance improvement. 

Note: Code (or algorithm) capability descriptions are 

not acceptable, unless they contain sufficient technical 

material to justify consideration. 
 

7. Code input/output issues. This normally involves 

innovations in input (such as input geometry 

standardization, automatic mesh generation, or computer-

aided design) or in output (whether it be tabular, graphical, 

statistical, Fourier-transformed, or otherwise signal-

processed). Material dealing with input/output database 

management, output interpretation, or other input/output 

issues will also be considered for publication. 

 

8. Computer hardware issues. This is the category for 

analysis of hardware capabilities and limitations of various 

types of electromagnetics computational requirements. 

Vector and parallel computational techniques and 

implementation are of particular interest. 

 

Applications of interest include, but are not limited to, antennas 

(and their electromagnetic environments), networks, static 

fields, radar cross section, inverse scattering, shielding, 

radiation hazards, biological effects, biomedical applications, 

electromagnetic pulse (EMP), electromagnetic interference 

(EMI), electromagnetic compatibility (EMC), power 

transmission, charge transport, dielectric, magnetic and 

nonlinear materials, microwave components, MEMS, RFID, 

and MMIC technologies, remote sensing and geometrical and 

physical optics, radar and communications systems, sensors, 

fiber optics, plasmas, particle accelerators, generators and 

motors, electromagnetic wave propagation, non-destructive 

evaluation, eddy currents, and inverse scattering. 

 

Techniques of interest include but not limited to frequency-

domain and time-domain techniques, integral equation and 

differential equation techniques, diffraction theories, physical 

and geometrical optics, method of moments, finite differences 

and finite element techniques, transmission line method, modal 

expansions, perturbation methods, and hybrid methods. 

 

Where possible and appropriate, authors are required to provide 

statements of quantitative accuracy for measured and/or 

computed data. This issue is discussed in “Accuracy & 

Publication: Requiring, quantitative accuracy statements to 

accompany data,” by E. K. Miller, ACES Newsletter, Vol. 9, 

No. 3, pp. 23-29, 1994, ISBN 1056-9170. 

 

SUBMITTAL PROCEDURE 

All submissions should be uploaded to ACES server through 

ACES web site (http://aces-society.org) by using the upload 

button, Express Journal section. Only pdf files are accepted for 

submission. The file size should not be larger than 6MB, 

otherwise permission from the Editor-in-Chief should be 

obtained first. Automated acknowledgment of the electronic 

submission, after the upload process is successfully completed, 

will be sent to the corresponding author only. It is the 

responsibility of the corresponding author to keep the remaining 

authors, if applicable, informed. Email submission is not 

accepted and will not be processed. 

 

EDITORIAL REVIEW 

In order to ensure an appropriate level of quality control, 

papers are peer reviewed. They are reviewed both for technical 

correctness and for adherence to the listed guidelines regarding 

information content and format. 

 

PAPER FORMAT 

Only camera-ready electronic files are accepted for publication. 

The term “camera-ready” means that the material is neat, 

legible, reproducible, and in accordance with the final 

version format listed below. 
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The following requirements are in effect for the final version of 

an ACES Express Journal paper: 

 

1. The paper title should not be placed on a separate page. 

The title, author(s), abstract, and (space permitting) 

beginning of the paper itself should all be on the first page. 

The title, author(s), and author affiliations should be 

centered (center-justified) on the first page. The title should 

be of font size 14 and bolded, the author names should be 

of font size 12 and bolded, and the author affiliation should 

be of font size 10 (regular font, neither italic nor bolded). 

 

2. An abstract is required. The abstract should be a brief 

summary of the work described in the paper. It should state 

the computer codes, computational techniques, and 

applications discussed in the paper (as applicable) and 

should otherwise be usable by technical abstracting and 

indexing services. The word “Abstract” has to be placed at 

the left margin of the paper, and should be bolded and 

italic. It also should be followed by a hyphen (–) with the 

main text of the abstract starting on the same line.  

 

3. All section titles have to be centered and all the title letters 

should be written in caps. The section titles need to be 

numbered using roman numbering (I. II. ….) 

 

4. Either British English or American English spellings may 

be used, provided that each word is spelled consistently 

throughout the paper.  

 

5. Internal consistency of references format should be 

maintained. As a guideline for authors, we recommend that 

references be given using numerical numbering in the body 

of the paper (with numerical listing of all references at the 

end of the paper). The first letter of the authors’ first name 

should be listed followed by a period, which in turn, 

followed by the authors’ complete last name. Use a comma 

(,) to separate between the authors’ names. Titles of papers 

or articles should be in quotation marks (“ ”), followed by 

the title of the journal, which should be in italic font. The 

journal volume (vol.), issue number (no.), page numbering 

(pp.), month and year of publication should come after the 

journal title in the sequence listed here. 

 

6. Internal consistency shall also be maintained for other 

elements of style, such as equation numbering. Equation 

numbers should be placed in parentheses at the right 

column margin. All symbols in any equation have to be 

defined before the equation appears or right immediately 

following the equation. 

 

7. The use of SI units is strongly encouraged. English units 

may be used as secondary units (in parentheses). 

 

8. Figures and tables should be formatted appropriately 

(centered within the column, side-by-side, etc.) on the page 

such that the presented data appears close to and after it is 

being referenced in the text. When including figures and 

tables, all care should be taken so that they will appear 

appropriately when printed in black and white. For better 

visibility of paper on computer screen, it is good to make 

color figures with different line styles for figures with 

multiple curves. Color should also be tested to insure their 

ability to be distinguished after black and white printing. 

Avoid the use of large symbols with curves in a figure. It 

is always better to use different line styles such as solid, 

dotted, dashed, etc.  

 

9. A figure caption should be located directly beneath the 

corresponding figure, and should be fully justified.  

 

10. The intent and meaning of all text should be clear. For 

authors who are not masters of the English language, the 

ACES Editorial Staff will provide assistance with grammar 

(subject to clarity of intent and meaning). However, this 

may delay the scheduled publication date. 

 

11. Unused space should be minimized. Sections and 

subsections should not normally begin on a new page.  

 

ACES reserves the right to edit any uploaded material, however, 

this is not generally done. It is the author(s) responsibility to 

provide acceptable camera-ready files in pdf and MSWord 

formats. Incompatible or incomplete files will not be processed 

for publication, and authors will be requested to re-upload a 

revised acceptable version.  

 

COPYRIGHTS AND RELEASES 

Each primary author must execute the online copyright form and 

obtain a release from his/her organization vesting the copyright 

with ACES. Both the author(s) and affiliated organization(s) are 

allowed to use the copyrighted material freely for their own 

private purposes. 

 

Permission is granted to quote short passages and reproduce 

figures and tables from an ACES Express Journal issue 

provided the source is cited. Copies of ACES Express Journal 

articles may be made in accordance with usage permitted by 

Sections 107 or 108 of the U.S. Copyright Law. The consent 

does not extend to other kinds of copying, such as for general 

distribution, for advertising or promotional purposes, for 

creating new collective works, or for resale. The reproduction 

of multiple copies and the use of articles or extracts for 

commercial purposes require the consent of the author and 

specific permission from ACES. Institutional members are 

allowed to copy any ACES Express Journal issue for their 

internal distribution only.  

 

PUBLICATION CHARGES 

There is a $200 basic publication charge assigned to each paper 

for ACES members, and $300 charge for non-ACES members. 

Corresponding authors should be active members of the society 

at the time of submission and the time of publication in order to 

receive the reduced charge.  

 

ACES Express Journal doesn’t allow for more than four pages. 

All authors must comply with the page limitations. ACES 

Express Journal is an online journal, and printed copies are not 

available. 

 

Upon completion of its first year, ACES Express Journal 

will be abstracted in INSPEC, in Engineering Index, DTIC, 

Science Citation Index Expanded, the Research Alert, and to 

Current Contents/Engineering, Computing & Technology.  
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