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In Memoriam: Patricia B. Adler

It is with great sadness that we announce the passing on March 25, 2003, of Pat
Adler, administrative assistant for the Applied Computational Electromagnetics Society
since its inception in 1985. Over its eighteen years of operation, she gave an
extraordinary amount of time and effort, at the highest professional level, to promoting
and advancing ACES.

Introduced to the community of applied computational electromagnetics practitioners
through her husband, Pat embraced his worldwide colleagues as members of her
extended family. Her kind consideration and cheerful demeanor won her many close
friends in ACES. Beyond her careful attention to the business of the society and respect
for each member she dealt with, those of us who came to know her personally appreciated
her sincere concern for our personal welfare. Pat extended warm friendship and
innumerable small kindnesses to thousands of Annual Review of Progress conference
attendees, especially international visitors, and her smiling greeting at the registration
desk was a pleasant annual anticipation.  She was a superb advocate for ACES, and her
role in local arrangements was key in securing the annual conference as the centerpiece
activity of ACES.

Born a Pennsylvanian, Pat Adler found her destined home in Monterey after Dick
received the Ph.D. degree from Penn State in 1970 and joined the Naval Postgraduate
School faculty. Pat also worked as a Naval Postgraduate School staff member early on,
but later devoted her fulltime attention to the combined duties of administrative assistant
for ACES and homemaker for a growing family of children and grandchildren. She loved
and thoroughly enjoyed both the environment and vibrant spirit of the Monterey
Peninsula.

Pat was a person of deep religious conviction. The strong and abiding faith she found
through The Church of Jesus Christ of Latter-Day Saints guided and illuminated her life.
Mormons are widely known and respected for living daily lives that honor and reflect their
spiritual principles, and for their strong desire to be a positive influence on everyone they
meet. Pat was a worthy emissary and, indeed, a positive influence on all those who came
to know her. Among the beneficiaries of her faith are some thirty-nine children who, in
their time of crisis and greatest need, found a foster home with the Adler family.

ACES was founded largely to provide an alternative to existing organizations
dominated by a majority view and agenda that actively discouraged the healthy exchange
of new and “different” developments in the emerging science of computational
electromagnetics. In particular, ACES has been uniquely receptive to reports dealing with
practical applications. Pat was rightfully proud of her contributions to providing an
influential outlet, through ACES publications and the annual conference, for the public
distribution and archival preservation of many meritorious works. The fruits of her labor
on behalf of ACES, for which we are all deeply grateful, will continue to grow in the
future, and are part of her legacy.

We trust that, for Pat, joy and rejoicing have now banished all pain, griefs, and
anxious fears. With faith in the hope of the resurrection, we long to see her again when
our days on Earth are done.

Perry Wheless
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DR. ALKIM AKYURTLU 
GENERAL BACKGROUND  
Alkim Akyurtlu was born in Madison, WI, in 
November 1972. She earned her B.S.E.E. at 
Virginia Polytechnic Institute and State 
University (Virginia Tech) in 1994. She earned 
the M.S. and Ph.D. degrees in Electrical 
Engineering at the Pennsylvania State University 
in 1996 and 2001, respectively.   During her 
graduate studies, she was an Academic 
Computing Fellow, she won the ACES Best 
Student Paper Contest in 2000, and the Anthony 
Ferraro Best Doctoral Research Award in 2001. 
 
After graduation Dr. Akyurtlu joined the Systems 
and Analysis Group at MIT Lincoln Laboratory, 
where she worked on statistical analysis of radar 
systems and applications of meta-materials.  

Currently, she is an Assistant Professor in the Electrical and Computer Engineering Department 
at University of Massachusetts Lowell where she is conducting research in computational 
electromagnetics, teaching courses on antenna theory and radar systems, and supervising the 
research of M.S. and Ph.D. students.  Prof. Akyurtlu�s current research interests include 
computational electromagnetics with applications in meta-materials and antennas, and micro- 
and nano-scale device modeling.  Prof. Akyurtlu has been awarded the NASA Faculty 
Fellowship Award for 2003 and the Teaching Award in the Electrical Engineering Department at 
UMass Lowell for the 2002-2003 academic year.   
 
Dr. Akyurtlu is a member of ACES and the IEEE Antennas and Propagation and Microwave 
Theory and Techniques Societies. 
 
PAST SERVICE TO ACES 
The candidate's past service to ACES includes presentation of papers at the 2000 and 2001 
ACES Conferences. 
 
CANDIDATE'S PLATFORM 
 
Computational electromagnetics has been very successful in answering the many complicated 
questions in the field of electromagnetics.  It will play an even more important role in the future 
as we move into new ways of thinking about conventional problems at the nano-scale levels.  
Integration of electromagnetics with other research areas will also be very significant in the 
development of new technologies.  I believe that ACES will be an integral venue to carry the 
area of computational electromagnetics into exciting future frontiers, increase interdisciplinary 
research, and raise the focus on applications of computational electromagnetics in the advanced 
technologies.  In order to accomplish the aforementioned goals, advertisement of ACES 
activities and seminars so as to attract the most recent advances in the area of computational 
electromagnetics and relevant interdisciplinary research is necessary.  I would like to contribute 
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to increasing participation in ACES and to continuing to make this society an arena for 
advancing technology.  ACES is very important in bringing the electromagnetics community 
together and in exposing the newest and most significant advancements in the application of 
computational electromagnetics and should continue to maintain its strong role in the future.   
 
 
DR. RANDY HAUPT 

GENERAL BACKGROUND 
Randy Haupt is an IEEE Fellow and Professor and Department Head 
of Electrical and Computer Engineering at Utah State University. He 
has a Ph.D. in Electrical Engineering from the University of 
Michigan, MS in Electrical Engineering from Northeastern 
University, MS in Engineering Management from Western New 
England College, and BS in Electrical Engineering from the USAF 
Academy. He was a Professor of Electrical Engineering at the USAF 
Academy and Professor and Chair of Electrical Engineering at the 
University of Nevada Reno. Randy was a project engineer for the 
OTH-B radar and a research antenna engineer for Rome Air 
Development Center. His research interests include genetic 
algorithms, antennas, radar, numerical methods, signal processing, 
fractals, and chaos. He was the Federal Engineer of the Year in 1993 

and is a member of Tau Beta Pi, Eta Kappa Nu, URSI Commission B, and Electromagnetics 
Academy. He has numerous journal articles, conference publications, and book chapters on 
antennas, radar cross section and numerical methods and is co-author of the book Practical 
Genetic Algorithms, John Wiley & Sons, Jan 1998. Randy has eight patents in antenna 
technology and is director of the Utah State University Anderson Wireless Center. He teaches 
courses in antennas and computational electromagnetics. 
 
PAST SERVICE TO ACES 

• Received ACES Valued Service Award in 2000 
• Guest Editor for ACES Journal special issue on genetic algorithms in Jul 00 
• Conference Chair for 1999 ACES International Symposium 
• Co-chair of ACES conference Mar 1998 
• Co-chair of ACES conference Mar 2000 
• Presented ACES short courses in 97, 98, 99 
• Took 8 ACES short courses 
• Served as session chair at ACES conferences 
• Presented 11 papers at ACES Conference 
• Attended 10 ACES conferences 

 
CANDIDATE'S PLATFORM 

• I have always liked ACES because of its practical focus. I would continue to emphasize 
and expand this focus. The publications, the conference, the web site, and the short 
courses should be excellent references for members. Perceived value will result in 
growth. 
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• The international participation in ACES is extremely valuable and every effort should be 
made to encourage a broad participation. 

• Some effort should be made to improve the impact factor of the ACES Journal. 
• It would be worthwhile to have book reviews and software reviews for members. 
• I would like to encourage the presentation of new and interdisciplinary approaches to 

computational methods. 
 
 
DR. JUAN R. MOSIG 

GENERAL BACKGROUND    
Juan R. Mosig was born in Cadiz, Spain. He received his 
Telecommunication Engineering Degree (M. Sc. E.) from the 
Polytechnic University of Madrid, Spain in 1974 and the Ph.D. 
degree from the Swiss Institute of Technology (Ecole 
Polytechnique Fédérale) of Lausanne, Switzerland in 1983. 
In 1985 he was a Senior Research Associate at R.I.T., Rochester, 
NY, working for DEC in a project under the direction of Prof. T. K. 
Sarkar. He has also held summer scientific appointments at 
University of Colorado at Boulder, CO, Technical University of 
Danemark, Universities of Rennes and Nice in France and 
University of Rome-La Sapienza in Italy.   

Since 1991 he has been a professor at EPFL and since 2000 the Head of the EPFL Laboratory of 
Electromagnetics and Acoustics (LEMA).  In 2003 he became the Director of the Institute for 
Transmissions, Electromagnetic Waves and Photonics (iTOP).  
Dr. Mosig is the author of four chapters in books on microstrip antennas and circuits and more 
than hundred reviewed papers. He received twice the Best Paper Award at the JINA Conference 
on Antennas (Nice, France) and he is now a member of its Steering Committee. His research 
interests include electromagnetic theory, numerical methods and planar antennas and he is a 
Fellow of the IEEE. 
Since 1987, Dr. Mosig has been actively involved in the organization of intensive short courses 
in Numerical Electromagnetics in the USA (with University of Syracuse NY, Boulder 
Microwave Technology, Ansoft...) that he has successfully introduced in Europe. He has been a 
member of the IEEE Antennas and Propagation Society AdCom as responsible of Transnational 
Activities. In 2000, Dr. Mosig was the Head of the National Swiss Committee for the European 
Millennium Antenna and Propagation Conference, organized by the European Space Agency in 
Davos, Switzerland.  
Dr. Mosig has been a Steering Committee Member in the European Research programme MADS 
(Multipurpose Antenna Design Simulator, 1998-2002) which put together leading European 
universities and industrial R&D groups, targeting for the first time the development of a 
"universal antenna numerical tool". This effort is currently being pursued under a grant from the 
European Space Agency. He is also the Swiss representative in the European project 
"FractalComs" aiming at the electromagnetic analysis of fractal geometry antennas and a 
member of the European "Research Training Network MMCODEF", whose goal is the exchange 
of postgraduate students between participant European universities and subsequent training in 
the European microwave industries. 
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Since 1999, Dr. Mosig is a member, nominated by the Swiss Federal Government, of the 
Technological Policy Advisory Committee for the Swiss Space Office. He is also technical 
advisor for the curricula program of several newly created Polytechnic Universities in Spain. 
 
Dr. Mosig is the responsible for introducing by the first time (year 2000) a session in 
Computational Electromagnetics in the European Congress on Computational Methods in 
Applied Science and Engineering (ECCOMAS), where is a member of the Technical Committee. 
 
Currently, Dr. Mosig is the Chairman of an European COST (Scientific and Technological 
European Cooperation) Action, the COST-284 project "Innovative Antennas for Emerging 
Terrestrial and Space-based applications", which is a five years (2002-2006) project with the 
participation of 19 European countries aiming at fostering the development of antenna and 
electromagnetic research in Europe and including an active Working Group on antenna design 
softwares.  
 
PAST SERVICES TO ACES 
 The candidate has contributed with several papers to ACES Symposia, which he considers the 
most adequate venue for presentation and dissemination of research works in numerical 
electromagnetics 
 
CANDIDATE'S PLATFORM 
With the increasing widening of electrical engineering domains and the consequent lack of focus 
of its traditional societies, ACES should now be the obvious society for any researcher, scientist 
or engineer concerned with Numerical Electromagnetics.  I would like to strongly support this 
idea not only in the USA but elsewhere in the world and especially in Europe. ACES 
publications and ACES Symposia should become the reference for theoreticians, code 
developers and code users in the area of Electromagnetics. 
At the research level, I believe that we need to strength the link from fundamental theoretical 
research and numerical applications, since tomorrow's successful commercial codes will be 
based in today's advanced mathematical algorithms. Also, Applied Computational 
Electromagnetics should explore more deeply the possible parallels and synergies with other 
engineering domains where numerical and computational methods play an important role. I think 
that we can still borrow many useful ideas from Fluid and Structural Mechanics or from Civil 
and Chemical Engineering, and in turn show to them the richness of Computational 
Electromagnetics and the specificity of our implementations. In this respect, the introduction of a 
"Computational Electromagnetic area" in the ECCOMAS Symposium has been a very positive 
experience and I would like to explore further possibilities of these synergies. 
  
I am fully committed to engineering education and I believe ACES can play an essential role in 
influencing the future curricula for Bachelor, Master and Ph.D. programmes, not only in the 
USA but elsewhere in the world. In Europe, we are striving for keeping alive the teaching of 
courses in Numerical Electromagnetics at both undergraduate and postgraduate levels and ACES 
should provide an excellent source and frame for an active campaign in this direction. In parallel, 
ACES Conferences should be better advertised and their associated short courses systematically 
connected with University credits in order to encourage participation of young researchers which 
would look afterwards at ACES as a top professional society. 
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OTHER UNIQUE QUALIFICATIONS 
Being actively present in both Higher Education (as an University Professor in a leading 
European Institute of Technology) and in Applied Electromagnetics Research (as a leader of a 
team deeply involved in many high-end numerical electromagnetics projects at the European 
level), I think I have an excellent vantage position to work towards the consecution of above 
mentioned goals. Moreover, in my role of Chairman of an European COST Action, I have 
excellent links with all the European Research Institutes in our domain and also in parallel 
engineering areas, where equivalent computational tools are used. I am currently involved in an 
ambitious proposal for creating a European Union "Network of Excellence on Antenna 
Research". If successful, this Network could become a privileged partner of ACES and 
contribute to the ACES worldwide recognition.  
 
 
DR. OMAR RAMAHI 

GENERAL BACKGROUND 
Omar M. Ramahi received the BS degrees in Mathematics and Electrical 
and Computer Engineering, with highest honors, from Oregon State 
University, Corvallis, OR in 1984. He received his M.S. and Ph.D. in 
Electrical and Computer Engineering in 1986 and 1990 respectively from 
the University of Illinois at Urbana-Champaign. From 1990-1993, he held 
a visiting fellowship position at the University of Illinois at Urbana-
Champaign including a one-year appointment as a Postdoctoral Fellow 
working with the Professor Y. T. Lo on microstrip antenna problems.  In 
1993, he joined Digital Equipment Corporation as a member of the 
Technology Development Group. In 1994 he became a member of the 

alpha server product development group at the same company. In August of 2000, he joined the 
faculty of the A. James Clark School of Engineering at the University of Maryland at College 
Park, where he presently holds a faculty appointment in the Mechanical Engineering Department 
and an affiliate appointment in the Electrical and Computer Engineering Department. Professor 
Ramahi is also a faculty member of CALCE Electronics Products and Systems Center at the 
University of Maryland. 
 
Dr. Ramahi served as a consultant to several companies. He was instrumental in developing 
computational techniques to solve a wide range of electromagnetic radiation problems in the 
fields of antennas, high-speed devices and circuits and EMI/EMC. He has developed 
computational electromagnetic codes based on the Method of Moments, the Finite Element 
method, the Finite-Difference Time-Domain method, amongst others.  His interests include 
theoretical, experimental and computational EMI/EMC studies, high-speed devices and 
interconnects, biomedical applications of electromagnetics, novel optimization techniques, 
interdisciplinary studies linking electromagnetic application with new materials. He has authored 
and co-authored over 110 journal and conference papers and presentations. He is a co-author of 
the book EMI/EMC Computational Modeling Handbook, 2nd Ed., (Kluwer Academic, 2001). Dr. 
Ramahi is a member of Eta Kappa Nu and Tau Beta Pi honor societies.  He is also a Senior 
Member of IEEE and a member of the Electromagnetics Academy. 
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PAST SERVICE TO ACES 
The candidate's past service to ACES includes presentation of numerous papers, organization of 
special sessions for the ACES Symposia and participation as short course instructor. 
 
CANDIDATE'S PLATFORM 
The field of electromagnetism (EM) is probably one of the very few fields in applied science that 
has reached a high level of maturity. Computational electromagnetism, which is considered the 
applied side of electromagnetism, has witnessed an explosive growth in the past fifteen years. 
Today, we have numerical algorithms that can characterize wave-matter electromagnetic 
interaction with a high degree of accuracy and with sufficient speed.  Despite the maturity in 
both theoretical and computational electromagnetism, the application of computational EM to 
new technological frontiers remains in its infancy. For instance, in the emerging field of 
nanotechnology, sensors, biomedical devices, amongst others, electromagnetism is expected to 
play a significant role. For computational EM practitioners, the primary challenge is in the fact 
that these new technologies are driven by strong interdisciplinary research teams that are 
typically devoid of computational EM experts. Interestingly enough, the classical EM 
practitioner paradigm has changed. Instead of using computational EM to solve known problems, 
we need to look at applications that can be designed by harvesting the power of EM with the aid 
of computational EM.  
 
Having the vintage point of working with mechanical, electrical, and aerospace engineers in the 
emerging technologies, I have the advantage of identifying new and significant applications of 
computational EM and bring these applications to the EM community through ACES.  
Furthermore, bringing a strong focus to ACES activities and seminars would be a priority. 
Despite the plethora of symposia and technical societies involved in electromagnetics, there is a 
distinct place for a society, such as ACES, which is devoted exclusively to practical 
computational electromagnetics. For this reason, ACES needs to have a strong focus through 
symposia and published media that reinforces its distinct thrust. The ACES annual meeting has 
been suffering in the past few years from lower attendance than in the earlier years. This 
phenomenon needs to be addressed and structural changes might become necessary to maintain 
the vitality, strength and relevance of ACES. These are some of the issues that I like to address if 
I become a Board Member.  
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Change in the NEC–4.1 Distribution Procedure *

Gerald J. Burke
Lawrence Livermore National Laboratory
P.O. Box 808, L-154, Livermore, CA 94550

burke2@llnl.gov

After years of saying that the distribution procedure and restrictions on NEC-4.1 were
about to change it has finally happened. The licensing of NEC–4 is now handled by the
Industrial Partnerships and Commercialization (IPAC) office at LLNL. Information on the
licensing procedure and a license form can be found at the website

http://www.llnl.gov/software/software.php

The program remains under copyright to the University of California that restricts
release and distribution. However, after reviewing the code they have determined that export
control is not needed except for countries on the DoE “sensitive country” list. Saddam need
not apply. IPAC has increased the licensing fee to $950, but has set a $250 fee for academic
and “non-commercial” use. The qualifications for “non-commercial” will be determined by
IPAC, but it should ease the bite for people such as Amateur Radio operators.

When we were handling the distribution we could send out the code when we had
received the registration form and a check or purchase order. IPAC does not accept purchase
orders, but needs the license form and a check. They said that they may be able to accept
credit card orders, but I don’t think that has been tried yet. When they have everything
that they need, they let me know that it OK to send the code.

There is not much information on the IPAC website on what is included in the NEC–4.1
package, but it is the same as before. We send out a CD with the source codes in single
and double precision and the plotting programs for Windows. Executable files are included
compiled for various matrix sizes, typically 1200, 2000, 3600 and 7500 segments for in-core
matrix storage. A printed copy of the manuals is include as well as a scanned (bit-mapped)
copy on the CD. Source files with Windows specific calls removed are included for unix
systems.

In many ways NEC–4 is the same as NEC–2. The basic code reads an input file that
describes the model and requests calculations of currents and fields. The code package
includes programs to plot and check the model geometry and to plot impedance versus
frequency on Cartesian or Smith charts with an option for rational-function interpolation
over frequency, sometimes called “fast frequency sweep”. There is also a program to plot
radiation patterns in Cartesian or polar plots or as 3D patterns with hidden lines removed.

The major features that NEC–4 offers over NEC–2 are the ability to model wires in the
ground, such as buried antennas, ground stakes and ground screens, and a model for wires
with a thin insulating sheath. With NEC–2 you had to run a separate program to generate
the Sommerfeld integral tables for ground. NEC–4 will look for a file and generate it if a
matching file for the model is not found. When a frequency loop is run it will generate a
family of files with incremented names. Then when a new run is made it will reuse the files
if they match.

At least as important as these features is that NEC–4 fixes a problem in NEC–2 that

* This work was performed under the auspices of the U. S. Department of Energy by the University
of California, Lawrence Livermore National Laboratory under Contract No. W-7405-Eng-48.

12



resulted in inaccurate results for wires with changing radius. NEC–2 is not accurate for
either a single step in wire radius or a tapered change over several segments. NEC–4 is much
more accurate in most cases of changing wire radius.

The matrix evaluation routines in NEC–4 have been rewritten to make them more stable
for low frequencies. The single precision NEC–4 can be used in many cases where NEC–2
would fall apart. However, we still run most problems in double precision, since it gives
more confidence and computers usually have enough memory. I do not know of any studies
on the solution stability for single precision for models of 10,000 or more segments, where
the reduced storage would really be important.

NEC–4, in the LLNL version, still does not have dynamic array allocation, but array
dimensions are set in a parameter file. It is easy to change array sizes, but you need a Fortran
compiler, or I will try to compile for sizes that are requested. There are also some new or
modified commands, such as a catenary wire, an improved helix command and more control
of the range of segments affected by GM. CM or CE commands for text can be used anywhere
in the input file. Voltage sources and one or more incident plane waves can be combined for
excitation. LE and LH commands have been added to compute near E and H along linear
paths. They can be combined to evaluate line integrals of E or H along piecewise-linear
paths. For large problems that cannot fit into RAM, NEC–4 uses a single direct-access file
for the matrix where NEC–4 needed four copies of the matrix in sequential-access files.

NEC–4 remains a wire modeling program with a limited capability for modeling surfaces
with the MFIE. It will not be of use for many currently important problems of modeling
microstrip patch antennas or dielectric bodies. If anyone has questions not answered on the
IPAC website they can contact me at burke2@llnl.gov or phone 925-422-8414.

13



Modular Development of CAE Models for Lossy
Matching Networks: Part I

Shaohua Li, Perry Wheless

Abstract—We consider here fundamental computer-basedmod-
els for the multimode behavior of single-layer helical air-core RF
inductors at frequencies up to approximately 1.5 GHz. Four spe-
cific CAEmodels are presented, with discussion of theirmerits and
limitations. This study is one in a series, motivated by the desire
to improve practical design and analysis of efficient antenna tun-
ing units, power amplifier tank circuits, and other RF applications
employing helical air-core RF inductors.

Index Terms—Antenna tuning units, RF inductors, inductor
CAE, electronic component models.

I. INTRODUCTION

Antenna design projects often include the design of a com-
panion antenna tuning unit (ATU) to match the transmitter and
transmission line characteristic impedance to the impedance(s)
presented at the antenna element feed point(s). For moderate to
high operating power levels at frequencies from LF (30 - 300
kHz) up into the UHF (300 MHz - 3 GHz) region, the fun-
damental ATU subsystems to achieve phase and power division
control are networks comprising three reactive components. RF
inductors and capacitors are typically configured in Tee or Pi
circuits, and radio system engineers generally are aware how
they can scientifically determine three L and C values that will
match an arbitrary (finite) complex load impedance ZL to a de-
sired real input impedance Z0 at a specific design frequency,
and simultaneously provide a desired phase shift in the process.
RF power amplifiers similarly have tuned (tank) circuits involv-
ing both inductors and capacitors. ATU and amplifier tank cir-
cuit losses are always in the background consciousness of de-
sign engineers, and losses may be significant, but typical cir-
cumstance is that the designer lacks the computer-aided engi-
neering (CAE) tools for an accurate and reliable analysis of the
network losses. This article is the first in a series, which will
culminate in the computer-based tools to thoroughly character-
ize such networks, including losses, in practical applications.
Achievement of the objective of useful CAE software is an

evolutionary project which, of course, is predicated on begin-
ning from correct fundamental principles and appropriate engi-
neering models. The starting point, therefore, is an examination
and modeling of the essential characteristics and behavior of the
helical air coils and variable plate capacitors typically found in
ATUs and tank circuits. This paper reports some highlight re-
sults from first studying RF inductor basics.

The authors are with the Department of Electrical and Computer Engineering,
University of Alabama, Tuscaloosa, AL. E-mail: li022@bama.ua.edu.

II. ILLUSTRATIVE CASE STUDY
To enable quantitative treatment of RF inductor behavior, a

specific (but typical) helical air coil is discussed. To facilitate
some comparisons to [1], we here adopt a coil of the same di-
mensions, namely, 12.9 single-layer turns of 18-gauge copper
wire with the following nominal dimensions: an inside solenoid
radius of ai = 0.248 inches, mean radius of the solenoid
a = 0.268 inches, axial length c = 0.89 inches, and pitch
Ψ = 0.041. When the inductor is horizontally mounted above
a ground plate, the S21 transmission characterization, as mea-
sured in manual mode by a Hewlett-Packard 8505A vector net-
work analyzer, is shown in Figure 1. This data closely emulates
that given in [1], with individual data points marked by small
circles. We parenthetically note that excellent interpolation of
values between the measurement points is available in MAT-
LAB [2] by use of the interp1 function with the ‘pchip’ (piece-
wise cubic Hermite interpolation) option. The interp1 function
was utilized in generation of the solid line plots in Figure 1.

Fig. 1. S21 of horizontally mounted RF inductor.

Figure 1 straightaway shows a behavior pattern that may be
surprising to some RF design engineers. The “classic model”
for a real-world RF inductor, which is the subject of the next
section, clearly indicates that, at sufficiently high frequency,
the device will be self-resonant. RF circuit designers are well-
aware of the reality of that resonance effect, and carefully avoid
it in requirements such as, for example, an RF choke in the bias
circuit of a high-power tube amplifier. The surprise, at least for
some, is that real RF inductors exhibit not just one, but multiple
resonances, as frequency is increased.
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Experimental characterization, illustrated by Figure 1, is
more useful as a guide to appropriate models for RF inductors
than as a routine design aid. Engineers are inclined by their
training to develop and work with models, and justifiably so,
because accurate and reliable models may be used and extended
to new and various circumstances, versus the rigid limitation
that measured data is obtained under constrained and quite spe-
cific conditions. In short, good engineering models offer a high
degree of flexibility and convenience. In the following sections,
we will discuss a series of basic models that are all amenable to
computer implementation as a CAE tool. Through application
to the same "case study" inductor, the objective is for the reader
to acquire a good sense of the relative power and limitations of
each model.

III. CLASSIC MODEL
The so-called “classic” model, widely depicted in undergrad-

uate electrical engineering textbooks on circuit theory and basic
electronics, is shown in Figure 2. Rhea [1] is a good reference
for a summary review discussion of the classic model. From
only a casual consideration of Figure 2, one can quickly and
correctly conclude that this will be a low-frequency model of
limited general utility, and so we restrict our discussion of the
classic model here.

Fig. 2. Classic model of an RF inductor.

Wheeler [3] developed an almost exact low-frequency (i.e.,
quasi-static) classic inductor model that requires the calcula-
tion of complete elliptic integrals. An approximation formula
which does not require elliptic integrals, but is accurate at low
frequencies to approximately 1% for coil lengths greater than
0.67 times the radius, is

L =
n2a2

9a+ 10c
' 1 µH (1)

with n = 12.9 T, a = 0.268 inch, and c = 0.890 inch. Med-
hurst [4] gives the capacitance relationship

C (in pF) = H ×D =⇒ C ' 0.65 pF (2)

where D = 2a (in cm) and H is a function of
c

2a
, the length-

to-diameter ratio. Please see [4] or Table 1 of [1] for how H is
obtained from

c

2a
.

c

2a
=

0.89

2× 0.268 = 1.6604 =⇒ H = 0.48 (3)

The estimation of R starts with the relation for unloaded Q [4]

Qu = 0.15aϕ
p
f0 (4)

with f0 in units of Hz and ϕ is determined from its relation to
c

2a
and

dw
s
(the fraction of axial length c occupied by wire) in

accordace with Table 2 of [1]. Here,
dw
s
= 0.58 for 18-gauge

copper wire, giving ϕ ' 0.72 and

Qu = 0.15× (0.268× 0.0254)× 0.72×
p
f0 (5)

and, finally,

R =
ωL

Qu
=
2πf0L

Qu
. (6)

Since R is a function of frequency, it is calculated as a vector
inside the MATLAB modeling program.
To enable the classic model to show its best possible predic-

tions in comparison to the measured data, two low-frequency
ranges were selected and, also, the MATLAB modeling
program performed a least squares optimization of the nominal
numerical values of R,L, and C via the function lsqcurvefit
provided in the MATLAB package. The graphical result for
|S21| for the restricted frequency range 1 to 50 MHz (in steps
of 1 MHz) is in Figure 3, where it is evident that the optimized
parameter values of L = 1.0619 µH and C = 0.65349 pF
improve on the original model fit. The low-frequency (static)
classic model is moderately successful in predicting the actual
experimental data up to a frequency of 50 MHz.

Fig. 3. Classic model vs measured, 1-50 MHz.

However, when we just extend the frequency range of
interest to 1 - 300 MHz, still far from the full range of 1 - 1300
MHz, the classic model already exhibits breakdown (see Figure
4). It is immediately clear that this elementary model is not
even a candidate for the multimode reality shown in Figure 1.
It is visually difficult to discern if the optimized classic model
is actually better than the original classic model in Figure 4, so
we introduce a quantitative measure of error at this point.
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Fig. 4. Classic model vs measured, 1-300 MHz.

IV. QUANTIFICATION OF MODEL ERROR
In this paper, the measured data is taken as the standard ref-

erence, and the various model predictions are then compared
to the experimental data. The measure of model discrepancy is
then the “SSE” (sum of the errors squared). For all modeling
cases reported here, the frequency step is 1 MHz. Therefore,
comparing the results for two different models with 1-300 MHz
results presented is direct and immediate, without the need for
additional manipulation or interpretation. When the frequency
span is different, some interpretation is necessary. To facilitate
comparisons in those instances, the total SSE is divided by the
number of points at which the composite calculation was made,
yielding an SSEavg value per point.
The observant reader will quickly note that the original mea-

surement points depicted in Figure 1 are not in 1 MHz steps,
and wish to know the procedure applied in the event a frequency
for analysis does not exactly match one of the original measure-
ment frequencies. In those cases, the standard value for model
accuracy comparison is determined by interpolation between
the nearest original measured data points in MATLAB using the
interp1 function with ‘pchip’ option, as previously discussed.
Using this error quantification technique, the 1-50 MHz clas-

sic model result of Figure 3 has a |S21| error of SSE = 136.83
(SSEavg = 2.74 per pont) for the original component values,
and SSE = 66.92 (SSEavg = 1.34 per point) for the least
squares optimized component values. For the 1-300 MHz clas-
sic model result of Figure 4, the original values give SSE =
24, 685 (SSEavg = 82.3 per point) and the optimized compo-
nents yield modeling error SSE = 22, 451.(SSEavg = 74.8
per point) Hence, the optimized classic model curve in Figure
4 really is a better fit to the measured curve than that of the
original classic model.

V. TRANSMISSION LINE MODEL
A new multimode model for the helical air-core RF inductor

was proposed in 1997 in [1]. In this model, the inductor is

replaced with a section of transmission line of electrical length
Θ degrees and characteristic impedance Z0, as indicated in
Figure 5. In Figure 1, we note that |S21| has its first local
minimum just above 200 MHz, and then makes its first return
approach to 0 dB at approximately 383 MHz. The response at
383 MHz suggests that the appropriate transmission line length
at this frequency is 180◦.

Fig. 5. Transmission line model.

A computer-aided implementation again aids our appre-
ciation of the essential merit of this particular model. Two
instructive results are included here. In both cases, the MAT-
LAB program was allowed in each case to apply the lsqcurvefit
function in order to optimize the values of line length and Z0 to
provide the best possible fit against the measured data. Figure
6 shows model performance from 1 to 395 MHz in 1 MHz
steps:

Fig. 6. Transmission line model, 1-395 MHz.
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The modeling error calculations associated with Figure 6 are
SSE |S21| = 415.5, or SSE||avg = 1.052 per point, and SSE
]S21 = 2.42 × 105, or SSE]avg = 614.5 per point. It was
deemed desirable, for illustration and comparison purposes, to
capture the first inductor “resonance” in the frequency range
of examination, although this choice clearly adversely affected
the SSE result for the phase angle to a significant degree. For
the full 1-1300 MHz range of measured data is modeled, the
result is Figure 7.

Fig. 7. Transmission line model, 1-1300 MHz.

As one would expect, the transmission line section has pre-
cisely periodic repetitions of its fundamental behavior. Figure
7 emphasizes that the higher frequency resonances of the real-
world RF inductor, on the other hand, are not at integer multi-
ples of the fundamental frequency. The modeling error calcu-
lations associated with Figure 7 are SSE |S21| = 48596, or
SSE||avg = 37.4 per point, and SSE ]S21 = 1.646× 107, or
SSE]avg = 1.27× 104 per point. One is led by these two re-
sults to conclude that the transmission line model can be a quite
effective tool at low to medium frequencies (below the first res-
onance, here about 383 MHz), but its range of validity does not
extend to the higher-frequency regime.

VI. HELICALLY CONDUCTING SHEET MODEL

In this section, we first present (and then extend in the next
section) results using a multimode RF inductor model recently
advocated by Mezak [5]. This model considers the RF inductor
to be a helically conducting sheet which has both TM (trans-
verse magnetic) and TE (transverse electric) modes and ex-
hibits dispersion. It is especially accurate in predicting the res-
onant frequencies of an inductor. The key governing equations
were first developed in studies on helical line models for the
traveling-wave tube community in the 1960s. One of the better
references for finding full details of the original derivation steps
is Pierce [6]. A concise description of the calculational process,
for a given frequency, follows.
First, the transcendental equation

(γa)2
I0 (γa)K0 (γa)

I1 (γa)K1 (γa)
= (β0a cotΨ)

2 (7)

(where γ2 = β2−β20, a = radius of the inductor helix, I0 and I1
are the modified Bessel functions of the first kind of order 0 and
1, respectively,K0 andK1 are the modified Bessel functions of
the second kind of order 0 and 1, respectively, β0 = propagation
constant in free space, β = propagation constant of the helix,
and Ψ = the helix pitch angle) is solved for γ. Then the value
of β follows from the relation γ2 = β2 − β20. The so-called
transverse characteristic impedance of the helix is next found
from the relation (see [6], page 30)

Kt = F1 · F2 (8)

where factor F1 is

F1 =

µ
γ

β

¶2µ
β

β0

¶"
120I20

(γa)2

#
(9)

and

F2 =

·µ
1 +

I0K1

I1K0

¶¡
I21 − I0I2

¢
+

µ
I0
K0

¶2µ
1 +

I1K0

I0K1

¶¡
K0K2 −K2

1

¢# (10)

Choosing to use the regular chain (ABCD) matrix T̃ instead of
the normalized chain matrix T̃n, we directly take

Z = Kt. (11)

Z0 is the system characteristic impedance (typically 50Ω). Z,
in turn, allows determination of the regular chain matrix ele-
ments from the well-known form for a section of transmission
line ·

A B
C D

¸
=

"
cos (βc) jZ sin (βc)
j

Z
sin (βc) cos (βc)

#
(12)

where it should be noted that the inductor length, previously
denoted c, is here denoted by c. Here, the load resistor RL in
Figure 5 is equal to the system characteristic impedance Z0,
and complex S21 is found from

S21 =
2

A+
B

RL
+CRL +D

. (13)

For short, the helically conducting sheet model will be referred
to as simply the Mezak model. To show how the dispersion
model predicts the multiple resonant frequencies rather well,
the model is compared to the measured data over the full 1 -
1300 MHz range in Figure 8. On the other hand, as Figure
8 shows, this model is less successful in emulating, both
qualitatively and quantitatively, the S21 data in between the
multiple resonant frequencies.
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Fig. 8. Mezak model, 1 - 1300 MHz.

VII. EXTENDED HELICAL CONDUCTING SHEET MODEL

In applied electromagnetics, a frequent occurrence is that
theoretical values for a real operational device are related to
experimental measurement values through a fractional linear
transformation. For example, in the context of antenna feed-
point impedances, see [7]. Motivated by favorable prior experi-
ences, an empirical study was made of extending the so-called
Mezak model to include a fractional linear transformation of
the form

Zm =
a1Zi + a2
a3Zi + 1

(14)

withZm representing measured data at a specific frequency and
Zi representing the corresponding ideal, or theoretical, value (in
this case, the value from the Mezak model). The procedure for
determining the complex constants a1, a2, and a3 is detailed in
[8]. The extended model is here called the Transformed model.
A more formal name has not been chosen because the inves-
tigative study is not yet complete, and the model details remain
subject to further evolutionary change.
Three results for different frequency spans are presented in

Figures 9, 10, and 11 below. Data row 1 in Table I (for 1 - 200
MHz) indicates the notable extent to which the Transformed
model is superior to the Mezak model in the low-frequency
regime, below the first inductor resonance. Indeed, the Trans-
formedmodel is the best performer in the low-frequency regime
of all the models discussed in this paper. For very wide fre-
quency ranges (see data row 3 in Table I), the Transformed
model offers modest improvement over the Mezak model, al-
though a span of 1 to 1300 MHz obviously overextends the
range of validity for both.
It should be noted that there are special circumstances that

result in performance degradation of the present Transformed
model implementation. An example is modeling the subject
RF inductor over the frequency range 1 to 395 MHz. The res-
onance at approximately 383 MHz actually causes the Trans-
formed model, in its present form, to degrade the input data re-
ceived from the Mezak model (see data row 2 in Table I). Work

continues toward anticipating and eliminating such anomalous
behavior for this model.

Fig. 9. Transformed model, 1-200 MHz.

Fig. 10. Transformed model, 1- 395 MHz.

Fig. 11. Transformed model, 1 - 1300 MHz.
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TABLE I
Error Comparison of Mezak and Transformed Models
Range (MHz) Mezak SSEs Transformed SSEs

|S21| ]S21 |S21| ]S21
1 - 200 304 5.15e4 1.94 106
1 - 395 523 2.65e5 705 2.43e5
1 - 1300 1.66e4 2.45e6 7907 2.32e6

VIII. CONCLUSIONS
Antenna engineers concerned with the design of antenna

phasing and power divider networks would like computer soft-
ware that provides more accurate and reliable CAE of the RF
inductors and capacitors used in such practical systems. RF
circuit design engineers charged with the production of high-
power amplifiers share the desire of their antenna system coun-
terparts. The ultimate objective of our work is such a computer
software product, which we intend to make available in the pub-
lic domain.
It is important for all radio engineers to be cognizant of the

multimode behavior of real RF inductors, and aware that the
widely accepted “classic model” for helical air-core coils is
severely limited in its scope of applicability. Another funda-
mental realization of significance about RF inductors, not dis-
cussed here, is that the dominant capacitance associated RF
coils is not turn-to-turn (interwinding) capacitance as long as-
sumed, but rather the distributed capacitance with respect to
ground. Reference [1] has a clear discussion of this point, and
interested readers should see the Additional Remarks section of
that paper.
This report has presented some highlight features of four

RF inductor models: the classic model, the transmission line
model, the so-called Mezak model, and the Transformed model
incorporating a fractional linear transformation. Evidence and
results examined during the course of this study first suggested
that the distributed inductance and capacitance associated with
inductors for RF applications made a (TEM) transmission line
section a viable model candidate at sufficiently low frequencies.
Later, measured inductor behavior above the first resonance of
the coil then revealed that a waveguide (that is, TE/TM) model,
with dispersion, becomes more appropriate at higher frequen-
cies. The approach of [5] is based on a non-TEM, dispersive
helix, and provides good predictions of inductor resonant fre-
quencies. Because the Mezak model does not incorporate loss
in its formulation, it is generally deficient in emulation of the
behavior of |S21| and S21 phase away from the near neigh-
borhoods of resonances.Work to date by the authors with the
Transformed model is encouraging, and how it may accurately
account for the losses associated with real-world RF inductors
is being actively studied. Continuing efforts are also underway
to determine if a variation of the fractional linear transformation
will allow development of an even better, more comprehensive
RF inductor model.
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Abstract

In this article, an infrared (IR) measurement technique
is presented that has been developed to measure
electromagnetic (EM) fields.  This technique uses a
minimally perturbing, thin, planar IR detection screen
to produce a thermal image (e.g., an IR thermogram) of
the intensity of the EM energy over the two-
dimensional region of the screen.  Several examples are
presented using this thermal technique to measured EM
fields.  These examples include:

i) radiation from microwave sources
ii) scattering from conducting bodies
iii) coupling through apertures in shielded enclosures.

These examples illustrate the use of this thermal
technique to correlate theoretical data with
experimental observations.  This technique has also
been used to experimentally validate complicated
numerical codes that predict electric field distributions
in areas where conventional hard-wired probes would
significantly perturb the fields being measured, for
example inside waveguides and cavities (E-Fields) and
near apertures.  Surface current distributions (H-Fields)
on metallic surfaces also can be measured with this
technique.

INTRODUCTION

A non-destructive, minimally perturbing infrared (IR)
measurement technique has been developed to observe
electromagnetic (EM) fields.  Metallic surface currents
and charges also can be measured with this technique.

This IR measurement technique produces a two-
dimensional IR thermogram of the electric or magnetic
field being measured, i.e. a two-dimensional gray-scale
image of the measured temperature profile in the screen.
After calibration, the temperature data can be presented
as a two-dimensional isothermal contour map or a three-
dimensional relief map of the intensity of the EM field
incident on the screen.

The IR measurement technique has been applied to
determine:

i) 
a. The radiated fields from microwave antennas and

high-power microwave (HPM) sources, e.g. near-
field intensities and far-field antenna patterns of
horn antennas [1];

b. Diffraction patterns of EM fields scattered from
complicated metallic objects [2,3];

c. Intensities of EM fields coupled through apertures
in shielded enclosures [4]; and

d. Modal distributions of EM fields excited inside
cavities [5,6].

Electric and magnetic fields can be measured separately.
Examples are presented of the thermal images of electric
field distributions

- radiated from microwave horn antennas

- coupled through apertures

- induced inside waveguide cavities (internal
cylindrical cavity modes).
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Examples of magnetic field distributions near
conductive surfaces and induced surface currents on
metallic surfaces have also been taken.

The advantages and disadvantages of this new IR
measurement technique are also discussed.

IR MEASUREMENT TECHNIQUE

The IR measurement technique is based on the Joule
heating that occurs in a lossy material as an EM wave
passes through the material.  A thin, planar sheet of a
lossy carbon loaded paper or a carbon loaded
polyimide film are used to map electric fields; a thin,
planar sheet of a lossy ferrite loaded epoxy is used to
map magnetic fields.  In either situation, the absorbed
heat energy is converted into conducted and convected
heat energy and into re-radiated EM energy.  The
radiated EM energy is concentrated in the IR band.
This "black body" energy is detected with an IR
(Scanning) Array or with an IR (Staring) Focal Plane
Array (FPA).

IR Experimental Setup

This technique involves placing a lossy, non-perturbing
IR detection screen near the source of the EM energy in
the plane (or planes) over which the field is to be
measured.

Electromagnetic Parameters.  The detector screen is
made from a thin sheet of linear, homogenous, and
isotropic lossy material.  From the complex form of
Poynting's Theorem for a linear, homogeneous, and
isotropic material, the absorbed power absP  within the
given volume V of the lossy material is a function of
the electric (E) and magnetic (H) field intensities inside
the screen and is given by

        � ���

v
abs dvHEEP )( 2''2''2

����� (1)

where �  is the conductivity of the detector screen, ''
�

is the imaginary component of the permittivity
(dielectric constant) of the detector screen, ''

�  is the
imaginary component of the permeability of the
detector screen, and �  is the radian frequency of the
incident field.  The volume integral is over the
illuminated portion of the detector screen.  The spectral
characteristics of the complex constitutive parameters

),,( ���  must be known (or measured) over the entire
frequency bandwidth of interest in the measurements.

Electric and magnetic field detector screens have been
designed and fabricated to be sensitive to only one
component of the magnitude of the electric or magnetic
fields, as discussed below.

The incident EM energy is absorbed by the lossy
material and is converted into thermal heat energy,
which causes the temperature of the detector material to
rise above the ambient temperature of the surrounding
background environment by an amount that is
proportional to the local electric and/or magnetic field
intensity (energy) at each point (pixel) in the screen
material.  In regions where the field is strong, the
absorbed energy is large and the resulting pixel
temperatures are high; in regions where the field is
weak, the absorbed energy is small and the resulting
pixel temperatures are low.  The resulting two-
dimensional temperature distribution over the surface of
the screen is detected, digitized, and stored in the
memory of the IR camera.

The temperature distribution on the surface of the screen
without any EM energy incident on the screen is also
stored in the memory of the IR camera as an ambient
background reference temperature distribution.  The
difference in the temperature at each pixel location
between the illuminated and the non-illuminated screens
is a result of only the effects of the electric or magnetic
field incident on the screen at each pixel location.
These EM effects can be visualized by presenting the
differenced two-dimensional temperature profile as a
false color image, where cool colors (for example
shades of blue) represent weak areas of EM energy and
hot colors (for example shades of red) represent strong
areas of EM energy.  The resulting two-dimensional
false color image is called an IR thermogram, i.e., an
iso-temperature contour map, and is a representation of
the electric and/or magnetic electric field distribution
passing through the screen material.

Thermal Parameters.  For a planar sheet of detector
material supported by a block of non-conducting
material, i.e., a styrofoam block, the thermal heat
transfer problem reduces to considering only the
radiative and convective heat losses from the front
surface of the detector material.

The convective heat loss convh  is approximated by
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            25.1)( amboconv TThh ��    ]/[ 2mW          (2)

where oh  varies between 1.4 and 1.6, depending on the
detector screen material.

The radiative heat loss radh  is approximated by

           )( 44
ambIRIRrad TTh �� ��    ]/[ 2mW       (3)

where IR�  is the detector surface emissivity (not to be

confused with the electric dielectric constant � ), IR�

is the Stefan-Boltzman constant in 42 KmW (not to
be confused with the electric conductivity � ).

The conductive heat loss condh  is negligibly small, and
is approximated by

                      0�condh    ]/[ 2mW             (4)

In the above equations, all temperatures are in degrees
Kelvin.

Thermal Equilibrium.  The heat transfer problem in
the detector material involves solving a non-linear,
second-order differential equation in both space and
time, while considering radiative and convective
(negligible conduction) heat losses from the surface of
the material, conductive heat transfer inside the
material, and EM power absorption in the material as a
function of distance into the material.  For the case of
the thin detector screens considered here, the transverse
temperature distribution is initially considered to be
constant in the axial direction normal to the surface of
the material, so that the conductive term normal to the
surface of the screen can also be ignored and the power
absorbed can be considered independent of the
direction normal to the surface of the screen.  Also, the
time dependence of the absorbed heat energy can be
ignored for the steady-state solution that follows.

Relating the convective, conductive, and radiative heat
losses in equations (2) and (4) to the absorbed power in
equation (1), results in the following equation at
thermal equilibrium:

                   
�

0�

��� condconvradabs hhhP              (5)

For a properly optimized detector screen, thermal
equilibrium is achieved in just a few seconds.

This non-linear thermal/electrical equation can be
solved for the temperature T of the detector material, as
a function of the incident electric and or magnetic field,
using approximate techniques to solve Maxwell’s
Equations (Snell’s Laws and Fresnel’s Laws) and the
Heat Equation for a plane wave incident on a four
layered (air/screen/insulator/air) planar film of lossy
material in thermal equilibrium.  This solution can then
be inverted numerically for the incident electric or
magnetic field intensity as a function of the screen
temperature.  The inverted result is then fitted with a
high-order polynomial to yield a calibration curve
(formula) for the detector screen material.

The theoretical solution was verified experimentally at
NIST/Boulder.  A calibrated standard gain horn was
used to irradiate the screen with a precisely known near-
field intensity (at the surface of the screen).  The
intensity of the field was increased, from initial
detection to final saturation of the difference
temperature.  At each intensity, the IR camera was used
to measure the resulting surface temperature (color) of
the screen.  A “color” table of temperature verse
incident field strength was developed, which agreed well
with the theoretically derived results discuss above.  A
simple table-look-up scheme can then be used to convert
temperature into field intensity.  Approximately 30 dB
of dynamic range is available in the thermal technique
when a scanning array is used as the IR detector and
approximately 40 dB of dynamic range is available
when a FPA is used.

Approximate Solution

Equation (5) is a highly non-linear equation for large
temperature variations above ambient, due to the
thermal processes of convection and radiation.
However, for small temperature variations of only a few
tenths of a degree above ambient, equation (5) can be
linearized for small incremental temperature changes

ambTTT ���  above the ambient temperature ambT .

This condition of small temperature variations above
ambient is a desirable operational constraint, because
this is also the requirement for small absorption of the

22



EM energy passing through the screen, which equates
to small perturbations of the incident field to perform
the measurement.  For this minimally perturbing
measurement case, an almost direct linear correlation
exists between the incremental surface temperature

T�  and the electric or magnetic field intensity.  For
this ideal case, a sensitive IR camera is required.  In
addition, the constitutive parameters of the IR detector
screen are optimized to produce a large temperature
rise in the detector material for a small amount of
absorbed energy.

For the Focal Plane Array (FPA) used to make the IR
thermograms presented in this paper, temperature
differences as small as T�  = 9 mK can be detected.

Care is, therefore, exercised in the selection of the
screen material not to significantly perturb the electric
or magnetic field by the presence of the lossy material.
The screen is designed to absorb from 1% to 5% of the
incident power and to produce a temperature change of
less than a few degrees.

Electric and magnetic fields produced by continuous
wave (CW) sources operated in the sinusoidal steady-
state mode are easy to measure because of the large
amount of energy contained in the wave.  Transients
produced by High-Power Microwave (HPM) pulsed
sources, especial repetitively pulsed sources, can also
be measured if the average energy content in the pulse
is high enough to raise the temperature of the detector
screen above the minimum temperature sensitivity of
the IR camera.  The thermal mass of the detector screen
holds the absorbed energy long enough to capture the
IR thermogram of the pulse.

IR Detector Screen

Referring to equation (1), the detector screen material
is tailored to respond to only one component of the
field, e.g. by optimizing the values of the electrical
conductivity �  and the imaginary part ''

�  of the
permittivity of the screen material relative to the
imaginary part ''

�  of the permeability of the material,
the detector screen can be made sensitive to either the
tangential component of the electric field or the
tangential component of the magnetic field in the plane
of the screen.

For example, an electric field detector screen can be
constructed either i) from a lossy material with high

conductivity �  and low imaginary permittivity ''
�  and

low imaginary permeability ''
�  or ii) from an

electrically polarizable material with high imaginary
permittivity ''

�  and low conductivity �  and low
imaginary permeability ''

� .

Alternatively, a magnetic field detector screen can be
constructed from a magnetically polarizable
(magnetizable) material with high imaginary
permeability ''

�  and low conductivity �  and low

imaginary permittivity ''
� .

The optimization of the thermal and electrical
parameters of the detection screen material is guided by
an electromagnetic/thermal (EMT) computer code based
on a plane wave obliquely incident on a planar interface
between air and the lossy detector screen material.
Other absorptive and re-emittive transducing materials
[7-9] have been studied for use as passive thermal
screens for infrared scene discrimination.  In the
examples that follow, only the electric field detector is
considered in this article.

Electric Field Detector Screen.  For the detection of
electric fields, the IR detection screen can be made from
a thin, planar sheet of carbon paper (e.g., Teledeltos
Paper) or a carbon loaded polyimide film (e.g., Kapton).
The detector screen used to make the electric field
thermograms presented in this article has a conductivity
of 8 mhos/meter and is 80 µm thick.  This  material is
non-polarizable and non-conducting; therefore, the
imaginary components of the permittivity ''

�  and the
permeability ''

�  are negligibly small.  For this
conducting, non-polarizable, non-magnetic detector
screen material, maximum heating occurs due to the
electric field and negligible heating occurs due to the
magnetic field.

For plane waves normally incident on this carbon loaded
electric field detection screen and for an IR FPA with a
temperature sensitivity as small as 9 mK, electric fields
with a magnitude on the order of 61.4 V/m (1 mW/cm2
of incident power) can be easily detected.  This result
was obtained empirically from experimental data in
which the incident power level was incrementally
decreased until no electric field contours were
discernable on the IR thermogram from the ambient
background level.
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IR Camera

The temperature difference between the detector screen
material and the background is detected, digitized, and
stored in the memory of an IR camera on a pixel by
pixel basis.  The FPA system used for this article has
256 by 256 pixels per frame of data.  Each pixel is an
Indium Antimonide (InSb) IR photo detector operated
in a photo-voltaic mode.  The array operates at liquid
Nitrogen temperatures and is enclosed in a dewar.

IR Images

The stored thermal data represents the temperature
distribution over the extent of the detector screen and is
a map (image) of the intensity of the electric or
magnetic field distribution absorbed in the screen.  For
small temperature rises less that a few degrees, the
electric and magnetic field intensities are nearly
linearly proportional to the temperature change.

Spatial Resolution.  The spatial resolution of the IR
thermogram is a function of the number of pixel
elements in the FPA and is fixed by the angular
resolution of the wide angle, normal, or telephoto lens
used on the IR camera when taking the IR image.  The
telephoto lens can be used to look at small details of the
field structure on the detector screen; the wide angle
lens can be used to look at large scale trends in the field
structure on the detector screen.

The telephoto lens also has the added advantage for
regular field mapping applications of allowing the IR
camera to be located a long distance away from the
object under test, and, thus, removing any perturbing
effects that the metallic structure of the camera might
have on the field distribution being measured.

Thermal Resolution.  The thermal resolution of the IR
thermogram is a function of the digitizer in the FPA.
The FPA used to take the IR thermograms presented in
this article uses a 12 bit digitizer.  For a 12 bit digitizer,
the temperature range seen by the IR camera is divided
into 256 increments.  Each digitized increment is
assigned a unique color, resulting in a temperature
resolution of 256 color levels.

Thermal Errors.  The resulting IR image of an EM
field depends on the combined EM and thermal
properties of the detector material and is subject to
several small and controllable errors.

Lateral Conduction Effects.  Conductive heating in the
transverse direction within the screen material causes
thermal "blurring" from the hot spots on the screen to
nearby cold spots. This thermal blurring tends to fill in
the nulls (minimums) somewhat, whereas, the areas of
maximum heating (peaks) are not effected very much by
this effect.  This effect can be minimized by operating at
small temperature variations above ambient.

Lateral Convective Effects.  Convective heating of the
top of the screen due to heat rising from the bottom of
the screen causes the top of the screen to appear slightly
hotter than the bottom of the screen.  This thermal
"bleeding" of the image can be kept to a minimum by
operating at small temperature variations above ambient.
This bleeding effect can be eliminated completely by
placing the IR detector screen in a horizontal position
and observing the image with the IR camera looking
down on the screen from above or from the side using an
IR mirror.

IR Measurement Accuracy

The accuracy of the IR measurement technique can be
demonstrated by performing a simple experiment with a
known theoretical solution.  In this experiment, as
shown in figure 1, the diffraction pattern from "Lloyd's
Mirror" was measured.

In the Lloyd's mirror experiment, the resulting
diffraction pattern is caused by the antenna interfering
with its image in a large ground plane.  The second peak
in figure 1 is smaller in magnitude than the first peak
because the radiation pattern of the horn antenna used in
the experiment decreases with angle from the bore sight
direction of the horn.  The near-field (Fresnel Zone)
antenna pattern of the horn antenna was used to obtain
the theoretical results.

The screen material was optimized to measure only the
tangential component of the electric field intensity in the
plane of the screen.

This experiment was performed in an anechoic chamber,
as shown in figure 1a.  Good correlations between
theory and experiment were obtained, as shown in figure
1b.  The worst errors occurred in the minimums (deep
nulls) of the diffraction patterns were thermal blurring
from the surrounding hot areas tended to obscure the
real depth of the minimums.  Some thermal blurring out
of the maximums into the surrounding areas also
occurred, obscuring the real height of the maximums.
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Even with conductive blurring and convective bleeding
of the image, the measurement error is less than
approximately 10% under normal controlled test
conditions.

Figure 1.  “Lloyd’s Mirror” experiment (an antenna
near a large ground plane) – correlation between theory
and experiment:  (a) IR experimental setup (looking
down into the anechoic chamber) and (b) near-field
diffraction pattern from a finite ground plane (along a
horizontal line through the center of the IR detection
screen).

IR Advantages and Disadvantages

The IR measurement technique provides a quick and
accurate method to observe EM fields in a two-
dimensional plane.  However, only the magnitude of

the electric or magnetic field is measured; no phase
information is detected.  Also, since this technique is
based on the thermal mass of a detector material, high
energy is required to produce good thermal images of
EM fields.

IR THERMOGRAMS

Some examples of measured IR thermograms of electric
fields are presented below.

IR Thermograms of Electric Fields

Radiation from a Horn Antenna, and Scattering from
and Coupling into a Cylinder

As an example of the IR measurement of electric fields,
a right circular cylinder, containing a long, thin slot
aperture in its side, was irradiated with a plane EM wave
from a pyramidal horn antenna.  IR thermograms were
made of the radiation pattern of the horn, the diffraction
pattern of the EM field scattered from the cylinder, and
the cylindrical modes excited inside the cavity.  The
experimental setup is shown in figure 2.

Aperture Coupling into a Finite Cylinder.  The
experimental cylinder is one meter in length and has an
inner diameter of approximately 10 centimeters.  The
rectangular slot aperture is 64 millimeters in width and
is 10 centimeters in length.  The slot is located in the
middle of the cylinder and is oriented parallel to the axis
of the cylinder.  The cylinder is irradiated with
microwave energy at 3 GHz (10 centimeter wavelength)
from a pyramidal horn antenna, polarized in the
circumferential direction of the cylinder.  Cylindrical TE
modes are predominantly excited by the wave
polarization inside the cavity.

A large IR detector screen of carbon paper was
positioned in the transverse radial plane that intersected
the middle of the slot aperture.  Another IR disk was
positioned inside the cylinder in the same cross-
sectional plane.

Experimentally obtained IR thermograms of the results
are shown in figures 3 through 5.  The brightness of
each color in the image corresponds to the intensity of
the EM field.  The radiation pattern of the horn, the
diffraction patterns of the EM fields scattered from the
cylinder, and the modal patterns of the induced
cylindrical cavity modes are clearly indicated in these
figures.
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Figure 2.  Experimental arrangement for IR images of
plane wave scattering from a finite-length cylinder and
slot aperture coupling into a cylindrical waveguide
cavity.  (a) IR camera and detector screen setup for
measuring exterior scattered fields.  (The IR camera is
positioned on either side of the cylinder.)  (b) IR
camera and detector screen for measuring interior
cylindrical waveguide cavity modes.  (The IR camera is
positioned on the axis of the cylinder and looks through
a wire mesh screen simulating a microwave shield –
microwave opaque, optically transparent).

Thermograms of the incident microwave field of the
pyramidal horn antenna are shown in figure 3.  Figure
3(a) is an image of the electric field traveling wave in
the longitudinal plane in front of the horn.  Figure 3(b)
is an image of the electric field in the transverse near-
field plane one meter in front of the aperture of the horn.
Thermograms of the field scattered from the cylinder are
shown in figure 4.  Figure 4(a) is the image of the
electric field standing wave created between the horn
and the cylinder.  This thermogram shows the
interference pattern between the incident wave and the
scattered cylindrical wave.  Figure 4(b) is an image of
the electric field traveling wave in the shadow zone of
the cylinder.  The null behind the cylinder and the
diffracted wave off the top and bottom of the cylinder
can be seen in this thermogram.  Thermograms of the
induced modes coupled into the cylindrical cavity are
shown in figure 5.  Figure 5(a) is an image of the
electric field coupled through the aperture for a
frequency 10% below the cutoff frequency of the
cylindrical waveguide.  The EM energy coupled through
the aperture is visible in this thermogram and, as
expected, has the radiation pattern of an electric dipole.
The dominant TE11 waveguide modal pattern is
partially developed in the center of the waveguide.
Figure 5(b) is an image of the electric field coupled
through the aperture for a frequency 10% above the
cutoff frequency of the cylindrical waveguide.  The
dominant TE11 waveguide modal pattern is now fully
developed in the center of the waveguide.

        (a)             (b)

Figure 3.  IR thermograms of a microwave horn
radiation pattern (a) in the longitudinal plane (in the
vertical plane through the center of the horn aperture
and (b) in the transverse plane (a cross-sectional cut of
the microwave beam 1m in the near field in front of the
aperture plane).
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         (a)           (b)

Figure 4.  IR thermograms of the diffraction pattern of
the scattered electric field from a finite cylinder:  (a)
standing wave between the horn and the cylinder
(showing the constructive and destructive interference
patterns between the incident and reflected waves) and
(b) traveling wave behind the cylinder (showing the
shadow zone behind the cylinder and the surface
diffracted waves).

      (a)           (b)

Figure 5.  IR thermograms of the excited cylindrical
waveguide cavity mode inside the cylinder (the long,
thin horizontal slot aperture is located in the center of
the left-hand side of the IR thermograms - note the
reflection in the walls of the waveguide – parallax
effect):  (a) excitation of an evanescent mode (at a
frequency 10% below cutoff) and (b) excitation of the
dominant TE11 cylindrical waveguide mode (at a
frequency 10% above cutoff - note the dipole pattern at
the aperture, as predicted by Bethe hole coupling
theory).

In the above thermograms, note that the IR camera used
to take the thermograms was one of the early models of
a FPA Staring array and the IR detector screen was
made from a Kapton film.  The thermograms shown are
the original raw data directly off the camera.  The white
spots are bad pixels, which were easily removed using a
simple nearest neighbor averaging scheme.  In addition,
for an easy test setup, the thermograms were taken with
a vertical detector screen.  The distortion of the image

(which should be symmetrical - top to bottom) caused
by thermal bleeding of the extra heat from the bottom to
the top of the picture is clearly seen in thermogram 3(b).
This is eliminated when using a horizontal screen.
Finally, note that the black horizontal mark to the lower
right of center in thermogram 3(b) is a mechanical flaw
(non-uniformity in surface conductivity) in the Kapton
film, which was later processed out of the digital image.

CEM Code Validation

A scale model of a F16 aircraft was made.  A 1/64th
plastic scale model was spray-painted with several coats
of silver paint to make it conductive.  The scale model
was cut into the carbon screen so that the wings of the
airplane were in the plane of the paper.  This scale
model was illuminated by a horn antenna at different
frequencies, angles of incidence, and polarizations.  The
screen was also moved into a transverse plane through
the middle of the wings of the aircraft and the process
repeated.  The experiment was performed inside the
anechoic chamber at the Air Force Research Laboratory
at the Phillips Research Site (AFRL/PRS).  The test
setup is shown in figure 5 for the test case of normal
incidence with the screen in the plane of the wings.  The
resulting IR thermogram is shown in Figure 6.  Note the
standing wave setup in front of the aircraft between the
incident spherical wave from the horn antenna and the
reflected wave from the nose of the aircraft.  The
transparent radome is not included in the model of the
aircraft; however, the radome, which houses the Fire
Control Radar (FCR), is included in the model.  A
surface wave has also developed on both sides of the
aircraft between the nose of the aircraft and the missile
rails on the wing tips.  Diffraction off the trailing edge
of the wingtips is evident in the thermogram, as is the
shadow zone behind the aircraft.

A similar numerical study of the F16 was done at the Air
Force Research Laboratory at the Rome Research Site
(AFRL/RRS) using the General Electromagnetic Model
for the Analysis of Complex Systems (GEMACS) code
on a full size F16 aircraft.  The code was run on a
CRAY computer at Los Alamos National Laboratory
(LANL).  The numerical results were compared to
experiments performed on the aircraft at the “upside
down” Air Force facility at the Newport test site.

The results from the numerical code are presented in
Figures 7 and 8.  Figure 7 is a map of the surface
currents on the aircraft; figure 8 is a picture of the
scattered fields.  The experimental results from the IR
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measurements compare well to the numerical results
from the GEMACS code.  Note that the (GEMACS)
code was run with a plane wave incident on the aircraft,
whereas, in the measurements, the source produced a
spherical wave in the far field at the location of the
model.

Figure 5.  Test setup for scale model F16.  Normal
incidence in the plane of the wings.

Figure 6.  Test results for scale model F16.  IR
thermogram for normal incidence in the plane of the
wings.

CONCLUSION

The IR measurement technique is a viable method to
aid in the determination of EM fields radiated from
antennas, scattered from complex metallic objects, and
coupled into complex cavity structures.  This method is
of particular importance in the study of scattering

objects with complicated geometrical shapes, whose
field patterns may not be found easily using theoretical
methods.

The IR method allows for rapid observation of EM field
activity and interference, resulting in an in-depth
understanding of the EM radiation, scattering, and
coupling phenomena.  Qualitative and quantitative
comparisons can be made between the fields measured
using the thermal radiation experimental approach and
the fields predicted using a theoretical/numerical
approach.  Experimental and theoretical data, therefore,
can be easily correlated with this technique.

Test results similar to those reported here have been
used in the past to validate other numerical codes
[10,11].

Figure 7.  F16 surface currents from the GEMACS code.

Figure 8.  F16 scattered fields from the GEMACS code.
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Abstract — The aim of the present tutorial is to introduce some advanced electromagnetic
modeling techniques based on the Method of Moments (MoM) with various hybrid extensions.
We are using the computer code FEKO [1] as a reference, and illustrate in the following several
extensions that have been made in FEKO to the classical MoM in order to allow an efficient and
fast analysis of a variety of complex electromagnetic radiation and scattering problems. The aim
is not to go too much into the technical details (for the interested readers suitable references will
be given), but rather to present an overview only, with a few selected application examples.

1 Introduction

Today it is no longer possible to imagine being engaged in antenna design or solving EMC problems
without the help of computer modeling. These tools have evolved to an indispensable aid for
engineers by not only complementing measurements, but at the same time reducing the number
of such measurements, and as a consequence resulting in faster design cycles and reduced costs
(just to give one example, a single RCS or antenna radiation pattern measurement of a ship in
the open sea is quite expensive).

A variety of such computational methods exist for the numerical solution of Maxwell’s equations.
These include for instance FDTD (finite difference time domain), FEM (finite element method),
MoM (method of moments), TLM (transmission line matrix method), PEEC (partial element
equivalent circuit) and many more. It is beyond the scope of this tutorial to give a comprehensive
overview of these techniques and to discuss the advantages or disadvantages of each. Some material
can be found in Refs. [2–4] and in many other books and review papers.

Depending on the specific problem under consideration (such as time versus frequency domain,
metallic object or highly heterogeneous material, closed structure or open radiation problem, low
or high frequency etc.) some of the available numerical techniques might be more suitable than
others. There is no method which can claim to be the best. Thus we believe that the future
belongs to hybrid methods, where several different numerical techniques are combined in order to
use the most suitable solver for a specific part of a problem.
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In the following we focus on the frequency domain MoM with various extensions. The MoM has
been developed originally by Harrington [5], and has since been extended by numerous research
groups around to world to a mature and powerful technique.

This paper is organized as follows: The MoM is briefly introduced in Section 2, both for metallic
and dielectric scattering problems. Then several options to solve high frequency problems within
the MoM framework are discussed in Section 3, namely current- and ray-based hybrid methods,
but also fast integral equation techniques.

2 Classical Method of Moments

2.1 Metallic objects

metallic
surfaces

metallic wires
connection points

wire basis
functions

connection
basis functions

Fig. 1: General representation of a meshed region for the MoM consisting of surfaces and wires.

A general metallic object consisting of metallic wires and surfaces is shown in Fig. 1. This specific
structure is part of a logarithmic periodic antenna, but the following discussions are very general
and independent of the actual shape.

Metallic wires are discretized into electrically short (i.e. short as compared to the wavelength) wire
elements, so-called segments. As indicated in Fig. 1, we are using overlapping triangular basis
functions gn to model the line current I along wires:

I =

NI∑
n=1

βn · gn . (1)
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Likewise, on the metallic surfaces we are using a triangular mesh, and to represent the electric
surface current density �J , the well known Rao Wilton Glisson rooftop basis functions �fn are
used [6], also known as CN/LT (constant normal, linear tangent) [4]. One obtains

�J =

NJ∑
n=1

αn · �fn (2)

with unknown expansion coefficients αn.

In general, one must also make provision for a current flow from wires to surfaces, so called wire
/ plate junctions. Special basis functions need to be considered there, which are more or less one
half basis function gn on the wire (maximum current at the connection point) and a singular (with

respect to the surface current density �J) behavior on the plate. Further details shall be omitted
here, the interested reader is referred to [7–11]. Our implementation is similar to [11] and [12],
with some modifications.

Within the MoM framework the unknown expansion coefficients αn in eqn. (2) and βn in eqn. (1)
are obtained by means of solving a system of linear equations with N = NJ + NI unknowns. For
electrically large structures, N will be large, and thus both memory requirement for the matrix of
the system of linear equations (scaling with N2) as well as the run-time for the solution (scaling
typically with N3 for direct solvers) might be prohibitive. Ways to overcome this problem will be
discussed in Section 3.

The system of linear equations results from applying certain boundary conditions. For perfectly
conducting objects we are using the electric field integral equation (EFIE) based on

�Etan = �Es,tan + �Ei,tan = 0 (3)

with the scattered (s) and impressed (i) contributions. Explicit expressions for the scattered

fields as a function of the sources I and �J shall be omitted here, they can be found elsewhere
(e.g. [13–15]).

We are using the EFIE due to the generality of its application also to open bodies. The alternative
formulations MFIE (magnetic) and CFIE (combined) offer advantages: The MFIE is more robust
and stable since it is based on a Fredholm integral equation of the second kind, and thus for
instance iterative techniques converge faster, and the CFIE in addition to this lower condition
number is also more robust with respect to internal resonances. However, both MFIE and CFIE
require the bodies to be closed, which is not the case for many practical problems.

Thus we have to use the EFIE in these cases. This is not really a problem, since numerous studies
have shown an excellent stability also at resonances, and the relatively high condition number can
be dealt with by using either robust direct solvers based on an LU-decomposition with double
precision accuracy, or when iterative techniques are required like for the MLFMM (multilevel fast
multipole method) then good preconditioners have to be developed (for instance an incomplete
LU-decomposition with a small level of fill-in).

In order to show the application of the MoM to metallic bodies, just one simple example shall be
presented here: Scattering from a brass strip with dimensions 63.6 mm tall, 6.3 mm wide, and
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computation measurement

Fig. 2: Computed (left) and measured (right) RCS of a brass strip as a function of the observation angle
in the far-field and the frequency (radial direction).

Fig. 3: Comparison of measured and computed RCS for one specific frequency of 15 GHz.

0.32 mm thick. In Fig. 2 we see on the left hand side the computed RCS, as a function of the
far-field angle (also angle in the graph) and as a function of the frequency (in radial direction we
have length of the strip normalized to the wavelength, l/λ). The graph to the right shows the
measured RCS, these highly accurate measurements have been taken from [16,17].

One sees some small irregularities for the measured data around the center due to measurement
errors, but otherwise measured and computed results are in very close agreement. This is confirmed
by a quantitative 2-D plot for one single frequency: Fig. 3 shows the RCS for a fixed frequency of
15 GHz (i.e. λ = 20 mm, then circle in Fig. 2 with a fixed radius l/λ = 63.6/20 = 3.18). Also this
result of RCS versus angle shows a very good agreement.
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2.2 Dielectric bodies

Though not the main focus of this paper, for the sake of completeness it shall be mentioned that
the MoM is also very well suited for the treatment of dielectric / magnetic bodies (also lossy).
The author has compiled another review paper on this topic, see [18], and thus here the main
techniques shall be mentioned only:

• Surface equivalence principle for partly homogeneous regions: Here equivalent electric and
magnetic surface current densities �J and �M , respectively, are introduced at the interfaces be-
tween different media. Different integral formulations are possible, we focus on the PMCHW
technique [13, 19].

• Volume equivalence principle for inhomogeneous bodies. This is based on a 3-D volumetric
discretization of the material (as opposed to FEM or FDTD not of the surrounding air).
But due to the dense nature of the MoM matrices this technique typically results in big
matrices, and a FEM/MoM hybrid method might be the preferred approach for solving
highly inhomogeneous scattering problems.

• Special Green’s function techniques for selected geometries only. We support this in FEKO
for layered spherical bodies [20] and planar multilayer substrates [21]. The latter has efficient
far-field approximations, and sophisticated interpolation strategies for a fast evaluation of
the occuring Sommerfeld integrals. In principle, this Green’s function method can be used
for any geometry where Maxwell’s equations can be solved analytically, also cylindrical or
ellipsoidal structures.

• Special formulations applicable to selected configurations only, but highly accurate and in
particular very efficient, see e.g. the treatment of dielectrically coated wires as described
in [18], or also the thin dielectric sheet formulations which the MoM offers (e.g. for glass
windows of a car).

Further details and in particular many more references to original papers can be found in [18].
Similar to metallic bodies, also one example shall be presented here for the dielectric bodies. Fig. 4
shows the analysis of a planar inverted F antenna (PIFA) in the 1.8 GHz mobile phone range. The
solid line without symbols indicates the effective gain in the horizontal plane, if the mobile phone
radiates in free space. The two lines with the symbols show the reduction in effective gain due
to power loss in the hand, if the hand is included in the model at two different positions partly
covering the antenna.
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Fig. 4: Influence of the hand on the radiation characteristics of a mobile phone.

3 Solution of high frequency problems

3.1 General considerations

We have seen in Section 2 that for the MoM we need to discretize into electrically small elements
(triangular patches, wire segments), and that we end up with N unknowns that need to be
determined from the solution of a dense complex system of linear equations.

If we consider the aircraft example in Fig. 5, then for a frequency of 100 MHz we require a mesh of
20 337 metallic triangles, resulting in N = 30319 basis functions (each basis function is associated
with an edge between two triangular patches). Using double precision accuracy with 16 Bytes for
one complex number, the memory requirement for the MoM matrix is 16 Bytes ·N2 = 13.7 GByte.

This is quite large, but not a problem for any modern computer system, in particular if one
supports (like FEKO does) parallel processing in connection with efficient out-of-core solver tech-
niques. With an out-of-core solver, one can even solve this structure on a simple notebook com-
puter with the traditional MoM (provided there is enough hard disk space of course).

However, one runs into serious trouble when the frequency is higher than the 100 MHz here. If
we only double the frequency, then for 2-D surface meshes, N is already four times larger, and
the memory requirement scales with N2, i.e. then 16 times larger (219 GByte). Trying to solve
the aircraft with the traditional MoM at 1 GHz would require approximately 134 TByte, which
makes any solution impossible.
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Fig. 5: Model of an aircraft with surface current density when illuminated by an external antenna of the
navigation system at 100 MHz.

Alternative techniques have to be used, either by switching to fast integral equation methods, or
by using a combination of the MoM with asymptotic high frequency methods. These shall be
discussed in the following.

3.2 Current based hybrid method

The MoM is a current based technique: In eqn. (2) we approximate the surface currents �J by the
linear superposition of basis functions with unknown coefficients αn. The main problem is that
within the MoM formulation we need to solve a system of linear equations in order to obtain these
N coefficients.

The idea for the current based hybrid method can be illustrated with the help of Fig. 6: Still
everywhere currents are introduced, which are unknown in the first place. They are also again
expressed as the linear superposition of basis functions with unknown coefficients as in eqn. 2. But
the main difference as compared to the MoM is that the expansion coefficients αn for the currents
Jasym in the asymptotic region are not determined by solving a system of linear equations, but
they are obtained directly by means of high frequency approximations.

The simplest such approximation is Physical Optics (PO), where the asymptotic currents are
defined as

�J PO =




2 n̂ × �Hinc illuminated region

0 shadowed region
(4)

with the outward pointing normal vector n̂ and the incident magnetic near-field �Hinc. Note
that this is not the impressed magnetic near-field of the excitation (which is used in the MoM
formulation as the known right-hand side), but this is the incident field, comprised of the impressed
field plus the magnetic field radiated by the MoM currents.
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Fig. 6: General idea of splitting the domain into the MoM and an asymptotic region for the current based
hybrid method.

More details and also equations for the whole solution procedure of this current based hybrid
method can be found in [15, 22].

The PO formulation works reasonably well, but in particular for structures not too big, the
accuracy can be improved by either switching to the Physical Theory of Diffraction (PTD) [23,24],
or as we do by adding correction terms to PO (improved PO, IPO) [25, 26] or by switching to
Fock currents for curved convex surfaces [27].

As an example, we go back to the aircraft model already considered in Fig. 5. The whole setup is
shown in Fig. 7, where this aircraft is standing on the taxiway (150 m parallel to the runway) and

x

y

z

�

�

aircraft model at the location
x = 1500 m (front of the wing)
y = 150 m (center fuselage)
z = 3 m (bottom of the fuselage)
angle 45° to the runway

Hertzian dipole at the location
x = 0 m, y = 0 m, z = 2.5 m
polarized in y-direction
frequency f = 100 MHz
transmitted power P = 1 Wt

perfectly conducting
ground at z=0

runway

Fig. 7: Runway at an airport with the antenna systems for the instrumental landing system and a parasitic
aircraft queuing at the taxiway.
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Fig. 8: Disturbance of the landing signal along the runway at an airport due to the presence of an aircraft
on the taxiway. Comparison of different numerical techniques.

waiting for take off. This aircraft acts as metallic obstacle which interferes with the instrumental
landing system for incoming aircraft.

This disturbance (difference to the signal without the aircraft) is plotted in Fig. 8 along the runway
at a height of z = 3 m, and the results for the traditional MoM are compared to the asymptotic
PO and IPO/Fock solutions. For the practical application, the maximum of these curves is the
most important quantity, and this is very similar indeed for the three methods.

As already mentioned, for the traditional MoM the memory requirement is 13.7 GByte. Both the
PO and IPO/Fock solutions do need only 10.2 MByte, i.e. a factor 1375 less. Also the run-time
of the PO solution is by a factor 560 less than for the MoM. The IPO/Fock solution is a bit more
time consuming due to the evaluation of special Fock Airy functions and more sophisticated ray
tracing following geodesic lines etc., but it is also a factor of 80 faster than the MoM.

3.3 Ray based hybrid method

The current based hybrid method as presented in the previous section clearly reduces the cost of
the MoM from N2 (memory) and N3 (run-time) to N for both. This dependency proportional to N
is a consequence of discretizing the asymptotic domain, and thus the geometrical data (positions,
edge length etc.) for N basis functions have to be stored, and when computing scattered near- or
far-fields, one has to loop over the N basis functions and sum the contributions.

For very large problems like a co-site interference study on a ship (see Fig. 9) involving also
antennas operating in the GHz frequency range, this dependency on N might still be too large.
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Fig. 9: Antenna coupling study on a ship.

The preferred method in this case is a combination of MoM (for the antennas) with the Uniform
Theory of Diffraction (UTD, for the ship body). Then the computational cost with respect to
memory and run-time is completely frequency independent. The same resources are required,
whether we model antennas at 1 GHz, 10 GHz, or 100 GHz.

Such a combined MoM/UTD hybrid technique has been proposed in a number of early papers,
e.g. [28,29]. The formulation regarding our combination of MoM with UTD can be found in [30,31].
There also details are given of how the UTD reflection coefficients have been modified in order to
allow MoM sources to be very close (even touching) the UTD region.

3.4 Fast integral equation methods

As mentioned in the introduction, there is no computational technique which can claim to be
the best, and which is applicable to all possible scenarios. This is also true for to the current-
and ray-based hybrid methods presented in the previous sections. They are extremely useful for
a variety of problems, but there are also situations where they cannot be applied, or turn out
to be inefficient. We have made several extensions, such as allowing the treatment of dielectric
bodies also with PO (see [32]), or including multiple PO reflections, or supporting the treatment of
coated surfaces with PO (see [33]). But for instance for convex interior problems, the evaluation
of multiple PO reflections is quite time-consuming, and UTD cannot always be used (need for
canonical structures with known diffraction coefficients).

Here fast integral equation methods [34–37] can be very useful, they are as general as the MoM
regarding the applicability, but have a highly reduced numerical cost. We have focused on a
MLFMM (multilevel fast multiple method) implementation in FEKO, where memory scales with
N log N , and the CPU-time with N log2 N .
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Fig. 10: Surface current density (left) as well as far-field radiation pattern (right) for antenna placement
on an aircraft in the 300 MHz UHF frequency band.

In order to show the potential saving as compared to the MoM, two examples shall be considered.
The first one is shown in Fig. 10, and deals with antenna placement in the 300 MHz UHF frequency
band on an aircraft. The structure consists of 28 634 basis functions, and can still be solved by
the traditional MoM, then requiring 12.2 GByte of memory. The MLFMM (here using 6 levels),
on the other hand, just requires 437 MByte (this includes everything, also the relatively large
memory of 224 MByte for the ILUT preconditioner).

We have also solved a somewhat larger problem, the bistatic RCS computation of a perfectly
conducting sphere with a diameter of 10.264 λ, resulting in N = 100005 unknowns. The advantage
of this geometry is that an exact Mie series solution exists to compare the result to (the problem
is too big to be solved with the traditional MoM as reference, memory requirement 149 GByte).
Both this exact and the MLFMM results are plotted in Fig. 11. A good agreement can be observed,
also for the larger angles ϑ (the plane wave is incident from ϑ = 180◦, thus ϑ = 180◦ corresponds
to the backscattering).

The run-time for this specific example is 14 hours on an Intel Pentium 4 PC with 1.8 GHz clock
rate. It should be mentioned that this is for the EFIE, although for this specific sphere example the
MFIE or CFIE would result in much faster solutions. But see the general discussion in Section 2
of why we prefer to use the EFIE.
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MLFMM exact Mie series solution
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Fig. 11: Bistatic RCS computation for a perfectly conducting sphere of diameter 10.264λ with the
MLFMM and comparison to the exact Mie series solution.

4 Conclusions

We have presented an overview on some advanced modeling techniques based on the method of
moments, which allow the solution of electromagnetic radiation and scattering problems for a wide
frequency range. For the higher frequencies, current- or ray-based hybrid techniques have been
proposed (depending on the specific problem at hand), in addition to the popular fast integral
equation techniques.
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ABSTRACT: Different approaches for the transition 
between two coplanar waveguides of different 
characteristic impedances have been investigated to 
improve the efficiency of both feeding network and the 
antenna element of an antenna system operating in the X-
band. Return loss, effect of feed line shaping and 
parametric study are presented with each approach. The 
outcomes of this study leads to efficient transition between 
the antenna element and its feeding network. 
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1. INTRODUCTION 
Transitions between different configurations of planar 
transmission line become very important in many recent 
applications. As a result, researchers have tried to introduce 
the proper transitions in terms of low reflections and 
insertion loss. The transitions and mode conversion at the 
transitions from coplanar waveguide (CPW) to 50 Ω 
grounded CPW (GCPW), and 50 Ω microstrip line are 
recently studied in [1] and [2] respectively. CPW to CPW 
transition is introduced through GCPW and microstrip line 
in [3]. Another study for vertical transition between two 
CPW is introduced in [4]. However, all these research 
applications are addressing the transition between two 50 Ω 
feed lines. In this paper, the transitions between a 50 Ω and 
non-50 Ω CPW are introduced. 
In the design process of antennas, designer usually use the 
feed line parameters as tuning parameters for controlling 
both reflection level and bandwidth (BW). The coplanar 
patch antennas presented in [5], named designs 1 through 4, 
operating in wireless communication frequency bands, 
have coplanar waveguides (CPW) of characteristic 
impedances equal to 70.4, 86.4, 96.4 and 117.17 Ω, 
respectively, and the BW of these designs reach up to 
22.2%. Similarly, The antennas presented in [6], operating 
in the X-band, do not have 50 Ω feeding line, however, 
they are designed to cover the 8-12 GHz band. These 
antennas are usually fed by existing 50 Ω lines, therefore, 
efficient transition between a non-50 Ω CPW and a 50 Ω 
CPW is required to maintain the antenna characteristics. 
The starting point of this study began with a bow-tie slot 
antenna which covers the entire X-band from 8 to 12 GHz, 
with 40% BW. The antenna is simulated using the 
commercial computer software package, Momentum of 
Agilent Technologies, Advanced Design System (ADS), 
which is based on the method of moment (MoM) technique 
for layered media. Momentum solves mixed potential 
integral equations (MPIE) using full wave Green’s 

functions [7]. The antenna is also simulated using the finite 
difference time domain (FDTD) technique, and good 
agreement between both results is obtained. The antenna is 
fed by a CPW of (W, G) = (3, 0.25) mm, where W is the 
feed line width and G is the gap or slot width. The substrate 
is RT/duriod 5880 of height equals 1.57 mm and dielectric 
constant equals 2.2. The characteristic impedance of the 
CPW of these dimensions is found to be 60.87 Ω, using 
LineCalc software of ADS. Since the antenna is required to 
be fed by a 50 Ω line, a transition between the 60.87 Ω and 
50 Ω CPWs is required to be studied for minimum 
reflections and maximum bandwidth throughout the X-
band. Three approaches have been investigated for this 
application, namely the direct connection to the antenna 
without any transitions and the connection of the antenna 
feed line to a wider CPW through both an angled and 
perpendicular slot line. All dimensions shown in the figures 
are in mm. 
 

2. RESULTS AND ANALYSIS 
First Approach 

The first approach is to connect the feed line of the antenna 
directly to a 50 Ω CPW. In this approach, W is kept the 
same; 3 mm, and G is adjusted for 50 Ω characteristic 
impedance. Using LineCalc, a CPW of (W, G) = (3, 
0.1044) mm, and the same type of substrate is considered. 
Figure 1 shows the combination of the antenna and the 50 
Ω CPW feed line of length L. The return loss of the 
combination while varying L is shown in Fig. 2, compared 
with the return loss of the original antenna. This approach 
gives excellent results as shown in Fig. 2. The return loss of 
the feeding CPW is studied separately for different L 
values, as shown in Fig. 3. The return loss is almost less 
than 40 dB in the X-band. To examine the effect of 
deforming the CPW feed lines, often required for the 
feeding network, a simple configuration is shown in Fig. 4, 
with different horizontal extension length, L. With different 
values of  L, the BW still covers the entire X-band. 

Second Approach 

The second approach is to connect the feed line of the 
antenna to a wider 50 Ω CPW through angled slot line. 
This combination is shown in Fig. 5, where d is the vertical 
length between the two CPWs. The 50 Ω CPW has (W, G) 
= (11, 0.3) mm and the same type of substrate, as 
determined by LineCalc. The return loss of the combination 
while varying d is shown in Fig. 6, compared with the 
return loss of the original antenna. As d equals to multiples 
of λg/2, the BW is nearly the same as that of the original 
antenna. When d = 0, good return loss is obtained, thus, 
further investigation for this condition is performed as part 
of the third approach. The return loss of the CPW feedline 
together with the angled slot line is studied separately for 
different d values, as shown in Fig. 7. The return loss is 
almost less than 16 dB in the X-band range. 

Third Approach 

The third approach is a special case of the second one, 
where d = 0 and (W, G) equal (11, 4) mm, and the 
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thickness of the perpendicular slot, t, is tapered for 
matching between the two CPWs. Figure 8 shows this 
combination of the antenna, the perpendicular slot of 
thickness t and a 50 Ω CPW feed line. When t is decreased 
from 0.35 to 0.20 mm in 0.05 mm steps, the BW increases 
as shown in Fig. 9,  and becomes almost constant when t is 
in the range 0.18 to 0.15 mm, then starts to decrease as 
shown in Fig. 10  for t = 0.1 and 0.06 mm. By using non-
uniform horizontal slot thickness, where t is larger at the 50 
Ω CPW and smaller at the 60.87 Ω, better results are 
obtained, as shown in Fig. 11, where t varies from 0.1 to 
0.25, 0.3 and 0.35 mm.  The return loss of the feeding CPW 
connected with a horizontal slot is studied separately for t = 
0.15, 0.18 and 0.2 mm and for a non-uniform t that varies 
from 0.1 to 0.3 and 0.35 mm. As shown in Fig. 12, the 
maximum return loss for t = 0.2 and 0.18 mm is 22 dB, 
while Fig. 13 shows that the non-uniform cases give return 
loss smaller than 25 dB. The effect of the length of the 50 
Ω CPW is also studied as shown in Fig. 14, where the BW 
remains almost constant. To examine the possibility of an 
offset or redirection of the CPW feedline, a simple offset to 
the CPW, as shown in Fig. 15, is studied for different 
horizontal extension length, L with thickness = 0.3 mm. 
With different values of L, the BW still covers the entire X-
band. By varying the thickness of the horizontal slot from 
0.1 to 0.3 as shown in Fig. 16, the return loss showed 
noticeable improvement throughout the X-band frequency 
range. 
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Fig. 1. First type of transition with direction connection. 
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Fig. 2. S11 of the antenna with direct connection to a CPW 
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Fig. 3. S11 of the transition with in direct connection. 
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Fig.4. S11 of the antenna with direct connection to 
deformed CPW line. 
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Fig. 5. Antenna connected to the second type of CPW 
transition. 

7 8 9 10 11 12 13
-40

-30

-20

-10

0

Original
d = 21
d = 10.5
d = 0, t = 0.25

 
Fig. 6. S11 of the antenna connected to the second type 
transition with different d values. 
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Fig. 7. S11 of the second type transition with the 50 Ω 
CPW of length 5.8 mm. 
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Fig. 8. Antenna connection by the third type approach. 
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Fig. 9. S11 of the antenna connected to the third type 
transition with uniform slot thickness changing from 0.35 

to 0.2 mm. 
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Fig. 10. S11 of the antenna connected to the third type 
transition with uniform slot thickness changing from 0.18 
to 0.06 mm. 
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Fig. 11. S11 of the antenna connected to the third type 
transition with non-uniform slot thickness. 
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Fig. 12. S11 of the perpendicular slot transition with 
uniform thickness and the 50 Ω CPW of length 5.8 mm. 
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Fig. 13. S11 of the perpendicular slot transition with non-
uniform thickness and the 50 Ω CPW of length 5.8 mm. 
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Fig. 14. Effect of changing in L on the return loss of the 
antenna while connected to the third type transition. The 
parameter t changes from 0.25 to 0.1 mm. 
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Fig. 15. S11 of the antenna connected to the third type 
transition with deformed line. The lower perpendicular slot 
has uniform thickness. 
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Fig. 16. S11 of the antenna connected to the third type 
transition with deformed line. The lower perpendicular slot 
has non-uniform thickness. 
 
 
 
 

3. CONCLUSION 
Three approaches for the transition between two coplanar 
waveguides, one of 60.87 Ω and the other of 50 Ω, have 
been investigated to reduce the reflection resulting from the 
transition and to improve the overall efficiency of an  
antenna system operating in X-band. The direct connection 
of two CPWs of the same feed line width, yielded excellent 
performance regardless of the length of the CPW.  For 
unequal feed lines, the connection through angled slot line 
of length equal to multiples of λg/2, the bandwidth changes 
are insignificant.  However, for the connection between two 
unequal feed lines through a horizontally tapered slot line, 
excellent performance is observed. 
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