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EDITOR'S COMMENTS

This issue presents several intriguing and informative commentaries on computational
EM. For those of you who enjoy mental challenges and puzzles, Prof. Chalmers Butler presents
an EM paradox. For NEC users who own IBM desktops, the article comparing FORTRAN compil-
ers may save you lots of CPU minutes. The article on modeling waveguides using a finite element
approach is likely to be of considerably interest, especially since it describes the use of the well
documented UNAFEM finite element code. If you are on Internet, sign up on Randy Jost's list.
Antenna Engineers may be able to use the device described by Prof. Duncan Baker.

We also will present many interesting follow-up articles in the near future: Randy Jost will
present a tutorial article on the use of Internet to transfer files. Prof. Chalmers Butler will reveal
the solution to the paradox he presents in this issue. We expect to have an article on NEC run
times on 486 machines for large numbers of segments. Also Ray Perez, our Associate Editor, has
done a great job contacting administrators of funding agencies in the U.S. and around the world,
so we will be featuring some of their viewpoints in upcoming issues.
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NEWSLETTER ARTICLES AND VOLUNTEERS WELCOME

The ACES Newsletter is always looking for articles, letters, and short communications of
interest to ACES members. All individuals are encouraged to write, suggest, or solicit articles
either on a one-time or continuing basis. Please contact a Newsletter Editor.

AUTHORSHIP AND BERNE COPYRIGHT CONVENTION

The opinions, statements and facts contained in this Newsletter are solely the opinions of
the authors and/or sources identified with each article. Articles with no author can be attributed
to the editors or to the committee head in the case of committee reports. The United States recently
became part of the Berne Copyright Convention. Under the Berne Convention, the copyright for
an article in this newsletter is legally held by the author(s) of the article since no explicit copyright
notice appears in the newsletter.




OFFICER'S REPORTS
PRESIDENT'S REPORT

You will have noticed that it has been my practice to discuss two types of subjects in this
column. The first usually deals with society business and the second with the mission and
activities of the Society.

Elsewhere in this Newsletter you will find a brief summary of the status of the Society that
was prepared by Dick Adler. This will be elaborated in the yearly report which will be presented
at our March meeting in Monterey. In spite of the world-wide recession, our society is reaching
out for new members, new associations, and for a solidification of the services that we provide to
our members and our technical community.

Once more it is gratifying for me to see the slate of candidates for election to our Board of
Directors. I am proud to be associated with a society that can field such candidates. Personally
and on your behalf, I wish to thank each one of them for offering their services.

Before the end of the year I received the good news from Tony Brown that the ACES
UK Chapter had been formed. The officers are:

Dr. AK. Brown, Chairman
Dr. P. Foster, Treasurer
Dr. D. Lizius, Secretary

Other members of the founding committee are:

Dr. J. Moore
Dr. J. Cox
Dr. B. Austin

It is expected that we can put in place mechanisms for financial transfers that would benefit the
U.K. members and serve as a model for chapters in other regions. I am particularly interested in
reviving our European chapter. Also it is my hope that we can move towards having one official
contact person in each country.

You will see from the preliminary program of our 8th Annual Review of Progress in
Computational Electromagnetics that Pat Foster and her team have organized almost five full
days of short courses, demonstrations and technical papers. We are looking forward to an effective
and convivial atmosphere for the presentation of important poster papers on Tuesday afternoon.
This is an experiment that deserves to be successful. I have started to agitate with all my friends
to make their reservations early and to convince their supervisors about the importance of
attending this important meeting so that we can minimize the impact of economic restraints. Do
join me in this effort.

Also please remember the ACES Workshop in Melbourne, Australia on August 14, 1992.
TonyFleming of Telecom Australia Research Laboratories has taken the initiative to organize this
exceptional opportunity for those attending the URSI International Symposium on Electromag-
netic Theory and the Asia-Pacific Microwave Conference. It is a wonderful opportunity for a
working holiday in this part of the world.




Having recently attended the Technical Program Committee meeting in Chicago for the
forthcoming 1992 AP-S and URSI Symposium, Ed Miller and I were struck by the very high
proportion and diversity of papers devoted to numerical methods. This continues to be an
endorsement of the importance of our mission and an incentive for us to harness this enthusiasm
In new ways.

See you in Monterey!

Stanley J. Kubina
ACES President




THE APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY, INC.

[NOTICE OF THE ANNUAL BUSINESS MEETING]|

Notice is hereby given that the annual business meeting of the Applied Computational Electro-
magnetics Society, Inc. will be held at 122 Ingersoll Hall, Naval Postgraduate School, Monterey,
CA. on Tuesday 17 March 1992 at 7:30 AM PST for purposes of:
1. Receiving the Financial Statement and auditors report for the year ending 31 December
1991.
2. Announcement of the Ballot Election of the Board of Directors.
3. Summary of the activities of incorporation and report of the non-profit status of the
corporation. '
4. Other business to be announced at the time of this meeting.

By Order of the Board of Directors
Richard W. Adler, Secretary

[ANNUAL REPORT 1991|

As required in the Bylaws of the Applied Computational Electromagnetics Society, Inc. a
California Nonprofit Public Benefit Corporation, this report is provided to the members. (Addi-
tional information and an auditors report will be presented at the Annual Meeting and that same
information will be included in the July Newsletter for the benefit of members who could not attend
the Annual Meeting.

{ MEMBERSHIP REPORT |

As of 31 December 1991, the paid-up membership totaled 525, with approximately
26% of those from non-U.S. countries. There were 8 student, 83 industrial (organizational) and
434 individual members. The total membership has increased since 1 January 1991 by 10%, but
non-U.S. membership has declined by 14%.

Richard W. Adler, Secretary

ANNOUNCEMENT ON DUES INCREASE

In accordance with a 5-year financial plan adopted by the Board of Directors in May 1990,
for the purpose of maintaining ACES as a financially solvent non-profit corporation, the annual
membership dues will increase by $10, effective 1 April 1992, and will increase by an additional
$10 each year.

MEMBERSHIP RATES EFFECTIVE 1 APRIL 1992
Individual membership: 8 55 us
$ 65 NON-US
$ 60 CANADIAN MEMBERS
Organizational membership 8105 us
$115 NON-US
Student membership: $25




FINANCIAL REPORT

ASSETS

BANK ACCOUNTS 1 Jan 1991
MAIN CHECKING 7.151.25
EDITOR CHECKING 2,109.09
SECRETARY CHECKING 2,521.64
SAVINGS 2,180.68
CD #1 9,927.80
CD #2 9.927.80
TOTAL ASSETS 8 33,818.26
LIABILITIES

NET WORTH 31 December 1991 $34,325.86

INCOME
Conference 46,014.00
Publications 2,845.50
Membership 23,902.50
Software 3,773.00
Interest & misc. 4.341.15
TOTAL 80,876.15

EXPENSE
Conference 17,291.26
Publications & Flyers 33,822.36
Software 1,541.27
Services (Legal, Taxes 2,562.42
Postage 13,847.29
Supplies & misc. 15,809.62
TOTAL $ 84,874.22
NET INCREASE: $-3,998.07

for 1991

31 Dec 1991

5,609.84
2,495.78
1,765.83
2,268.96
10,617.07

10.617.07
$ 33,374.55

o

$ 33,374.55

The losses for 1991 are due to increased postal rates and cost of flyers.

James K. Breakall, Treasurer




COMMITTEE REPORTS

ACES EDITORIAL BOARD

The promise of electronic publishing technology is gaining greater recognition among
scientists, engineers, editors, publishers and libraries. Several of our own members have
suggested that ACES establish our own electronic bulletin board. Most recently, Andrew F>
Peterson discussed this possibility in his "Perspectives” article (ACES Newsletter, Vol. 6, No. 3,
November 1991). Contingent upon satisfactory resolution of several issues (including access,
funding, and other issues identified by Prof. Peterson), the electronic bulletin board can be a
valuable service to our members; however, it is not a project which would normally be initiated
by the ACES Editorial Board. Our own interest derives from the new possibilities presented by
"electronic journals®, as envisioned by my colleagues in professional editors' assoclations, and
from conceivable near-term payoffs in membership affordability and in standardization of font and
format.

Membership affordability remains a major issue as overseas postal rates continue rising.
Parallel printing operations on two or more continents are not presently economical, nor do we fare
significantly better by bulk-mailing our publications to distribution points on several continents.
I shall propose a "see-mail option" for non-US members who do not require timely delivery at the
higher airmail rates, but I am not convinced that this is an optimal solution. Electronic versions
of our publications are a possible long-term solution to the affordability problem for members who
have access to the appropriate electronic networks -- though this mode of publishing is not
without its own problems, especially during the startup phase.

Yet, electronic publishing also circumvents another issue, that of standardizing our font
and layout, both "on-line" and in "hard-copy" produced therefrom. Several of our members have
presented convincing arguments that standardization will enhance the professional appearance
of the ACES Journal; yet, we are reluctant to create disincentives for authors to publish with us
(for example, by requiring the use of designated word processing software), and we do not have the
resources to typeset every ACES Journal paper from hard copy. As an intermediate measure, we
shall encourage but not require authors to submit disc versions of their papers (with a choice
among several word processors which we can accomodate), together with the camera-ready copy.
This measure will help position us for electronic publishing, should we later decide to proceed in
this direction. More immediately and importantly, we will gain capability to implement partial
standardization of font and layout and to make "last-minute" corrections of typographical and
other errors which otherwise would delay publication of papers. (Optical recognition technology
is a promising supplemental tool, although we have not yet investigated ways to implement it).

In addition to providing possible payoffs in subscription rate reduction and in standardi-
zation of appearance, electronic publishing may indeed be the future trend -- although presently,
it is too visionary even for me. Unconditional advocacy would be premature, but we will want to
remain open-minded about adding electronic publishing to our "bag of tricks". A test of feasibility
would be the proposed electronic bulletin board, which is somewhat more readily achievable,
though not necessarily within the purview of the ACES Editorial Board. Suggestions will be
appreciated by the ACES leadership. Likewise appreciated by all of us will be contributions of time
and effort.

David E. Stein
Editor-in-Chief



ATTENTION E-MAIL USERS!

One of the stated purposes of ACES is to promote the exchange of information between members
of the electromagnetics community. In this age of desktop-based computer activity, access to E-
mail services is becoming increasingly common.

To facilitate communication between members of ACES, and to lay the ground work for informa-
tion exchange, including software, bug fixes, etc., it is proposed that an E-mail "phone directory”
of members be created. If the community is interested in supporting this concept, send me an E-
mail message and I will collate it and pass it along to those who desire it. Send your E-mail message
to:

jost@wdc.sri.com
At a minimum, the following information is requested:

Name

Mailing Address
E-mail Address
Phone/FAX Numbers

If there is sufficient interest in the community, I would be willing to turn this into an on-line
database for EM code users, to include such items as member interests, codes available, site
capabilities, etc.

For those that do not currently have E-mail capability, but desire a copy of the collected list, send
requests to:

Randy J. Jost

SRI International

1611 N. Kent St.
Arlington, VA 22209-2192
Phone: (703) 247-8415
FAX: (703) 247-8569

Send me your thoughts on these matters, whether by E-mail, FAX, phone or mail. What is being
proposed is but the first step in achleving some of the possibilities inherent in modern
communication and information technology. The existence, as well as the usefulness of this
proposed "database" will be dependent upon the EM community's interest. The July Newsletter
will provide a short tutorial article on the use of the Internet to transfer files and software.




PERSPECTIVES ON ACES AND COMPUTATIONAL
ELECTROMAGNETICS

Some Technical Societies Where ACES Can Have an Impact

Reinaldo Perez

In the July issue of the ACES Newsletter I commented on the need of making ACES better
known among other technical societies. Though I mentioned only the recently undertaken
promotional efforts of ACES with other two societies (IEEE-AP and IEEE-EMC), the call went out
to all ACES members, who are members of other societies, to promote ACES technical activities
within such societies.

In this article I will go one step further by outlining some additional technical societies for
which the aforementioned task can be pursued. The list is by no means complete, but it serves
as a foundation for some of you to "add-on" to it. I also state, for each society, just one technical
reason (among possibly several others), for which their members may benefit from ACES.
IEEE Societies:

a) Biomedical Engineering -- Modeling induced currents in body tissue.

b) Electron Devices -- Characterization of fields from integrated circuits.

¢) Microwave Theory amd Techniques -- CAD of microwave devices and components.
d) Magnetics -- Computational aspects of magnetic fields.

e¢) Remote Sensing -- scattering of targets.

IEE Societies:

Those societies whose objectives matches thoseof the IEEE Societies described above

Other Socjeties:

a) American Institute of Aeronautics and Astronautics -- modeling antennas and antenna
performance in aircraft and rockets.

b) Royal Aeronautical Society -- same as above.
BIO

Reinaldo Perez is Associate Editor of the ACES Newsletter.
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A PARADOX IN COMPUTING ELECTRIC FIELD FROM CURRENTS

Chalmers M. Butler
Clemson University

Clemson, SC 29634-0915

It is well known that one can compute the electric field due to electric current and
charge from the magnetic vector potential and the electric scalar potential or from the
vector potential alone. When doing so one must be careful to interpret the results properly.
This is particularly important in computational techniques involving the so-called electric
field integral equation (EFIE) and its numerical solution. If effective numerical methods
are to be developed for solving the EFIE, one must have a precise understanding of the full
meaning of the electric field integral equation, either in its form based upon electric field
expressed in terms of mixed potentials, i.e., in terms of both vector potential and scalar
potential, or in its form based upon electric field expresed in terms of the vector potential
alone. To illustrate this point, the electric field due a current distribution is computed
both ways below to obtain results that are different.

The interested reader is invited to inspect the dual derivations below for expressions for
electric field and explain why the results are different. If one is not interested in the simple
mathematical steps leading to the results, he or she may simply choose to read the first few
sentences below in which the current is described and then skip to the two different results
for electric field given in Eqs. (14) and (15). Many readers will immediately understand
why (14) and (15) are different. If you do not and if you are interested in developing your
own numerical methods for solving the EFIE, or in critically reviewing those created by
others, then it behooves you to investigate this paradox further. Why (14) and (15) are
different will be addressed in the next issue (July, 1992) of the ACES NEWSLETTER.

A full discussion of the paradox will be presented.

We consider a simple case of a z—directed surface current of density J = J(2)z which
resides on a (imaginary) cylinder of radius a and length 2h. For convenience, let the
cylinder axis coincide with the z axis of a cylindrical coordinate system and let the center
of the cylinder be at the coordinate origin, which means that the upper and lower ends
of the cylinder are at z = h and z = —h, respectively. This current distribution is of
harmonic time variation e/“?, is circumferentially invariant, i.e., independent of ¢, and is
embedded in a homogeneous space of infinite extent characterized by (u,€). We wish to
determine the z—directed electric field on the z axis by two methods. One method is based
on the use of the fundamental “mixed potential” expression

E=—-jwA-Vd (1)
while the other is based on the following expression involving only the vector potential:
w
k2
In (1) and (2), E is the electric field, A is the magnetic vector potential, ® is the electric
scalar potential, w is the angular frequency, and k¥ (= w,/p€) is the wave number. One

E=—-j—=(FPA+V(V-A)). (2)
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recalls that (2) follows from (1) through a simple procedure in which the Lorentz condition
is invoked. In our little example, we focus attention on the z component of electric field
E, (= 2 - E) created by the z—directed current J = J(z)z. On the basis of (2), E; can be

expressed as

: 0
Ez = —]WA, = 5@ (3)
while (2) leads to
— ;2 2 (o
E.= Iy (k A+ 552 Az> : (4)

On the z axis, the z component of the vector potential A, due the current described above
can be determined readily from the general potential integral to be

B [T e IeHG=)
(%) —,u/ =) —x 4m\/a? + (z — 2')?
h
=p/ I(z")YKo(z — 2')d2’' (5)
~h

add'dz’'

in which the total axial current I is defined for convenience to be

I(2) = 2mal(2) (6a)
and in which the free space Green’s function evaluated on the z axis simplifies to
e—-jk\/a"’+(z--z')2
dry/a? + (z = 2")2

The electric scalar potential ® on the axis is

eIk a’+(=— )2
8(z) = / /_”q( ey s e (1)

where ¢ is the surface charge density that is related to the surface current density by the
continuity equation,

Ko(z—2') = (6b)

9 1)+ jwa(s) =0 ©®)

which allows one to express the potential conveniently as

h
&(z) = j% /_ i %I(z’)Ko(z — 2")dz'. (9)

Substitution of A, and ® of (5) and (9) into (3) yields

12



One should observe that (14) and (15) are the same apart from the first term of
the latter. But due to the presence of this term, the ezpression (14) for electric field
E, on the z azis is different from the ezpression (15) ! Close inspection reveals that,
if I(h) = I(—h) = 0, the two expressions are the same. Otherwise, they are not. For
example, if I(z) = cos kz, the identical integral terms of (14) and (15) are zero but the
expressions are different unless the cylinder of current is one-half wavelength (A = 2x/k)
in length 2h causing I(+h) to be zero: cos(tkh) = cos(£2wh/\) = cos(+n/2) = 0. The
two expressions for E, are the same if the current is zero at both ends z = h and z = —h,
but, otherwise, they are in general different.

Clearly, both ezpressions cannot be correct. Which is correct? Why are the expressions
the same if I(+h) = 07 Can the wrong expression be corrected easily?

The paradox, which involves a fundamental principle, will be resolved in the July,
1992, issue of the ACES NEWSLETTER. As will be explained, it is important that
those who wish to develop effective numerical methods to solve the EFIE understand this
principle and its consequences.

BIO

Chalmers M. Butler is Professor of Electrical and Computer Engineering at Clemson
University. He has been a faculty member at Lousiana State University, the University of
Mississippi, and the University of Houston. He is a fellow of IEEE, serves as the Chair-
man of the U.S. National Committee for URSI, and has served two terms on the IEEE
Antenna and Propagation Society AdCom. In addition he has served as a member of the
editorial boards or as associate editor of the IEEE Transactions on Antennas and
Propagation, Electromagnetics, the ACES Journal, and the IEEE Transactions
on Education. Professor Butler’s major research interest is in mathematical and numer-
ical methods in electromagnetics with principal interest in integral equation techniques.
He has published more than 60 journal papers on these subjects.
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NEC RUN TIME COMPARISON FOR IBM-DOS FORTRAN COMPILERS

Paul G. Elliot
ARCO Power Technologies, Inc.
1250 24th Street NW, Suite 850
Washington, DC 20037

This article compares the Lahey and the Microway Fortran compilers
for a NEC2 problem. It appears that the the Microway compiled NEC
code runs faster, although the Lahey compiles faster. The computer
platform used was an IBM compatible 486-33 MHz with Weitek math
coprocessor and enough RAM so that paging to disk was not needed
for the sample NEC2 problem. The NEC2 source code was ported to the
IBM from Gerry Burke's Macintosh version as briefly described in
the July 1990 ACES Newsletter article by Tom Wallace, which also
provides some comments on run times. Both compilers used protected
mode DOS extenders. The compilers and cases run are the following,
with any differences in compiler switch settings shown in
parenthesis. The widely used Microsoft Fortran compiler was not
compared because to the best of my knowledge it cannot compile NEC
due to the size of the NEC subroutines. Fortran versions of MiniNec
can be compiled by Microsoft Fortran.

Compiler 1: Microway NDP Fortran-386 v.3.1.0 with the Pharr-Lap DOS
extender v.3.0.

la. Weitek on, optimizations on (-n4 -n7 -n8 -OM -on)

1b. Weitek off, optimizations on (-OM -on)

lc. Weitek on, optimizations off (-n4 -n7 -n8 )

1d. Weitek off, optimizations off (-off)

Compiler 2: Lahey Fortran F77EM/32 v.3.01 with the Lahey Ergo
0S/386 DOS extender v.2.1.05.

2a. Weitek on, optimizations on (/K /Z1 /nB)

2b. Weitek off, optimizations on (/nK /Zl1 /nB)

The run times in minutes are shown in Tables 1 and 2. This is the
total time from when the command to run NEC2 is entered until NEC2
has completely finished and has returned control to the DOS command
line. It therefore includes approximately 0.1 minutes to load the
dos extender and the NEC2 executable and to open a virtual memory
swap file, so the time is longer than the CPU time usually reported
at the end of the NEC2 output.

Table 1. NEC2S Single Precision Run Time
(in minutes including load time).

NDP Compiler Tinme Lahey Compiler Time
la 1.60 2a 2.29
1b 1.45 2b 2.17
1c 1.03

14



14 1.48

Table 2. NEC2D Double Precision Run Time
(in minutes including load time).

NDP Compiler Time Lahey Compiler Time
la 1.63 2a N.A.
1b 1.78 2b 2.30
1c 1.58
14 1.73

The NEC input file used for the comparison was the following:
CE

GW 1 101 0. 0. O. 0. 0. .5 .0001
GE

EX 0 1 51 00 1. 0.

FR O 10 O 0 250. 10.

XQ

EN

It appears that the Microway NDP compiler offers faster run times
than Lahey. Another possible drawback to Lahey is that it will not
run double precision complex arithmetic with the Weitek. Also, the
largest array in the current version of Lahey cannot be larger than
16 MB which, with no symmetry, would limit NEC to about 1400
segments single precision or 1000 segments double precision.
Version 5 of Lahey expected in April, 1992 will permit much larger
arrays, but will still be unable to use a Weitek with double
precision NEC.

The Lahey single precision ran a little slower with the Weitek than
without it. Lahey technical help says this is because I used a 486
machine, and that version 5 of the compiler will run faster on a
486 with a Weitek (for single precision NEC). Lahey compiles faster
than Microway, and Lahey, in my opinion, offers much better error
messages, so I always use Lahey for code development and debugging,
but not running big codes.

The Weitek clearly offers a speed boost for the Microway compiled
code, especially in single precision. Microway had trouble
initially with my Weitek until bugs were resolved which were
probably caused by 1less than 100% compatibility between the
compiler, the Weitek, the Phoenix BIOS, and/or the Micronics 486
EISA motherboard design (in general, work at the cutting edge of
computing technology tends to be very "buggy"). A more recent
version of the Microway compiler (v.3.2.0) would not run NEC with
the Weitek unless all error messages are turned off. According to
Microway, this problem should be alleviated in version 4.0 expected
to be available in March 1992. A preliminary comparison of run
times without the Weitek for NDP Fortran versons 3.1 versus 3.2
shows no significant speed difference. Microway also sells compiler
versions optimized for the 486 which I have not had the opportunity

15



to try. I used the 386 versions of the compilers running on a 486
machine.

The RISC workstations such as SUN and OPUS would also offer
relatively 1low cost platforms for NEC. In terms of cost-
effectiveness (speed vs. cost) they should currently be roughly
equivalent to a 486 with a Weitek.

Comments on this article are invited from readers. Upcoming issues
of the Newsletter will feature any follow up comments, and also NEC
run times obtained for much larger input files (thousands of
segments).
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Computation of the RCS of an Array of
PEC Rectangular Waveguides Using
Waveguide Modes Computed By the FEM

Terry Bohning and Henry Helmken
Department of Electrical Engineering
Florida Atlantic University
Boca Raton, Florida

January 31, 1992

INTRODUCTION

When enforcing field continuity between two regions which permit modal
expansions of the fields in each region, a popular approach for determining
the unknown modal expansion coefficients has been to derive an Integral
Equation and solve it via the Method of Moments. This paper applies this
approach to the computation of the RCS of an array of PEC rectangular
waveguides. The waveguide modes are computed using an instructional
Finite Element program called UNAFEM. Solutions using the FEM com-
puted modes and analytically computed waveguide modes are compared.

FIELD OF INFINITE PERIODIC ARRAY

For an infinite periodic array of identical cells subject to an incident
plane wave, the field scattered from the array is spatially periodic except
for a phase shift which is constant from cell to cell. Therefore, by Flo-
quet’s theorem [1], the field may be described in terms of a Floquet space
harmonic expansion. Derivations of Floquet space harmonics are provided
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in [2] , [3], [4], and [5]. Floquet space harmonics are also referred to as
Floquet modes.

A useful method for computing scattering from an infinite periodic array
is to expand the field in the free-space region using a truncated series of
Floquet modes and in the array region using a truncated series expansion
of suitable eigenfunctions. An integral equation is derived by enforcing
continuity of the tangential electromagnetic fields. The integral equation is
then solved for the unknown tangential electric field using the Method of
Moments [2] [3] [6] [7] [8] [5].

PROBLEM DESCRIPTION

The problem of interest is plane wave scattering from a periodic array of
waveguides. The problem description parallels that found in [2], except that
their problem is the radiation from an excited waveguide array. Another
presentation of the same problem may also be found in [5]. A portion of
an infinite periodic array of rectangular waveguides is shown in Figure 1.
For an infinite array, the total field is periodic from cell to cell except for
intercell phase shifts in the ay and ay directions given by v, and 1, where

Yy = kbsinfcos¢ and o, = kdsinfsing (1)

In these equations, b and d are the intercell spacings in the ax and ay
directions respectively. A waveguide wall width w is also shown. Since
each waveguide has this wall width, the total spacing between apertures is
2w. The angles 8 and ¢ are spherical coordinates which define the direction
of an incident plane wave. These quantities are illustrated in Fig. 1. The
phase constant is given by k = 27 /) = w,/Jie.

In the free-space region (z > 0), the reflected tangential electric field
can be described by an infinite summation of Floquet modes propagating
in the +a, direction. Floquet modes are used to represent the tangential
electromagnetic field at the aperture (z = 0%) [2] [5]. An e/’ time depen-
dence of all field components is suppressed in this paper. The z-dependence
of all field components is of the form efT*t?, where Ty, is the a, directed
propagation constant for the (s,t)th Floquet mode. Since this exponential
factor becomes unity at the aperture, it does not appear in the expressions
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below.

Floquet Modes

The tangential component of the orthonormalized (s,t)th Transverse Elec-
tric (TE) Floquet mode is given by

1 [axk,, —ayke, | k.
‘Illst(x, y) == E {_i_y__k—y_} e](kz,, +ky, v) (2)

where the subscript 1 denotes a TE mode. The tangential electric and
magnetic field intensities due to the (s,t)th TE Floquet mode are related
by a;, xH,,, = —(13,,)E;,, where Y;,, = I';;/wp. is defined as the TE
modal admittance. The free-space electric field will be expressed as a linear
combination of Floquet Modes.

The tangential component of the orthonormalized (s,t)th Transverse
Magnetic (TM) Floquet mode is given by

bd k

Cst

1 . k ,
oz, y) =1\ {M} i (ke Tty y) (3)

where the subscript 2 denotes a TM mode. The tangential electric and
magnetic field intensities due to the (s,t)th TM Floquet mode are related
by a; x H;,, = — (Y2,,) Et,, where Y5, = we/I',; is defined as the TM modal
admittance.

For Floquet modes incident on the array, which are propagating in the
—a, direction, the sign of a; x Hy,, is reversed, since the sign of Iy, and
hence the sign of the modal admittance, is reversed.

In the above equations, k,,, k,,, and Ty, are the ax, ay, and a, directed

Yt
propagation constants, respectively, and are given by

kr, = (275 — 9;)/b ky, = (27t — 4y )/d I =k -k, -k, (4)
The quantity k.,, is defined by
k., =k -Ty =k, +k, (5)

and is the cutoff wavenumber.
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Besides being orthonormal and satisfying the homogeneous vector Helmholtz
equation, the Floquet modes are spatially periodic in 2 and y except that
there is an additional phase shift given by (1), i.e.,

(2 + b,y + sd) = Y(z,y)e Vereh) (6)

Because of this property, once the field is known over one cell of an infinite
periodic ‘array, it can be determined over any other cell by applying the
appropriate phase shift.

Vector Rectangular Waveguide Modes

As is well known (1] [9] [10], the field inside a conducting rectangular wave-
guide consists of a summation of eigenfunctions (modes), which satisfy
Maxwell’s Equations and the boundary conditions.

The transverse components of orthonormalized modes, ®, in a per-
fectly conducting rectangular waveguide, are presented in [1]. The following
modal equations assume a finite wall width w.

Since the field within the waveguides is propagating in the —a, direction,
the z dependence of the field is of the form e#'+* for each mode, although
at the aperture (2 = 0), this factor becomes unity.

The tangential component of the orthonormalized (p, ¢) Transverse Elec-
tric (TE) waveguide mode is given by

1 [éopéo

Pira = \l 2wV b
(axkyq cos(kz,(z — w)) sin(k, (y — w)) — ayk,, sin(k;, (z — w)) cos(k,, (y — w)))
(7)

where €, is the Neumann factor defined by

_[1 forn=0
60n—{2 forn >0 (8)
and
ky, = pm/b ky, = qm/d Yoy =K — k2, (9)
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The quantity k., is defined by

2 _ 12 .2 _ 12 2
chq =k~ = kzp + kyq (10)

and is the cutoff wavenumber.
These quantities are analogous to those given in (4) and (5) for Floquet

modes.

For —a, directed propagation, E,,, and H,,, are related by a, x H;,, =
Y1,,Bt,, Where ¥, = 9, Jwu is defined as the waveguide TE modal admit-
tance. The tangential component of the orthonormalized (p, ¢) Transverse
Magnetic (TM) waveguide mode is given by

1 [eéop€oq

Brpn = \‘ VT
(axk-"’ﬂ COS(’C,,_.F(.’I) - w)) Sin(kyq(y - w)) + ayk!lq Sin(k-"fp(m - w)) COS(kyq(y - 'Ll))))
(11)

For —a, directed propagation, E,,, and H,, are related by a; x H;,, =
Y2,,Bt,, Where ya, = we/~,, is defined as the waveguide TM modal admit-
tance.

The TEy mode does not exist nor does any TM mode which has p or
q equal to 0.

APERTURE MATCHING USING INTEGRAL EQUA-
TION
An equation of continuity for the tangential electric field at the aperture of

the reference cell may be found by expressing the fields on the waveguide
and free-space sides of the interface as

Ei™ + E;* = Er™ (12)

where Ei** and E[*/ are the incident and reflected tangential electric fields,

respectively. The tangential electric field on the waveguide side of the

interface which is transmitted into the semi-infinite waveguide is EZ™".
On the waveguide side of the interface, (z = 07), the tangential electric
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field over the reference cell can be expressed as a weighted sum of waveguide
modes by

Ei(29,7 = 07) = 350 5 brreBora(@,9) = 3. buBi(w,y)  (13)

r=1 p=0¢=0 n=0

where the triple summation has been replaced by a single summation over
the “super-index”, n, to ease bookkeeping during computation.

On the free-space side of the interface, (z = 0%), the tangential reflected
electric field over a reference cell can be expressed as a weighted sum of
Floquet modes by

2 oo o0 aid
E:ef(l" Y,z = 0+) = Z Z Z bfstwrst(x? y) = Z am\I’;(w,y) (14)

r=1s=-o00 t=—00 m=0

where the triple summation has been replaced by the index m.
The incident plane wave with unit electric field intensity can be ex-
pressed in terms of (0,0) Floquet modes [6] [8] via

2 2
E;nc - Z ATOO\I’.,-QO = Z Am‘I’m (15)

r=1 m=1

that is, a weighted sum of the TEg and TMoo Floquet modes.
Using (13), (14), and (15), equation (12) can be written as

2 M N
> ALY, + > ¥, = > b,®, (16)
m=1 m=1 n=1
where equality holds only when M and N are infinite. In computation, M
and N are truncated to a numerically tractable value.
Since we are interested in the aperture field (z = 0), both propagating
and evanescent modes of both types are included.
The analogous result for the magnetic field is

2 M N
Z An Y, ¥, — E an Y ¥ = Z by ®n (17)
n=1

m=1 m=1
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which enforces continuity of a; x H, at the aperture. Note that we have
used the fact that a; x H; is of opposite sign for waves traveling in opposite
directions.

An integral equation in terms of the unknown tangential electric field
may be derived by enforcing continuity between the tangential electric and
magnetic fields [2] [5].

To solve the integral equation, the tangential electric field is approxi-
mated by a finite sum of waveguide modes so that

N
Ei(z',y) = Y b ®a(,y) (18)
a=1
If we make this substitution in the integral equation and then take mo-
ments with respect to ®,(z,y), where 1 < ¢ < N (Galerkins’ Method), we
ultimately obtain

2

23 AnYn / / &, (z,y) U (z,y)dz dy
= A

m=1

= f}b{ﬁ’j T / / ®,(z,y)-®,(z,y) dz dy / / &,(z',y) (<) do’ dy
= A A

a=1 n=1

M
+ Y Y. [| ®(z,y) ¥n(z,y)dzdy &, (2, y) ¥ (2,9 ) dz’ dy'}
Y

N M N
= E ba {yq‘sqa + Z YqumC:m} = E baAga (19)

a=1 m=1 a=1

For analytical waveguide modes, the required integrations can be per-
formed in closed form. The region of integration for those integrals involving
waveguide modes reduces to the aperture area, where the waveguide modes
are nonzero.

Equation (19) can be enforced at N values of ¢ to yield an N x N system
of equations and thus supply the values of b, and hence an approximation
to E; as given by (18). Once E; at the aperture is found in terms of
waveguide modes, the a,, coefficients of (16) may be found by applying
modal orthonormality.
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RCS DETERMINATION

Once the tangential aperture field of a single cell of the infinite array has
been determined, the RCS of the finite array can be obtained. This is done
by using a radiation integral to determine the field due to a single wave-
guide cell at a point far from the array. Then this field is multiplied by the
array factor for a planar array which has uniform amplitude excitation and
progressive intercell phase shift. Implicit in this approach is the assumption
that the finite array may be treated as extracted from the infinite array,
i.e., boundary effects due to truncation of the array are ignored. Once the
far field at the distant point has been found, the RCS may be determined
from the incident and scattered fields at that point. If the RCS is com-
puted separately using the waveguide and Floquet mode expansions for the
reflected field and the results plotted, an indication of the aperture match
can be obtained.

For a waveguide or Floquet mode, we have the following relation be-
tween the tangential electric and magnetic fields due to a particular mode

a; x H, = (£ T)E, (20)

where the sign is negative for waves propagating in the +a; direction, and
positive for waves propagating in the —a; direction. The modal admittance
for the particular waveguide or Floquet mode is represented by T.

Using (20) and introducing primed coordinates for the source point on
the aperture, unprimed coordinates for the observation point, transforming
from rectangular to spherical coordinates and allowing 6, and ¢, to rep-
resent the angles of the observation point, the radiation integral given by
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[11, pg 257] for the field at a far-field point P can be written as

gk eIkn

Er, =
P47rr1

{ax{sin2 6, sin ¢, (£ T )no(cos ¢,1, — sin ¢,1;) — cos G,I,((£Y)noe cos 8, — 1)}
+ ay{cos 8,1, (—(£T)no cos b, + 1) — sin® 8, cos ¢,(£T)no(cos ¢,I, — sin qSon)}

+ az{sin 8, cos ¢oIx((£Y)no cos b, — 1) — sin 6, sin ¢, I, (—(£ T )mno cos b, + 1)}}
(21)
where we define

v'a 3’2 s 4. 6 : '
Ix — [yl L, Ex(m', yl)e]ksmﬂo cos ¢oz’egksm0°sm¢oy d.’III d’y, (22)
1 1

Taking advantage of the fact that E, is separable in z’ and y’ for both
waveguide and Floquet modes, (22) can be rewritten as

z'2 vy ’ y Lot s ’
Ix — /, Ez(wl)ejksmﬁocosgboz d(l:l /' 2 Ez(yl)ejksmeosmcﬁoy dy, (23)
z’y Y

Similarly,

x o ’ y’ oy e . 1]
Iy o / 2Ey(xl)e]ksm00cos¢oz dxl/[ 2Ey(yl)e_1ksm0osm¢oy dy, (24)

z'y v’y

To find the total scattered field, the various Ep’s due to each mode are
summed.
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Waveguide Mode Expansion_

For the n'® waveguide mode with (p, ¢) modal indices

!

z' 2 oy e , ylz . 1ol s )
Ix — Kn@zk , COS(kxP.'L',)G]k sin 6, cos ¢oT d.'l)' /I Sln(kyqyl)e]ksnn9o sin¢oy dyl
x'1 Y
I - K o'2 in(k ’ ejksinaocos box’ ’ Y'2 k 1\ _jksin @, sin oy’ d /
y = KqPy, » sin(kz,z) dz’ | cos(ky,y')e Yy
1 Vi
(25)

where the region of integration is over the aperture area since that is where
the waveguide modes are defined.

The constant K, is given by K, = ,/1/k2 q,/(eopeoq/bd

For TE waveguide modes, ®,, = k,, and &, = For TM wave-
guide modes, ®;, = k;, and @, = kyq The reﬁected tangentlal field is

written as

Eb@ —ZA\II and a, xH, = Eynb‘b S YA %(26)

n=1 =1 n=1 =1

where the b,’s are determined from the moment method solution of (19).

Floquet Mode Expansion
For the m’th Floquet mode, |

'
Ix = K \Ila;k e](k¢m+ksm00cos¢o)x dz’' /yQCj'(kym+ksin005in¢o)y' dyl
z’y ¥
z'2 '
I, = K,¥, ? pilksmthsingo cosgo)z’ ot /“ ¢ikym +hsinBosin do)y’ o
k
z'y ¥

(27)

where the region of integration is over the aperture area where the field has
been determined.

The constant K,, is defined by K, = amy/1/bd(1 /kc,,) The quantity
a,, is the expansion coefficient defined by (28).

For TE Floquet modes, ¥,, = ky,, and ¥, = —kz,. For TM Floquet
modes, ¥, = k;,, and ¥y, = k.
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On the free space side of the aperture (z = 0%), the reflected tangential
field is approximated by a summation of Floquet modes as

M M
E:ef = Z ¥, and az;Xx H:ef =— Z Y ¥ (28)
m=1

m=1

Array Field

Once the reflected far field due to a single array cell at a particular point
has been determined, the field due to the finite array can be found by
multiplying it by the array factor. For an M x N planar array with uniform
amplitude excitation and progressive intercell phase shift the array factor
is given by [12, pg 263] as

ARG 0 = {OHEI (G

where 6, and ¢, are the angles of the observation point and 3; and 3, are

defined by

Bz = kbsinf,cos ¢, + ¢, and B, = kdsinb,sin ¢, + ¥y, (30)

respectively. The quantities 1, and 1, are the intercell phase shifts in the
ay and ay directions defined by (1). If the point of observation lies on the
incident wave’s propagation vector k (Fig. 1) then this is the monostatic
case and the angles of observation are the same as the angles of incidence.

Once the reflected field as a function of r has been found from (21),
then the three-dimensional RCS can be determined from the following equa-
tion {13, pg 578]

s |2
o3, = lim [élmr2 :gi:z] (31)
If we are interested in a specific polarization, such as VV or HH, then these
components must be picked out of the incident and scattered E-fields before
computing the RCS.

Observing (21), we note that all the far field components have a com-
~mon 1/r; amplitude term. This will become a 1/r? amplitude factor when
the squared magnitude is computed which will cancel the r? term in (31).
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The squared magnitude of the incident wave can be found as

1 sin? 6
|E:* = d {|A1  + | Az + | A2[? o 0} (32)

THE UNAFEM FINITE ELEMENT PROGRAM

The problem described above has been implemented in Fortran-77 using
both waveguide modes which are computed analytically and waveguide
modes computed using the Finite Element Method.

The FEM solution is constructed using the UNAFEM program (UNder-
standing and Applying the Finite Element Method) which is the program
used as the instructional vehicle in the book Finite Element Analysis - From
Concepts to Applications [14]. This extremely lucid 844 page text provides
full documentation and explanation of the FEM using the UNAFEM pro-
gram. As the text’s preface notes, the primary objective is to provide the
reader with a solid foundation in the basic concepts and methods of FE
analysis. The author, Dave Burnett, has succeeded admirably in this goal.

UNAFEM is very well-written and is small enough (4500 lines) to be
compiled and run on an IBM PC compatible. Development and debugging
of the code discussed herein was in fact done on an 80386 based PC com-
patible. A VAX 6320 was used to obtain the final results. The Fortran-77
source code for UNAFEM is available from the author of [14], Dave Bur-
nett, on floppy diskette for $79.00. Mr. Burnett may be reached at Bell
Laboratories at (201) 386-3286.

Little modification to the UNAFEM program itself was required, al-
though quite a bit of support code to calculate the RCS had to be written
and interfaced. This is described in the next section.

UNAFEM was also modified to accept input from a file called UF.IN
instead of the keyboard (standard input). This was done by simply opening
UF.IN using file specifier 5, which FORTRAN by default assigns to the
standard input device.

Because UNAFEM’s problem description input data consists of a lot of
column oriented data, it is very painful and error-prone to key the input file
in manually for large problems. To circumvent this problem, a C program
was written which generates the UNAFEM input file for the rectangular
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waveguide. The C program obtains the waveguide dimensions by reading
values from the problem’s data file so that it will be consistent with the
RCS calculation code, which reads the same file. The C program accepts
the number of elements desired along the z and y axes and the order of
Gaussian Quadrature as command line input.

SOLUTION USING UNAFEM

UNAFEM’s eigenproblem solver produces solutions to the scalar Helmholtz
equation [14, pg. 689]. Therefore, we can interpret its solutions as a scalar
wave potential so that the TE solution corresponds to H, and the TM
solution to E, for each mode. UNAFEM’s solution to the eigenproblem
consists of eigenvalues, k., of equation (10), and eigenvectors in the form
of coefficients of the shape functions at each node.

We can compute the tangential components from the axial components
by [10, pg. 130]

_ _jwuaHz _ jwuOH,
B~ g ™ B, (33)
for TE modes and
jv OE, jv OE,
= = 4
Eo k2 Oz md Ly k2 By (34)

for TM modes. Since UNAFEM has routines which compute the derivatives
of the element shape functions (axial field), the tangential field components
can be computed fairly easily.

Since 7y, can be found from (10), the waveguide modal admittances, y,
may also be computed.

A flow diagram of subroutine calls which are used in the FEM solution

and a brief description is presented in Figure 2.

Calculate and Normalize Modes

First, the waveguide modes are calculated. Fortunately, the waveguide
modes, unlike the Floquet modes, only need to be calculated once for all
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Figure 2: Flow Diagram of FEM Subroutine Calls
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angles of incidence.

Instead of UNAFEM’s GENJAC() (Generalized J acobi) subroutine, which
is admittedly less efficient owing to its instructional intent, the EISPACK
subroutine RSG() is used to solve the Real Symmetric Generalized eigen-
problem. The subroutine RSG() was obtained from the electronic mail site
netlib@research.att.com. For further information and index of software
available through the netlib, send an email message to the netlib address
consisting of the one line “send index”. Background concerning netlib may
be found in [15]. Current information may be found in a quarterly column in
the ACM’s SIGNUM (Special Interest Group on Numerical Mathematics)
Newsletter and the SIAM (Society for Industrial and Applied Mathematics)
Newsletter. Aside from many well-known and proven libraries such as LIN-
PACK, QUADPACK, and EISPACK, netlib also has source code for the
algorithms published in the ACM’s TOMS (Transactions on Mathematical
Software). Since an Internet mail account is supplied with Compuserve
membership, netlib software may also be obtained that way.

Since TE and TM modes are computed using different boundary condi-
tions, two passes of the eigensolver are required. This is done by setting the
global variable Numebc (which defines the number of “Essential” boundary
conditions) to 0 in order to obtain the TE modal solution and restoring it
to its original value (the number of edge nodes) for the TM modal solution.

A subset of the computed TE and TM modal solutions is used in the
actual integral equation solution. The subset is generated using the modes
which have the lowest eigenvalues in each set, since these will in general
be more accurate than higher order modes [14, pgs 429,693]. The subrou-
tine RSG() sorts the modes in order of increasing eigenvalues. In the TE
solution, the first mode is unusable and has an eigenvalue of zero. This
apparently corresponds to the TEy mode. In the TM solution, the first
several modes are unusable and have eigenvalues of very nearly 1.0. These
modes apparently correspond to TMo. and TM; o modes.

The subroutine RSG() normalizes the solutions (eigenvectors). How-
ever, since it solves for the axial components of the field, this is what it
normalizes. The integral equation derivation takes advantage of tangential
orthonormality. Therefore, the tangential components must be normalized.
For each mode, Gaussian Quadrature is used to compute the tangential
inner product of the mode with itself. Then that eigenvector is divided
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by the square root of the result in order to normalize the tangential inner
product. Since UNAFEM already performs its integrations using Gaussian
Quadrature, it was not very difficult to do this, since the Gauss Points are
already computed and there is plenty of exemplary code.

Compute Waveguide and Floquet Mode Inner Products

In accordance with [14], we adépt U as the approximate FE solution for
a waveguide mode (sum of all finite element solutions) where a particular
finite element solution is .
7O =Y aigl? (35)
i=1
and the ¢; are the finite element shape functions.
The inner product between a waveguide mode and mth Floquet mode
over a single finite element becomes

// U0, + ﬁy\I/y dedy = K,, // {ﬁz\llxk + ﬁy\I'yk} ¢/ Famotkymy) 4o, dy
a

4
(36)
where K, = 1/1/bd(1/k.,.). For TE Floquet modes
Yy, =ky, and T, =-—k, (37)
and for TM Floquet modes,
¥;, =k, and Uy, = ky,, (38)
Using (33), for TE waveguide modes equation (36) becomes
0H O0H ;
2 —Z J(kl‘mz+kymy)
K, / A/ { 5 Vot 5o \Ilyk} ¢ dz dy (39)
Using (34), for TM waveguide modes equation (36) becomes
| OF OF .
- —= I(kzm@+kymy)
K, / A/ { 5o Ut 5 \Ilyk} e dz dy (40)
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These are the expressions which are numerically integrated in order to find
the components of the matrix given by (19).

Find RCS Using Radiation Integral

To find the RCS using the waveguide mode expansion, we need to find I,
and I, for a given mode with I, and I, defined by equations (22) and (24).
For a TE waveguide mode, equations (22) and (24) become

Ix — _// z ]ksln00c0s¢ox e]ksineosin¢oy' d.’l,‘l dy/

I,

// z jksm0ocos¢o.1: e]ksinaosincﬁoy’ dz' dyl (41)

For a TM waveguide mode, equations (22) and (24) become

Ix — // 5 f ]ksmﬁocos¢ox e]ksineosincboy’ d:z:' dy'
xr

I — // 2 ]k sin 0, cos $oz’ e]k sin 8, sin goy’ ' dyl (42)

Once I, and I, are found numerically, the scattered field can be found
using equation (21) and then the RCS for the array can be found as outlined
earlier.

NUMERICAL RESULTS

The monostatic RCS of a 12x 24 cell array was computed for § = 0° to 50°
in 1.0° steps. The integral equation was solved and the RCS computed using
both analytical waveguide modes, as given by (7) and (11), and waveguide
modes computed using UNAFEM. The waveguide dimensions used were
2.0in. x 1.0in. with 1/16in. wall thickness.

To obtain the solution, the highest modal indices used for the waveguide
modes were (5,5), and for the Floquet modes were (3,3). This yields 98
Floquet modes (49 TE, 49 TM) and 60 Waveguide modes (35 TE, 25 TM).

Although these values of modal indices do not satisfy the relative con-
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vergence criterion exactly [16] [5, pg. 360], it is noted in [17, pg. 36]
that solutions are generally quite stable about the nominal values of modal
indices.

The reason more Floquet modes were not used is that a large amount
of computation time is required to compute the inner products between all
the waveguide and Floquet modes. On the multi-user university computer
which was used, this translates into extremely long actual times, sometimes
days. Throw in an occasional system crash, and the potential for a lot of lost
computation time becomes a concern. In any event, experimentation with
the code which uses analytical waveguide mode solutions indicates that the
values obtained are very close to those obtained using more Floquet modes.

Since the FEM solution produces the values of k, , we cannot determine
the (p, ¢) modal indices independently. However, the modes with the lowest
eigenvalues, which are the ones used, generally correspond to the modes
with the lowest modal indices.

The VV RCS was computed using both the Floquet and waveguide
mode field expansions. Results at 3.2GHz are plotted in Figure (3). For
the solution obtained using analytical waveguide modes, the RCS obtained
using the Floquet and waveguide mode aperture field expansions matched
exactly. The graph shows that RCS as well as the RCS computed using
the FEM waveguide modes to solve the integral equation. For the FEM
solution, RCS computed using both waveguide and Floquet mode aperture
fields is shown.

On a VAX 6320, about 6 minutes of CPU time were required to obtain
the analytical waveguide mode solution and about 3 hours CPU time were
required for the FEM waveguide mode solution. For the FEM solution,
50 finite elements were used (10x5) and 3 point Gaussian Quadrature was
used (9 points per finite element) to compute the inner product integrals
of (36) and the radiation integrals. The FEM solution used UNAFEM’s
C°-Quadratic Isoparametric Quadrilateral finite element.

Inner products between waveguide and Floquet modes are computed
once per angle of incidence by the routine BuildCMtrx() and stored for
later use in constructing the components of the matrix given by (19). To
get some idea of the computation involved, consider that for each inner
product computed, the integrand must be evaluated at 9 Gauss points on
each element. For 50 elements, this is 450 evaluations. For 98 Floquet
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modes and 60 waveguide modes, this is 5880 inner products, so that the
integrand of (36) must be evaluated (450)(5880) = 2,646,000 times.

Fortunately, this can be reduced substantially by noting that for 10x5
elements, there are only (10)(3)=30 unique values of y over the cell and
(5)(3)=15 values of = over the cell, we can precompute the exponential
terms involved in each inner product, reducing the number of complex
exponentiations by a factor of 450/(30+15) = 10.

Another useful optimization is the use of Euler’s identity

e’* = cos(z) + j sin(x) (43)

to evaluate the imaginary exponentials instead of the CEXP() intrinsic
function, because CEXP() evaluates both the real and imaginary portions
of the exponent. Since the real portion is zero for a pure imaginary, this is
wasted time.

Another optimization is the definition of the following statement func-
tion to multiply a real times a complex value

* multiply real times complex
complex rcmul, cil
real ri
rcmul(ri,cl) = cmplx( ri*real(cl), ri*aimag(ci) )

Now, instead of casting the value r1 into a complex value and performing a
complex multiply consisting of 4 real multiplications, the compiler performs
only the required 2 real multiplications. Additionally, since remul() is a
statement function, the compiler generates inline code. Depending upon
the compiler, this may have the additional advantage of avoiding a call to
a run-time library function which performs complex multiplication.

Whether or not the preceding two suggestions improve run-time depends
upon how optimized a compiler’s output already is. But it is fairly easy to
write a test program consisting of a loop with a large number of iterations
in order to see if any improvement is gained for a particular compiler.

Library routine LSLCG() from the IMSL math package was used to
solve the complex general system of linear equations.
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CONCLUSION

The Integral Equation method of matching modal fields has been exam-
ined. The modal expansion coefficients of the aperture field over a single
rectangular waveguide of an infinite periodic array were determined using
the integral equation approach. Using these coefficients, the RCS of a finite
array was computed using the field on each side of the aperture. The in-
tegral equation was solved and the RCS computed using both analytically
derived waveguide modes and modes computed using the Finite Element
Program Program UNAFEM.

Although the FEM solution requires substantially more CPU time, the
fact that it compares favorably with a solution which uses analytical wave-
guide modes indicates that the RCS of a large array of arbitrarily shaped
waveguides could be successfully determined using modes computed via the

FEM.
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3

h
E.(z) = {k2 /_h I(z")Ky(z — 2')dz' + % %I(z')Ko(z - z')dz'} (10)

while substitution of A, of (5) into (4) leads to

E.(z) = 51 (k2+322)/ (') Ko (z — #')d2’ (11)

in which n (= /p/€) is the wave impedance.

We next wish to manipulate these two expressions for E, on the z axis into alternate
forms which reveal their differences. Under the requirement that the cylinder radius be
finite, the integrals in(10) and (11) are sufficiently well behaved that one can interchange
the differentiation and integration operations. (This is possible because y/a2 + (2 — 2')?
is never zero with the observation points on the z axis and the source points on the finite-
radius cylinder.) The observation

d , d
EKQ(Z—Z) d'

allows one to carry out the following integration by parts:

—Ko(z — 2') (12)

d [* h d
. / I(z")Ko(z — 2")d2' = / I(z Ko(z —2")dz'
—h

h ko d
_ [I(z’)Ko(z - )| vt | Koz — #)de13)

Interchanging differentiation with respect to z and integration in the second term of (10)
and employing the above integration by parts, with I(z') replaced by +71(2'), one can
readily convert (10) to

B0 = - [,

+ /h {(;’2_,2 + k2) I(z’)} Ko(z — z')dz'}. (14)

In a similar way, interchange of differentiation and integration plus integration by parts
twice (in the manner of (13)) allow one to rewrite (11) in the following form:

o) = -5 - [y koo ]! - [rmte =],

4 /h {(% + k2) I(z’)} Ko(z — z')dz’}. (15)
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MECHANICAL DAMPING OF VIBRATION OF STAYWIRES
ON ANTENNA MASTS

Duncan C. Baker

Department of Electronics and Computer Engineering
University of Pretoria, Pretoria, 0002, South Africa

Some of the readers of the ACES Newsletter may be interested in a problem recently ex-
perienced with antennas installed near an airport at the coast in South Africa.

A number of log-periodic dipole (LPD) HF arrays, similar to that described in [1], were built
and installed near an airport at the coast. In the original electrical design it was assumed that all
the dipole elements of the array were in the same plane. For a number of reasons, the potential
effects of sag in the dipole structures themselves or in the supporting catenaries or central feedline
were not investigated. The mechanical design specifications therefore followed the recommenda-
tions of [2]. One of these recommendations is that for reasonably constant take-off angles over the
design frequency range, no element should deviate by more than 2.5% of its half-le