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Abstract — An improved MM-PO-UV hybrid method is developed to calculate the bistatic scattering from the two-dimensional (2-D) composite model of an electrically large ship (ELS) on a one-dimensional (1-D) rough sea surface at a low grazing angle (LGA). The subdivision of the MM and PO region is performed flexibly according to the physical considerations. The MM region contains not only the ship but also a small portion of the neighboring sea region where the surface currents need to be modeled accurately. An iterative solution BiCGSTAB is adopted to solve the final matrix equation of a large dimension caused by the ELS. Then, a UV matrix decomposition technique is applied as the fast algorithm to accelerate the matrix-vector productions and the matrix elements filling in. The improved method makes it possible for the Monte-Carlo simulation of large-scale complex target/rough surface problems under an LGA. The accuracy is validated in comparison with the traditional MOM method.

Index Terms — LGA, MM-PO hybrid method, target/rough surface scattering, UV.

I. INTRODUCTION

Electromagnetic scattering from the composite model of a ship on a rough surface is of practical importance to long-range radar surveillance, oceanic remote sensing, and target tracking [1-4]. The low grazing angle (LGA) scattering from the rough surface without a target has been widely studied [5], but the study of target/rough surface scattering under an LGA is much more difficult, because the analysis of these problems is complicated by the many possible interactions between the target and the surface, especially when the target is of arbitrary shape and large electrical size. Some numerical methods based on method of moments have been developed for target/rough surface scattering, e.g., the forward backward method (FBM) [3] and finite element method (FEM) [6]. But the application of the traditional MOM method is restricted when the target and the sea surface are both of large electric scale and is further limited for the LGA incidence. Monte Carlo simulation for scattering from an electrically large ship (ELS) on a rough sea surface under a LGA incidence becomes
impractical because of an extremely large memory requirement and long computation time. For such large-scale target/rough surface problems, an efficient method is needed. In our previous studies, a hybrid method MM-PO-UV was introduced to compute the scattering from a target above a sea surface [7].

For ELS on the surface under an LGA, two improvements have been made to this MM-PO-UV hybrid method in this paper. Firstly, the subdivision of the MM and PO region is performed flexibly according to the physical considerations. The MM region contains the ship and a small portion of the neighboring sea surface on the illuminated side where the surface currents need to be modeled accurately in the simulation. Secondly, an iterative solution is applied to solve the large matrix equation caused by the ELS, which is difficult to be solved by direct inversion. To further improve the efficiency, a UV fast algorithm is applied to accelerate the computation during per iterative step. With the two improvements, the method proposed is ideally suited for application to LGA scattering from an arbitrarily shaped target of large electric size on the sea surface.

The remainder of the paper is organized as follows. In section 2, the solution of the improved method is proposed. Then Monte Carlo simulations for bistatic scattering from the composite model of an ELS on a Pierson-Morkowitz rough sea surface at an LGA incidence are demonstrated and discussed in section 3. The results are validated in comparison with the traditional MOM method. Finally, the conclusion is given in section 4.

II. SOLUTION OF THE IMPROVED METHOD

As shown in Fig. 1, a ship is located on the sea surface of length $L$. Some geometrical parameters will be given later in the computation. For simplicity in explaining the algorithm, the ship and the sea surfaces are assumed to be perfectly conducting and they are illuminated from the left by a TE polarized (with electric field $\hat{y}$ indirection) tapered wave $\vec{E}_i(\vec{r})$ with a tapering parameter $g$ incident along the direction $\hat{k} = k(\hat{x}\sin\theta_i - \hat{z}\cos\theta_i)$, where $\theta_i$ is the LGA.

Within the traditional MM-PO framework, the surface of the scattering model is split into a MM region and a PO region. In our previous research, only the target above the surface is treated as the MM region. For a ship on the rough sea surface, the first improvement made to the hybrid method is to assign the two regions flexibly according to the physical considerations. In this model, the ship target has remarkable induction interaction with the neighboring sea surface on the illuminated side. So the MM region contains not only the ship but also a small portion of the neighboring sea surface where the currents need to be modeled accurately in the simulation. The length of the sea surface in the MM region is an adjustable parameter and set comparable to the height of the ship. This length chosen takes into account all the induction interaction and it won’t bring too much computation. The remaining sea surface is considered as the PO region because the re-radiation interaction with the ship is significant in this region, whereas the induction is obvious in the neighboring sea surface. Since a very large sea surface must be included to allow an LGA incidence, the number of current unknowns in the MM region is typically far smaller than the total number of surface current unknowns.

After the subdivision of the MM and PO region is performed, it is possible to follow the similar process in our previous research [7]. Thus, the final matrix equation obtained by constraining the boundary condition in the MM region can be written as:

$$\left(\overline{Z}_{MM,MM} + \overline{Z}_{MM,PO} \cdot \overline{M}_{PO,MM}\right) \cdot \overline{I}_{MM} = \overline{V}_{MM},$$  \(1\)
where \( \overline{Z}_{MM,MM} \) is the self-impedance matrix of the MM region. \( \overline{Z}_{MM,PO} \) is the mutual impedance matrix between the currents in the MM region and the PO region. \( \overline{M}_{PO,MM} \) is called the magnetic-reaction matrix \([8]\) indicating the excitation from the currents in the MM region to the PO region. The dimension of matrices \( \overline{Z}_{MM,MM}, \overline{Z}_{MM,PO} \) and \( \overline{M}_{PO,MM} \) are, \( N_{MM} \times N_{MM} \), \( N_{MM} \times N_{PO} \), and \( N_{PO} \times N_{MM} \), respectively.

For an ELS, \( N_{MM} \) becomes large while \( N_{PO} \) is much larger than \( N_{MM} \) under an LGA incidence. In our former studies \([7]\), the MM-PO-UV method was demonstrated only for an object of moderate size above a rough surface, so the final matrix equation could be solved directly and the UV matrix decomposition technique is mainly combined for the fast filling-in of the matrix elements. When an ELS is presented in this paper, the MM region results in a final matrix equation of large size, which is difficult to be solved by the direct solution. The second improvement in our study is to apply a proper iterative solution to solve the large matrix equation. The well-known BiCGSTAB (ell) \([9]\) is chosen as the iterative solver. Thus, the bottleneck is the calculation of the product of the matrix and a column vector. Then, the UV matrix decomposition techniques could be further combined in the iterative steps.

During per iterative step of the solution, two matrix-vector multiplications \( \overline{Z}_{MM,MM} \cdot \overline{I}_{MM} \) and \( \overline{Z}_{MM,PO} \cdot \overline{M}_{PO,MM} \cdot \overline{I}_{MM} \) should be calculated. To accelerate the computation of the matrix-vector products, the matrices \( \overline{Z}_{MM,MM}, \overline{Z}_{MM,PO}, \) and \( \overline{M}_{PO,MM} \) are considered and replaced by a set of self, near and far interaction sub-matrices in a multilevel way. The multilevel scheme is exactly similar to that proposed for the three-dimensional (3-D) problems in \([10]\). Each considered matrix is divided into a series of sub-matrix blocks according to the interaction distances. Generally, the rank of the sub-matrix is dependent on the distance between two interaction regions. Therefore, those far interaction sub-matrices with a low rank could be compressed by the UV matrix decomposition technique \([11]\) based on low-rank criterion and interpolation technology.

According to the UV matrix decomposition algorithm, the given far interaction sub-matrix with low rank \( r \) could be approximated by the product of a \( U \) and \( V \) matrix,

\[
\overline{z}_{mn} = \overline{u}_{mra} \overline{v}_{rnb},
\]

where \( r \ll \min(m, n) \). The matrix decomposition is achieved by sampling a small number of rows and columns within the original sub matrix. Therefore, the computational complexity drops from \( o(m \times n) \) to \( o(r \times (m + n)) \) for both the memory requirements and the CPU time consumed in matrix vector multiplication.

The detailed multilevel UV method for the 1-D rough surface scattering had been discussed in \([11]\). The detailed multilevel UV method for the 3-D problems had been discussed in \([10]\). In this paper, the multilevel UV method is transformed and applied for 2-D problems. According to the multilevel scheme, the interaction of the matrices \( \overline{Z}_{MM,PO} \) and \( \overline{M}_{PO,MM} \) is distinguished as either near interaction or far interaction. Because a large portion of the sea surface is far away from the MM region, most blocks represent the far interaction between the two regions. Only a small portion of the sea surface in the PO region is near the MM region, so the two interaction matrices have a very high compressing ratio by using the multi-level UV method.

### III. RESULTS AND DISCUSSIONS

Numerical results are presented and discussed in this section to demonstrate the accuracy and efficiency of this improved method. The validity of the improved method is proved firstly. Then, the method is applied to obtain the LGA scattering from ELS on the sea surface. The results of the large ship case are compared with a smaller one. For all the results, the Pierson-Morkowitz rough sea surface is driven by the wind with a given speed \( U = 5 \text{ m/s} \).

To validate the improved MM-PO-UV hybrid method, simulation results for the composite model under an LGA \( \theta_i = 80^\circ \) are illustrated and compared with the traditional MOM method. In
this validation, the geometrical size of the model is chosen exactly the same as presented in [6]. The surface length is $L = 409.6\lambda$ ( $\lambda$ is the wavelength, $\lambda = 1m$) and the tapered wave takes $g = L/6 = 68.2\lambda$. As described in Fig. 1, the electrical size of the ship has $a = 9\lambda$, $b = 5\lambda$, $c = 4\lambda$, $d = 6\lambda$, and $\theta = 100^\circ$. The ship geometry is about $15\lambda$ high and the deck is $16.1\lambda$ wide. The contour of the ship above the sea water has a length of $44.95\lambda$. Considering the height of the ship, a length of $15\lambda$ of the sea surface to the left of the ship is considered as the MM region in the improved method.

Figure 2 gives the magnitude of the currents as a function of the length along the contour of the ship from the illuminated side (left side) to the dark side (right side). It is observed that the results of the improved MM-PO-UV hybrid method (the dotted line) and the MOM method (the solid line) are in excellent agreement with each other.

Figure 3 shows the bistatic scattering results over 50 Monte Carlo realizations of the three methods: MM-PO-UV hybrid method (the dashed line), the improved method (the dotted line), and the MOM method (the solid line). It can be seen that the results of the improved method agree with the MOM method better than the hybrid method without improvements.

![Fig. 2. Comparison of currents on the ship between the improved method and the MOM method.](image)

![Fig. 3. Comparison of bistatic scattering for three methods.](image)

The composite model scattering feature has positive correlation with the shape characteristic of the ship and the distribution of the sea surface. As shown in Fig. 1, the ship’s hull forms a large $80^\circ$ corner reflector with respect to the flat sea surface. The deck house on top of the ship makes a $100^\circ$ corner reflector with the sea surface. Considering the incident angle from the left, strong interactions exist between the near-specular directions of the corner reflectors. It is of interest to see how the coupling interactions contribute to the scattering.

The specular reflection of the corner reflectors formed by the ship and the sea is illustrated in Fig. 4. Figure 4(a) indicates the backscattering path, which involves two reflections from the sea surface and one bounce from the ship’s hull. Figure 4 (b) shows the backward scattering in the...
direction $\theta_s = -60^\circ$ contributed by two different paths. Both the two paths involve a reflection from
the sea surface and a bounce from the ship.

Compared with the corner reflectors formed by the sea surface, the deckhouse also forms a
$100^\circ$ corner reflector with the deck itself, which is much smaller. The physics of scattering waves
interpreted in Fig. 5 (a) indicates that the return wave contributes to the direction $\theta_s = -60^\circ$. In
Fig. 5 (b), the incidence is reflected by the deckhouse directly because its direction is normal
to the left of the deckhouse on the top.

Due to the specular and diffuse reflection, it is expected that the corner reflectors will give rise to
a very high RCS in the near-specular directions over a wide degrees range. As expected, the RCS
in Fig. 3 is greatly enhanced over a broad range of scattering degrees $\Delta \Phi$ ($\Delta \Phi = [-85^\circ, -55^\circ]$) due
to the strong interactions between the ship and the sea. The forward near-specular scattering is also
strong over the degree range $\Delta \Psi$ ( $\Delta \Psi = [75^\circ, 85^\circ]$). The improved hybrid method
matches well with the traditional MOM method because the PO approximation shows
more accuracy in this near-specular directions.

Under the LGA incidence, selection of $g$ and $L$ should be large enough to ensure the convergence. However, a much longer surface
results in a huge number of current unknowns, which makes the computation impractical.

Previously, no numerical results have been
reported involving a rough sea surface much larger than $L = 409.6 \lambda$ applied in this composite
model. In this paper, a much larger $g$ and $L$ is
selected to make sure the ratio of the illuminated intensity on the target to the tapered wave peak
can reach to 0.94 [13]. The tapered wave control parameter is chosen as follows:

\[
g = 4(r/cos \theta_i + h tan \theta_i).
\]

For the composite model in our study, $r$ is the
maximum radius of the ship circled by the dotted line in Fig. 6, $h$ corresponds to the height of the
circle center. $\theta_i$ is the incidence angle. We have $r = 11 \lambda$, $h = 7.5 \lambda$ computed in this case, and a $g = 423.7 \lambda$ is calculated according to Eq. (2).

Figure 7 compares the scattering from the
composite model with different $g$ and $L$ but with
the same other parameters given in the validation.

1. $g = 68.2 \lambda; L = 409.6 \lambda$
2. $g = 423.7 \lambda; L = 4g = 1694 \lambda$
\( g = 423.7 \lambda \); \( L = 6g = 2542\lambda \).

\( g = 68.2 \lambda \), \( L = 4g = 409.6\lambda \) is not convergent in Fig. 7. That’s because when under an LGA incidence, not only the sea region interacting with the ship is greatly enlarged, but also the primary scattering of the ship in the forward direction reaches a much farther area of the sea surface. Obviously, the composite model is not fully illuminated by the incident tapered wave with \( g = 68.2\lambda \). But it is observed that when \( g \) is chosen large enough to ensure the illumination, then a surface length of \( L = 4g \) is sufficient for the simulation.

In the following, this proposed method in our study is applied to a large ship case calculating the LGA scattering from ELS on a sea. The numerical results are compared with a smaller ship case. The smaller ship case has parameters:

\[ a = 9\lambda, b = 5\lambda, c = 4\lambda, d = 6\lambda; g = 423.7\lambda, L = 4g = 1694\lambda. \]

The large ship case has parameters:

\[ a = 36\lambda, b = 20\lambda, c = 16\lambda, d = 24\lambda; g = 1694\lambda, L = 4g = 6779\lambda. \]

The large ship is about 60\( \lambda \) high and the deck is 64.4\( \lambda \) wide. The contour of the ship above the sea water has a length of 179.8\( \lambda \). The MOM region contains the ship and a small portion of the nearby sea surface with a length of 60\( \lambda \). A sampling of 10 points per wavelength will result in 1798 ship surface current unknowns and a total of 67790 rough surface current unknowns. The large number of unknowns would be prohibitive for standard approaches to the MOM, especially if a three-dimensional problem must be considered. Applying the improved MM-PO-UV hybrid method, the final matrix equation is of size 2398, which is far smaller than the unknowns used in the MOM method but still difficult to be solved directly. This proposed method makes it possible for the simulation of scattering from an electrically large ship on an extremely large-scale sea surface.

Comparison is made between the smaller ship case and the large ship case in Fig. 8. It is shown that the RCS is strong over a range of near-specular degrees \( \Delta \Phi (\Delta \Phi = [-85, -55]) \) for both cases. But the strong RCS results split for the smaller ship case in the scattering angles \( \theta_1 = -80^\circ \) and \( \theta_2 = -60^\circ \) where the RCS reach sharp peaks for the large ship case. To explain this phenomenon, the total scattering from the composite model can be decomposed into two scattering terms: 1) the ship term refers to the scattering contributed by the radiation of currents on the ship; 2) the sea term means the scattering contributed by the radiation of currents on the sea surface.

Figure 9 compares the two decomposed scattering terms of the smaller ship case. It is noticed obviously that the sea term is stronger than the ship term over \( \Delta \Phi (\Delta \Phi = [-85, -55]) \), which is the near-specular directions. The backward scattering over \( \Delta \Phi \) is dominated by the sea term due to the re-radiation interaction from the ship.
Compared with the smaller ship case in Fig. 9, each scattering term in Fig. 10 for the large ship case is greatly enhanced over the range $\Delta \Phi$. That’s because as the electrical size of the ship is increased, the sea regions interacting with the ship become larger. Thus, the coupling interaction between the large ship and a wider area of the sea surface is apparently stronger than the smaller ship case, which gives rise to higher RCS in the near-specular directions. As a result of the large size, the ship term is greatly intensified and it has a very close value to the sea term in the backscattering.

Fig. 8. Comparison of bistatic scattering between a large ship case and a smaller ship case.

To explain the two backward splits of the small ship case, the phase of the scattered field contributed by each scattering term is extracted, respectively. Taking the split in $\theta_r = -80^\circ$ as an example, the phase of the ship term is $-60^\circ$ and the sea term is $90.1^\circ$. There’s a phase difference of about $\Delta \varphi = 150.1^\circ$ between the two scattering terms. Although each scattering term reaches a high value in the backscattering angle $\theta_r = -80^\circ$ respectively, the total scattering is reduced due to the nearly opposite phase of the two scattering terms. The phase difference could reduce the scattering but it will also enhance the total scattering results. Different to the smaller ship case, the RCS of the large ship case in the backscattering is greatly strengthened, because of the nearly same phase.

Fig. 9. Scattering terms of the smaller ship case.

Fig. 10. Scattering terms of the large ship case.

Furthermore, energy conservation by integrating bistatic scattering over the upper half space is given in [11]:

$$P = \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} d\theta_r \sigma(\theta_r). \quad (3)$$

In our simulations, the value calculated is close to the unity. The accuracy of the algorithm for the energy conservation is validated.

**IV. CONCLUSION**

With the improvements made to the hybrid method, its scope of application is enhanced for complex large-scale problems such as an arbitrarily shaped ship target of large electrical scale on the surface under an LGA. In this study, the subdivision of the MM and PO region is performed flexibly according to the physical considerations. An iterative solution combining the UV decomposition method is applied to solve the large matrix equation. The accuracy of the
The proposed method was validated by the comparison made with the MOM method. As the large number of unknowns would be prohibitive for standard approaches to the MOM, the efficient hybrid method makes it possible for large-scale complex problems, and the large number of simulations can be handled in a reasonable amount of time.
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Abstract — Replacing realistic materials and structures by their ideal counterparts, canonical surfaces, is of great interest for initial and conceptual electromagnetic (EM) studies. The recently introduced DB boundary is defined by a set of simple boundary conditions forcing the normal components of the D- and B- fields to be zero at the boundary. We show that this DB boundary produces many 2-D scattering results that are similar to how practical so-called electromagnetic bandgap (EBG) surfaces behave within the bandgap. Still, it is not directly useable as a canonical EBG surface, because, as we demonstrate in this paper, it is incomplete, creating an anomaly for normal incidence which causes unphysical field solution for 3-D field problems. We have removed this anomaly by introducing the PMC-amended DB boundary. This works in the same way as a practically realized EBG surface for both 2-D and 3-D problems within the bandgap, and is therefore a canonical EBG surface.

Index Terms — DB boundary, EBG surfaces, mushroom surface.

I. INTRODUCTION

The present paper will explain some simplified and ideal boundary conditions that can be referred to as canonical surfaces because they have a physically realizable counterpart. Such canonical surfaces are useful for the further development and unification of the metamaterials area. These ideal boundary conditions include perfect electric conductors (PEC), perfect magnetic conductors (PMC), ideal soft and hard surfaces [1] (represented by PEC/PMC strip grids [2]), and the newly introduced DB boundary [3]. Each of them has a physical realizable counterpart, provided in the latter case that the original DB boundary condition is amended. The present paper will show that the physical counterpart of the amended DB surface is the electromagnetic bandgap (EBG) surface. The name DB boundary refers to the fact that the vertical components of both the D-field and the B-field at the boundary are defined to be zero.

The anisotropic soft surface was introduced in analogy with acoustics to explain why certain surfaces stop waves from propagating along them. Later, it was shown that isotropic high impedance surfaces could stop surface waves as well [4]. The latter are now more correctly referred to as electromagnetic bandgap surfaces, because most so-called high impedance surfaces only have high surface impedance for normal incidence, whereas the wave-stop characteristics are related to the non-existence of surface waves along the surface, and not to this high surface impedance. The hard surface was introduced as the complement to the
original soft surface, allowing waves of any polarization to propagate freely along it. This was then used for removing blockage by cylindrical objects [5], nowadays referred to as cloaking [6].

The guest editorial in [7] gave a joint comprehensive presentation of the EBG surfaces and the soft and hard surfaces by defining ideal canonical surfaces and their boundary conditions, but it also stated the lack of a simple boundary condition for the EBG surface. The present paper explains how the newly introduced DB boundary [3] can be amended to provide such a simple boundary condition and thereby can represent an ideal EBG surface, or in other words an ideal, isotropic and polarization-independent soft surface. The amendment is needed because the DB boundary condition is undefined for normal incidences, i.e., it is incomplete and needs to be amended. As a result, an anomaly appears in some field solutions. The present paper shows how the DB boundary condition can be amended to avoid such anomalies, providing the direction of wave propagation along the EBG surface is known. The amended DB surface is referred as a PMC-amended DB surface.

The computational and analytical simplifications offered by the canonical surfaces have already proven to be advantageous for numerical solutions [8] and generation of conceptually new microwave devices, such as the invisible hard struts in [5] representing the first metamaterial cloak, and the new gap waveguide described in [9]. The latter is a generalization of the single hard-wall parallel-plate waveguide [10], and represents a way to guide local waves (beams) in the gap between parallel metal plates. It originates from the miniaturized hard waveguide in [11-12], and the concept can also be used for packaging of microstrip circuits [13]. The gap waveguides make use of high impedance surface or EBG surface to suppress parallel plate modes, a physical phenomenon that is easily explained in terms of the ideal PMC or amended DB boundaries, respectively.

II. CANONICAL SURFACES: PEC, PMC, PEC/PMC STRIP GRID, PMC-AMENDED DB BOUNDARY

Artificial surfaces like soft and hard surfaces, artificial magnetic conductors, high impedance surfaces, and electromagnetic bandgap surfaces can be used to control wave propagation: enhance it in desired directions, stop it in undesired directions, and improve polarization characteristics of both. These properties can be explained by reference to Table 1. This was first presented in [2], updated and improved in [6], and it is here extended by introducing the PMC-amended DB boundary as a canonical surface having similar property as the EBG surface at the “best” frequency within the bandgap. The table contains also the related DB boundary as explained below. The boundary conditions of the ideal canonical surfaces are also added to Table 1. Notice that we did not impose any frequency dependence of the boundary condition because we consider ideal surfaces. Actual realizations of the canonical surfaces will always have strong frequency dependences (except for the PEC).

The explanations of the boundaries are:

**Perfect Electric Conductor (PEC):** This surface is widely used in most EM modeling and computations as it describes metal conductors very well when analyzing guiding or radiating properties in the microwave region. The boundary conditions are well defined.

**Perfect Magnetic Conductor (PMC):** The EM field theory is easily extended to allow PMC. This surface does not exist naturally, but it can be realized artificially within frequency bands and is then referred to as an artificial magnetic conductor (AMC). The ideal boundary condition is well defined and it appears often in practice at the beginning of the frequency band of operation of the AMC.

**PEC/PMC strip grid:** This is the physical equivalent of an ideal soft/hard surface, see Fig. 1. The surface has locally infinite and unidirectional electric and magnetic conductivity, i.e. both the electric and magnetic currents can only flow in the...
strips direction. The PEC/PMC strips can follow any arbitrarily shaped path of planar or non-planar form. For the transverse soft case (STOP surface) the PEC/PMC strip grids form electric/magnetic current fences that stop wave propagation, and for the longitudinal hard case (GO surface) they form electric/magnetic current lanes that enhance wave propagation. The ideal boundary conditions are well defined, and many realizations exist. The two most common realizations are corrugations and metal-strip-loaded grounded dielectric substrates. In the first case the ridges of the corrugations represent PEC strips, while the PMC strips are obtained by $\lambda/4$ transformers formed by the grooves. In the metal-strip-loaded case, the strips naturally represent PEC strips, and the PMC strips are obtained similarly as in the corrugated case by $\lambda/4$ transformers present between the ground plane and the dielectric surface. The ideal boundary conditions appear also for these realizations in the beginning of the frequency band where they work as soft or hard surfaces.

**DB boundary:** The boundary condition states that both the vertical $E$ and the vertical $H$ field components are zero. (The original formulation is vertical $D$ and the vertical $B$ field components being zero, but we limit our practical interpretations to surfaces in vacuum or air.) Thereby, it stops waves at grazing angles for both horizontal and vertical polarizations for all angles of incidence. Therefore, it works similar to an EBG surface, or in other words like an isotropic soft surface. The boundary condition is well defined, except for the case of a plane wave under vertical (normal) incidence to the surface. For normal plane wave incidence the incoming fields have no vertical components, and therefore the boundary condition is automatically satisfied for any reflection coefficient. Thus, the reflection coefficients as well as the boundary conditions are undefined for normal incidence, or in other words the boundary condition is incomplete. In most cases this will mean that the normally incident waves will pass through the boundary. The reflection coefficient of a realized EBG surface has always a phase that varies with elevation angle for TE case, in such a way that it appears like a PEC for grazing incidence and like a PMC for normal incidence. The anomaly of the reflection properties of the ideal DB boundary for normal incidence has therefore some relation to peculiarities of its practical counterpart. This

<table>
<thead>
<tr>
<th>Canonical Surface</th>
<th>E-field Polarization</th>
<th>Ideal boundary condition (in xy-plane)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEC</td>
<td>VER (TM)</td>
<td>$E_x = E_y = 0$ &amp; $\partial E_x / \partial z = 0$</td>
</tr>
<tr>
<td>PMC</td>
<td>STOP</td>
<td>$H_x = H_y = 0$ &amp; $\partial H_x / \partial z = 0$</td>
</tr>
<tr>
<td>PEC/PMC Strip grid</td>
<td>STOP</td>
<td>$E_x = 0$ &amp; $H_x = 0$</td>
</tr>
<tr>
<td>PMC-amended DB boundary</td>
<td>STOP</td>
<td>$E_x = 0$ &amp; $H_x = 0$, amended by (1)</td>
</tr>
<tr>
<td>DB boundary (???)</td>
<td>GO</td>
<td>$\partial E_x / \partial z = 0$ &amp; $\partial H_x / \partial z = 0$ (incomplete)</td>
</tr>
</tbody>
</table>
anomaly causes some strange unphysical field solutions for some special cases and needs therefore to be corrected. This will be discussed in the next section.

D’B’ boundary: By analogy with the DB boundary, the D’B’ boundary is an isotropic hard surface defined by the boundary conditions seen in Table 1. However, in contrast to the DB boundary no realization of the D’B’ boundary is known so at present it is of little practical interest.

The characteristics of the three different surfaces with respect to polarization of the grazing waves are also illustrated in Table 1. The PEC supports vertically polarized waves that can propagate with strong amplitude; it is a “GO” surface for vertical polarization. These propagating waves are not really surface waves in the mathematical sense, because they are represented by a branch point rather than a pole in the spectral domain. Thus, they are for the ideal case surface waves at cut-off (linked to the corresponding space waves) rather than normal isolated surface waves trapped by the surface. However, when the surface has a thin dielectric coating, the wave along the surface becomes a TM surface wave (i.e. a pole). The PEC STOPs effectively horizontally polarized waves, because the horizontal field component is zero. The PMC behaves naturally in the opposite (dual) way; it is a GO surface easily passing waves along it for horizontal polarization and a “STOP” surface for vertical polarization (see table). The classical soft/hard surfaces can be represented physically by a PEC/PMC strip grid as explained above and illustrated in the table as well. This will STOP waves propagating with both horizontal and vertical polarizations when the strips are oriented transverse to the direction of propagation (soft case), and it will allow the waves to pass (i.e. GO) when they are oriented longitudinally in the same direction as the waves propagate (hard case).

The soft/hard surfaces were originally realized by metal corrugations or metal strips loading a grounded substrate. The soft/hard characteristics appear when they are oriented transversely/longitudinally with respect to the direction of wave propagation. For the soft case, they form so-called electric and magnetic current fences that stop the waves, and for the hard case they form electric and magnetic current lanes that enhance wave propagation.

III. AMENDING THE ORIGINAL DB BOUNDARY

The realized 2-D periodic EBG surfaces behave normally like PMC within some frequency band (or bands) for wave incidence close to normal. However, for wave incidence close to grazing angle and within the lower part of the same frequency band, the EBG surfaces behave more like transverse PEC/PMC strip surface, i.e. like a soft surface stopping waves. The original anisotropic 1-D periodic soft surface has STOP characteristics over an infinite bandwidth for the TE case (i.e. horizontal polarization), provided the period is small enough. Still, the 2-D EBG surfaces are preferable in some applications (such as in the cut-off regions of gap waveguides) because they are isotropic, stopping waves from any direction. For grazing incidence, the 2-D periodic EBG surfaces normally transform from STOP to PMC-type surface at the upper edge of the stop band. These rather complex characteristics of the 2-D EBG surfaces make them impossible to categorize completely in terms of PEC and PMC boundary conditions. However, as stated in the table, the DB boundary characterizes them well. Still, practical EBG surfaces may also be used as PMC ground planes (for low profile electric current radiators), and this characteristic the DB boundary cannot capture. In fact, as already stated before, the DB boundary condition has no effect on normal incident waves, i.e. the solution is undefined which makes the boundary condition incomplete. Therefore, the original DB boundary condition needs to be completed, or amended.

We propose here to amend the original DB boundary condition in the following way:

$$E_n = 0, \quad H_n = 0$$

Amended DB boundary: $E_n = 0, \quad H_n + jH_l = 0$  (1)

where $E_n$ and $H_n$ are normal components of the E- and H-fields at the boundary and $H_l$ is the longitudinal component in the direction of wave propagation along the surface. Here we prefer to be more general and for that reason we have introduced a local surface normal $n$, which is referred to by the index $z$ in Table 1. This means that the amendment only can be used if we know the direction of wave propagation along the
surface. This is not always known, but luckily in most antenna problems the direction of wave propagation is well known.

We will now study field solutions obtained analytically and numerically for two illustrative cases, plane wave scattering from an EBG cylinder and radiation from a horizontal dipole over an EBG surface. The purpose is to visualize the anomaly appearing for the latter case, and to show that the proposed amendment gives results in agreement with numerical simulations which include all the details of the practically realized EBG structure.

IV. SCATTERING FROM CYLINDER WITH EBG SURFACE

In order to understand the characteristics of the DB boundary and confirm our assessments, we first compare its behavior with other canonical surfaces. The series solutions for the scattering from circular cylinders are considered in this section. The scattering from a DB circular cylinder due to the normal plane wave incidence is found to be exactly the same as the scattering from a circular cylinder of PEC/PMC strips directed longitudinally parallel to the cylinder axis [14, 15]. Also, for plane wave under grazing incidence (along the cylinder axis) the scattering from a DB cylinder is exactly the same as for a cylinder with circumferentially directed PEC/PMC strips. However, these exact equalities are only true if the undefined boundary condition is neglected at the point along the cross section of the cylinder where the wave has normal incidence at the DB boundary itself. It is here argued that this point can be neglected because it represents an infinitesimally small part of the complete circumferential boundary. It should also be emphasized that the two series solutions of the PEC/PMC cylinders were obtained by TE/TM decomposition, and that they were verified against 2-D method of moment solutions for TE and TM cases separately. The results are shown in Figure 2. We see that the DB boundary behaves exactly as a soft surface for the two incidences. For normal incidence, the longitudinal PEC/PMC strips define a soft surface, and for grazing incidence, the circumferential strips do.

![Diagram of cylinder with EBG surface](image)

Fig. 2. Echo width of the circular cylinder with geometry shown in (a) for TE and TM cases, i.e. $\sigma_\phi$ and $\sigma_\theta$, respectively. The DB boundary condition is compared with (b) longitudinal PEC/PMC strips forming a circular cylinder due to normal plane wave incidence, and (c) circumferential PEC/PMC strips forming a circular cylinder due to grazing plane wave incidence. Curves not seen explicitly coincide identically with their counterpart. Note that the undefined DB boundary conditions for normal incidence were neglected in these results.
In order to compare the DB boundary conditions to a realistic EBG surface we computed the scattering from a cylindrical mushroom surface by using CST Microwave Studio [15]. The dimensions of the mushroom structure are \( w = 2.25 \text{ mm}, \ P = 2.4 \text{ mm}, \ t = 1.6 \text{ mm}, \ \varepsilon_r = 2.2 \) and the vias diameter is 0.36 mm. The frequency is 12 GHz and the radius of the PEC cylinder is 20 mm. The results are shown in Figs. 3b and c, and we see that there is quite good agreement between the CST results for the practical surface and the series solution for the DB surface.

We have also calculated the equivalent blockage width for this DB surface case (Figs. 3d and 3e). The equivalent blockage width \( (W_{eq}) \) is a complex-valued parameter (introduced in [5]) that represents the width of an ideal shadow which produces the same forward-scattered field as the cylinder that is being observed (in our case, a DB cylinder). Only the real part of \( W_{eq} \) is considered here \( (\text{Re}(W_{eq})) \). The parameter similar to the equivalent blockage width is the scattering cross section per unit length (SCS). It is defined as a ratio of power density of all scattered spatial harmonics and the intensity of the incident Poynting vector. Both the \( W_{eq} \) and SCS are the quantities that actually show how wide the cylinder appears for the electromagnetic waves. For lossless scatterers the SCS is equal to \( 2 \cdot \text{Re}(W_{eq}) \) according to the forward scattering theorem, being discussed also in [5]. This relation was verified by computation of both SCS and \( W_{eq} \) to be satisfied also for cylinders described with DB boundary conditions, therefore there is no leakage of energy present. However, this non-existing leakage problem is in the present case due to the fact that we did not account for the special normal incidence, thereby avoiding that the DB boundary conditions are not defined for normal incidence.
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(a) Geometry

(b) Echo width for TM polarization at 12 GHz

(c) Echo width for TE polarization at 12 GHz

(d) Equivalent blockage width and SCS as a function of frequency for ideal DB cylinder

(e) Equivalent blockage width of ideal DB cylinder and EBG mushroom cylinder (TE and TM polarizations computed using CST Microwave Studio)

Fig. 3. Results for ideal DB cylinder (neglecting normal incidence problem) compared to results for EBG mushroom cylinder obtained by CST Microwave Studio.
V. RADIATION FROM DIPOLE OVER EBG GROUND PLANE

In order to investigate properties of the DB boundary conditions further we consider radiation from a horizontal dipole over a planar EBG surface (see Fig. 4a). Using the plane-wave spectral-domain method in the same way as in [18]-[19], it is easy to determine the Green’s functions of the DB boundary, see the Appendix. The $G_{xx}$ component of the dyadic Green’s function becomes

$$
\tilde{G}_{xx}(z > h) = -\frac{\eta_0 k_z^2 \cos(k_z h) + j \eta_0 k_z^2 k_y^2 \sin(k_z h)}{k_z} e^{-j k_z z}$$

(2)

and equivalently for the other components. From this, the far-field radiation pattern of the horizontal dipole can be determined and is plotted in Fig. 4b.

The working frequency is 12 GHz, and the short dipole is located 0.5 mm above the DB boundary. It can be seen that the E-plane and the H-plane do not match at all for $\theta = 0^\circ$, which is wrong as E-plane and H-planes coincide for $\theta = 0^\circ$. This is therefore an anomaly produced by the DB boundary condition not being defined for $\theta = 0^\circ$. The explanation to the particular results still achieved is given below. In the E-plane (i.e. for $k_y = 0$), the structure is equal to the x-directed dipole over the transverse (y-directed) PEC/PMC strips [18]. For the specific case $k_y = 0$, corresponding to $\theta = 0^\circ$, we obtain

$$
\tilde{G}_{xx}(z > h) = -\frac{\eta_0 k_z \cos(k_z h)}{k_0} e^{-j k_z z} \tilde{J}_x$$

(3)

The same Green’s functions are obtained in [18] where the Green’s functions of a dipole over the PEC/PMC strips surface are derived. However, in the H-plane ($k_x = 0$) we have the x-directed source over the x-directed PEC/PMC strips, which is the same situation as the horizontal dipole over the PEC plane (since the x-component of H-field is zero, the H-field “does not see” the PMC strips). The corresponding Green’s function is simply

$$
\tilde{G}_{xx}(z > h) = -\frac{j \eta_0 k_0 \sin(k_z h)}{k_z} e^{-j k_z z} \tilde{J}_x$$

(4)

We readily see that these two values are not equal for $\theta = 0^\circ$, i.e. when $k_z = k$, thus the anomalous behavior appears.

A. The amended DB boundary

The EM waves that are excited by the horizontal dipole can be represented as a sum of TM and TE plane waves. The problem with the TE waves is that they “feel” that the EBG surface acts as a PEC structure, which is not correct for angles close to normal incidence. We will now first use a more general form of the amended DB boundary condition than that in (1), i.e.

$$
H_n + \alpha \cdot H_l = 0,
$$

(5)

where $H_n$ and $H_l$ denote the normal and the longitudinal component of the magnetic field, respectively, and $\alpha$ is a coefficient (still to be determined). Since the direction of propagation can be determined from $k_x$ and $k_y$ spectral variables, the normal and longitudinal components of the magnetic field are simply

$$
H_n = H_z, \quad H_l = \frac{k_x}{\beta} H_x + \frac{k_y}{\beta} H_y.
$$

(6)
Only the TE polarized wave is of interest (reflection of TM waves is described with the boundary condition \( E_z = 0 \)). Without losing generality let us assume that the wave is propagating in the \( y \)-direction, and that \( \theta \) is the angle of incidence (\( \theta \) is angle towards z-axis). Therefore, we can write

\[
\begin{align*}
  k_x &= 0, \\
  k_y &= k_y \cdot \sin \theta, \\
  k_z &= k_y \cdot \cos \theta.
\end{align*}
\]

(7)

The TE wave can be described with (\( R \) is the reflection coefficient)

\[
  H_z = e^{jk_z z} + R \cdot e^{-jk_z z},
\]

(8)

and consequently at \( z = 0 \) we can now write \( H_z = 1 + R \). The \( y \)-component of the \( H \)-field is equal to

\[
  H_y = -\frac{j \kappa_y}{\beta^2} \frac{\partial}{\partial z} H_z = -\frac{j}{k_y} \frac{\partial}{\partial z} H_z,
\]

(9a)

\[
  H_y = \frac{k}{k_y} \left( e^{jk_z z} - R \cdot e^{-jk_z z} \right),
\]

(9b)

and again at \( z = 0 \) we obtain \( H_y = (k_z/k_y)(1 - R) \). The modified DB boundary condition is now equal:

\[
  (1 + R) + \alpha \cdot \frac{k_z}{k_y} \cdot (1 - R) = 0.
\]

(10)

Therefore, the reflection coefficient is equal:

\[
  R = -\frac{1 + \alpha \cdot k_z/k_y}{1 - \alpha \cdot k_z/k_y}.
\]

(11)

Since we are considering reflection from a surface, we expect \(|R| = 1\). Therefore, the only way that \(|R| = 1\) for all incidence angles is that \( \alpha \) is purely imaginary number. We will simply define coefficient \( \alpha \) as \( \alpha = -j \). Note that the value of the reflection coefficient is now \( R = +1 \) for \( \theta = 0^\circ \) (PMC for normal incidence) and \( R = -1 \) for \( \theta = 90^\circ \) (PEC for grazing incidence, i.e. soft surface for grazing incidence). We have already in (1) referred to this special choice of \( \alpha = -j \) as the PMC-amended DB boundary condition.

The far-field radiation pattern of a horizontal dipole over a surface described with the corrected DB boundary conditions is given in Fig. 5. Like in the previous case, the working frequency is 12 GHz, and the short dipole is located 0.5 mm above the DB boundary. It can be seen that there now is no problem with singularity at \( \theta = 0^\circ \), i.e. the E-plane and the H-plane now match each other at \( \theta = 0^\circ \). Furthermore, the radiation pattern reveals that the surface acts as a PMC for angles around normal incidence and that it stops propagating waves for angles close to grazing incidence.

![Fig. 5. Far-field radiation pattern of a horizontal dipole over a surface described with PMC-amended DB boundary conditions.](image)

Figure 6 shows comparison of the radiation pattern of the short dipole over the EBG surface realized by the same mushroom structure as in the previous case in Section IV. The working frequency is 12 GHz, i.e. the considered frequency is in the beginning of the stop band which is between 11 and 15 GHz. It can be seen that there is a good agreement between the results for the mushroom structure (modeled with the CST Microwave Studio) and for the canonical EBG surface (modeled with the PMC-amended DB boundary condition) at the best frequency of 12 GHz in the beginning of the bandgap. The frequency dependences of the radiation patterns calculated with both, amended DB boundary conditions and CST, which clearly show that the matching is the best at 12GHz, are shown in Fig. 7. One should note that the considered structures when performing CST calculations were finite and therefore small ripples can be seen due to internal
reflection and diffraction from the edges of the structure.

Fig. 6. Far-field radiation pattern of a horizontal dipole over the PMC-amended DB and EBG surfaces at 12 GHz.
VI. RADIATION FROM A DIPOLE OVER A CYLINDRICAL PERIODIC STRUCTURE

We would also like to determine how the curvature of the surface influences both the original DB and the PMC-amended DB boundary conditions. In order to do that, we have investigated the radiation of an axially oriented dipole over the cylindrical EBG surface. The problem is described in the classical cylindrical coordinate system: the dipole is $z$-directed and the surface is described with its radius (we have considered the structure with radius $r_{DB} = 21.6$ mm). The working frequency is 12 GHz and the dipole height over the DB boundary is 0.5 mm. The problem is analyzed using the spectral-domain approach, similarly to the planar case (the details can be found in [19]). The obtained radiation pattern is shown in Fig. 8. It can be seen that there is no problem with singularities for the direction normal to the structure ($\theta = 90^\circ$ and $\phi = 0^\circ$ for the considered structure), i.e. both E-plane and H-plane patterns match in that direction. However, the radiation pattern is not the one we would expect from a dipole over an EBG surface. In more details, the PEC component of the DB boundary prevails over the PMC component, i.e. for the direction normal to the structure the structure acts more like a PEC.

If we apply the PMC-amended DB boundary conditions (defined with the equation (1)), the situation is quite different. In order to compare the DB boundary with a realistic EBG surface we have used the same EBG structure like in the previous case; the working frequency is again 12 GHz. In Fig. 9 we have compared the radiation patterns obtained with corrected DB boundary conditions and with the CST Microwave Studio. It can be seen that the agreement is very good, i.e. the PMC-amended DB boundary condition works very well in describing the main and desired characteristics of the EBG surface. Naturally this is only valid inside the frequency band where the considered structure has a bandgap property. This is clearly seen by viewing Fig. 10 which shows the frequency dependence of this structure, calculated using CST Microwave Studio.
VII. CONCLUSIONS

The paper has summarized previously defined canonical surfaces for use in electromagnetic computations and conceptual studies. The PEC is well accepted and quite extensively used. A similar situation exists for the PMC case, at least in theoretical work and as symmetry planes in EM computations. However, in most computational codes the PMC cannot be used for finite and arbitrary shapes and it cannot be curved. The authors hope that this overview can stimulate software vendors and developers to include arbitrarily shaped PMCs in their codes. This is easily done and will add important capabilities. Similarly, it would be useful if arbitrarily shaped PEC/PMC strip grids with arbitrary strip orientations could be included for general usage. The PEC/PMC strip grids represent soft and hard surfaces and can open up for more fundamental studies and principally new hardware solutions.

The newly introduced DB boundary has characteristics similar to an ideal EBG surface, i.e. an isotropic soft surface, but the present paper has highlighted some anomalies that need to be resolved by more research before they can be used in general codes. For a new canonical surface to be meaningful we must require that it is simple and general, and has interesting and useful characteristics. We have proposed a simple amendment in equation (1), referred to as the PMC-amended DB boundary, that seems to work, but it is limited in the sense that it requires knowledge of the propagation direction of the waves along the surface. This limitation is not severe when applied in analytical and semi-analytical modeling like in the present paper. However, for use in general 3-D Moment Method,
FDTD and FEM based field solvers a more general amendment is needed.

There is also the previously introduced so-called D’B’ boundary, but this has no known practical counterpart and therefore there is no particular interest for this surface at the moment. The D’B’ boundary suffers from a similar anomaly as the DB boundary and also needs to be corrected.
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APPENDIX

The sketch of the structure is given in Fig. 3. The normal EM field component has a form:

\[ \begin{align*}
\vec{E}_z &= A e^{-jk_z(z-d)} \\
\vec{H}_z &= B e^{-jk_z(z-d)} \quad \text{for } z \geq d \tag{A1a}
\end{align*} \]

\[ \begin{align*}
\tilde{E}_z &= C \cos(k_z z) + D \sin(k_z z) \quad \text{for } 0 \leq z \leq d \tag{A1b}
\end{align*} \]

\[ \begin{align*}
\tilde{H}_z &= E \cos(k_z z) + F \sin(k_z z)
\end{align*} \]

The transverse components can be calculated as:

\[ \begin{align*}
\tilde{E}_x &= \frac{jk_x}{\beta^2} \frac{\partial \tilde{E}_z}{\partial z} - \frac{\eta_0 k_0 k_x}{\beta^2} \tilde{H}_z \tag{A2a}
\end{align*} \]

\[ \begin{align*}
\tilde{E}_y &= \frac{-jk_y}{\beta^2} \frac{\partial \tilde{E}_z}{\partial z} + \frac{\eta_0 k_0 k_y}{\beta^2} \tilde{H}_z 
\end{align*} \]

\[ \begin{align*}
\tilde{H}_x &= \frac{jk_x}{\beta^2} \frac{\partial \tilde{H}_z}{\partial z} + \frac{k_0 k_y}{\eta_0 \beta^2} \tilde{E}_z \tag{A2c}
\end{align*} \]

\[ \begin{align*}
\tilde{H}_y &= \frac{-jk_y}{\beta^2} \frac{\partial \tilde{H}_z}{\partial z} + \frac{k_0 k_x}{\eta_0 \beta^2} \tilde{E}_z 
\end{align*} \]

\[ \beta^2 = k_x^2 + k_y^2. \tag{A2d} \]

The DB boundary conditions at \( z = 0 \) straightforwardly define two out of six unknowns:

\[ \begin{align*}
E_z &= H_z = 0 \tag{A3a}
\Rightarrow C = E = 0 \tag{A3b}
\end{align*} \]

The remaining four boundary conditions are:

\[ \begin{align*}
\tilde{E}_x^+ - \tilde{E}_x^- &= 0 \\
\tilde{E}_y^+ - \tilde{E}_y^- &= 0 \quad \text{at } z = h. \tag{A4}
\end{align*} \]

\[ \begin{align*}
\tilde{H}_x^+ - \tilde{H}_x^- &= 0 \\
\tilde{H}_y^+ - \tilde{H}_y^- &= -\tilde{J}_x
\end{align*} \]

The four equations with four unknowns are “easily” analytically solved giving the following results:

\[ \begin{align*}
A &= \frac{\eta_0 k_0}{k_0} \cos(k_z h) \tilde{J}_x \\
B &= j \frac{k_y}{k_0} \sin(k_z h) \tilde{J}_x \\
D &= -j \frac{\eta_0 k_0}{k_0} e^{-jk_z h} \tilde{J}_x \\
F &= j \frac{k_y}{k_0} e^{-jk_z h} \tilde{J}_x
\end{align*} \]

From here it is easy to derive all EM field components using equations (A1) and (A2). For example, the \( E_x \) component is equal to

\[ \tilde{g}_x(z > h) = -\frac{\eta_0 k_0^2 k_x^2 \cos(k_z h) + j \eta_0 k_0^2 k_y^2 \sin(k_z h)}{\beta^2 k_0 k_x} e^{-jk_z h} \tilde{J}_x. \] (A6)
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Abstract - In this paper, a miniature printed antenna utilizing magnetic photonic crystal (MPC) modes is presented. Typically, MPC modes are supported by a combination of anisotropic dielectric and ferrimagnetic layers. Here, these modes are emulated using coupled printed lines on a grounded dielectric substrate with small, biased ferrimagnetic inclusions. The resonant antenna is formed by cascading two unit cells excited with a probe feed. A recessed, cavity-backed version of this antenna is embedded into a vehicular platform with a goal to minimize platform effects. Several locations on the vehicle are studied and antenna placement is optimized using a combination of two commercially available electromagnetic simulators.

Index Terms - Anisotropic media, coupled microstrip lines, degenerate band edge (DBE) crystals, magnetic photonic crystals (MPC), metamaterials, miniature antennas, embedded antennas, vehicular antennas.

I. INTRODUCTION

Conventional military ground vehicles usually end up being populated with many protruding antennas, making them vulnerable targets. Thus, when installing antennas on such vehicular platforms, a typical objective is to reduce their profile and decrease their radar signature, while maintaining the performance delivered by protruding antennas. However, for multipurpose military ground vehicles, antenna installation is even more challenging due to limited areas for placement. More specifically, the large conducting surfaces found on the hood and roof cannot be used due to other utilities (such as weapon installations, spare tires, supplies, and personnel transportation). Therefore, antennas need be placed (still conformally) towards the edges of vehicle roof, doors, bumpers, and windows frames. These restrictions place additional challenges for designing antennas that are less susceptible to nearby structure effects. Such platform effects must be reduced to suppress the need for antenna retuning when installed. In this paper, we introduced a cavity-backed (slot type) antenna that remains stable even when placed within 1.5" (3.81cm) of the vehicle’s edges.

The proposed miniature antenna is based on modes found in periodic stacks of misaligned dielectric layers, similar to those shown in Fig. 1(a)-left. These novel modes were referred to as degenerate band edge (DBE) and magnetic photonic crystal (MPC) modes [1-3]. Extreme wave slow down at much lower frequencies was harnessed for realizing miniaturized and highly directive antennas [4-6]. More recently, the misaligned anisotropic dielectric layers in these volumetric crystals were successfully emulated by a combination of uncoupled and coupled microstrip line sections on uniform substrates; see Fig. 1(a)-right. The DBE modes emulated using such coupled lines enabled miniature, high gain microstrip antennas [7]. Specifically, the maximally flat dispersion curves of DBE crystals, shown in Fig. 1(b)-left, allowed for significant miniaturization over microstrip loop
and patch antennas. However, the zero slope associated with the $K = \pi$ resonance at the band edge suffers from reduced bandwidth. As a remedy, in this paper we introduce biased ferrimagnetic inclusions at the coupled line sections to obtain nonreciprocal MPC dispersion modes. As depicted in Fig. 1(b)-right, nonzero slope is realized in the dispersion curve around $K = \pi$ point. This implies improved miniaturization and bandwidth enhancement.

Fig. 1. (a) Coupled lines emulating anisotropy in a DBE unit cell. (b) DBE and MPC dispersion diagrams.

II. MPC ANTENNA DESIGN AND PERFORMANCE

Previously, DBE dispersion modes were emulated in [7] using uncoupled and coupled line sections on a uniform dielectric substrate, as shown in Fig. 2(a)-top. The uncoupled sections were bent inwards to attain a compact footprint. For emulating nonreciprocal MPC modes, small biased ferrimagnetic inclusions were inserted under coupled line sections, as depicted in Fig. 2(a)-bottom [8]. The corresponding dispersion curves of these DBE and MPC unit cells are shown in Fig. 2(b). Next, DBE and MPC antennas were formed by circularly cascading two unit cells, as depicted in Fig. 3(a). A coaxial probe feed and a small microstrip stub were also used to capacitively excite these DBE and MPC elements. As illustrated in Fig. 3(b), for the MPC case, ferrimagnetic inclusions under the coupled lines extend down to ground plane level and small magnets placed underneath provide the necessary DC magnetic bias. A rectangular patch antenna was also designed for comparison purposes. In all antennas, the same 2”×2”×0.5” (5.08cm×5.08cm×1.27cm) dielectric substrates with 2”×2” (5.08cm×5.08cm) ground planes were used. MPC antenna in Fig. 3(a) with 0.8”×0.87” (2.03cm×2.21cm) footprint resonates at 2.35 GHz, having 8.8% bandwidth and 6.2 dB realized gain. DBE antenna with a 0.97”×0.99” (2.46cm×2.51cm) footprint resonates at the same frequency, having 6.9% bandwidth and 6.5 dB gain. Patch antenna at the same frequency has 11.6% bandwidth and 6.7 dB gain, by utilizing a much larger footprint of 1.23”×1.14” (3.12cm×2.9cm). Hence, MPC antenna is 28% smaller than the DBE and 50% smaller than the patch (in terms of footprint area). Although much smaller in footprint size, MPC antenna maintains almost same bandwidth and gain as the patch. The substantial footprint reduction obtained by the MPC antenna suggests that its substrate size can be further reduced without much degradation in performance. This is explored in the next section when a cavity-backed configuration is considered.

A prototype of the MPC antenna in Fig. 3(a) was also fabricated and is shown at the inset of Fig. 4(a). The antenna substrate was formed using four layers of 125 mil thick Rogers Duroid 5880 dielectrics and was fastened using two plastic ribbons. The ferrimagnetic insertions (NG-1001 CVG of TCI Ceramics: $4\pi M_s = 976G$, $\Delta H = 7Oe$, $\varepsilon_r = 14.2$ and $\tan \delta = 1\times10^{-4}$) were inserted into two rectangular holes in each dielectric layer. To bias the antenna, two small permanent magnets (1”×1/2”×1/16”: 2.54cm×1.27cm ×1.59mm) were placed underneath the ground plane. Its measured return loss is plotted in Fig. 4(a). As seen, this prototype delivered 9.1% bandwidth around 2.35 GHz and showed very good agreement with the 8.8% computed bandwidth at around the same frequency.
Fig. 2. (a) Layout of DBE and MPC unit cells. (b) DBE and MPC dispersion diagrams.

Fig. 3. (a) Resonant MPC antenna formed by circularly cascading two unit cells. (b) Practical realization of MPC modes using ferrimagnetic inclusions and DC magnetic bias.

The broadside realized gain of the fabricated MPC prototype was measured in the anechoic chamber. From Fig. 4(b), we observe a peak realized gain of 4.5 dB (70% efficiency) at 2.35 GHz. This is 1.3 dB smaller than the 5.8 dB computed gain (90% efficiency), which included all magnetic, dielectric and conductivity losses. This difference is attributed to non-uniform bias field inside the ferrimagnetic inclusions. The measured 4.5 dB realized gain is obtained when the MPC is in receiving (Rx) mode. Due to nonreciprocal behavior, its gain is 3.5 dB in transmit (Tx) mode. An opposite nonreciprocal behavior (i.e. Rx = 3.5dB, Tx = 4.5dB) is obtained by reversing the polarization of DC magnetic bias, shown in Fig. 4b-left, top.

The realized gain of the unbiased MPC antenna (in the absence of biasing magnets, shown in Fig. 4b-left, bottom) was also measured. As seen in Fig. 4(b), the unbiased MPC has -1.25 dB gain at 2.35 GHz, which is 5.75dB less than the biased case. This demonstrates that the MPC can be effectively switched on/off by toggling the magnetic bias.

III. CAVALITY-BACKED MPC ANTENNA

Next, we considered a 1.5”×1.5”×0.5” (3.81cm×3.81cm×1.27cm) substrate. In addition, the MPC antenna is recessed below the ground plane by embedding it in a metallic cavity, as shown in Fig. 5(a). Consequently, a small and zero-profile aperture is created on the ground plane. The small size and flush mounting of the MPC antenna makes it suitable for installation at corners, edges, and vertical surfaces of the vehicle, while it is less susceptible to nearby effects. Since the ground plane sizes at such locations are varying, one undesirable effect is detuning of antenna resonance. We note that the recessed MPC antenna also mitigates such platform loading effects. When a 3”×3” (7.62cm×7.62cm) ground plane is used, the MPC antenna resonates at 2.45 GHz with 3% bandwidth. As the ground plane size is made
much larger (e.g., $10'' \times 10'' = 25.4\text{cm} \times 25.4\text{cm}$ or infinite), the resonance slightly shifts to 2.42 GHz, while still keeping the 3% bandwidth, see Fig. 6 (a). In addition, these small detunings can be prevented by slightly tuning the magnetic bias, see Fig. 6 (b). For all cases, the broadside radiation pattern of the antenna is retained almost the same, as can be observed from Fig. 5 (b). The main differences in radiation patterns are observed in back lobes, which are small. With this cavity-backed design, we next proceed to investigate the antenna performance on a representative automobile platform.

![Image](https://example.com/image1)

Fig. 4. Measured return loss and realized gain of the MPC antenna prototype in Fig. 3(a). (a) Return loss. (b) Realized gain at broadside.

![Image](https://example.com/image2)

Fig. 5. (a) Cavity-backed (de-embedded) and recessed (embedded) MPC antenna geometries. (b) Radiation patterns of these MPC antennas.

IV. ANTENNA PLACEMENT ON REPRESENTATIVE AUTOMOBILE PLATFORM

To investigate the in-situ performance of the recessed MPC antenna, several locations on horizontal and vertical surfaces of the automobile platform were selected for antenna placement, as shown in Fig. 7(a). These included centers, edges, and corners of any large/small, horizontal/vertical surfaces. Since the MPC antenna incorporates biased ferrimagnetic inclusions (with gyrotropic permeability tensors), it was designed using Ansoft HFSS. To analyze antenna placement on the electrically large vehicle, we used the uniform theory of diffraction (UTD) package of EMSS FEKO. To do so, the radiation pattern of the MPC antenna with $3'' \times 3''$ ($7.62\text{cm} \times 7.62\text{cm}$) ground was first obtained from HFSS. Then, this pattern was used as an excitation to illuminate the vehicle modeled using flat surfaces. Resulting radiation
patterns are given in Fig. 7(b)-(e). In all cases, a similar broadside radiation pattern is retained with a gain higher than 5.4 dB. Small ripples in the patterns can be observed when antennas are placed towards surface centers. This is due to different phase terms of diffraction contributions from surface edges and their interference. These ripples are mostly avoided when the antenna is placed close to edges or corners of the surfaces, and overall gains are much improved in these cases.

Fig. 6. (a) Return losses of cavity-backed MPC antennas recessed into a ground plane. (b) Return losses of cavity-backed and recessed MPC antennas after retuning magnetic bias.

V. CONCLUSIONS

In this work, MPC modes were emulated and exploited for realizing smaller printed antennas with much improved bandwidths. Even smaller and cavity-backed versions of these antennas were embedded into a large vehicle. This resulted in zero-profile antennas and mitigated the platform loading effects, such as detuning of resonance or variations in radiation pattern. It is also found that these antennas would be suitable to be used much closer to the edges or corners of the vehicle for resulting in smaller ripple in patterns and improved gain. The presented design also alleviates the restrictions of available areas for antenna placement by utilizing edges and corners on the vehicle body.

ACKNOWLEDGMENTS

This work was supported by the U.S. Air Force Office of Scientific Research under Grant FA9550-04-1-0359, Lockheed Martin Corporation Strategic Technology Threads Program, the U.S. Army Research Laboratory, Adelphi MD (through Applied EM Inc. under contract #W911QX-09-C-0017), and by The Ohio State University Research Foundation.
REFERENCES


Fig. 7. (a) Selected antenna placement locations on the representative automobile platform. (b) Placement of recessed MPC antenna on the automobile platform. (c) Antenna placement at several locations on the roof, (d) rear door, and (e) front bumper.
Performance Comparison between Rigorous and Asymptotic Techniques Applied to the Analysis of Wind Turbines

Abdelhamid Tayebi1, Josefa Gómez1, Iván González1, Lorena Lozano1, Mª Jesús Algar1, Eliseo García2, Íñigo Etayo3, and Felipe Cátedra1

1 Computer Sciences Department, University of Alcalá, Alcalá de Henares, Madrid 28871, Spain
hamid.tayebi@uah.es, josefa.gomezp@uah.es, ivan.gonzalez@uah.es, lorena.lozano@uah.es, felipe.catedra@uah.es

2 Automatic Department, University of Alcalá, Alcalá de Henares, Madrid 28871, Spain
eliseo.garcia@uah.es

3 Ingeniería y Proyectos de Telecomunicaciones. Acciona-Energía S.A. Sarriguen, Navarra, Spain
ietayo@acciona.es

Abstract — The scattering field analysis of wind turbines using asymptotic and rigorous techniques is presented. Several simulations considering different configurations and frequencies are conducted to compare the performance of the electromagnetic techniques. These predictions are very useful for studying the influence of wind farms in terrestrial radio systems. On the other hand, not only a static analysis has been done but also a study of the scattered fields when the blades are in movement. The Doppler effect due to the blade movement has been taken into account to achieve some simulation results. Modules FASANT and MONURBS of NEWFASANT computer tool have been used. FASANT is based on the geometrical theory of diffraction (GTD) on its uniform theory of diffraction (UTD) formulation and MONURBS is based on the method of moments (MoM) and physical optics (PO). A comparison of the results obtained with both codes is shown, as well as the CPU-time and computer memory required.

Index Terms — Electromagnetic propagation, radiofrequency interference, wind energy.

I. INTRODUCTION

Concern about energy and the future exhaustion of fossil fuels have led to the use of renewable energy. As an example, it is expected that wind energy will cover 12% of the global energy demand in the next 12 years. According to the Global Wind Energy Council’s most ambitious scenario for wind energy development, wind could produce 2,600 TWh of electricity and save 1.5 billion tons of CO2 in 2020 [1]. However, wind energy also implies problems related to electromagnetic interference.

Wind turbines in deployment nowadays consist of a tower with over 80 meters in height and blades of over 40 meters in length, therefore, they are potentially interfering structures for electromagnetic waves with wavelengths comparable or smaller, as is the case of radio communication services operating in VHF bands or higher. For instance wind turbines could interfere with aerial radio navigation, radar, and TV broadcast systems, [2-5].

Before installing a wind farm, a study of the scattered field by the wind turbines must be carried out to avoid any possible interference with nearby radio systems; the location of the wind turbines have to be chosen in function of this study. There are two alternatives considered in this study. The first one is to create a measurement
campaign to compute the scattered field of the windmill over the terrain. This solution is often discarded because it implies a high cost in terms of equipment, time, and personnel. The second alternative consists of carrying out several electromagnetic simulations with appropriate computer tools to analyze the behavior of the wind turbines without wasting too many resources.

In this paper, different kinds of simulations comparing GTD/UTD [6], PO, and MoM approaches have been performed to analyze the electric field scattered by a wind turbine. GTD/UTD and PO are asymptotic techniques used to analyze the scattered fields produced by complex bodies at high frequencies. Their main disadvantage is that they do not work properly at low frequencies but have the advantage of spending fewer resources than rigorous techniques. On the other hand, MoM is a rigorous method that can be applied to any frequency. However, one drawback with MoM is that more computer resources are required when the simulation is performed at high frequencies. A comparison of rigorous and asymptotic approaches is performed to evaluate the efficiency of each one at different frequencies.

This paper is organized as follows: section II presents modules FASANT and MONURBS of NEWFASANT computer tool [7-10]; section III describes the geometrical model of the wind turbine; section IV gives the results obtained; and section V presents the conclusions.

II. DESCRIPTION OF THE COMPUTING TOOLS

FASANT and MONURBS modules have been improved recently with the inclusion of new algorithms, parallelization schemes. Both modules share the graphical user interface of NEWFASANT that makes design and simulation easier. This tool allows creating any geometrical model for analysis. The tool also allows the optimization of geometrical parameters to achieve design specifications.

One important feature the modules share is that the structure analyzed is modeled using parametric surfaces. Thus, an accurate representation of the real shape is meshed and analyzed. NEWFASANT has its own meshing tool that provides different mesh sizes depending on the simulation frequency and module considered.

Any surface of the model is divided mainly into curved quadrangles as shown in Figure 1. The meshing tool is parallelized using a cluster of processors to quickly obtain the mesh of a wind turbine in a few seconds.

Different versions of NEWFASANT are available for several operating systems and platforms. FASANT and MONURBS have been successfully tested and applied to the analysis of the radiated and scattered fields of several complex structures such as ships, satellites, on board antennas, electromagnetic compatibility, radar cross sections, microstrip circuits, etc.

Fig. 1. Mesh of an arbitrary surface.

A. FASANT

FASANT is based on GTD/UTD techniques and ray-tracing methods. A combination of the angular Z-buffer, the volumetric space partitioning, and a new iterative heuristic algorithm is applied for accelerating the ray-tracing technique. The antennas and the environment can be defined by conductors, dielectric materials, periodic structures, or metamaterials.

B. MONURBS

MONURBS is based on MoM and uses the multilevel fast multipole method (MLFMA) [11], the characteristic basis functions method (CBFM) [12], and the message passing interface (MPI) standard [13] to solve large scale structures. PO is also included to reduce the computation time and memory requirements incurred from conventional MoM when analyzing very large structures at high frequencies.

III. WIND TURBINE MODEL

Figure 2 shows an example of a geometrical model of a wind turbine, modeled by 244 parametric surfaces. The size of the model is 120 m high and 64 m between the ends of the blades. This means that the electrical size is 640λ, at a 1.6 GHz simulation frequency.
This model can be imported and/or exported to FASANT and MONURBS using CAD formats such as DXF, ACIS SAT, IGES, etc. Both codes are compatible with modern CAD tools. Once the geometry has been imported, it can be analyzed to obtain the scattered field by using the three techniques previously described.

In this study, the source antenna is placed 20 km away from the wind turbine. The source is modeled as a vertical dipole oriented along the z axis with a dipole moment of 1 and elevated 60 m above the reference plane (z=0). The observation points are distributed over a circle with a 5 km radius and elevated 60 m. Figure 3 shows the simulated scenario.

Fig. 2. Geometrical model of the wind turbine.

Fig. 3. The wind turbine is located inside the circumference of 360 observation points.

IV. RESULTS

Two different configurations of the wind turbine have been analyzed to study the interference due to its presence on the surrounding radio systems. The first one is related to the static structure (with static blades) and the second one considers the movement of the blades. The Doppler effect has been considered for obtaining realistic results in the second configuration.

A. Study of the wind turbine scattering with static blades

Several simulations were conducted to compare the performance of the different electromagnetic methods at several frequencies. GTD/UTD results were obtained with FASANT, whereas MoM and PO results were obtained with MONURBS.

The scattered field by the wind turbine is computed by taking into account the bistatic and the monostatic analysis at 100 MHz, 200 MHz, 400 MHz, 800 MHz, and 1.6 GHz. Note that only the z component of the electric field (the dominant component in this case) is depicted in Figures 4-8.

Fig. 4. Comparison of the scattered field at 100 MHz in the bistatic mode.

Fig. 5. Comparison of the scattered field at 200 MHz in the bistatic mode.

According to the results, there are significant
differences between the asymptotic (PO-GTD/UTD) and rigorous (MoM) solutions at 100 MHz, as can be observed in Figure 4. This occurs because there are parts of the wind turbine that are too electrically small at low frequencies for the asymptotic techniques to provide accurate solutions. When the frequency is higher, the results of the three methods converge to the same solutions, as shown in Figures 5-8.

Regarding the CPU time, the asymptotic techniques take significantly less time than MoM. For instance, FASANT spends 2 hours and 50 minutes to solve the problem for all the frequencies in a single-processor PC. FASANT considers all the frequencies in one simulation because the ray tracing is the same for every frequency. However, MONURBS must calculate the induced currents for each frequency, notably increasing the CPU time. Table 1 shows the CPU time that MONURBS spends using 8 processors to solve the problem from 100 MHz to 800 MHz. However, 30 processors have been used to solve the problem at 1.6 GHz. If the PO currents are used, the CPU time for the same computer decreases, as shown in Table 1.

Table 1: CPU time comparison for different frequencies

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>MoM</th>
<th>PO</th>
<th>Nº processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3min. 36s.</td>
<td>38s.</td>
<td>8</td>
</tr>
<tr>
<td>200</td>
<td>6min. 42s.</td>
<td>1min. 15s.</td>
<td>8</td>
</tr>
<tr>
<td>400</td>
<td>10min. 35s.</td>
<td>2min. 22s.</td>
<td>8</td>
</tr>
<tr>
<td>800</td>
<td>29min. 5s.</td>
<td>7min. 38s.</td>
<td>8</td>
</tr>
<tr>
<td>1600</td>
<td>2h. 28min.</td>
<td>11min. 58s.</td>
<td>30</td>
</tr>
</tbody>
</table>

The number of unknowns in the MoM approach increases at high frequencies because the discretization process is performed depending on the frequency. Many MoM computer codes use subdomain basis functions defined over flat faceted meshes of the problem geometry. These codes require a mesh density of 10 divisions per lambda or higher. However, MONURBS uses as basic functions modified rooftop functions defined over curved quadrangles or triangles. Therefore,
MONURBS can work with mesh based on curved quadrangular/triangular elements. These meshes fit better to curved surfaces and avoid the truncation errors caused by modeling curved surfaces as a set of flat facets. As a consequence, MONURBS can solve problems involving smooth surfaces with a lower sampling density in the mesh. MONURBS therefore requires fewer unknowns than codes based on flat faceted meshes. The number of unknowns is reduced using MONURBS when the geometry does not present electrically small features. The geometry of the wind turbine can be considered almost uniform because it is composed of smooth surfaces. To ensure this statement is true, a study of the number of divisions per lambda was performed. Figure 9 displays the scattered field at 800 MHz for five different mesh sizes. Table 2 shows the number of unknowns required for each mesh density.

Table 2: Comparison of the number of unknowns at 800 MHz for different mesh densities when using MoM technique

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>MoM unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lambda/2</td>
<td>41.884</td>
</tr>
<tr>
<td>Lambda/3</td>
<td>96.834</td>
</tr>
<tr>
<td>Lambda/4</td>
<td>191.947</td>
</tr>
<tr>
<td>Lambda/5</td>
<td>265.278</td>
</tr>
<tr>
<td>Lambda/6</td>
<td>379.157</td>
</tr>
<tr>
<td>Lambda/7</td>
<td>517.782</td>
</tr>
<tr>
<td>Lambda/8</td>
<td>674.539</td>
</tr>
<tr>
<td>Lambda/10</td>
<td>1,026,132</td>
</tr>
</tbody>
</table>

As shown in Figure 9, only a few slight differences are found when the mesh resolution is increased. Figure 9 shows that the five solutions are similar. The MoM results of Figures 4-8 was obtained with a mesh density of 3 subdomains per lambda.

B. Study of the wind turbine with the blades in movement

One of the main interference problems in the deployment of wind turbine farms in the vicinity of radio communication systems is due to the Doppler frequency spectrum spreading and Doppler frequency shift generated by the rotation of the blades.

The first case we considered in the study of the Doppler effect is a test case defined by the rotating cube of 1 meter side centered at the coordinated axes shown in Figure 10. The y-axis had been chosen as the rotation axis. The transmitting and observation points are static and both located at point (5.0, 0, 0). The angular speed is 1.5 rad/sec. The transmitter emits a pure monochromatic tone of a frequency of 1 GHz. A correlation time of 1 second is considered in the receiver that means that the Doppler spectrum is computed considering spectral windows of 1 Hz width (in other words, for a given frequency \( f_0 \) all the fields contributions in a frequency band of 1 Hz centered at \( f_0 \) are coherently added).

Figure 11 shows the Doppler spectra for an incident tone of frequency 1 GHz obtained with the GTD/UTD and MoM approaches. The phase delay due to change of the path length due to movement from the transmitter to the scattering (two way path) is considered for each contribution (MoM subdomain current or reflection/diffraction sizes when using MoM technique.

Fig. 10. Rotating cube throw an axis and location of the antenna – observation point.

Figure 11 shows the Doppler spectra for an incident tone of frequency 1 GHz obtained with the GTD/UTD and MoM approaches. The phase delay due to change of the path length due to movement from the transmitter to the scattering (two way path) is considered for each contribution (MoM subdomain current or reflection/diffraction
GTD/UTD point). It can be noticed that the GTD/UTD technique gives an unrealistic discontinuous Doppler spectrum. That is because the GTD formulation computes the fields in terms of a discrete set of ray-path contributions. Each contribution is computed using an asymptotic expression for computing the physical optic integral that does not take into account the phase delay in each point of the surface current due to the movement.

An example of analysis of the Doppler effect of the wind turbine test case shown in Figure 12 is presented here. The turbine blades rotate around the axis defined by points (7.27, 0.0, 79.38) and (-21.193, 0.0, 81.87), (the rotating axis is in the y=0 plane). The transmitting and observation points are static in the point (-130, 10, 90) and the angular speed of the blades is 2.0 rad/sec. The transmitter emits a tone of frequency 1.2 GHz.

Figure 13 shows the Doppler effect in the spectra obtained with the MoM and the PO approximation showing good agreements. The GTD/UTD results have been discarded because this approach gives unrealistic results, at least using the expression for the computation of reflection/diffraction coefficients for static cases.

V. CONCLUSION

A preliminary study of the scattered field from a real wind turbine has been presented using GTD/UTD and MoM-PO techniques. It has been demonstrated that the asymptotic techniques do not provide good solutions at lower frequencies. When the frequency is increased, the results converge to a similar solution with GTD/UTD and PO spending less CPU time than the rigorous technique. Additionally, the use of the asymptotic techniques allows higher frequency analysis without requiring higher computational resources. The asymptotic technique also allows the study of more than one wind turbine to analyze the effects of a wind farm. Note that this study would be quite complicated to be performed with rigorous methods due to its limitations when the structure under analysis is too large.
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Abstract — This paper presents a novel approach to facilitate the design of wideband, cavity-backed spiral antennas. Using this approach, first, a 2-18 GHz, two-arm cavity backed Archimedean spiral antenna has been designed in FEKO. A multilayer dielectric absorber has been introduced in the cavity to facilitate unidirectional operation of the antenna. In order to incorporate the frequency-dependent complex permittivity data of the absorbing materials inserted in the cavity, precise microwave instrumentation has been used to determine these parameters experimentally. Based on this data, a genetic algorithm optimization procedure has been applied to derive the most favorable geometry of the absorbing cavity. Our results show that a design thus optimized significantly improves key performance parameters, maximizes the co-polarized gain, and minimizes the cross-polarized gain of the antenna across its operational bandwidth. We have then extended the approach to the design of a zigzagged 2-arm Archimedean spiral antenna and also a 1.5:1 ratio elliptical spiral antenna and presented the radiation characteristics here.

Index Terms — Axial ratio, broadband absorbing materials, cavity-backed spiral antenna, complex permittivity measurements, genetic algorithm optimization, radiation patterns.

I. INTRODUCTION

Spiral antennas with their wide bandwidth have always been a fascinating topic. In recent years, system performance demands on these antennas are becoming more and more complex. Currently, considerable interest has been placed on developing cavity-backed spiral antennas that retain their bandwidth performance despite having frequency-dependent lossy materials added to their cavities [1]. Among these antennas, the Archimedean spiral antennas are one of the most popular ones that exhibit exceptionally large bandwidths, can easily be spatially deployed and have the ability to maintain near-circular polarization and consistent input impedance over their bandwidth of operation [2].

The Archimedean spiral antenna is entirely specified by its angles as opposed to its physical length. It is a frequency self-selecting structure, in the sense that it radiates from a region where the length of the arm approximately equals to one or integer multiples of the wavelength. This gives rise to its broadband or frequency independent nature. The antenna has front-to-back symmetry and radiates bi-directionally [3]. But in most cases, a unidirectional pattern is preferred to detect reflections from or transmit towards one direction only. Therefore, a metallic cavity is added to absorb the back wave completely. Now, a cavity of depth λ/4 would absorb the back wave through destructive interference. But this condition would...
be satisfied for one frequency only, and we would obtain absorption for a very narrowband. Hence, it becomes necessary to insert absorbing materials in the cavity that can effectively absorb EM energy over a wide range of desired frequencies.

One common approach to extending the bandwidth of microwave absorbers is by using multiple layers of dielectric materials. The effective impedance in the material is gradually tapered with distance to minimize reflections. The loss mechanisms of absorbing materials are captured in the complex dielectric permittivity and magnetic permeability of that material. These properties are functions of frequency and consequently the absorbing properties vary significantly as the frequency of operation changes.

The optimum approach for the design of such an absorber would be to determine analytically the required permittivity and permeability values as a function of distance into the material, so that the reflection coefficient is minimized over a given frequency range, subject to incidence angle and thickness constraints. Unfortunately, the general form of the problem has not been solved yet [4]. What is done in practice is that the absorption properties of known materials are measured experimentally, and then different layers of dielectric materials are stacked together through a trial and error process. The effectiveness of these multi-layer absorbers is again determined from empirical data. This process is further complicated by the requirement of precise and sophisticated microwave techniques and instrumentation for high frequency characterization of dielectric materials.

An ideal broadband absorber should not only have the desired frequency coverage, but should also be sufficiently light, thin, inexpensive, and durable. Commercial absorbers are available only in certain dimensions, fixed by the manufacturers. The absorption characteristics vary significantly with material thickness, making the material dimensions an important parameter. It is very difficult to physically measure the absorber behavior for varying thickness values over a wide range of frequencies. The most feasible option would be to use optimization algorithms such that for a given set of materials, we obtain the best possible dimensions.

Keeping all this in mind, the design and analysis of a cavity backed spiral antenna entails the modeling of the antenna using proper simulation tools, appropriate characterization of the material constitutive properties and optimization of the dimensions of the stacked absorbing layers, so that the most favorable balance among bandwidth, thickness, and weight constraints of inserted materials and gain characteristics of the antenna is obtained.

Here, we have modeled a two-arm, cavity-backed, Archimedean circular spiral antenna with a multi-layer AN-74 dielectric absorber inserted in the cavity. The antenna has been simulated for its radiation characteristics over the frequency range 2 -18 GHz first without the absorbing materials, then with absorbing materials of fixed non-optimized thicknesses, and finally with optimized thicknesses for each absorbing layer. To capture the frequency dependent complex permittivity and loss tangent data for each layer, we used a network analyzer based transmission-reflection method in the High Frequency Materials Measurement and Information Laboratory at Tufts University. The material dielectric properties thus obtained were used in EM simulation software FEKO [5] to define the absorber material properties. With the FEKO optimizer, we then determined the optimal thickness of each layer such that the absorption properties are sufficiently retained, co-pol RHCP gain maximized and cross-pol LHCP gain minimized over the entire bandwidth.

The radiation patterns were then compared for their broadband performance. Our results show that we have been able to obtain an improved design with the best possible radiation characteristics when the knowledge of frequency-dependent data was accurately applied to the EM solver. The concept can be successfully extended to the design of any wideband antenna in general. We are motivated to investigate a wide range of dielectric and magnetic absorbing materials and design the most accurately characterized broadband antennas prior to their fabrication. We have then extended the approach to the design of a zigzagged 2-arm Archimedean spiral antenna and also a 1.5:1 ratio elliptical spiral antenna and presented the radiation characteristics here. Figure 1 shows the general antenna layout and direction of radiation for Archimedean spiral antennas.
Figure 2 shows a zigzagged Archimedean spiral and an elliptical Archimedean spiral antenna.

II. DIELECTRIC CHARACTERIZATION OF BROADBAND ABSORBERS

A 3-layer composite dielectric absorber, AN 74, manufactured by Emerson and Cuming, was used for the absorbing cavity. Each layer is a carbon-loaded polyurethane foam absorber which typically provides -20 dB insertion loss at different frequency bands from 2-18 GHz.

![Fig. 1. a) Bidirectional radiation pattern of a two arm Archimedean spiral antenna, b) unidirectional radiation pattern of a cavity-backed, two-arm Archimedean spiral antenna.](image)

The complex dielectric permittivity $\varepsilon_r$ of each layer of the AN-74 absorber was accurately characterized with an Agilent Vector Network Analyzer using a waveguide-based transmission-reflection method.

The network analyzer automatically measured the complex reflection coefficients and transmission coefficients that resulted when a sample of material was inserted in a waveguide. The network analyzer measured the scattering parameters $S_{11}$ and $S_{21}$. Once these coefficients were known, the values of $\varepsilon_r$ were then calculated using the Jarvis-Baker method [6] for each of the three layers of the absorber. Data is obtained by performing measurements at 201 equally spaced frequency points. The data is stored, and the complex permittivity and permeability of the composite materials are calculated from the measured s-parameters using a MATLAB [7] program based on the Weir algorithm [8].

We denoted the three layers of the composite absorber as hard, middle, and soft layer, with the soft layer being closest to the antenna and the hard layer attached to the metallic cavity. For maximum absorption, there should be no mismatch between the absorber and air. In order to reduce mismatch, the EM wave should see impedance close to 377 ohm when it crosses the air-absorber interface. From the data we obtained from our measurements, we found that the soft layer provides the closest match in terms of impedance seen by the incident wave. Thus, we placed this layer closest to the antenna followed by the middle layer and hard layer.

The frequency dependent permittivity values are shown in Fig. 3.

![Fig. 2. a) Zigzagged 2-arm Archimedean spiral antenna, b) elliptical two-arm Archimedean spiral antenna.](image)

![Fig. 3. Real part of permittivity and loss tangent for three layers of the composite absorber.](image)

From the experimental values, we used curve fitting methods to derive the following equations relating complex permittivity to frequency.
Permittivity and loss tangent equations:

**Hard:**
\[
\varepsilon = 0.0065f^2 - 0.1723f + 3.281 \tag{1}
\]
\[
\tan\delta = 0.0078f^2 - 0.2514f + 2.4373 \tag{2}
\]

**Middle:**
\[
\varepsilon = -6e^{-17}f^2 - 0.0133f + 1.6283 \tag{3}
\]
\[
\tan\delta = -0.0015f^2 + 0.0147f + 0.38 \tag{4}
\]

**Soft:**
\[
\varepsilon = 0.0036f^2 - 0.0872f + 1.659 \tag{5}
\]
\[
\tan\delta = 0.0027f^2 - 0.0763f + 0.5838 \tag{6}
\]

Thus, by using very precise microwave measurement techniques, we were able to obtain permittivity data for each layer of the composite absorber from 2 to 18 GHz.

### III. OPTIMIZATION OF WIDEBAND ANTENNAS

Derivation of frequency dependent parameters of the absorbing materials greatly facilitates designing optimum dimensions of the lossy cavity. Once we have the equations relating permittivity to frequency, it then becomes straightforward to use this data to define material properties in any electromagnetic simulation software with an optimizer feature available. The antenna can then be simulated at all frequencies for their radiation patterns by varying the material thicknesses. With optimization of the absorber dimensions, it becomes possible to obtain wider bandwidth and lower reflectivity. Although it is possible to calculate the reflectivity of a multilayer absorber, it is unfeasible to analytically solve for the optimum thickness of each layer over a wide range of frequencies. Fortunately, computer-based numerical algorithms can efficiently handle such complicated calculations. The FEKO simulator offers a number of numerical techniques to optimize the physical parameters of a design. Since a major point of concern for most algorithms is that they converge to local optima, we chose a global optimization technique, i.e. the genetic algorithm for our purposes if deriving the most favorable geometry of the composite absorber [5].

Multiple objectives were defined in this procedure to improve the overall radiation pattern of the antenna. Due to time and memory constraints, the number of maximum iterations was set to 80. We also incorporated the frequency dependent permittivity relations directly in the EDITFEKO solution settings. This allowed for the material properties to be appropriately updated as the frequency was varied during one complete iteration of the optimizer. Based on the computed electromagnetic parameters, we proceeded to optimize the thickness of each layer and depth of the cavity such that the RHCP gain of the spiral was maximized, LHCP gain minimized, reflection from the absorbing layers minimized, and absorption properties of the lossy composite material sufficiently retained over the entire bandwidth of operation.

We used the computed permittivity values in the FEKO software optimizer utility to arrive at the best possible thickness values that work best for an Archimedean spiral. For a 2-18 GHz spiral, a minimum composite absorber thickness of 0.805 inches and a 0.178 inch air gap between the antenna and absorbing layers gave the best broadband co-pol gain and axial ratio performance. We also simulated the antenna and observed the gain characteristics using industry specified absorber dimensions and also with no absorber inserted in the cavity at all. These results will serve as a reference to analyze how much improvement has been achieved through optimization. The generalized industry specified thicknesses are adequate for material testing purposes. However, in our work, we arrived at optimum absorber dimensions that provide the best radiation performance of an antenna model. In this way, prior to fabrication of the designed antenna, the required optimum dimensions can be specified to an absorber manufacturer, and each layer of the composite structure can be tailored to the needs of a specific application. In this way, we can eliminate the necessity of using adhesives to increase the thickness or further machining of the layers to decrease the thickness to a certain value.

Our contention is that this procedure can be used to design wideband antennas of any structure and cavity configuration.

### IV. RESULTS AND DISCUSSION

The model was simulated at 9 discrete frequency points at intervals of 2 GHz. Upon completion of the optimization process, the final optimum thicknesses for the hard, middle, and soft surfaces were 0.257, 0.229, and 0.319 inches, respectively. Industry specified non-optimized thicknesses for each absorbing layer was 0.25 inches for each layer. The optimized absorber dimensions showed significant improvement over the non-optimized model.
A. Gain
A comparison of the boresight gains for the principle plane \( \phi = 0 \) of the antenna is shown in Table 1. It can be observed that throughout the operational band, the optimized spiral demonstrates sufficiently high gains, low side lobes, and no splits in the main beam for the entire frequency range of interest. It is also evident from the table that the introduction of the absorber layers in the cavity gave better isolation and optimization allowed for more consistent gain values throughout the bandwidth.

Table 1: Co-pol and cross-pol gain of optimized and non-optimized antenna

<table>
<thead>
<tr>
<th>Freq (GHz)</th>
<th>Boresight Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no absorber inserted in cavity</td>
</tr>
<tr>
<td></td>
<td>RHC</td>
</tr>
<tr>
<td>2</td>
<td>-0.10</td>
</tr>
<tr>
<td>4</td>
<td>4.18</td>
</tr>
<tr>
<td>6</td>
<td>6.00</td>
</tr>
<tr>
<td>8</td>
<td>5.44</td>
</tr>
<tr>
<td>10</td>
<td>7.12</td>
</tr>
<tr>
<td>12</td>
<td>2.49</td>
</tr>
<tr>
<td>14</td>
<td>5.02</td>
</tr>
<tr>
<td>16</td>
<td>0.90</td>
</tr>
<tr>
<td>18</td>
<td>4.60</td>
</tr>
</tbody>
</table>

B. Axial ratio
Figure 4 shows the axial ratio for all three configurations on boresight. An axial ratio close to 0dB implies that circular polarization is being maintained. The antenna without an absorber loaded cavity showed large values for axial ratio for frequencies until 7GHz. With the absorber inserted in the cavity, axial ratio was fairly less than 4dB and in most cases, close to 0dB across the entire band. It is evident that the purity of circular polarization was sufficiently retained.

C. Return loss
Figure 5 gives a comparison of the return loss \( S_{11} \). In the absence of absorbing layers, the return loss was as high as -3dB throughout the band of operation. Return loss is efficiently minimized to acceptable levels by loading the cavity with multi-layer absorbing materials.

In defining the optimization objectives, we did not attribute equal weights to all optimization goals. For instance, more weight was given to gain performance across the bandwidth than axial ratio and front-end reflection. As a result, the gain performance shows relatively greater improvement than axial ratio or reflection coefficient. Depending on the application, it is always possible to optimize for certain radiation characteristics or specific bandwidths of interest, where maximum performance is desirable.

V. EXTENSION OF DESIGN TO OTHER SPIRAL MODELS
A. Cavity-backed zigzag Archimedean spiral
To reduce the size of the antenna, zigzag shaped arms can be used, so that the same length now occurs in a region much closer to the center of the
spiral. But a zigzag circular spiral compromises the gain of the antenna compared to the simple circular spiral [9].

i. Gain
The boresight gains for both principle planes of the optimized antenna are shown in Table 2.

ii. Axial ratio
Figure 6 shows the axial ratio on boresight. Axial ratio was fairly less than 3.5dB and in most cases, close to 0 across the entire band. It is evident that the purity of circular polarization was sufficiently retained.

Table 2: Co-pol and cross-pol gain of optimized zigzag antenna

<table>
<thead>
<tr>
<th>Freq (GHz)</th>
<th>Gain (Φ=0° plane)</th>
<th>Gain (Φ=90° plane)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RHC</td>
<td>LHC</td>
</tr>
<tr>
<td>2</td>
<td>2.32</td>
<td>-7.48</td>
</tr>
<tr>
<td>4</td>
<td>5.02</td>
<td>-13.83</td>
</tr>
<tr>
<td>6</td>
<td>5.36</td>
<td>-53.78</td>
</tr>
<tr>
<td>8</td>
<td>5.42</td>
<td>-48.58</td>
</tr>
<tr>
<td>10</td>
<td>5.56</td>
<td>-50.10</td>
</tr>
<tr>
<td>12</td>
<td>5.69</td>
<td>-43.79</td>
</tr>
<tr>
<td>14</td>
<td>5.96</td>
<td>-40.76</td>
</tr>
<tr>
<td>16</td>
<td>6.22</td>
<td>-52.85</td>
</tr>
<tr>
<td>18</td>
<td>6.35</td>
<td>-54.97</td>
</tr>
</tbody>
</table>

Fig. 6. Variation of axial ratio of the zigzag antenna with frequency.

B. Cavity-backed elliptical spiral
One of the spiral antenna models we have recently investigated is a cavity-backed two-arm elliptical spiral antenna. We investigated the elliptical structure and observed whether the structure provides changes in beam-width as well as changes in the radiation pattern. Our results show that by using an elliptical spiral antenna, we were able to regulate the beam-width in two orthogonal planes, Φ=0° and Φ=90°. A sample plot is shown below in Fig. 7.

i. Gain and half-power beam-width
Table 3 shows the RHC gain, LHC gain, and half-power beam-width in two orthogonal planes for the 1.5:1 elliptical spiral.

ii. Axial ratio
An elliptical structure allows for different beam-widths in 2 orthogonal planes. However, the axial ratio in lower frequencies of operation degrades significantly with increasing major to minor axis ratio. In the future, we hope to improve the axial ratio in the lower frequencies in our models. Figure 8 shows the boresight axial ratio for an elliptical spiral antenna.

Table 3: Co-pol and cross-pol gain and 3dB beamwidth of optimized Archimedean elliptical spiral antenna

<table>
<thead>
<tr>
<th>AN 74</th>
<th>Gain(db)</th>
<th>3dB beam-width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Φ=0°</td>
</tr>
<tr>
<td>Freq (GHz)</td>
<td>LHC</td>
<td>RHC</td>
</tr>
<tr>
<td>2</td>
<td>-8.646</td>
<td>1.025</td>
</tr>
<tr>
<td>4</td>
<td>-12.877</td>
<td>4.047</td>
</tr>
<tr>
<td>6</td>
<td>-22.065</td>
<td>3.322</td>
</tr>
<tr>
<td>8</td>
<td>-18.438</td>
<td>4.652</td>
</tr>
<tr>
<td>10</td>
<td>-26.175</td>
<td>4.168</td>
</tr>
<tr>
<td>12</td>
<td>-18.196</td>
<td>4.773</td>
</tr>
<tr>
<td>14</td>
<td>-17.137</td>
<td>5.917</td>
</tr>
<tr>
<td>16</td>
<td>-19.9</td>
<td>6.118</td>
</tr>
<tr>
<td>18</td>
<td>-15.598</td>
<td>4.846</td>
</tr>
</tbody>
</table>
At the time of this work, the antennas are in the process of fabrication and we were not able to include measured results. However, we have addressed the general problem of the design and optimization of wideband lossy cavities from a microwave material characterization standpoint. Our procedure can be efficiently used for accurately designing and optimizing the dimensions of any broadband, cavity-backed Archimedean spiral antenna in general with precise frequency dependent electromagnetic properties of materials.

VI. CONCLUSION

An effective design procedure for cavity-backed wideband antennas has been presented. We have approached the problem of determining the optimal dimensions of the lossy material inserted in the cavity by using microwave measurement techniques and subsequently applying the genetic algorithm optimization routine to arrive at a geometry that meets desired radiation specifications. Using frequency-dependent complex permittivity or permeability values allows us to accurately take advantage of the powerful computational tools that are commercially available to simulate radiation patterns that give closest approximation to actual measured patterns. This procedure can be extended to the design of any configuration of cavity-backed spiral antenna that uses multi-layered broadband dielectric or magnetic absorbing materials.
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Modeling of CPW Based Passive Networks using Sonnet Simulations for High Efficiency Power Amplifier MMIC Design
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Abstract – In this paper, the capabilities of the Sonnet software for accurate modeling and design of CPW based lumped-element resonators and matching networks is studied. A systematic method for design of complex matching networks using Sonnet is presented and good overall agreement between Sonnet simulations and measured s-parameter data from fabricated resonators and matching networks was obtained.

Index Terms – CPW, EM simulation, GaN, high power, lumped element, matching network, MMIC, monolithic, passives, Sonnet.

I. INTRODUCTION

High output power and high efficiency are two desirable factors for radio frequency (RF)/microwave power amplifiers (PAs). Higher power added efficiency (PAE) leads to less DC power consumption by the circuit, therefore increasing the battery life and also relaxing the heat dissipation requirements. Monolithic microwave integrated circuits (MMICs) are of great interest in RF/Microwave application due to their much smaller size compared to the competing hybrid circuit technology. Among the existing microwave device technologies, AlGaN/GaN high electron mobility transistors (HEMTs) are particularly suitable for MMIC power amplifier applications due to their superior power-density and much higher breakdown voltage [1, 2, 3], and they have been successfully used in the past in MMIC power amplifier circuits [4,5].

Class B, C, and switch mode amplifiers such as Class E and Class F topologies are popular choices for high efficiency power amplifier applications. The issue of accurate input and output matching is especially important for these circuits since they are inherently narrow band tuned circuits and the gain, efficiency, and output power of the circuits are very sensitive to even minor mismatches in the matching networks and resonators. In order to obtain optimum circuit performance, it’s essential to use accurate models for both the active HEMTs and the passive matching networks.

In this paper, the capabilities of the Sonnet software as an electromagnetic (EM) simulation tool for accurate modeling coplanar waveguide (CPW) based lumped element passive network is studied, and the results obtained from the simulations are compared against measured data from fabricated circuits. This particular topology was chosen because (i) due to lack of via technology in our fabrication process, we are limited to CPW environment for implementation of all passives and (ii) at lower microwave frequencies, lumped-element topology is the only feasible option for MMIC design due to the very large size of distributed elements at these frequencies. Nevertheless, the same design procedure could potentially be used for distributed structures and for microstrip environment.

This paper is not intended to compare the accuracy of Sonnet against other EM simulation software packages. The intention is simply to demonstrate the capabilities of the Sonnet software when it is used for a practical circuit design application, and the systematic design procedure that can be used for an accurate and efficient design for complex passive network.
II. FABRICATION

The lumped-element matching networks and resonators consist of parallel-plate capacitors and multi-turn spiral square inductors. The capacitors were fabricated using two 0.25 μm thick gold layers used for the parallel plates with a 130-nm thick SiN used for the dielectric layer. The dielectric constant of the SiN was experimentally determined to be about 7 at the RF/microwave frequencies of interest. A 3 μm gold layer was used for the ground planes and the interconnects.

The multi-turn inductors were implemented using the 3 μm gold interconnect layer and a 1 μm gold bridge separated by a 3 μm bridge post made from PMGI SF-15 photoresist [6]. The PMGI may be etched away after fabrication to create a true air-bridge, but most often it is left in place considering its relatively large thickness and small dielectric constant. Process variations that most often affect the performance of the passive circuits include the thickness variation of the deposited SiN which affects the capacitance values and to a lesser extent the thickness variation of the deposited interconnect metal, which can affect the resistive losses. All circuits were fabricated at the UCSB Nanofabrication Facility.

III. EM SIMULATION AND MODELING

There are a few approaches possible for designing passive networks. One approach relies on creating libraries based on measured s-parameters from fabricated inductors and capacitors of various sizes and geometries. In the absence of accurate EM simulation software, this is probably the most practical approach. However, this can be a very expensive and time consuming procedure since it requires fabrication and measurement of a large number of elements. Moreover, when the elements are placed in a circuit layout, it is difficult to accurately predict effects such as mutual coupling between the elements, the variations in the ground current paths (especially important in CPW environment) and the effects of all the interconnects using only these libraries.

Reliable EM simulation software can alleviate these problems mentioned above and allow for a much faster and more accurate way of modeling complex matching networks. The Sonnet software has proven to be a very accurate and powerful tool for planar EM simulations [7]. When the modeling is carried out in a systematic way, we will show that complex matching networks and resonators can be designed with excellent accuracy and minimum effort using Sonnet simulations.

Sonnet uses the method of moments applied directly to Maxwell’s equations to solve planar problems. Detailed mathematical description of the method of moments and the theory used in Sonnet are found in [8] and [9], respectively, and an overview of Sonnet’s operation can be found in [10]. This works quite well for modeling of passive networks used in MMICs because of their planar geometry.

Fig. 1. (a) Layout of an inductor and (b) layout of a capacitor in Sonnet.

For accurate EM modeling it is important to simulate the elements exactly the same way that they are fabricated in the circuit. This will ensure
that the currents flow in the right directions and all fields are terminated correctly. Figure 1-(a) shows the layout of an inductor simulated in Sonnet. The inductor simulation consists of four dielectric layers: a 1000 μm glass plate where the substrate is mounted on (ε_r = 3.9), a 300 μm sapphire substrate (ε_r = 9.8, Loss Tan = 1.0 x 10^{-4}), a 3 μm PMGI (1 < ε_r <2) bridge post, followed by a 3000 μm air column (ε_r = 1) on the top. The dielectric constant of PMGI has negligible effect on the outcome of the simulations at the frequencies of interest and was fixed at ε_r = 2. The metal layers consist of a 3 μm interconnect and a 1 μm bridge-metal gold layers. The metal type was set to NORMAL in the Sonnet simulator and a current ratio of 0.5 or larger resulted in the most accurate ohmic loss in the simulations.

The capacitors were similarly modeled with the glass plate and the sapphire substrate, followed by a 130 nm SiN dielectric layer (ε_r = 7) between the capacitor plates, a 3 μm PMGI bridge post used for decreasing the parasitic capacitance due to the interconnect metal, and a 3000 μm air column on the top. All connections between the metal layers were made using vias through the dielectric layers. Figure 1-(b) shows the layout of a capacitor simulated in Sonnet.

IV. PASSIVE NETWORK SIMULATION AND MODELING

Initially, inductors of various sizes and geometries were simulated in Sonnet, and a high frequency equivalent circuit model was extracted from each simulation in order to create a simulation based inductor library. Figure 2-(a) shows the high frequency equivalent circuit model used for the inductors. The intrinsic section of the model consists of a pie network. The series resistor models the conductor loss in the metal, and the shunt resistors account for the loss in the substrate. All resistor models consist of a frequency dependent component that accounts for high frequency losses. The shunt capacitors are used to model the parasitic capacitance between the inductor and ground. These capacitors are the main factors in determining the inductor’s self resonance. The capacitor parallel with the inductor is used for modeling the capacitance between the inductor’s loops and its value is usually negligible. The pad parasitic elements are not needed for model extraction from the Sonnet simulations since Sonnet allows de-embedding up to the inductors terminals, and their corresponding values should be set to zero. They are only used for model extraction from measured data (test structures), in which case they need to be extracted separately using open and short pad structures prior to the intrinsic model extraction. Figure 2-(b) shows the extracted equivalent circuit vs. Sonnet simulation results for an inductor. The inductor used in this simulation has n = 2.5 turns, line thickness of 50 μm, line separation 30 μm, ground plane width of 300 μm, and ground plane separation of 150 μm.

The capacitor modeling and parameter extraction procedure is similar to that of inductors. Since our designed matching networks required only shunt capacitors, the capacitor simulations were carried out as one-terminal simulations with capacitors terminating in the ground plane. Figure 3-(a) shows the high frequency circuit model used for modeling capacitors in ADS. The model consists of the capacitor in series with a parasitic
inductor. Due to the small size of the capacitors, the value of the series inductor is normally very small. The capacitance values scale quite well with geometry, and hence the creation of a capacitor library was unnecessary. Figure 3-(b) shows the extracted high frequency equivalent circuit vs. Sonnet simulation results for a capacitor.

Fig. 3. (a) High frequency equivalent circuit model and (b) Sonnet simulation vs. extracted equivalent circuit model for a capacitor.

All parameter extractions were carried out in Agilent’s advanced design systems (ADS) [11] with the aid of optimization routines. However, in general any other circuit simulation software capable of performing s-parameter simulations and basic optimization can be used to perform the parameter extractions for the equivalent circuits. The optimization routine used for the majority of the model extractions was the gradient method. However, the Quasi-Newton, least p-th, and hybrid routines also resulted in a good fit.

V. MATCHING NETWORKS RESULT

In this section, the design of two output networks for a class F MMIC power amplifier is discussed. These relatively complex circuits serve as good examples for demonstrating the capabilities of Sonnet in correctly simulating their performance. The details of the class F amplifier operation are beyond the scope of this paper and here we will suffice in examining the performance of the designed output networks. The first output network consists of an L matching network and a resonator. The matching network and the resonator were initially designed separately, and then combined and optimized to obtain the complete output network. The optimization steps are needed to compensate for effects such as the changing of the current paths in the ground planes, the coupling between different components and the added interconnects when discrete lumped elements are combined together.
Each section was initially designed in ADS using the equivalent circuit models for the inductors and capacitors, taking into the account all the parasitic elements. The layout of the designed networks were then simulated and optimized in Sonnet by adjusting the size and geometry of the capacitors and inductors as needed. Figure 4 shows the equivalent circuit model vs. Sonnet simulation s-parameter response obtained for the resonator circuit alone. We can see that excellent match is obtained over a wide frequency range. The fabricated resonator test structure is shown in fig. 5-(a), and the measured s-parameter result vs. the Sonnet simulation is shown in fig. 5-(b). We can see that excellent match is obtained between the measured data and the Sonnet simulation.
Finally, the two sections were combined to form the complete output network and final optimizations were carried out. At this point, the circuit becomes quite large and the simulations can take up a lot of time. However, due to the previous optimization of the individual sections the final optimization should not take much iteration. Figure 6 shows the equivalent circuit model vs. Sonnet simulation for the complete output matching network and fig. 7 shows the Sonnet simulation vs. measured results obtained from the fabricated circuit. From the two figures,
we can see that good overall fit is observed between the equivalent model simulation, the Sonnet simulation, and the measured data.

In order to better see the extent of agreement between the equivalent circuit model, Sonnet simulation, and measured data, the amplitude and phase errors are plotted in fig. 8. We can see that in both cases, $S_{11}$ and $S_{22}$ magnitude errors are less than $\pm 0.5$ dB and the phase errors are mostly within $\pm 5$ degrees. The $S_{12}$ errors are small at lower frequencies. However, at higher frequencies as the magnitude of the $S_{12}$ decreases rapidly, the magnitude and phase errors start to increase substantially. At such small values of $S_{12}$ however, these errors have a negligible effect on the performance of the circuit.

The second output network consists of a $\pi$ matching network and the same resonator structure at the drain side. Figure 9-(a) shows the equivalent circuit model and fig. 9-(b) shows the Sonnet layout of this output network. It can be seen from the layout that this output network is quite more complex compared to the previous example. Initially, there was a significant mismatch between the response of the equivalent circuit model and the Sonnet simulated s-parameters. After some analysis, it was determined that the mismatch is caused by the large asymmetry in the shape of ground planes on the layout, which has a substantial effect on the ground currents. This effect can be modeled in the equivalent circuit model by addition of small amounts of parasitic inductance in the ground paths, as marked on figure 9-(a). When these parasitic inductances were added to the equivalent circuit model, much improved match between the model and the Sonnet simulations was obtained, as shown in figure 9-(c). Figure 10 shows a picture of the fabricated output network and the comparison between the Sonnet simulations and the measured s-parameter response. We can see that good overall match between the Sonnet simulations and the measured data is obtained here as well.

Figure 11 shows the magnitude and phase error plots for the second output circuit. We can see that for this circuit, $S_{11}$ and $S_{22}$ magnitude errors are within $\pm 1$ dB and the phase errors vary from -5 to +25 degrees. These errors are notably larger than the errors seen in the previous circuit, reflecting the increased complexity of this circuit compared to the first circuit.

Fig. 9. (a) High frequency equivalent circuit, (b) Sonnet layout, and (c) Sonnet vs. circuit model s-parameter simulation results for the second output network.
Fig. 10. (a) The fabricated output matching network and (b) Sonnet simulation vs. measured s-parameter results for the second output network.

The $S_{12}$ errors are comparable to those of $S_{11}$ and $S_{22}$ at lower frequencies. Again at higher frequencies as the magnitude of $S_{12}$ starts to decrease rapidly, the magnitude and phase errors increase substantially, but the effect of these errors are negligible on the performance of the circuit at such small values of $S_{12}$.

All simulations were performed on a Dell Precision 380 desktop containing a dual core 3.00 GHz Pentium D microprocessor and 3.5 GB of RAM. For all circuit simulations in Sonnet, the cell size was set to 2 $\mu$m in both X and Y directions, and the simulations were performed

Fig. 11. Error plots of (a) magnitude and (b) phase of the equivalent circuit model vs. Sonnet simulation and (c) magnitude and (d) phase of measured data vs. Sonnet simulation for the first output network.
from 1 GHz to 16 GHz using the adaptive sweep (ABS) option. The resonator circuit layout shown in figure 4 has a box size of 2200 \( \mu m \times 2200 \mu m \) in the Sonnet simulation window. The simulation time for this circuit was 101 minutes and 9 seconds. For the first output network shown in fig. 6, the final box size in the Sonnet simulation window was 2800 \( \mu m \times 3000 \mu m \) and its simulation time was 224 minutes and 35 seconds. The second output network shown in fig. 9 has a box size of 3000 \( \mu m \times 3000 \mu m \) and the simulation time for this circuit was 218 minutes and 42 seconds.

VII. CONCLUSION

Accurate modeling of CPW based passive components and design of matching networks using Sonnet was discussed in this paper. Initially, individual inductors and capacitors of various sizes and geometries were simulated in Sonnet, and a high frequency circuit model was extracted from each component. These extracted results were used to create a simulation-based inductor library and a scalable capacitor model, which were then used in designing complex passive circuits including resonators and matching networks. The systematic approach used for the design of complex passive networks resulted in obtaining accurate results with reduced time and effort spent. Based on these results Sonnet proved to be a powerful tool for accurate design of complex passive circuits.
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Abstract — One of the most important obstacles that portable antennas are facing is their harmful effect on the user’s body. In this paper, besides proposing a UWB vest antenna with a bandwidth of at least 500MHz, we try to reduce the specific absorption ratio (SAR) due to the proposed antenna on the human body. In order to achieve the mentioned goal, we modeled the human body after designing the antenna. In order to have simulation results closer to reality, we have used a 3-layer model of the human body instead of the 1-layer model. In our model of the human body, all of the body parts, except the torso, are modeled with three layers of bone, fat, and muscle. Since the torso has a different structure from other body parts and is close to the place of the antenna feed, we modeled it using four layers of air, bone, fat, and muscle. As the next step in our simulation process, the antenna was installed on the human body and then the antenna parameters and its SAR were obtained again. In the last stage, SAR due to the proposed antenna is reduced using metamaterial.

Index Terms — Meta material antenna, SAR reduction, vest antenna.

I. INTRODUCTION
Soldiers, police officers, firefighters, forest workers, etc. need “hands free” operation for their wireless equipment. A solution is to use antennas borne or worn on their helmet (as a helmet antenna) or on their upper torso (as a vest antenna) [1, 2]. The process of designing the RF vest antenna started with the analysis of ultra wideband antenna concepts, followed by computer simulation of potential designs. An optimum design was chosen based on the input impedance and voltage standing wave ratio (VSWR). In [3], an antenna with a bandwidth of 360MHz was designed; in [4], the design of a vest antenna with a VSWR less than 3.1 for the 100 to 500 MHz frequency band is shown; design of an ultra wideband vest antenna with a VSWR less than 3 for frequencies 31 to 475 MHz can be found in [5]; also, a ZERO VISUAL SIGNATURE vest antenna with VSWR<3 for the frequency range of 50 and 500 MHz is reported in [6].

Ongoing work includes the improvement of the computer model, design optimization, fabrication, and SAR reduction [6].

Natural low-frequency EM fields come from two main sources: the sun and thunderstorm activities. But in the last 100 years, man-made fields at much higher intensities and with a very different spectral distribution have altered this natural EM background in ways that are not yet fully understood. For example, in the design of the combat wear integration (COMWIN) RF vest antenna in addition to providing appropriate frequency range to establish wireless communication, we need to protect the health of the men that use and carry the antenna. There is strong challenge in designing body worn antennas.
with the appropriate frequency range and at the same time protecting the human body from harmful effects.

Over the last fifteen years, many authors have investigated the SAR with human head due to the complexity and large scale involved in such kinds of problems [11-19]. Recently, lots of attention has been paid to the reduction of peak SAR within materials and metamaterials. In [12], a ferrite sheet was adopted as a protection attachment between the antenna and the human head. A reduction over 13% for the spatial peak SAR over 1 gm averaging was achieved. Study on the effects of attaching materials and metamaterials for SAR reduction is presented in [19], and it was concluded that the position of shielding played an important role in the reduction effectiveness.

Recently, metamaterials have inspired great interests due to their unique physical properties and novel application [20, 21]. Metamaterials denote artificially constructed materials having electromagnetic properties not generally found in nature. Two important parameters, electric permittivity and magnetic permeability, determine the response of the materials to the electromagnetic propagation. Mediums with negative permittivity can be obtained by arranging the metallic thin wires periodically [7, 22-31]. On the other hand, an array of split ring resonators (SRRs) can exhibit negative effective permeability [32]. Metallic thin wires and SRRs are narrow-banded and lossy materials. When one of the effective medium parameters is negative and the other is positive, the medium will display as stop band. The metamaterials is on a scale less than the wavelength of radiation and use slow density of metal. The structures are resonant due to internal capacitance and inductance. The stop band of
metamaterials can be designed as operation bands of cellular phone while the size of metamaterials is similar to that of a cellular phone. Metamaterials are designed on circuit boards so it may be easily integrated to the cellular phone [33]. Simulation of wave propagation into metamaterials was proposed in [34].

Another approach for reducing the SAR is the use of a directional or reflectional antenna [35, 36]. In [17], a perfect electric conductor (PEC) reflector was arranged between a human head and the driver of a folded loop antenna. The result showed that the radiation efficiency can be enhanced and the peak SAR value can be reduced. Metamaterials have inspired great interests due to their unique physical properties and novel applications [35, 40]. The motivation of this paper is to design metamaterial to investigate the potential reduction of the peak SAR value.

In this paper, a broadband vest antenna with a bandwidth of 160% ranging for VSWR<3 with reduced SAR on the human body by using metamaterial is proposed. In order to reduce the vest antenna SAR appropriate metamaterial namely TW type is used.

In section two of this paper, first we designed an ultra wideband vest antenna. In section three, we modeled the human body using four layers in the abdominal region and three layers in other parts of the body. In section four, we designed metamaterial to reduce the SAR of the antenna, and finally in section five, we measured the specific absorption ratio (SAR) of the vest antenna in the presence of the designed metamaterial.

**II. DESIGNING THE UWB VEST ANTENNA**

For borne or worn antenna, consider the vest antenna and by shaping obtained the present structure. The antenna is installed on a polyester vest with a thickness of 5mm. It consists of two parts, the upper part and the lower part. Both of the mentioned parts are installed on the back side of the vest. There is a conductive strip in the front side of the vest.

Figure 1 shows the vest antenna from the front side and the back side. The antenna is fed through a coaxial cable in a way that the core of the cable is connected to the upper part of the antenna and the cable shield is connected to the lower part, as shown in Fig. 2.

In order to increase the antenna bandwidth, exponential equations are used in designing the lower part of the antenna and the metal strip in the front side of the antenna. Strip width in the lower part of the antenna starts from 15cm to 17.8cm.
The in front one starts from 3cm to 15cm. For example, in front strip the first 13 components are 2.95cm and the other 4 components are 3.83cm.

A jagged shape with the following specifications is used in the design of the upper part of the antenna. The initial design consisted of a semicircle. The maximum point of each jag was located on the circumference of the semicircle. The following shape was obtained, after tuning the initial shape for having a better VSWR. The VSWR of the tuned antenna is shown in Fig. 5. As shown in Fig. 5, the antenna bandwidth is about 400MHz. The radiation pattern of the vest antenna is shown in Fig. 6. The results of the simulation and tuning of the variables are obtained by Ansoft HFSS v.11 [41].
III. SIMULATION RESULT OF THE VEST ANTENNA ON A HUMAN BODY

In this section, we are going to discuss the modeling of the human body. In order to have the closest possible results to reality, the dimensions of the modeled human body are according to the typical person.

Fig. 9. Simulated VSWR of the vest antenna on the human body.

Fig. 10. The simulated average SAR on the human body at 500MHz.

Table 1: The electromagnetic characteristics of the main parts of the human body at 500MHz [8]

<table>
<thead>
<tr>
<th>Material</th>
<th>$\varepsilon$</th>
<th>$\sigma$</th>
<th>Loss tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone</td>
<td>12.946</td>
<td>0.10047</td>
<td>0.27901</td>
</tr>
<tr>
<td>Fat</td>
<td>5.5444</td>
<td>0.042793</td>
<td>0.27748</td>
</tr>
<tr>
<td>Muscle</td>
<td>56.445</td>
<td>0.82245</td>
<td>0.52383</td>
</tr>
<tr>
<td>Brain Grey</td>
<td>55.833</td>
<td>0.77907</td>
<td>0.50165</td>
</tr>
<tr>
<td>Brain White Matter</td>
<td>41.004</td>
<td>0.47391</td>
<td>0.41551</td>
</tr>
</tbody>
</table>

Fig. 11. Radiation pattern in the horizontal plane at (a) 100MHz, (b) 350MHz, and (c) 600MHz.

As shown in Fig. 7, the legs are constructed of three layers of bone, muscle, and fat. The height of the legs is about 80cm. In the next stage, the torso and the upper part of the shoulders are modeled. Since this part of the body is closer to the antenna and its feed, a more accurate modeling is used. Because the torso has a different structure from the
rest of the body (the existence of air inside the lungs), four layers are used for modeling this part of the body as shown in Fig. 7. The final model is depicted in Fig. 8. The electromagnetic characteristics of the main parts of the human body in frequency of 500MHz are listed in Table 1. In spite of the suitable VSWR, the SAR in the body parts close to the antenna, such as the waist is much higher than the standard limits.

According to the IEEE standard, the average SAR in the human body must not be more than 0.08 W/Kg [9, 10]. But this limit is reduced to 0.02 W/Kg for the region close to the head.

As shown in Fig. 10, the obtained peak SAR, due to the proposed antenna, on the human body is about 1.74 W/Kg, which is approximately 22 times the standard limit.

In the next section, we try to use metamaterial in order to reduce the SAR of the vest antenna on a human body. This method was recently used for decreasing the SAR in cell phones [19]. Radiation pattern is shown in Fig. 11 in azimuth for various frequencies.

IV. METAMATERIAL MODELING

Metamaterials are broadly defined as artificial effectively homogeneous electromagnetic structures with unusual properties not readily found in the nature. In these structures, the average cell size is much smaller than the wavelength of the operational frequency in the free space.

A. Designing the appropriate metamaterial for the proposed vest antenna

For designing the needed metamaterial, we consider the operational frequency of the vest antenna and the design formulas of metamaterial, with $\varepsilon > 0 \mu < 0$ for a split-ring resonator (SRR) structure and $\varepsilon < 0 \mu > 0$ for a thin-wire (TW) structure, we chose the second type which is TW. You can see the structures of these two types of metamaterial in Fig. 12.

B. SRR design procedure

The permeability of a SRR structure can be calculated using:

$$
\mu_r(\omega) = 1 - \frac{F \omega^2}{\omega^2 - \omega_{0m}^2 + j \omega \zeta} \\
\mu_t(\omega) = 1 - \frac{F \omega^2 (\omega^2 - \omega_{0m}^2)}{(\omega^2 - \omega_{0m}^2)^2 + (\omega \zeta)^2} + j \frac{F \omega^2 \zeta}{(\omega^2 - \omega_{0m}^2)^2 + (\omega \zeta)^2}.
$$

(3)
Fig. 13. Simulated average SAR in the presence of the material with a negative $\varepsilon_r$.

Wherein, $F = \pi(a/p)^2$, $a$ is the inner radius of the smaller ring, $\omega_{0m} = c \sqrt{\frac{3p}{\pi \ln(2wa^3/\delta)}}$ is the magnetic resonance frequency in which $w$ is the thickness of the rings and $\delta$ is the radial distance between the rings. Also, $\xi = 2pR'/a\mu_0$ is the damping factor which is related to the loss in the metal, with $R'$ as the metal resistance in the unit length.

For finding the frequency range in (3) in which $\mu_r < 0$, the metal loss is supposed to be small. Therefore,

$$\mu_r < 0 \text{ for } \omega_m < \omega < \frac{\omega_{0m}}{\sqrt{1-F}} = \omega_{pm},$$

where $\omega_{pm}$ is called the magnetic plasma frequency.

According to (4), the antenna operational frequency must be higher than $\omega_{0m}$ for having a negative $\mu_r$, but considering the fact that for SRRs with common dimensions this frequency is about several GHz, using SRRs in our design is not feasible [42]. The attempts made in [10] for using SRR to reduce the SAR of the cell phones on the human head, show that a layer of SRR with a thickness of 25mm can reduce the SAR for only about 27% in the GSM900 frequency band, while the same SRR used in the GSM1800 frequency band can reduce the SAR up to 38%.

C. TW design procedure

The relative permittivity of the thin wire can be calculated with the following formulation:

$$\varepsilon_r(\omega) = 1 - \frac{\omega^2}{\omega^2 + i\omega\xi}. \quad (5)$$

In (5), $\omega_{pe} = \sqrt{\frac{2\pi^2}{p^2 \ln(p/a)}}$ is the electric plasma frequency where $c$ is the light velocity and $a$ is the radius of the wires. $\xi = \frac{c_0(p\omega_{pe}/a_0)^2}{\pi\sigma}$ is the damping factor with $\sigma$ as the metal conductivity. From (5) we have:

$$\text{Re}(\varepsilon_r) < 0 \text{ for } \omega^2 < \omega_{pe}^2 - \xi^2. \quad (6)$$

Equation (6) gives the frequency range for a negative permittivity. If we ignore the loss, we will have:

$$\varepsilon_r < 0 \text{ for } \omega < \omega_{pe}. \quad (7)$$

From (6), it is evident that if the operational frequency is less than the electric plasma frequency, the $\varepsilon_r$ will be negative [42]. The next step instead of the full modeling of the metamaterial, we used a rectangular cube with a
Fig. 15. Simulated SAR in the presence of the metamaterial at (a) 100MHz, (b) 350MHz, (c) 500MHz, and (d) 600MHz.

variable $\varepsilon_r$ that it's $\varepsilon_r$ was obtained from equation (5).

As illustrated in Fig. 13, using a material with a negative $\varepsilon_r$ between the human body and the antenna, the SAR due to the vest antenna in the regions of the body covered with metamaterial is reduced considerably. So we will continue modeling TW metamaterial in our project.

In modeling of the TW metamaterial instead of using wires with a radius equal to $a$, we used strips with a width of $2a$. In order to have a better compatibility with the antenna structure and also reducing the project runtime, we used the strips in the TW structure. In this article, we used strips with a width of 4mm and the distance between strips is 24mm for the proposed antenna’s operational frequency.

V. RESULTS

In this part, vest antenna simulations results are presented after modeling metamaterial. Tuned VSWR of the antenna is shown in Fig. 14. The simulation results show that the final design have the wide impedance bandwidth of approximately 160% ranging from 100MHz to 640MHz for VSWR<3. Comparing to the condition without any metamaterial, the bandwidth variation of the antenna is negligible.
VI. Conclusion

In this article, a broadband vest antenna with a bandwidth of 160% ranging from 110 MHz to 630 MHz for VSWR<3 is proposed. To do so, the human body was modeled after designing the antenna. To this end, a 3-layer model of the human body has been used instead of the 1-layer model. As the next step in our simulation process, the antenna was installed on the human body and then the antenna parameters and its SAR were measured again. At the last stage, in order to reduce the vest antenna SAR appropriate metamaterial namely TW type is used. It can be seen that SAR due to the vest antenna on the human body is decreased considerably to 1.2 while the VSWR bandwidth and radiation pattern of the antenna is not changed approximately.
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Abstract—The nonstandard (NS) finite difference time domain (FDTD) algorithm provides remarkably high accuracy on a coarse grid by optimizing to monochromatic wave propagation within each uniform region. But, an effective absorbing boundary condition (ABC) is also necessary to accurately calculate electromagnetic fields. Although Berenger’s perfectly matched layer (PML) is a highly effective ABC, there is still no NS-formulation of it. In this paper, we develop a NS-version of the PML (NS-PML). We compare the NS-PML with other ABCs and demonstrate its excellent absorption.

Index Terms—Nonstandard finite difference time domain (NS-FDTD) algorithm, nonstandard perfectly matched layer (NS-PML), stability.

I. INTRODUCTION
The nonstandard (NS) finite difference time domain (FDTD) algorithm provides high accuracy on a coarse grid by optimizing to monochromatic wave propagation [1, 2, 3]. Even for subwavelength structures the NS-FDTD algorithm has performed successfully [4], but an effective absorbing boundary condition (ABC) is also necessary to accurately calculate electromagnetic fields. The improved second-order Mur ABC and higher-order ABCs shows good absorption [5, 6], but reflection at corners of the numerical grid is high and it is sometimes unstable. Although Berenger’s perfectly matched layer (PML) [7] is a highly effective ABC, there is no NS-formulation of it.

We develop a NS-FDTD algorithm for the conductive Maxwell’s equations in Section II, a NS-version of the PML (NS-PML) in Section III, and its stability in Section IV. We compare the NS-PML with other ABCs and demonstrate its excellent absorption in Section V.

II. NONSTANDARD FDTD ALGORITHM FOR THE CONDUCTIVE MAXWELL’S EQUATIONS
In dispersion-less and linear-isotropic media, the conductive Maxwell’s equations are given by

\[ (\mu \partial_t + \sigma^*) \mathbf{H} = -\nabla \times \mathbf{E}, \]
\[ (\varepsilon \partial_t + \sigma) \mathbf{E} = \nabla \times \mathbf{H}, \]

where \( \partial_t = \partial / \partial t \), \( \mathbf{H} \) is the magnetic field, \( \mathbf{E} \) is the electric field, \( \mu \) is the permeability, \( \varepsilon \) is the permittivity, \( \sigma \) is the electric conductivity, and \( \sigma^* \) is the magnetic conductivity. Applying \( \nabla \times \) to both sides of (1) and using the vector identity,

\[ \nabla \times \nabla \times \mathbf{V} = \nabla (\nabla \cdot \mathbf{V}) - \nabla^2 \mathbf{V}, \quad (\mathbf{V} = \mathbf{H}, \mathbf{E}) \]

we obtain an absorbing wave equation in a medium with zero charge density,

\[ \left( \partial_t^2 - v^2 \nabla^2 + 2 (a + a^*) \partial_t + 4aa^* \right) \psi = 0, \]

where \( v = 1 / \sqrt{\mu \varepsilon} \), \( a = \sigma / (2\varepsilon) \), and \( a^* = \sigma^* / (2\mu) \). The forward and backward solutions are

\[ \psi_0 = e^{-(a+a^*)t} e^{i(k \cdot r \pm \omega t)}, \]

where \( \mathbf{r} = (x, y, z) \), \( k \) is the wave vector, and

\[ \bar{\omega} = \sqrt{\omega^2 - (a - a^*)^2}, \]

where \( \omega \) is the angular frequency.
Using the conventional finite difference time domain (FDTD) algorithm for \( t = n \Delta t, x, y, z = mh \) \((n, m = \text{integer})\), (3) is discretized as follows,

\[
\left( d_t^2 - \frac{u^2 \Delta t^2}{h^2} - d^2 + (\alpha + \alpha^*) \bar{d}_t + 4\alpha \alpha^* \right) \psi = 0, \tag{6}
\]

where \( \alpha = a \Delta t, \alpha^* = a^* \Delta t, \) \( d_t f(t) = f(t + \Delta t/2) - f(t - \Delta t/2), \) \( d_t f(t) = f(t + \Delta t) - f(t - \Delta t), \) and \( d = (d_x, d_y, d_z) \) \((d_x, d_y, d_z) \) are defined analogously to \( d_t \). Inserting the solution (4) into (6), we find

\[
\left( d_t^2 - \frac{u^2 \Delta t^2}{h^2} - d^2 + (\alpha + \alpha^*) \bar{d}_t + 4\alpha \alpha^* \right) \psi_0 \neq 0. \tag{7}
\]

The right side of (7) does not vanish, because \( \psi_0 \) is not a solution of the difference equation (6).

We now seek a nonstandard (NS) finite difference (FD) model of (3) which has the same solution as (3). Replacing \( d^2 \) with \( d_t^2 \) and \( h \) with \( s(k, h) \), we find a high accuracy spatial FD expression (see Appendix A),

\[
\nabla^2 \psi_0 \approx \frac{d_t^2 \psi_0}{s(k, h)^2}, \quad s(k, h) = \frac{2}{k} \sin \left( \frac{kh}{2} \right), \tag{8}
\]

and require that

\[
\left( d_t^2 - \frac{u^2 d_t^2}{h^2} + (\beta + \beta^*) \bar{d}_t + 4\beta \beta^* \right) \psi_0 = 0. \tag{9}
\]

This is an example of a NS-FDTD algorithm. Let us find \( \alpha, \beta, \beta^* \) for which (9) is exactly satisfied. The temporal-spatial FD expressions give

\[
\begin{align*}
    d_t^2 \psi_0 &= 4 \sinh^2 \left( \frac{\alpha + \alpha^* \pm i\bar{\omega} \Delta t}{2} \right) \psi_0, \tag{10} \\
    \bar{d}_t \psi_0 &= -2 \sinh (\alpha + \alpha^* \pm i\bar{\omega}) \psi_0, \tag{11} \\
    d_t^2 \psi_0 &= -4 \sin^2 \left( \frac{kh}{2} \right) \psi_0. \tag{12}
\end{align*}
\]

Substituting (10)-(12) into (9) and requiring that the imaginary part vanishes, we find

\[
\beta = \frac{\tanh \alpha}{1 + \tanh \alpha \tanh \alpha^*}, \tag{13}
\]

\[
\beta^* = \frac{\tanh \alpha^*}{1 + \tanh \alpha \tanh \alpha^*}. \tag{14}
\]

Setting the real part to zero, we obtain

\[
u^2 = \frac{\sinh^2 [(\alpha + \alpha^*)/2] + \sin^2 (\bar{\omega}/2)}{\cosh (\alpha + \alpha^*) \sin^2 (kh/2)} - \frac{\beta \beta^*}{\sin^2 (kh/2)}. \tag{15}
\]

From the NS-FDTD algorithm for the absorbing wave equation, we obtain the NS-FDTD algorithm for the conductive Maxwell’s equations. According to [2], the NS-FDTD algorithm for the non-conductive Maxwell’s equations is given by

\[
\begin{align*}
    d_t H &= -\frac{u_0}{Z} d \times E, \tag{16a} \\
    d_t E &= u_0 \bar{Z} d_0 \times H, \tag{16b}
\end{align*}
\]

where \( u_0 = \sin(\omega \Delta t/2) / \sinh(kh/2) \), \( Z = \sqrt{\mu/\varepsilon} \), and \( d_0 = (d_x^0, d_y^0, d_z^0) \) satisfies \( d \cdot d_0 = d_0 \cdot d = d_t^2 \) (see Appendix A). Following (16), we define

\[
\begin{align*}
    (d_t + 2\beta^*) H &= -\frac{u}{Z} d \times E, \tag{17a} \\
    (d_t + 2\beta) E &= u \bar{Z} d_0 \times H. \tag{17b}
\end{align*}
\]

Using the discretized vector identity to which Gauss’ law is applied,

\[
    d_0 \times d \times V = -(d_0 \cdot d) V = d_t^2 V, \tag{18}
\]

(17a) and (17b) can be transformed into (9). Thus, (17) is a NS-FDTD algorithm for the conductive Maxwell’s equations optimized to monochromatic waves. As shown in Fig. 1, the electromagnetic field components are laid out on the grid,

\[
\begin{align*}
    H_x(x + h/2, y, z, t - \Delta t/2), \tag{19a} \\
    H_y(x, y + h/2, z, t - \Delta t/2), \tag{19b} \\
    H_z(x, y, z + h/2, t - \Delta t/2). \tag{19c}
\end{align*}
\]
where \( \beta_\pm = 1 \pm \beta, \beta_\pm^* = 1 \pm \beta^* \), and we simply write \( H(\mathbf{r}, t) \rightarrow H^n \) (analogously for \( E \)).

III. NONSTANDARD PERFECTLY MATCHED LAYER

We derive a nonstandard (NS) perfectly matched layer (PML) formulation based on Berenger’s PML. According to the Berenger’s PML, the conductive Maxwell’s equations in the transverse magnetic (TM) mode (\( E \) parallel to media interfaces) are split by

\[
(\mu \partial_t + \sigma_y^*) H_x = -\partial_y E_z, \quad (22a) \\
(\mu \partial_t + \sigma_x^*) H_y = -\partial_x E_z, \quad (22b) \\
(\varepsilon \partial_t + \sigma_x) E_{xx} = -\partial_x H_y, \quad (22c) \\
(\varepsilon \partial_t + \sigma_y) E_{zy} = -\partial_y H_x, \quad (22d)
\]

where \( E_z = E_{zx} + E_{zy} \). The split Maxwell’s equations are not equivalent to the absorbing wave equation in the PML, because Gauss’ law is invalid for \( \sigma_x \neq \sigma_y \). However, we found that the NS-FDTD algorithm based on the absorbing wave equation provides highly effective absorption even in the PML, as shown in Section V. Just as \( \sigma \) is separated into \( \sigma_x, \sigma_y \) in the PML, we separate \( \beta(\sigma) \) into \( \beta_x = \beta(\sigma_x), \beta_y = \beta(\sigma_y) \) and \( \beta^*(\sigma) \) into \( \beta_x^* = \beta^*(\sigma_x), \beta_y^* = \beta^*(\sigma_y) \) in (17). Thus, the NS-FDTD algorithm becomes

\[
(d_t + 2\beta_x^*) H_x = -\frac{u}{Z} d_y E_{zx}, \quad (23a) \\
(d_t + 2\beta_y^*) H_y = \frac{u}{Z} d_x E_{zy}, \quad (23b) \\
(d_t + 2\beta_x) E_{xx} = uZ d_y^0 H_y, \quad (23c) \\
(d_t + 2\beta_y) E_{zy} = -uZ d_y^0 H_x, \quad (23d)
\]

where \( u = u_0 \) only inside the PML to promote the numerical stability as we discuss in Section IV. Expanding the temporal finite difference operators in the Yee cell, we obtain

\[
H_x^{n+1/2} = \frac{\beta_x^*}{\beta_x} H_x^{n-1/2} - \frac{u}{\beta^*_x Z} d_y E_z^n, \quad (24a) \\
H_y^{n+1/2} = \frac{\beta_y^*}{\beta_y} H_y^{n-1/2} + \frac{u}{\beta^*_y Z} d_x E_z^n, \quad (24b) \\
E_{zx}^{n+1} = \frac{\beta_x}{\beta_x^*} E_{zx}^{n-1} + \frac{uZ}{\beta_x^*} d_y^0 H_x^{n+1/2}, \quad (24c) \\
E_{zy}^{n+1} = \frac{\beta_y}{\beta_y^*} E_{zy}^{n-1} - \frac{uZ}{\beta_y^*} d_y^0 H_x^{n+1/2}, \quad (24d)
\]

where \( \beta_\pm = 1 \pm \beta, \beta_{i\pm} = 1 \pm \beta_i^* (i = x, y) \). In the transverse electric (TE) mode (\( E \) perpendicular to media interfaces), the conductive Maxwell’s equations are split by

\[
(\mu \partial_t + \sigma_x^*) H_{zx} = -\partial_x E_y, \quad (25a) \\
(\mu \partial_t + \sigma_y^*) H_{zy} = -\partial_y E_x, \quad (25b) \\
(\varepsilon \partial_t + \sigma_x) E_{xx} = -\partial_x H_y, \quad (25c) \\
(\varepsilon \partial_t + \sigma_y) E_{xy} = -\partial_y H_x, \quad (25d)
\]

where \( H_z = H_{zx} + H_{zy} \). We separate \( \beta \) into \( \beta_x, \beta_y \) (analogously for \( \beta^* \)) and obtain

\[
H_{zx}^{n+1/2} = \frac{\beta_x^*}{\beta_x} H_{zx}^{n-1/2} - \frac{u}{\beta^*_x Z} d_x E_z^n, \quad (26a) \\
H_{zy}^{n+1/2} = \frac{\beta_y^*}{\beta_y} H_{zy}^{n-1/2} + \frac{u}{\beta^*_y Z} d_x E_z^n, \quad (26b) \\
E_{xx}^{n+1} = \frac{\beta_x}{\beta_x^*} E_{xx}^{n-1} + \frac{uZ}{\beta_x^*} d_y^0 H_y^{n+1/2}, \quad (26c) \\
E_{xy}^{n+1} = \frac{\beta_y}{\beta_y^*} E_{xy}^{n-1} - \frac{uZ}{\beta_y^*} d_y^0 H_x^{n+1/2}, \quad (26d)
\]

where \( u = u_0 \) in the PML. In three dimensions, the NS-PML formulation is similarly derived using the separations based on Berenger’s PML.

In two-dimensional PMLs, there is no reflection if the conductivities are continuous and the impedance matching condition is satisfied,

\[
\sigma_x^*/\mu = \sigma_x/\varepsilon, \quad \sigma_y^*/\mu = \sigma_y/\varepsilon. \quad (27)
\]

But there is a small reflection due to the discretization on a grid [8], the following definition gives a simple control of the absorption performance [9],

\[
\sigma_x = \begin{cases} 
\sigma_m \left(1 - \frac{i}{L}\right)^M, & \text{for } i < L \\
\sigma_m \left(1 - \frac{N-i}{L}\right)^M, & \text{for } i > N - L,
\end{cases} \quad (28a) \\
\sigma_y = \begin{cases} 
\sigma_m \left(1 - \frac{i}{L}\right)^M, & \text{for } j < L \\
\sigma_m \left(1 - \frac{N-j}{L}\right)^M, & \text{for } j > N - L,
\end{cases} \quad (28b)
\]

where \( \sigma_m \) is the conductivity in the nonabsorbing medium, \( L \) is the thickness of the absorbing layer, and \( M \) is the order of the absorption. The NS-FDTD algorithm becomes

\[
(d_t + 2\beta_x^*) H_x = -\frac{u}{Z} d_y E_{zx}, \quad (23a) \\
(d_t + 2\beta_y^*) H_y = \frac{u}{Z} d_x E_{zy}, \quad (23b) \\
(d_t + 2\beta_x) E_{xx} = uZ d_y^0 H_y, \quad (23c) \\
(d_t + 2\beta_y) E_{zy} = -uZ d_y^0 H_x, \quad (23d)
\]

Expanding the temporal finite difference operators in the Yee cell, we obtain

\[
H_x^{n+1/2} = \frac{\beta_x^*}{\beta_x} H_x^{n-1/2} - \frac{u}{\beta^*_x Z} d_y E_z^n, \quad (24a) \\
H_y^{n+1/2} = \frac{\beta_y^*}{\beta_y} H_y^{n-1/2} + \frac{u}{\beta^*_y Z} d_x E_z^n, \quad (24b) \\
E_{zx}^{n+1} = \frac{\beta_x}{\beta_x^*} E_{zx}^{n-1} + \frac{uZ}{\beta_x^*} d_y^0 H_x^{n+1/2}, \quad (24c) \\
E_{zy}^{n+1} = \frac{\beta_y}{\beta_y^*} E_{zy}^{n-1} - \frac{uZ}{\beta_y^*} d_y^0 H_x^{n+1/2}, \quad (24d)
\]
where \( x = ih, \ y = jh (i, j = 0, 1, \ldots, N), \) \( L \) is the number of PML layers, \( M \) is the damping constant, and \( \sigma_m \) is given by using the incidence angle \( \theta \) and theoretical reflection coefficient \( R_{th} \),

\[
\sigma_m = -\frac{(M + 1)\varepsilon v}{2Lh\cos\theta} \ln R_{th}. \tag{30}
\]

We empirically choose \( \theta = 60^\circ, \ R_{th} = 10^{-8}, \) and \( M = 2. \)

### IV. NUMERICAL STABILITY

The numerical stability of the NS-FDTD algorithm for the conductive Maxwell’s equations is the same as the absorbing wave equation, because they are equivalent in homogeneous media as shown in Section II. Thus, we derive the stability for latter. For a monochromatic wave, we obtain

\[
d^2_0 \psi_0 = -D^2 \psi_0, \tag{31}
\]

where \( D^2 \) is given later. Using (31), the NS-FDTD algorithm (9) is rewritten in the form,

\[
\begin{pmatrix}
\psi^n_0 \\
\psi^{n+1}_0
\end{pmatrix} = A^n \begin{pmatrix}
\psi^0_0 \\
\psi^1_0
\end{pmatrix}, \tag{32}
\]

where we simply write \( \psi_0(r, n\Delta t) \rightarrow \psi^n_0, \) and

\[
A = \begin{pmatrix}
0 & 1 \\
-\frac{1-\beta-\beta^*}{1+\beta+\beta^*} & \frac{2-4\beta^* - u^2 D^2}{1+\beta+\beta^*}
\end{pmatrix}. \tag{33}
\]

Since the eigenvalue of \( A \) gives the algorithm stability (see Appendix B), we find

\[
u^2 \leq 2 - 4\beta^* + 2\sqrt{1 - (\beta + \beta^*)^2} \frac{D^2}{D^2}. \tag{34}
\]

The strictest condition on \( u^2 \) is found by taking the maximum possible value of \( D^2 \) in (34). Solving \( \partial_{\kappa_v} D^2 = 0 \) \( (p = x, y, z) \) in each dimension, we obtain

\[
\max (D^2) = \begin{cases}
4, & \text{for 1-D} \tag{35a} \\
\frac{1}{\gamma_1}, & \text{for 2-D} \tag{35b} \\
\frac{\gamma_1}{\gamma_2} \left( 3 - \frac{2\gamma_1^2}{\gamma_2} \right), & \text{for 3-D}, \tag{35c}
\end{cases}
\]

where \( \gamma_1 \) and \( \gamma_2 \) are defined in Appendix A. Although the stability is almost-completely satisfied in the PML because electromagnetic waves are exponentially damped, non-physical separated conductivities sometimes cause instability [10, 11].

### V. PERFORMANCE VALIDATION

We compare the NS-PML with the nonstandard Mur (NS-Mur) [5] and Higdon (NS-Higdon) absorbing boundary conditions (ABCs). Similarly to the NS-Mur ABC, the NS-Higdon ABC is simply derived from the conventional Higdon ABC [12] by replacing \( v\Delta t/h \) with \( u_0 \).

Using the example parameters listed in Table 1, we simulate absorptions at an optical wavelength on a coarse grid in the TM mode. Figure 2 shows intensity distributions of reflections using the NS-Mur, NS-Higdon, and NS-PML of \( L = 8 \) layers. Figure 2(a) shows incident pulses impinge upon the boundary at an angle of \( \theta = 45^\circ \) from the normal (\( A \) is incident on a corner of the computational domain, \( B \) is incident on a side). In Fig. 2(b),

<table>
<thead>
<tr>
<th>medium</th>
<th>vacuum</th>
</tr>
</thead>
<tbody>
<tr>
<td>wavelength</td>
<td>500 nm</td>
</tr>
<tr>
<td>grid spacing</td>
<td>50 nm</td>
</tr>
<tr>
<td>beam width</td>
<td>15 ( \mu )m</td>
</tr>
<tr>
<td>computational domain</td>
<td>120 ( \mu )m ( \times ) 60 ( \mu )m</td>
</tr>
</tbody>
</table>
the NS-Mur generates large reflections for pulse $A$ (about $-80$ dB) because corner values are approximated. In Fig. 2(c), the NS-Higdon improves the corner absorption, but it also has about the same reflection as the NS-Mur for pulse $B$. Whereas, in Fig. 2(d), the NS-PML of 8 layers greatly reduces the reflections for both pulses (about $-190$ dB).

Using the parameters of Table 1, we calculate the reflection coefficient, which is defined by the ratio of pulse $B$ intensities before and after reflection on a side. In Fig. 3, we show the angular reflection spectra using the NS-Mur, NS-Higdon, and NS-PML of $L = 8$ layers. For both the NS-Mur and NS-Higdon, the reflection rapidly increases with incidence angle, whereas the NS-PML provides high absorption at large angles. In Fig. 4, we show the angular reflection spectra of NS-PML with different numbers of layers, $L = 8, 16, 32, 64$. The more layers, the higher the absorption (doubling $L$ reduces reflection by about 30 dB). When $\theta > 60^\circ$, the reflection exponentially increases.

VI. CONCLUSION

We developed a nonstandard (NS) finite difference time domain (NS-FDTD) algorithm for the conductive Maxwell’s equations and a NS-version of the perfectly matched layer (NS-PML). Heretofore, the NS-FDTD algorithm has performed successfully in many nanoscale simulations [3, 4]. However, it is sometimes unstable after a large number of wave periods (for example, in whispering gallery mode calculations) due to corner reflections, but the NS-PML ensures absolute stability. We showed that the NS-PML provides more effective absorption than conventional NS-Mur and NS-Higdon absorbing boundary conditions.

Comparing the NS-PML with the conventional or standard (S) PML, the absorption performance is the same because it is determined by the given splitted conductivities. But although the memory cost is the same, the NS stability is better than the S one (the NS computational wave velocity can be increased by: 10% in 2-D; 35% in 3-D) [3].

The “unsplit” PML has been proposed [13, 14]. Since the unsplit PML has lower computational cost, in future work we will try to develop a NS-version of the unsplit PML.

APPENDIX A

NONSTANDARD FINITE DIFFERENCE MODEL

A high accuracy spatial finite difference model is found by optimizing to monochromatic wave propagation [2]. In one-dimension, the conventional central finite difference (FD) approximation is defined by

$$\frac{\partial_{x} \psi(x, t)}{h} \approx \frac{d_{x} \psi(x, t)}{h},$$

where $d_{x} \psi(x, t) = \psi(x + h/2, t) - \psi(x - h/2, t)$. For monochromatic waves $\psi_{0} = e^{i(kx + \omega t)}$, we have an exact nonstandard (NS) FD expression,

$$\frac{d_{x} \psi_{0}}{s(k, h)} = \partial_{x} \psi_{0}, \quad s(k, h) = \frac{2}{k} \sin \left( \frac{kh}{2} \right).$$

The exact NS-FD expression of (37) cannot be generalized beyond one dimension, but it is possible to
construct a high accuracy NS-FD expression with respect to plane waves of the form,
\[
\nabla^2 \psi_0 (r, t) \simeq \frac{d_0^2 \psi_0 (r, t)}{s(k, h)^2},
\]
where
\[
d_0^2 = d^2 + \gamma_1 (d_x^2 d_y^2 + d_y^2 d_z^2 + d_z^2 d_x^2) + \gamma_2 d_x^2 d_y^2 + \gamma_2 d_y^2 d_z^2,
\]
where \(d = (d_x, d_y, d_z)\) and
\[
\gamma_1 \equiv \frac{1}{6} + \frac{k^2 h^2}{180} - \frac{k^4 h^4}{23040} + \cdots, \quad \gamma_2 \equiv \frac{1}{30} + \frac{k^2 h^2}{360} - \frac{k^4 h^4}{7200} + \cdots.
\]
Details of this derivation are given in [2, 3]. The error of the NS-FD approximation is
\[
\frac{1}{\psi_0} \left( \nabla^2 - \frac{d_0^2}{h^2} \right) \psi_0 \simeq \frac{(kh)^6 k^2}{20160} + \cdots.
\]
Since the error of the conventional FD approximation is
\[
\frac{1}{\psi_0} \left( \nabla^2 - \frac{d^2}{h^2} \right) \psi_0 \simeq \frac{(kh)^2 k^2}{12} + \cdots,
\]
(38) is almost exact.

We need to approximate \(\nabla \times\) in Maxwell’s equations, but \(d_0 = (d_x^0, d_y^0, d_z^0)\) which satisfies \(d_0^2 = d_0 \cdot d_0\) does not exist. Instead, we require that
\[
d_0^2 = d_0 \cdot d = d \cdot d_0,
\]
and find that
\[
d_0 = \begin{bmatrix}
d_x (1 + \frac{\gamma_1}{2} (d_x^2 + d_y^2) + \frac{\gamma_2}{3} d_x^2 d_y^2) \\
d_y (1 + \frac{\gamma_1}{2} (d_x^2 + d_y^2) + \frac{\gamma_2}{3} d_x^2 d_y^2) \\
d_z (1 + \frac{\gamma_1}{2} (d_x^2 + d_y^2) + \frac{\gamma_2}{3} d_x^2 d_y^2)
\end{bmatrix}.
\]

\section*{Appendix B
Eigenvale and Stability}

An algorithm is given by
\[
\Psi^n = A^n \Psi^0,
\]
where \(t = n \Delta t\) \((n = \text{integer})\), \(\Psi(r, t) \rightarrow \Psi^n\), and
\[
A = \begin{pmatrix}
0 & 1 \\
-\alpha & \beta
\end{pmatrix}.
\]
If \(|A| \neq 0\) such as (33), \(A\) is diagonalizable and the algorithm stability is given by \(|\lambda| \leq 1\) (\(\lambda = \text{eigenvalue of } A\)) [15]. \(\lambda\) is found by solving
\[
|A - \lambda I| = 0,
\]
where \(I\) is the identity matrix. We obtain
\[
\lambda = c_2 \pm \sqrt{c_2^2 - c_1}.
\]
Using \(|\lambda| \leq 1\), the algorithm stability becomes
\[
c_2^2 \leq c_1 \leq 1.
\]
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Abstract- In order to efficiently analyze the large dense complex linear system arising from electric field integral equations (EFIE) formulation of electromagnetic scattering problems, the adaptive cross approximation (ACA) is applied to accelerate the matrix-vector multiplication operations. Although the ACA is already efficient compared with the direct method, this paper utilizes a novel technique to further reduce the setup time and storage memory. This method applies the predetermined interaction list supported oct tree (PILOT) to form a new far field interaction list. Using the new far field interaction list, less setup time representation of the far field matrix is obtained. The numerical results of complex objects are used to demonstrate that the memory requirement of the modified ACA is also less than that of the traditional ACA. An efficient preconditioning technique is combined into the inner-outer flexible generalized minimal residual (FGMRES) solver to further speed up the matrix-vector multiplication.

Index Terms- Adaptive cross approximation (ACA), flexible generalized minimal residual (FGMRES), predetermined interaction list supported oct tree (PILOT).

I. INTRODUCTION

Different electromagnetic scattering problems have been studied in recent years. They include, but not limited to, radar cross section (RCS) computations, antenna analysis, remote sensing, biomedicine, electromagnetic interference (EMI), and electromagnetic compatibility (EMC). In this paper, the scattering of the complex objects in free space are analyzed. Simulating these problems is very time demanding, and good numerical methods are required to compute their solutions quickly and efficiently. The method of moments (MoM) [1-6] is one of the most widely used techniques for solving electromagnetic problems. For a large electromagnetic problem, the number of unknowns, N, will be large and it would be difficult to solve the matrix equation. This is because the memory requirement and computational complexity are proportional to $O(N^2)$ and $O(N^3)$, respectively. This difficulty can be circumvented by using the Krylov iterative method, which can reduce the operation count to $O(N^2)$.

To alleviate this problem, many fast solution algorithms have been developed. The most popular fast solution include the multilevel fast multipole algorithm (MLFMA) [7-10], has $O(N \log N)$ complexity for a given accuracy. Though efficient and accurate, this algorithm is highly technical. It utilizes a large number of tools, such as partial wave expansion, exponential expansion, filtering, and interpolation of spherical harmonics. For the MLFMA, however, a priori knowledge of the Green’s function is needed for the formulation and implementation. As a result, it cannot be easily applied to analyze the layered media problems. ACA is another popular technique used to analyze the scattering/radiation [11], which exploits the well known fact that for well separated sub-scatterers, the corresponding sub-matrices are low rank and can be compressed. In contrast with MLFMA, the ACA is purely algebraic and, therefore, don’t depend on the problem Green’s function. However, the setup
time of the ACA is much more than that of MLFMA. Because of that, the MLFMA reuses multipole and local expansion information across levels, while the ACA does not. The aim of this paper is to present a modified ACA for solving the electromagnetic problems. It utilizes the predetermined interaction list supported oct tree (PILOT) [12-13] to reduce the setup time and the memory consumption of ACA. An efficient preconditioning technique is combined into the inner-outer flexible generalized minimal residual (FGMRES) solver to speed up the convergence rate of the electric field integral equation (EFIE) [14-17]. Simulation results show that the modified ACA is computationally more efficient than the traditional ACA.

The remainder of this paper is organized as follows. Section II demonstrates the formulation of EFIE. Section III describes the theory and implementation of the modified ACA in more details and gives a brief introduction to the inner-outer flexible generalized minimal residual (FGMRES) method. Numerical experiments are presented to demonstrate the efficiency of this proposed method in Section IV. Conclusions are provided in Section V.

II. Formulation

In this paper, the electric field integral equation (EFIE) is used to analyze electromagnetic scattering problems. The EFIE formulation of electromagnetic wave scattering problems using planar Rao-Wilton-Glisson (RWG) basis functions for surface modeling is presented in [3]. The resulting linear systems from EFIE formulation after Galerkin’s testing are briefly outlined as follows

\[ \sum_{n=1}^{N} Z_{mn} I_n = V_m, \quad m = 1, 2, \ldots, N, \quad (1) \]

where

\[ Z_{mn} = \frac{4\pi}{ik} \int \int \overline{\mathbf{A}_n(r)} \cdot \overline{\mathbf{A}_m(r)} \mathbf{G}(r, r') \mathbf{G}(r', r) dS' dS \]

\[ - \frac{1}{k^2} \int \int \nabla \cdot \mathbf{A}_n(r) \cdot \overline{\mathbf{A}_m(r)} \mathbf{G}(r, r') \mathbf{G}(r', r) dS' dS, \quad (2) \]

and

\[ V_m = \int \int \mathbf{A}_n(r) \cdot \left( \frac{1}{\eta} \mathbf{E}(r') \right) dS' \cdot \mathbf{G}(r, r') = \frac{e^{-j(k |r-r'|)}}{|r-r'|}. \]

Here, \( \mathbf{G}(r, r') \) refers to the Green’s function in free space and \( \{ I_n \} \) is the column vector containing the unknown coefficients of the surface current expansion with RWG basis functions. Also, as usual, \( \mathbf{r} \) and \( \mathbf{r}' \) denote the observation and source point locations. \( \mathbf{E}(\mathbf{r}) \) is the incident excitation plane wave, and \( \eta \) and \( k \) denote the free space impedance and wave number, respectively. \( N \) is the number of unknowns used to discretize the object.

Once the matrix equation (1) is solved, the expansion coefficients \( \{ I_n \} \) can be used to calculate the scattered field and RCS. In the following, we use \( Z \) to denote the coefficient matrix in equation (1), \( I = \{ I_n \} \) and \( V = \{ V_n \} \) for simplicity. Then, the EFIE matrix equation (1) can be symbolically rewritten as

\[ Z I = V. \quad (3) \]

To solve the above matrix equation by an iterative method, the matrix-vector products are needed at each iteration. Traditionally, a matrix-vector production requires the operation cost \( O(N^2) \).

III. Modified ACA

A. The oct tree structure

Take three dimensional problems into account; ACA is based on the data structure of the oct tree [8]. In Fig. 1, the box enclosing the object is subdivided into smaller boxes at multiple levels, in the form of an octal tree. The largest boxes not touching each other are at level 2, while the smallest boxes are at level \( L \). The subdivision process runs recursively until the finest level \( L \).

Fig. 1. The sketch of the octree structure.

With reference to Fig. 1, the box has its far
interaction box at level 2 or higher. The far interaction boxes can be analyzed using the ACA.

B. Predetermined interaction list supported oct tree (PILOT)

The form of possible far interaction boxes for an observation box in the two dimensional case is shown in the Fig. 2.

![Fig. 2. The form of possible far interaction boxes for an observation box in the two dimensional case.](image)

Where \( Y \) is the observation box, \( X \) indicates the far interaction part of \( Y \). For each observation box in Fig. 2, there are 27 possible boxes of the far interaction part of the impedance matrix in the two dimensional problems (there are 189 possible boxes in the far interaction part for the three dimensional case). The interaction matrix between the observation box and the box in the far interaction part is filled by ACA [11]. Therefore, the setup time of the traditional ACA is very long. In order to improve the setup time of the traditional ACA, a new far field interaction list called the PILOT algorithm is used in this paper.

According to [13], the PILOT algorithm utilizes the idea that higher compression is achieved when the dimension of the matrix is large. It utilizes that the far field interaction lists of siblings share many common cubes to regroup a new far field interaction list, while further compression is achieved by using the PILOT algorithm. It must be noted that the common interaction list does not directly translate into a merged interaction because the rank of such an interaction submatrix will not in general be low. The common interaction list is decomposed into disjointed parts such that the overall compression is optimized. Each of these disjointed parts is an interaction between grouped source cubes and observer cubes. For simplicity, the two dimensional common interaction list of sibling combination is illustrated in Fig. 3.

![Fig. 3. (a) Far interaction part of each cube. (b) The common interaction list of sibling combination.](image)

The decomposition of the common interaction list of Fig. 3 (b) into merged interactions is shown in Fig. 4.

![Fig. 4. The decomposition of the common interaction list.](image)

Further compression is possible considering common interaction lists for each pair’s siblings. Thus, the regular interaction list is replaced by the new interaction list. The types of the new interaction for the two dimensional case are shown in Fig. 5.
In [11], there are 108 possible far interaction boxes for each sibling of the traditional ACA in the two-dimensional case which is shown in Fig. 3 (a) (there are 1512 possible far interaction boxes for the three-dimensional case). However, there are only 16 entries with four distinct types (4 entries for the type 1, 4 entries for the type 2, 4 entries for the type 3, and 4 entries for the type 4) of the far interaction for each sibling of the modified ACA which are shown in Fig. 5. The types of the new interaction in the three-dimensional case are shown in Fig. 6.

**C. ACA compression of the new interaction list**

For the far interaction part of the impedance matrix, its elements are not explicitly computed and stored. Two domains are considered. The first one is an observation domain \(i\) that contains \(m_1\) basis functions, whereas the second one is a source domain \(j\) that contains \(m_2\) test functions. When the two domains are sufficiently separated, the impedance matrix associated with them can be expressed using low-rank representations [18-20]. This feature is utilized in the ACA. In the ACA implementation, the impedance matrix which is gotten through the EFIE of the two sufficiently separated boxes can be expressed in terms of two small matrices [11]

\[
Z_{ij} = [U_{ij}V_{ij}],
\]

where \([Z_{ij}]\) is the interaction matrix between the observation and source domains. The index \(r\) denotes the rank of the matrix \([Z_{ij}]\) and is much smaller than \(m_1\) and \(m_2\). Therefore, evaluating the matrix-vector product of the three matrices is much easier than for the direct multiplication.

**D. Flexible generalized minimal residual (FGMRES)**

In this paper, the FGMRES is used as the iterative solver for the EFIE in order to further accelerate the convergence [14-17]. Consider the iterative solution of equations of the form \(Ax = b\). The GMRES algorithm with the right preconditioning solves the modified system \(AM^{-1}(Mx) = b\), where the preconditioner \(M\) is constant. However, in FGMRES, the preconditioner is allowed to vary from one step to another in the outer iteration. We have GMRES for the inner iterations whose preconditioner is chosen as the near interaction of the modified ACA.
IV. NUMERICAL RESULTS

In this section, a number of numerical examples are presented to demonstrate the efficiency of the modified ACA in solving linear systems of electromagnetic scattering problems. The truncating tolerance of the ACA is $10^{-3}$ (relative to the largest singular value). All numerical experiments were performed in single precision on a Core-2 6300 with 1.86 GHz CPU and 1.96GB RAM. The restart number of the generalized minimal residual (GMRES) is set to be 30 and the stop precision for restarted GMRES is denoted to be $10^{-3}$. Both the inner and outer restart numbers of FGMRES are 30. The stop precision for the inner and outer iteration in the FGMRES algorithm is $10^{-2}$ and $10^{-3}$, respectively.

A. Cylinder geometry

First, we consider the scattering of a perfectly electrically conducting (PEC) cylinder at 300 MHz. The height and radius of the cylinder geometry are 1 m and 0.5 m, respectively. The z-axis is used as the rotation axis. It consists of the cylinder geometry with 12990 unknowns. The numerical result of monostatic RCS in theta direction when $\phi$ is fixed at $0^\circ$ is depicted in Fig. 7. It can be found that there is an excellent agreement between the result of the modified ACA and that of FEKO. The result validates the accuracy of the modified ACA.

B. The plane-cylinder geometry

The bistatic RCS for the plane-cylinder geometry is shown in Fig. 8. The edge length of the square plane is 4 m, the radius of the small column is 0.1 m, and the height of the small column is 2 m. The rotation axis is the z-axis. The frequency is 300 MHz. It can be observed that the result of the proposed method agrees very well with the FEKO. Figures 9 and 10 show the setup time and the memory requirement for the plane-cylinder geometry as a function of the number of unknowns. With reference to Fig. 9, the setup time of the modified ACA is much less than that of the traditional ACA. With reference to Fig. 10, the memory requirement of the modified ACA is also much less than that of the traditional ACA.
Figure 11 gives the convergence history curves of the modified ACA solved with GMRES and FGMRES. The geometry is discretized with 29411 unknowns at 300 MHz. In this numerical experiment, GMRES requires 4884 s with 5182 iterative steps, while FGMRES requires only 567 s with 320 outer iterative steps. The solving time of GMRES is 8 times longer than that of FGMRES in this example.

![Figure 10. The memory requirement for the plane-cylinder geometry.](image)

The solving time of GMRES is 8 times longer than that of FGMRES in this example.

![Figure 11. Convergence histories of the proposed method for the plane-cylinder geometry solved with GMRES and FGMRES.](image)

The solving time of GMRES is 8 times longer than that of FGMRES in this example.

C. The VIAS geometry

The third example is the VIAS geometry [21]. The geometry fits within a cuboid with an aspect ratio 6 : 5 : 0.5, and the maximum dimension is $4\lambda$ at 200 MHz. Figure 12 shows that the result of the proposed method agrees very well with the FEKO. The setup time and the memory requirement for the VIAS geometry as a function of the number of unknowns are shown in Figs. 13 and 14, respectively. With reference to Fig. 13, the setup time of the modified ACA is much less than that of the traditional ACA. It can be observed that the memory requirement of the modified ACA is also much less than that of the traditional ACA according to Fig. 14.

In order to compare the efficiency of the FGMRES with that of GMRES, the plots for the convergence steps and the solve times of the proposed method are provided in Fig. 15 and Fig. 16. It can be found that the solving time of GMRES is 6 times longer than that of FGMRES in this example.

![Figure 12. The bistatic RCS for the VIAS geometry.](image)

V. CONCLUSIONS

In this paper, a modified ACA is proposed for the electromagnetic problems. The proposed method utilizes the PILOT algorithm to reduce the setup time of the ACA, while it does not increase the memory consumption of the ACA. The numerical results demonstrate that setup time of the modified ACA is much less than that of the traditional ACA, while the memory consumption of the modified ACA is also less than that of the
Fig. 13. The setup time for the VIAS geometry.

Fig. 14. The memory requirement for the VIAS geometry.

Fig. 15. The convergence steps for the VIAS geometry.

Fig. 16. The solving times for the VIAS geometry.

traditional ACA. With the application of the new far field interaction lists, an efficient version of ACA is obtained in this paper, while the accuracy of the modified ACA is controllable. It is observed that the convergence rate of GMRES is remarkably accelerated by the application of FGMRES algorithm. The proposed method is very efficient for analyzing the electromagnetic scattering problems.
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Abstract - In reflectarray antenna designs, it is important to find the gain and bandwidth for a desired application. In this paper, two analysis methods are illustrated, which can provide quick estimations on the reflectarray gain and bandwidth. A quantitative comparison on these two different approaches is made in terms of accuracy and computation time. Parametric studies are performed to provide design guidelines for selecting appropriate f/D ratio and feed pattern of a center-fed reflectarray in order to optimize the antenna gain and bandwidth. Furthermore, the effect of element bandwidth on the performance of an X-band reflectarray is given both numerically and experimentally.

Index Terms — Bandwidth, directivity, efficiency, gain, reflectarray.

I. INTRODUCTION

Reflectarray antenna combines the advantages of both traditional reflectors and conventional phased array antennas. It has a high gain like parabolic reflectors. But, unlike the reflector that has a theoretically infinite bandwidth due to its curved surface, the reflectarray has a narrow bandwidth due to its phase compensation mechanism.

In the last decades, it has been shown that there are mainly two factors which limit the bandwidth performance of a reflectarray antenna [1-2]. One is the narrow bandwidth of the microstrip patch element [3] and the other is the differential spatial path delay. The second bandwidth limitation factor depends on system parameters like aperture diameter (D), focal length to diameter ratio (f/D), and power factor (q) of the feed pattern. In this paper, the gain and bandwidth of reflectarrays are studied in details, and the focus is on the effects of the system parameters. Note that the frequency bandwidth in this paper, if not explicitly defined, is calculated at -1 dB from the maximum gain.

Section II of this paper describes two different methods to quickly estimate the reflectarray gain and bandwidth. A comparison is made in terms of accuracy and computation time. Focusing on the differential spatial delay effect, Section III presents the bandwidth study of a broadside center-fed reflectarray antenna. Parametric studies are performed in order to optimize the antenna gain and bandwidth. In Section IV, a comparison between broadside and offset reflectarray antenna in terms of gain and bandwidth is given. In Section V, an X-band reflectarray with identical circularly polarized elements but different rotation angles is investigated. Both the effect of differential spatial path delay and the effect of element bandwidth on the performance of reflectarray are studied. The simulated gain of this reflectarray antenna is compared with the measured result.

II. GAIN COMPUTATION METHODS

To analyze the radiation performance of reflectarray antennas, several approaches have been developed with different levels of accuracy and complexity. The most accurate method is to perform a full wave simulation on the entire reflectarray aperture and the feed horn. However, this method requires prohibitively large memory storage and computational time, especially for large-size reflectarrays. An infinite array approach is widely used by assuming local periodicity, where each reflectarray element is analyzed within
a periodic environment to obtain its reflection magnitude and phase. The frequency variation, polarization status, and the actual incident angle can be considered in the simulation. Once the element property is determined, the aperture field distribution can be calculated and the radiation performance of the reflectarray can be obtained. This method is proved to be accurate; however, the algorithm is relatively complex and simulation time is relatively long.

In some engineering designs, it is necessary to provide quick estimations on the reflectarray performance such as the gain and bandwidth. In light of this, two simple and quick approaches are presented here for such estimations, which are based on the array theory and the aperture efficiency. Their accuracy and computational time are compared quantitatively in this paper. Combined with specific element phasing techniques, these approaches can be used to calculate the gain and bandwidth of reflectarray antennas.

The gain \((G)\) calculation of a reflectarray antenna is defined as a product of the directivity \((D_a)\) and aperture efficiency \((\eta_a)\) [4] such that
\[
G = D_a \times \eta_a,
\]
where \(D_a\) of the aperture with an area \(A\) is
\[
D_a = \frac{4\pi A}{\lambda^2}. \tag{2}
\]
The \(\eta_a\) is the product of spillover efficiency \((\eta_s)\), illumination efficiency \((\eta_i)\) and other efficiency \((\eta_o)\) factors. Other efficiencies include the feed loss, feed blockage, reflectarray element loss, polarization loss, mismatch loss, etc. Thus,
\[
\eta_a = \eta_s \times \eta_i \times \eta_o. \tag{3}
\]

In some gain computation methods, the directivity is calculated from the aperture field distribution [5-7]. Thus, the gain already includes the illumination efficiency which can then be represented by the following equation,
\[
G = D_0 \times \eta_s \times \eta_o. \tag{4}
\]

A. Directivity Calculations: Method 1

The directivity of an array with isotropic elements whose main beam is pointing in the \(\theta = \theta_0\) and \(\varphi = \varphi_0\) direction is given as,
\[
D_0 = \left[\frac{\int_{0}^{\pi} \int_{0}^{\pi} |AF(\theta_0, \varphi_0)|^2 \sin \theta d\theta d\varphi}{\frac{2\pi}{4\pi}}\right]. \tag{5}
\]

where,
\[
AF(\theta, \varphi) = \sum_{n=0}^{N-1} A_n e^{j\phi_n} e^{j\beta_n}. \tag{6}
\]

Here, \(A_n\) and \(\phi_n\) are the amplitude and phase of the \(n^{th}\) array element, and
\[
\hat{r} \cdot r_n = p_{x_n} \sin \theta \cos \varphi + p_{y_n} \sin \theta \sin \varphi. \tag{7}
\]

The position of the \(n^{th}\) element in an \(N\)-element planar array in the \(xy\)-plane is denoted by \((p_{x_n}, p_{y_n})\).

The array can have arbitrary configuration in the \(xy\)-plane and each element is indexed with a single index \(n\). Note that \(N\) is the total number of elements and would equal to the product of the number of elements in \(x\) and \(y\) directions \((N_x \times N_y)\) for a rectangular array.

The denominator in Eq. (5) referred to as ‘DEN’ can be written as,
\[
DEN = \frac{1}{4\pi} \int_{0}^{\pi} \int_{0}^{\pi} |AF(\theta, \varphi)|^2 |AF(\theta, \varphi)|^2 \sin \theta d\theta d\varphi. \tag{8}
\]

When substituting equation (6) into equation (8), one obtains,
\[
DEN = \frac{1}{4\pi} \int_{0}^{\pi} \int_{0}^{\pi} \left|\sum_{n=0}^{N-1} A_n e^{j\phi_n} e^{j\beta_n}\right|^2 \sin \theta d\theta d\varphi.
\]

where,
\[
w_n = A_n e^{j\phi_n},
\]
\[
\Delta p_{xx} = p_{x_n} - p_{x_m} = \rho_{mm} \cos \varphi_{nm}, \tag{11}
\]
\[
\Delta p_{yy} = p_{y_n} - p_{y_m} = \rho_{mm} \sin \varphi_{nm},
\]
\[
\rho_{nm} = \left(\frac{\Delta p_{xx}}{\Delta p_{nm}}\right)^2 = \left(\frac{\Delta p_{yy}}{\Delta p_{nm}}\right)^2 \tag{12}
\]

Using Eqs. (11) and (12) in the inner integral in Eq. (9) gives
\[
\frac{2}{2\pi} \int_{0}^{\pi} \exp\left(j \frac{2\pi}{\lambda} \rho_{nm} \sin \theta \cos(\varphi - \varphi_m)\right) d\varphi = J_0\left(\frac{2\pi}{\lambda} \rho_{nm} \sin \theta\right), \tag{13}
\]
where \(J_0(.)\) is a Bessel function of order zero. Substituting Eq. (13) into Eq. (9) gives
through some certain surface areas. The change due to the change in the main beam direction. For a broadside beam, this term will disappear. The parameters \( \Delta x \) and \( \Delta y \) represent the spacing between the elements along \( x \) and \( y \) axes, respectively. It is worthwhile to point out that the computational time in the denominator of Eq. (19) is only an order of \( N^2 \).

In summary, from Method 1 to Method 2, the computational time of the directivity is reduced from a \( O(N^2) \) to \( O(N) \).

C. Spillover Efficiency

The spillover efficiency \( (\eta_s) \) is defined as the ratio of the power intercepted by the reflecting elements to the total power \([9]\),

\[
\eta_s = \frac{\int \frac{\hat{p}}{\hat{r}.\hat{d}s}}{\int \frac{\hat{d}s}.}
\]

Both integrals are the fluxes of the Poynting vector \( \hat{p} \) through some certain surface areas. The integral of the denominator is performed over the entire spherical surface centered at the feed, denoted by \( \Sigma \). The integral in the numerator is evaluated on the array aperture \( A \). Once the spillover efficiency is determined, the reflectarray gain can be calculated using equation (4).

D. Comparison of Results

By assuming the efficiency factor \( \eta_0 = 1 \) in equation (4), a comparison between Method 1 and Method 2 for gain calculations was performed for a rectangular aperture reflectarray antenna which has a center feed and a broadside main beam (frequency = 32 GHz; spacing between elements = \( \lambda/2 \); \( f/D = 0.5 \); feed pattern power factor, \( q = 3 \)). Ideal phasing elements are used in these comparisons. These comparisons are performed using Matlab on an Intel duo-core 3.2 GHz CPU and 2 GB of RAM and the results are reported in Table 1. Note that Method 1 always gives accurate results for any aperture size, whereas the approximation error in Method 2 decreases when the aperture size increases. Figure 1 illustrates the percentage error of Method 2 with respect to Method 1. The error is calculated using the following equation:

\[
\text{Error(\%)} = \frac{|G(M2) - G(M1)|}{G(M1)} \times 100\%.
\]

Of the two methods, the time taken for gain calculation is much less using Method 2. From Fig. 2, a clear agreement of the two methods at off-center frequencies can be seen for a broadside reflectarray. For 21 frequency points the Method
1 takes about 8 minutes whereas the Method 2 only takes around 30 seconds. The bandwidth obtained using either of the methods is about 5%.

Table 1: Gain and CPU time comparison

<table>
<thead>
<tr>
<th>Array size</th>
<th>Method 1 Gain (dB)</th>
<th>Method 2 Gain (dB)</th>
<th>Method 1 Time (s)</th>
<th>Method 2 Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11×11</td>
<td>24.3142</td>
<td>24.3855</td>
<td>0.6180</td>
<td>0.6060</td>
</tr>
<tr>
<td>21×21</td>
<td>30.0432</td>
<td>30.0834</td>
<td>0.6660</td>
<td>0.6420</td>
</tr>
<tr>
<td>41×41</td>
<td>35.9062</td>
<td>35.9307</td>
<td>2.2680</td>
<td>1.0140</td>
</tr>
<tr>
<td>81×81</td>
<td>41.8450</td>
<td>41.8622</td>
<td>22.2960</td>
<td>2.4840</td>
</tr>
</tbody>
</table>

Fig. 1. Gain error of Method 2 vs. number of elements.

Fig. 2. Gain comparison of two methods for an 81×81 element reflectarray.

III. BANDWIDTH OF BROADSIDE FED REFLECTARRAY

Bandwidth of reflectarrays is determined by two factors: the system configuration and the element performance. In Sections III and IV, we focus on the effects of the system configuration, namely, the aperture size, the feed property, and the feed location. During this investigation, an ideal element phase is used, that is, as frequency varies the relative element reflection phase does not change. The reason for this assumption is to study only the effects of the system parameters. This assumption is valid also because in the element rotation technique, to be discussed in Section V, the relative reflection phase of the co-polarized CP wave (normalized to a reference element, e.g., the element located at the center of the aperture) only depends on the rotation angle and is therefore a constant over the frequency range of interest.

Considering the accuracy and computation time, Method 2 is used here to conduct a parametric study on the reflectarray gain and bandwidth performance.

A. Gain and Bandwidth vs. (f/D, q)

First, a parametric study has been done for a circular aperture (frequency = 32 GHz; spacing between elements = λ/2; diameter = 0.5 m (D/λ = 53.4); number of elements = 8937) with a gain around 43 dB. As the gain and bandwidth of a reflectarray varies with q and f/D ratio, an appropriate selection of these parameters is required. For a given q value, the gain versus f/D increases to a certain value and then decreases as shown in Fig. 3. The larger the q value, the narrower the horn beam. Thus, we need to choose a larger f/D in such cases in order to have a more uniform field distribution on the array.

It has been noticed that for a particular f/D and q value where we get maximum gain, the bandwidth may not be maximum. In Fig. 4, a gain of 43 dB is obtained for different combinations of f/D and q, but the bandwidth is wider for larger f/D and q values. The phase efficiencies at f/D = 0.5 and 0.75 are shown in Fig. 5 with q = 3. At off-center frequencies, the phase efficiency is high for large f/D ratio. This phase efficiency contributes to the increased bandwidth when we increase the f/D ratio. The bandwidth increases
with an increase in the two parameters $f/D$ and $q$ as shown in Fig. 6.

Fig. 3. Gain (dB) vs. ($f/D$, $q$) for a center-fed reflectarray at 32 GHz.

Fig. 4. Gain of center-fed reflectarrays with different $q$ and $f/D$.

Fig. 5. Phase efficiency vs. frequency for a center-fed reflectarray with $q = 3$.

B. Gain and Bandwidth Relation

A relation between gain and bandwidth of a large size (43 dB; $D/\lambda = 53.4$) and middle size (32 dB; $D/\lambda = 16$) reflectarray is shown in Figs. 7 and 8, respectively. It can be observed that for a fixed $q$ value, the variation in gain is small (< 0.4 dB) when the $f/D$ is increased. Meanwhile, the increase in bandwidth is high for a middle size reflectarray when compared to that of a large size reflectarray. At $q = 3$ and $f/D$ from 0.5 - 0.74, the bandwidth of a large size reflectarray is varying from 4.91 % to 6.5 %, whereas the bandwidth of middle size reflectarray is varying from 16.37 % to 21.22 %. Figures 7 and 8 also illustrate that the gain and bandwidth are high for large $f/D$ and $q$.

Fig. 6. Percentage bandwidth vs. ($f/D$, $q$) for a center-fed reflectarray.

Fig. 7. Gain vs. bandwidth for a large size center-fed reflectarray with $D/\lambda = 53.4$. 
IV. BROADSIDE AND OFFSET FED REFLECTARRAY

For a circular aperture (frequency = 32 GHz; spacing between elements = λ/2; diameter = 0.5 m; number of elements = 8937), a comparison is done between broadside and offset reflectarrays. Here, the incident and main beam of the offset reflectarray is making an angle of 25° with respect to the broadside direction. In doing so, the reflected energy and the reradiated energy of each reflectarray element can be collocated in the same direction and not wasted [10]. At fixed f/D and q values, an offset reflectarray has lower gain but wider bandwidth (gain = 42.48 dB, bandwidth = 5.31%) when compared to that of a broadside reflectarray (gain = 43.08 dB, bandwidth = 4.95%), as shown in Fig. 9.

V. ELEMENT BANDWIDTH EFFECT

In this section, the effect of the element bandwidth is included to investigate the performance of an X band reflectarray operating at 8.4 GHz. A split square loop is designed to reflect the CP wave with the same polarization state at X-band (8.4 GHz). A modified element rotation technique is used to compensate the spatial phase delay [11]. The full wave solver Ansoft Designer is applied in the element designs. Periodic boundary conditions (PBC) are placed around a single element to model an infinite array environment, and a plane wave is launched to illuminate the unit cell. It is worthwhile to point out that the mutual coupling effects between elements are considered in this analysis. The array grid is uniform and square shaped, with a period p = 18.75 mm between adjacent cells, as shown in Fig. 11. Figure 12 shows the magnitudes of the reflected co-polarized (right hand circularly polarized, RHCP) and the cross-polarized (left hand circularly polarized, LHCP) components under normal incidence. The element bandwidth obtained at -1 dB is about 4.29% (8.23-8.59 GHz) centered at 8.4 GHz. By rotating the slots around the perimeter of the square loop, different reflection phases can be obtained to compensate
the spatial phase delay of elements at different locations on the reflecting surface.

Fig. 11. Element geometry [11]: \(a = 11.375\) mm, \(w = 2\) mm, \(s = 7.2\) mm and \(P = 18.75\) mm, (substrate thickness = 1.57 mm and \(\varepsilon_r = 2.33\)).

The antenna elements are aligned on a circular aperture with the diameter \(D = 500\) mm (\(D/\lambda = 14\)), \(f/D = 0.68\), \(q = 6\) and an offset feed structure is used with an angle of 25° aside from the normal direction of the reflector plane. Using these configuration parameters, the effect of differential spatial phase delay is studied first, and the results are shown in Fig. 13. Here, the gain is calculated using Method 2. As the aperture directivity (\(D_a\)) linearly increases with frequency, it can be observed that the maximum gain is obtained at 9 GHz instead of the design frequency 8.4 GHz. Figure 13 also shows the aperture efficiency over a frequency range of 7.8 GHz – 9 GHz. Note that the spillover and taper efficiencies are constant with frequency, but the phase efficiency varies with frequency. The gain bandwidth due to differential spatial phase delay is 25.83%.

Fig. 12. Performance of the CP element using Ansoft Designer.

Fig. 13. Reflectarray performance due to spatial phase delay effect.

To include the element effect, the values of RHCP shown in Fig. 12 are considered as polarization mismatch in the code while doing frequency scan. The effect of element bandwidth on the performance of the reflectarray is shown in Fig. 14. The bandwidth with element effect is about 4.29% (8.25-8.61 GHz). The bandwidth obtained is equal to that of the element bandwidth, but note that the frequency range is slightly higher. It was observed that the bandwidth from element is much narrower than the bandwidth from differential spatial phase delay. Therefore, the element performance has a dominant effect on the reflectarray bandwidth compared to the spatial phase delay.

Fig. 14. Effects of spatial phase delay and element bandwidth on the reflectarray gain.

The gain of the reflectarray antenna obtained from simulations is compared with the measured result in Fig. 15. The gain of the prototype was obtained from near field measurements [11].
Table 2 summarizes the gain and bandwidth values. Since the measured result includes other efficiency factors such as the feed loss, which is lower than the simulated results. A major reason for the discrepancy between the simulated and measured results is due to the feed horn antenna effect. The q value, the purity of the RHCP beam, and the return loss of the horn all vary with frequency, which causes gain reduction. In particular at 8.8 GHz, the return loss of the horn is poor, resulting in a low gain. Since we do not have the complete data for the horn, this effect is not calculated in the simulation.

![Graph showing gain and bandwidth comparison](image)

**Fig. 15.** Measured and simulated results of an offset reflectarray with D = 500 mm, f/D = 0.68, and q = 6.

Table 2: Gain and bandwidth from the measured and simulated results

<table>
<thead>
<tr>
<th></th>
<th>Gain at 8.4 GHz (dB)</th>
<th>1 dB Bandwidth (%)</th>
<th>3 dB Bandwidth (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>30.25</td>
<td>2.86</td>
<td>6</td>
</tr>
<tr>
<td>Simulated</td>
<td>31.12</td>
<td>4.17</td>
<td>8.45</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

Two methods of gain computation have been described, and it is observed that Method 2 has acceptable accuracy and takes less time for calculation. Based on the conducted parametric studies it was observed that the selection of f/D and q will affect both the gain and bandwidth performance of a reflectarray antenna. The tradeoff between gain and bandwidth is revealed to obtain an optimum performance of reflectarrays and it was observed that a reflectarray with large f/D and q can give a high gain and large bandwidth. At a fixed f/D and q value, an offset reflectarray has low gain but large bandwidth when compared to that of a broadside reflectarray. The gain and bandwidth of an X-band reflectarray has been calculated and the results are proved to be in good agreement with the measured results. For reflectarray with small D/λ, the spatial phase delay effect is smaller than the element effect on the performance of reflectarray.
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