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Abstract

Numerical solutions of the equations describing electromagnetic pulse propagation in geometrically complex Debye-dispersive dielectrics are used in the development of safety standards for human exposure to non-ionizing radiation. Debye dispersion is a relaxation process, a phenomenon which occurs when the underlying material is forced into non-equilibrium due to the passing waves. This relaxation is typically stiff in applications, and the system of equations is then singularly perturbed. Such systems are notoriously expensive to solve with standard numerical methods. We review previous work related to the numerical solution of such problems, and consider a representative numerical scheme in order to elucidate the nature of the challenge posed to Computational Electromagnetics by the stiffness. Further, an analysis of the stiffness leads us to propose a scheme that seems “natural” for the problem at hand.

1. Introduction

The development of ultra-short, high-amplitude pulse emitters [1] has put in the spotlight the fact that the electromagnetic properties of real media depend strongly on frequency, i.e., real media are dispersive [2]. The most natural means for studying the interaction of such pulses with complex media is through the numerical solution of the time-domain Maxwell’s equations coupled to equations that describe the evolution of the induced macroscopic polarization. These numerical simulations are often used in the assessment of human exposure to high-power pulsed electromagnetic fields during the health and safety analysis of systems involving these pulses. For this reason we are interested in developing prediction tools that are robust and accurate.

The Computational Electromagnetics community has demonstrated a variety of extensions of the popular FD-TD scheme [3] to the modeling of pulse propagation in temporally dispersive media with complex geometry. A representative list of these extensions is [4]-[7]. Some of these approaches append to Maxwell’s equations a set of ordinary differential equations, that either describe the local in time constitutive relation [4] involving the displacement $\vec{D}$ and the electric field $\vec{E}$, or the dynamic evolution of the polarization $\vec{P}$ excited by the propagating electric field $\vec{E}$ [5]-[6]. Other approaches use a convolution representation of the constitutive relation which is updated in sync with the time update of the FD-TD discretized Maxwell’s equations [7].

The previously published extensions of the FD-TD method to simulate pulse propagation in dispersive dielectrics did not provide any analysis of the accuracy and stability properties of the resultant algorithms, neither was any guidance given for choosing the discretization parameters for a particular medium. Recently, stability and phase error studies were performed for the methods in [4]-[7]. The works [8]-[10] analyzed the spurious numerical properties of the extensions of FD-TD to dispersive dielectrics, and provided guidelines for choosing the discretization parameters so that minimal numerical artifacts would occur. The main conclusions that can be drawn from, e.g., [8] is that a) the
timestep must be a small fraction of the shortest relaxation time of the underlying material, and b) the Courant number \( \nu \) [11] must be set with respect to the maximum phase speed in the problem \( \nu = v^{\text{phase}}(\omega = \infty)\Delta t / \Delta z \) where \( v^{\text{phase}}(\omega) \) is the phase speed, and should be chosen as close as possible to the value corresponding to the stability limit of the standard FD-TD \( \nu \leq 1/\sqrt{d} \) where \( d \) is the number of spatial dimensions). The algorithms are useful in long-time integrations of the equations when these two conditions are met since then the phase and amplitude errors are minimal for a given medium. Herein, we show how these requirements pose a challenge to the methods in [4]-[7] which severely limits their applicability in realistic cases of scattering of experimentally available pulses from three-dimensional dispersive scatterers.

We now outline the remainder of the paper. Section 2 describes the model equations which we use to develop our analysis in dispersive dielectrics. In Section 3 we present a numerical method, which is an extension of the one in [5], for solving the model equations, and through a dispersion analysis we determine several non-dimensional parameters whose value affects algorithm performance. We also discuss the stiffness issue and the concomitant discretization requirements of the scheme. A reformulation of the model equations in Section 4 allows us to relate the non-dimensional parameters of Section 3 to quantities uniquely pertaining to propagation in dispersive dielectrics and to determine the propagation of high/low frequencies in Debye dielectrics via a singular perturbation analysis [12] of the problem. We close in Section 5 with a discussion of the shortfalls of standard schemes in light of the results presented in Sections 3 and 4, and propose a scheme that is more "natural" for dispersive problems.

2. The Model Problem

In this paper we will be concerned with media whose dispersion is due to relaxation processes. The modeler fits experimentally obtained dielectric data to the complex relative permittivity function

\[
\varepsilon(\omega) = \varepsilon_\infty + \sum_{n=1}^{M} \frac{\varepsilon^n - \varepsilon_\infty}{1 - i\omega\tau_n},
\]

for the relevant range of frequencies \( \omega \) in order to study the propagation of a given electromagnetic pulse in a given material. In (2.1) \( \varepsilon_\infty \) is the infinite-frequency relative permittivity, \( \varepsilon^n \) the zero-frequency relative permittivity of the \( n \)-th relaxation, and \( \tau_n \) the \( n \)-th relaxation timescale. The fit parameters are ordered so that \( \tau_1 > \ldots > \tau_M \) and \( \varepsilon^1 > \ldots > \varepsilon^M \). The phase velocity of harmonic waves in the dielectric is \( v^{\text{phase}}(\omega) = c/\text{Re}\{\sqrt{\varepsilon(\omega)}\} \), with \( c \) being the speed of light in vacuum. This in turn forces the choice \( \varepsilon_\infty < \varepsilon^M \). The parameters for which (2.1) fits water data in the microwave frequency range with \( M = 1 \) are \( \varepsilon_1 = 80.35, \varepsilon_\infty = 1.0, \tau = 8.13 \text{ ps} \). The \( M = 1 \) water model will be considered later in order to concisely demonstrate the analysis. A typical example of (2.1) for a muscle/fat model is given in [13] where \( M = 5 \), \( \varepsilon_\infty = 4.3, \varepsilon^1 = 8 \times 10^5, \varepsilon^2 = 8.19 \times 10^4, \varepsilon^3 = 1.19 \times 10^4, \varepsilon^4 = 36.3, \varepsilon^5 = 51 \) and \( \tau_1 = 2.31 \text{ ms}, \tau_2 = 3.7 \mu s, \tau_3 = 238 \text{ ns}, \tau_4 = 692 \text{ ps}, \) and \( \tau_5 = 8 \text{ ps} \). An alternative, ultra-wideband model for water (not used herein) combines Debye and Lorentz media to fit available permittivity data [14].

Using the inverse Fourier transform with (2.1) in the electromagnetic frequency-domain constitutive relation, \( \vec{D} = \varepsilon_0 \varepsilon(\omega) \vec{E} = \varepsilon_0 (\varepsilon_\infty \vec{E} + \sum_{n=1}^{M} \vec{P}^n) \), we close the system of Maxwell's equations in the time-domain with \( M \) differential equations, one for each Debye relaxation \( \vec{P}^n \) (\( n = 1, \ldots, M \)) forced by the electric field. For our model problem we will consider a plane pulse normally incident on a homogeneous dispersive half-space from the air side \( (z < 0) \). The dielectric occupies the half-space \( z \geq 0 \). The relevant one-dimensional equations are

\[
\frac{\partial H}{\partial t} = \frac{\partial E}{\partial z},
\]
create spatial index, and $\Delta t$ and $\Delta z$ are respectively the time and spatial steps. Since the polarization is induced by the electric field it is required that these two quantities be collocated in time and space. The reader is referred to [5] for the $M = 1$ version of (3.1).

The scheme (3.1) treats the electric and polarization fields implicitly with the trapezoidal method, and the electric and magnetic fields explicitly with the FD-TD method. Thus, its stability only depends on the Courant number, $\nu_\infty = \frac{c_\infty \Delta t}{\Delta z}$, where $c_\infty = c/\sqrt{\varepsilon_\infty}$ is the infinite-frequency phase speed (i.e., the largest speed in the problem). The Courant stability limit is $\nu_\infty \leq 1$ since (3.1) is second-order accurate both in time and space. Common among schemes of equal accuracy in space and time is the consequence that the phase error will be the lowest if $\nu_\infty$ is as close to the stability limit ($\nu_\infty \rightarrow 1/\sqrt{d}$) as possible. We will see in Section 5 that this is undesirable for dispersive problems. The $M = 1$ case, along with several other schemes for Debye and Lorentz dielectrics, has been investigated in [8]-[10]. For $M > 1$ the numerical dispersion relation from (3.1) is

$$
\nu_\infty^2 \sin^2 \frac{k(\omega)\Delta z}{2} = \sin^2 \frac{\omega \Delta t}{2} \times 
(1 + \sum_{n=1}^{M} v_{n-1} \frac{\nu_n - 1}{1 - i \tan \frac{\omega \Delta t}{2} h_n}),
$$

(3.2)

where $k(\omega)$ is the numerical wavenumber, $\omega$ is the real frequency, $v_n = \varepsilon_n/\varepsilon_\infty$, and $h_n = \Delta t/2\tau_n$. The non-dimensional $v_n$ can be interpreted as squares of ratios of phase speed, with $v_M$ being the square of the ratio of the infinite-frequency phase speed over the zero-frequency phase speed (see Section 4). The non-dimensional $h_n$ indicate how well the chosen timestep samples the $n$-th relaxation timescale. For Debye dielectrics it is always $1 < v_1 < v_2 < \ldots < v_M$ and, for a fixed timestep, $h_1 < h_2 < \ldots < h_M$. The numerical dispersion relation (3.2) is compared to the analytical one, $k^2(\omega) = \omega^2 \mu_0 \varepsilon_0 \epsilon(\omega)$ where $\epsilon(\omega)$ is given by (2.1), for a given dispersive medium and the discretization parameters are chosen so that the

3. A Numerical Method for the Model Problem

A numerical scheme for (2.2) is

$$
H_{j+\frac{1}{2}} \begin{cases} & H_{j+\frac{1}{2}} = H_{j+\frac{1}{2}} + \frac{\Delta t}{\mu_0 \Delta z} (E_{j+1}^k - E_j^k), \\
E_{j+1}^k & + \frac{1}{\varepsilon_\infty} \sum_{n=1}^{M} P_{j,n,k} + E_j^k + \frac{1}{\varepsilon_\infty} \sum_{n=1}^{M} P_{j,n,k} \\
& \quad + \frac{\Delta t}{\varepsilon_\infty \Delta z} (H_{j+\frac{1}{2}}^k - H_{j-\frac{1}{2}}^k), \end{cases}
(3.1)
$$

where $n = 1, \ldots, M$ is the relaxation mechanism index, $k$ is the discrete time index, $j$ is the
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two dispersion relations agree within a preset accuracy over a desired band of frequencies.

It became obvious in [8] that the parameter \( h = \Delta t/2\tau \) has to be \( O(10^{-3}) \) at least in order to obtain good results in long-time simulations for an \( M = 1 \) medium. Working with (3.2) one can show that this restriction now applies to \( h_M \). In Figure 1 we demonstrate this for a fictitious (but very reasonable) case of a medium with \( M = 2 \), \( \tau_1 = 8 \text{ ns} \), \( \tau_2 = 8 \text{ ps} \), \( \epsilon_\infty = 1 \), \( c_t^2 = 80 \), and \( \epsilon_2^2/\epsilon_s^2 = 10^{-1} \). Note from the Figure that the scheme can be used for a long-time simulation as long as \( h_2 \sim O(10^{-3}) \). As a result, in a simulation of propagation of a pulse with duration \( T_p \) (which, for real sources, is typically \( O(10^{-9}) \) sec or longer) one can not avoid having to finely resolve \( \tau_M \). The \( h_M \sim O(10^{-3}) \) requirement results in a very small timestep, which then over-resolves the timescale \( T_p \), and, through the Courant condition, in an extremely small spatial step. Realistic problems, e.g., those involving human-sized scatterers composed of such a medium, will quickly grow out of reach of ordinary computational resources. For the muscle/fat model of [13] \( \tau_M/\tau_1 \sim 10^{-9} \), and \( T_p/\tau_M > 10^3 \) for a pulse with \( T_p > 10^{-9} \) sec, so we expect the time/spatial steps to be unnecessarily small in this case too. Similarly, for the \( M = 1 \) water model it is typical that \( T_p/\tau > 10^3 \) when realistic cases are simulated and again excessive computer resources will be needed.

It is evident that we need numerical schemes that can simulate pulse evolution on timescales which are 2-3 orders of magnitude longer than the smallest relaxation times that arise in applications without having to resolve those small relaxation timescales. Such schemes should be able to maintain their theoretical accuracy for \( h_M \gg 1 \) when \( T_p \gg \tau_M \). A research program in that direction starts with an analysis of (2.2) in order to understand those qualitative aspects of the problem that are unique to dispersive dielectrics and to the presence of stiffness.

4. Analysis of the Model Problem

We determined elsewhere that the more general form of (2.2) for oblique incidence on a dispersive half-space can be reduced to a single partial differential equation (p.d.e.) for the electric field component in the quarter-plane \( z \geq 0, \ t \geq 0 \). In [15] we derived and analyzed the following signaling problem:

\[
\sum_{l=0}^{M} \beta_l \delta_t^M - l (\partial_{tt} - c_t^2 \partial_{zz}) E = 0; \quad z > 0, \ t > 0,
\]

\[
E(0, t) = g(t); \quad t \geq 0,
\]

\[
E(z, 0) = \partial_t E(z, 0) = \ldots = 0
\]

\[
\partial_t^M E(z, 0) = 0; \quad z \geq 0,
\]

\[
E(z \to \infty, t) \to 0.
\]

Equation (4.1) is a strictly hyperbolic p.d.e. since the \( l = 0 \) term, which is the principal part of the operator acting on \( E \), has a complete set of \( M + 2 \) distinct eigenvectors, one for each of
the two distinct eigenvalues \( \pm c_0 \), and \( M \) eigenvectors for the zero eigenvalue of multiplicity \( M \) due to the \( \partial_\nu^M \) operating on the \( l = 0 \) term (see [16] for definition of hyperbolicity). Note that (4.1) also holds in two- and three-dimensions for every component of the electric field if \( \partial_\nu^2 \) is replaced by \( \nabla^2 \), the appropriate higher dimensional Laplacian. This is because the incident electric field induces the macroscopic polarization so that \( \nabla \cdot \vec{D} = 0 \) implies \( \nabla \cdot \vec{P} = 0 \) everywhere inside a homogeneous medium. Equation (4.1) is also valid for material parameters that are continuously or discretely layered in the \( z \)-direction (depth) but invariant with respect to translation in the transverse \((x,y)\) coordinates. The \( \beta_l \) and \( c_l \) are given in [15] and form the ordered sequence (in (4.1) \( c_0 = c_\infty \))

\[
\beta_0 = 1 < \beta_1 < \ldots < \beta_l < \ldots < \beta_{M-1} < \beta_M; \\
c_0 = v_{\text{phase}}(\omega = \infty) > c_1 > \ldots > c_l > \ldots > c_{M-1} > c_M = v_{\text{phase}}(\omega = 0).
\]

In Debye dielectrics there are \( M + 1 \) wave families. Each family is described by the appropriate term of the sum in (4.1) while the other terms contribute to its dispersion and diffusion as it propagates. For numerical applications, the most important waves are those that are mainly described by the \( l = 0 \) and \( l = M \) terms in (4.1) as the \( l = 0 \) term describes the propagation during the time when the pulse first starts interacting with the dielectric, while the \( l = M \) term describes the long-time effect of the dispersion on the propagating pulse. This is the reason for studying the \( M = 1 \) case below.

We proceed with the \( M = 1 \) water model (see Section 1) in order to demonstrate the techniques involved in analyzing (4.1). The p.d.e. for the electric field now is

\[
(E_{tt} - c_\infty^2 E_{zz}) + \frac{\varepsilon_s}{\varepsilon_\infty^T} (E_{tt} - c_1^2 E_{zz}) = 0, \quad (4.3)
\]

where \( c_1 = c/\sqrt{\varepsilon_s} \) is the zero-frequency phase speed, and \( \frac{\varepsilon_s}{\varepsilon_\infty^T} \sim O(10^{13}) \text{ sec}^{-1} \). To determine how the high frequencies (short-time behavior) propagate in Debye media we substitute \( E(z,t) = u(z,t)H[\phi(z,t)] \) in (4.3), where the Heavyside function is \( H[\phi] = 0 \) (1) for \( \phi \geq 0 \) (< 0), and \( u(z,t) \) represents the smooth part of the solution. With this substitution we determine the wavefront surface, \( \phi(z,t) \), and the behavior of \( u(z,t) \) on the wavefront. We find that \( \phi(z,t) = z \pm c_\infty t \), i.e., that the characteristics are straight lines and have speed \( c_\infty \), and determine that on the wavefront, \( \phi(z,t) = z - c_\infty t = 0 \), \( u(z,t) \) satisfies

\[
u_t + c_\infty u_z + \frac{\varepsilon_s}{2\varepsilon_\infty^T} (1 - \frac{c_1^2}{c_\infty^2}) u = 0. \quad (4.4)
\]

The solution of this p.d.e. shows that the high-frequency components of the electric field decay exponentially fast in a spatial interval of length \( c_\infty \tau \sim O(10^{-3}) \text{ m} \) for water which we have previously labeled the “time-domain skin-depth” [15]. Thus, our problem has a small spatial scale due to the time stiffness since (4.4) is hyperbolic. In this short depth, the low frequencies will only be advected with speed \( c_\infty \) as the material has not had time to react. The procedure just outlined can also be thought of as a short-time asymptotic analysis of the problem. In addition, it indicates that any discontinuities in the signaling data will propagate on the characteristics of (4.3) and their amplitude will decay exponentially.

Next we consider (4.3) taking into account the largeness of \( \frac{c_1}{c_\infty} \). We define the small parameter \( \varepsilon = \frac{c_1}{c_\infty} \), and note that \( \varepsilon/T_\phi \) is still very small (\( \leq O(10^{-4}) \)) for nanosecond (or longer) pulse duration. The assumptions which make the analysis possible are reasonable in light of experimental reality. Here is our singularly perturbed problem statement:

\[
\varepsilon (E_{ttt} - c_\infty^2 E_{zz}) + (E_{tt} - c_1^2 E_{zz}) = 0; \quad z > 0, \ t > 0,
\]

\[
E(0,t) = g(t); \quad t \geq 0, \quad (4.5)
\]

\[
E(z,0) = \partial_\nu E(z,0) = \partial_{tt} E(z,0) = 0; \quad z \geq 0,
\]

\[
E(z \to \infty, t) \to 0,
\]
where \( g(t) \) is defined in Section 2. To analyze (4.5) as \( \epsilon \to 0 \) we expand the solution in powers of the small parameter, i.e., \( E(z, t) = E^0(z, t) + \epsilon E^1(z, t) + ... \), and find that the zeroth-order term satisfies \( E^0_{tt} - c_1^2 E^0_{zz} = 0 \). The solution of this “outer” problem is

\[
E^0(z, t) = g(t - z/c_1); \quad z \leq c_1 t
\]

\[
= 0; \quad z > c_1 t. \tag{4.6}
\]

We see that the discontinuity, generated at \( t = 0 \) due to the turn-on of \( g(t) \), will propagate along the sub-characteristics of speed \( c_1 \) instead of propagating along the true characteristics of (4.3) which we found in the previous paragraph.

To resolve this inconsistency we introduce an internal boundary-layer on the sub-characteristic \( z = c_1 t \) through a space-like limit process

\[
x^* = \frac{z - c_1 t}{\delta(\epsilon)}; \quad \delta(\epsilon) \to 0
\]

\[
t^* = t \tag{4.7}
\]

and an “inner” expansion

\[
E(z, t; \epsilon) = E^0(x^*, t^*) + \mu(\epsilon) E^1(x^*, t^*) + ...
\]

\[
(4.8)
\]

where \( \mu(\epsilon) \) is an order parameter that depends on \( \epsilon \) in general. We change to the “inner” variables \( (x^*, t^*) \) in (4.5) and substitute the “inner” expansion in the resulting p.d.e. We display below the most important terms to zeroth-order in \( \mu(\epsilon) \) since we will have to match the first term of the “outer” expansion to the solution (4.6) of the “outer” problem (which is of zeroth-order in \( \epsilon \)) to determine \( \delta(\epsilon) \):

\[
\frac{\epsilon}{\delta^2(\epsilon)} \left[ -c_1^3 E^0_{x^*x^*x^*} + c_1 c_0^2 c_1 E^0_{x^*x^*} + ... \right]
\]

\[
= 2c_1 E^0_{x^*x^*} \tag{4.9}
\]

In order for the terms displayed in (4.9) to balance we have to choose \( \delta(\epsilon) = \epsilon^{1/2} \). Integrating out one of the \( \partial_{x^*} \) we obtain a heat equation, i.e., \( E^0_{x^*} = \frac{c_0^2 - c_1^2}{2} E^0_{x^*x^*} \), for the field on and near (within a space-like interval of width \( \epsilon^{1/2} \)) the sub-characteristic of speed \( c_1 \). This heat equation describes the part of the incident pulse which propagates deep in the medium (past the “skin-depth”). To see that propagation (albeit at a much slower speed) is maintained even though the problem now has a strong parabolic character we use the inverse of the coordinate change in (4.7) to produce the advection-diffusion equation of [15]:

\[
E_t^0 + c_1 E_z^0 = \frac{c_{\infty}}{2c_0} \left( c_{\infty}^2 - c_1^2 \right) E_{zz}^0. \tag{4.10}
\]

The derivation of the uniformly valid perturbation expansion of the solution, along with the analogous procedure for Lorentz dielectrics, will be presented elsewhere.

The method of analysis in this Section differs from that used in [15]. However, the obtained analytical results validate each other, and the method used here lends itself to application to difference equations with the purpose of determining scheme behavior in the presence of stiffness.

5. Discussion

We know that the timestep, \( \Delta t \), of second-order accurate Leapfrog-based schemes (FD-TD) for dispersive electromagnetic schemes must finely resolve the shortest relaxation timescale \( \tau_M \) in order to achieve reasonable accuracy over long-time simulations of pulse propagation. In Section 3 we indicated how this requirement, coupled with the requirement on \( \nu \), results in a need for large amounts of computational resources. It is tempting to accept the small timestep at the expense of linearly increasing the run time and lower the Courant number (effectively increase the spatial step keeping the timestep fixed) in order to save on core memory by using fewer spatial cells. However, the standard schemes are then faced with a challenge as they do not allow a reduction of \( \nu \); the algorithms in [4]-[7] become more dispersive as \( \nu \) is reduced. Thus, it is reasonable to look for schemes whose performance does not
degrade as the Courant number is lowered below the maximum value required for stability. Further, in Section 4 we determined that the pulse response in a relaxing dielectric is mainly a diffusion wave traveling with the zero-frequency phase velocity of harmonic waves. We also found that the fastest speed, i.e., the infinite-frequency phase velocity, is important only in a thin layer near the air/dielectric interface in which the response is hyperbolic and decays exponentially. The stiffness due to the large magnitude of the $\beta_M$ in (4.1) (or $c_0/c_\infty$ in (4.3)) resulted in the fast speed being important only in a short time interval of $O(\tau)$ sec after the pulse has started interacting with the dispersive dielectric. As an example, in the $M = 1$ model of water permittivity this thin interval corresponds to a depth of $O(10^{-3})$ m, and thus the slow speed $c_1 \sim c_\infty/9$ is the dominant speed in the model. It must be emphasized that in the system (2.2) the speeds $c_l$, $1 \leq l \leq M$, were not evident and that only the reformulation enabled us to calculate them (see also [15]). These speeds are disparate for typical experimentally determined permittivity properties.

Next we use the results summarized in the previous paragraph to demonstrate the implications for numerical schemes of the time stiffness and of the disparate wavespeeds in the dispersive dielectric. In a typical one-dimensional computation we would use the results from [8]-[10] to set the timestep and the Courant number $\nu$. Since the Courant number for stability is set with respect to the highest speed in the problem these actions have thus fixed the spatial cell size for the computation to be $\Delta z_0 = c_0 \Delta t/\nu$. If now we assume that the remaining $M$ wave types in (4.1)-(4.2) are decoupled, then the spatial step for each type is determined by $\Delta z_n = c_n \Delta t/\nu, \ n = 1, \ldots, M,$ where $c_n$ and $\Delta z_n$ are respectively the wavespeed and spatial step associated with the $n$-th wave type. Thus, for a fixed timestep and Courant number, the spatial steps for the most important waves in the problem (the $l = 0$ and $l = M$ waves) are related as

\[
\Delta z_M = \frac{c_M}{c_\infty} \Delta z_0. \tag{5.1}
\]

Consequently we are using the wrong spatial cell size since $\Delta z_0 > \Delta z_M$. It turns out that in explicit finite difference schemes for hyperbolic problems with multiple wave speeds the stability requirement is based on the highest speed in the problem while the spatial resolution is based on the lowest speed. That the slowest wave speed must be used to set the spatial resolution can be understood by the following argument. Consider a fixed frequency $f$; the wavelength associated with the slow speed is smaller than that associated with the fast speed through the relation $wave speed = wavelength \times f$. This is because initially the pulse will just decay exponentially in a very short interval and all of its frequency components will travel with the fast speed $c_\infty$ since the material has not had time yet to react dispersively. Thus, a small length scale develops in time because gradually the pulse will slow down and travel with speed $c_M$. Since the slow speed is responsible for a small length scale we should set our discretization to sample it adequately. The cell size thus determined is $\Delta z_M$. We deduce that the disparate speeds then require a reduction of the Courant number since using the $\Delta z_M$ from (5.1) in the stability restriction $c_0 \Delta t/\Delta z_M = \nu$ (having set $\nu$ and $\Delta t$ previously) we obtain the effective Courant number for the computation to be $c_0 \Delta t/\Delta z_0 = \nu c_M/c_0 = \nu' < \nu$; the effective Courant number $\nu'$ is lower than the Courant number set so that the standard scheme would introduce as little artificial dispersion as possible. Thus the main response is not well captured. For the materials of interest to bioelectromagnetics it is $0.1 < c_M/c_0 < 0.5$ and thus the standard schemes deteriorate as the propagation evolves. Another way to see this is by referring to Figure 2 where the stencil of the FD-TD method in one dimension is shown. Setting the Courant number to be the maximum allowed by stability considerations ($\nu = 1$ in one dimension) corresponds to using information along the characteristics of the equations which have slope
$1/c_{\infty}$ and then $E_j^{n+1}$ depends on $E_{j+1}^n$, $E_j^n$, and $E_{j-1}^n$, as one can show by eliminating the magnetic field from the difference equations. This dependency reflects a fundamental property of the partial differential equation only when information on the grid indeed travels with the characteristic speed but we saw for dispersive dielectrics that the fast characteristic speed $c_{\infty}$ is important only during a short time interval. Past that time interval the sub-characteristic slow speed, $c_M$, is important and then field information travels between time levels along the lines of slope $1/c_M$, i.e., electric field information travels along the arrows from time level $n$ to $n+1$ that are attached at $\pm x$ in Figure 2. To capture this feature of the propagation one needs to lower the Courant number but standard schemes then become more dispersive. Alternatively, one could redefine the spatial differencing operators in the electric field update of the FD-TD scheme to use magnetic field data at the intersections of the solid lines connecting $E_{j\pm 1}^n$ and $E_j^{n+1}$ with the time level $t = (n+1/2)\Delta t$ in Figure 2. A similar redefinition should then be done to the spatial differencing operators used in the magnetic field update.

In summary, finite difference schemes which are second-order accurate in both time and space, the so-called (2–2) schemes (FD-TD among them), require that the Courant number be the maximum allowed for stability ($\nu = 1$ in one dimension) in order for them to introduce the least phase error. Here we have shown that in the framework of the standard schemes the dominant waves in dispersive problems are then calculated with an effective Courant number which is less than $\nu$ and standard schemes then do not preserve a fundamental property of the equations involved. However, (2–4) schemes that are second-order accurate in time and fourth-order accurate in space operate well for $0.1 < \nu < 0.4$, and do not suffer from a phase error degradation as the Courant number is decreased [17]. In addition, these schemes are overall fourth-order accurate for $\Delta t \sim O(1)\Delta x^2$. This is equivalent to reducing the Courant number while keeping the spatial step fixed, or increasing the spatial step while keeping the timestep fixed. Also, this relationship between the time and the spatial steps in the (2–4) scheme is like the diffusion scaling $t \sim O(1)\Delta x^2$ which appears in our problem asymptotically due to (4.10). We expect such schemes to maintain their accuracy as the time stiffness parameter $h_M$ becomes larger than one.

Numerical validation of this conjecture about the suitability of the high-order methods for dispersive problems is the subject of our current research.
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