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Cepstral Analysis of Photonic Nanojet-Illuminated Biological Cells

César Méndez Ruiz and Jamesina J. Simpson

Department of Electrical and Computer Engineering
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Abstract — It is currently believed that nanometer-scale internal refractive index fluctuations within biological cells change significantly during the initial stages of ultra early-stage cancer development well in advance of these changes becoming more pronounced and histologically detectable. Here, backscattered cepstral results of photonic nanojet-illuminated cells are investigated as a means to offer unique advantages for determining the internal structure and composition of cells at sub-diffraction (nanometer) scales. Specifically, the finite-difference time-domain (FDTD) method is employed to obtain the backscattered cepstrum of photonic-nanojet illuminated human colorectal HT-29 cells. Analysis of the backscattered cepstrum of the HT-29 cells indicates a clear means to distinguish between cells having larger and smaller levels of internal refractive index fluctuations before these changes are histologically detectable. Further, we find that the surface reflection is reduced for the case of nanojet-illuminated cells compared to flat surfaces.

Index Terms — Biological media, cancer, cepstrum, FDTD, photonic nanojet.

I. INTRODUCTION

As reported in a 2008 article of the Proceedings of the National Academy of Sciences [1], internal refractive index fluctuations are believed to change significantly on a nano-meter scale within biological cells during the initial stages of ultra early-stage cancer development well in advance of these changes becoming more pronounced and histologically detectable. In other words, cellular changes at the nano-meter scale, the scale of some of the fundamental building blocks of cells (such as ribosomes, macromolecular complexes nucleosomes, membranes, etc.), are expected to be occurring during cancer development in advance of changes at the micro-meter scale. For example, a less aggressive human colorectal cancer cell line (HT-29) is hypothesized in [1] to have $60 \times 60 \times 60$ nm correlation lengths, while a more aggressive HT-29 colon cancer cell line is hypothesized to have a correlation length of $600 \times 600 \times 100$ nm. In the case of [1], the mean refractive index $n_0$ of the HT-29 cell is set to 1.38, and the maximum refractive index fluctuation ($\Delta n_{\text{max}}$) is 0.02.

In this paper, HT-29 cells are analyzed in a new way for determining the characteristics of their internal refractive index fluctuations. Specifically, the backscattered cepstrum is obtained for photonic nanojet-illuminated HT-29 cells. This technique of employing the cepstrum as well as a photonic nanojet offers new advantages through unique capabilities for determining the internal structure and composition of cells at sub-diffraction scales. Further, an important advantage of the technique of this paper is that the surface reflection is reduced for cells compared to flat surfaces. This work may thus have application to ultra-early stage cancer detection.

The cepstrum is defined here as taking the discrete Fourier transform (DFT) of the magnitude of the backscattered spectrum:

$$f(t) \rightarrow \text{DFT} \rightarrow \text{spectrum}$$

$$\text{abs}(\text{spectrum}) \rightarrow \text{DFT} \rightarrow \text{cepstrum}$$

The domain of the cepstrum is termed “quefrency” and integer multiples of the fundamental quefrency are termed “rahmonics” [2]. Note that although the units of the
independent variable for the cepstrum is seconds, the cepstrum exists neither in the frequency nor time domain. As for the coining in [2] of the word “cepstra,” these terms are formed by reversing the order of the initial letters of their corresponding terms in the frequency domain.

The cepstrum is useful because it permits an analysis of the rate of change and periodicity of the spectrum over the complete frequency range of interest. Let us consider for example a simple recorded backscattered time waveform comprised of multiple reflected pulses having different delays and amplitudes:

\[ x(t) = s(t) + \alpha_1 s(t - \tau_1) + \alpha_2 s(t - \tau_2) + \ldots + \alpha_n s(t - \tau_n) \]

where \( \tau_n \) is the delay of the \( n \)-th reflection (\( \tau_1 < \tau_2 < \ldots < \tau_n \)), and the \( \alpha \)'s account for the scaling of the reflections from embedded features within the target as well as the shadow side surface of the target with respect to the magnitude of the reflection from the illuminated side of the target.

The spectrum magnitude of this signal is:

\[ |X(f)| = |S(f)| \sqrt{1 + \sum_{i=1}^{n} \alpha_i^2 + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \cos(2\pi \tau_i f) + \sum_{i=1}^{n-1} A_i} \]

where

\[ A_i = \alpha_i \alpha_{i+1} \cos(2\pi \tau_{i+1} f) + \alpha_i \alpha_{i+2} \cos(2\pi \tau_{i+2} f) + \ldots + \alpha_i \alpha_n \cos(2\pi \tau_n f) \]

In this case, the cepstrum will be comprised of one peak per feature of the target generating a reflection (each internal feature as well as the shadow-side surface of the target). Each of these cepstral peaks will be located along the \( x \)-axis (quefrequency, in units of seconds) at the position corresponding to the difference in round-trip propagation time between the initial reflection from the incident surface of the target and the corresponding reflection from the internal feature / shadow side surface of the target. The magnitudes of all but the last cepstral peak are affected by multiple \( \alpha \) values.

A photonic nanojet is defined as a narrow, high-intensity beam of light that emerges from the shadow side of a plane-wave-illuminated dielectric sphere or cylinder of diameter larger than the wavelength, \( \lambda \) [3]. Photonic nanojets have previously been shown to provide sufficiently one-dimensional (1-D) illumination of three-dimensional (3-D) targets [4], yielding the ability to detect at distances of multiple wavelengths in the backscatter direction ultra-subwavelength inhomogeneities embedded within the dielectric targets [4].

In this paper, the cepstral analysis of [4] developed for flat, dielectric slabs is applied to the more complex scenario of HT-29 cells. Here, the backscattered cepstrum is chosen for analysis over the spectrum curve because the target’s characteristics are more easily extracted from the cepstral curve than from the periodic backscattered spectrum. Compared to [4], the modeling of this paper is complicated by the surface roughness and overall curvature of the HT-29 cell, as well as by the random internal refractive index fluctuations within the cells. Specifically, the finite-difference time-domain (FDTD) method [5] is employed to obtain the backscattered cepstrum of homogeneous and inhomogeneous HT-29 cells. The 3-D FDTD grids model HT-29 cells, including their surface topography using data from atomic force microscopy (AFM) measurements [6], along with a microsphere for generating the nanojet used to illuminate the HT-29 cells. Analysis of the backscattered cepstrum of the different modeling cases indicates that (1) details of the internal composition of cells are more easily extracted from the backscatter of nanojet-illuminated cells than flat slabs; this could mean detection of smaller and earlier changes in internal refractive index fluctuations; (2) a clear means exists to distinguish between cells having larger and smaller levels of internal refractive index fluctuations before these changes are histologically detectable.

II. 3-D FDTD MODEL DESCRIPTION

First, a healthy HT-29 cell is modeled in the FDTD grid by importing AFM measurement data [6]. AFM can resolve surface fluctuations of lengths on the order of fractions of a nanometer, which is more than 1000 times better than the best resolution obtained using diffraction limited optical systems. Figure 1 illustrates a top-down view of the topography of the HT-29 cell that is imported to the FDTD model. The HT-29 cell is modeled as being submerged in water, which permits studying living cells instead of dehydrated cells. Note that it is modeled here as being stationary in the FDTD grid.
AFM surface topography of a fixed human colorectal HT-29 cell, courtesy of Dr. Richter [6]. 512 sampling points are collected in each direction over a 17.8 by 17.8 μm area providing a resolution of ~3.48 nm. Nanowizard II (JPK Instruments AG, Germany), uncoated NSG10 tip (NT-MDT, Russia).

Next, a 1.5-μm diameter silica sphere having a refractive index $n$ of 1.42 is modeled in a FDTD grid. This microsphere produces a photonic nanojet as shown in Fig. 2 that is later used to probe the HT-29 cell of Fig. 1. Note that the microsphere is also submerged in water, leading to an entire microsphere-HT-29 cell system that is submerged in water. Submerging the nanojet-generating microsphere improves the length of the nanojet and also reduces unintended resonances inside the sphere due to the lower refractive index contrast of the silica sphere with water rather than free space.

In subsequent simulations, the sphere center is located 950 nm from the top (incident side) surface of the HT-29 cell. A total-field scattered-field FDTD formulation [5] is employed to illuminate the microsphere with a plane wave, which then yields the nanojet for probing the HT-29 cell. For each simulation case, the backscattered time-waveform is recorded 3.8 μm on the incident side of the microsphere for subsequent post-processing. Note that as part of the post-processing, the time-domain backscatter from the microsphere alone is subtracted from case of the microsphere plus HT-29 cell case. This permits better extraction of the backscattered signal from the HT-29 cell.

Finally, the FDTD grid unit cell size is set to 10 nm in each Cartesian direction. This value is chosen not based on the Courant limit [5], but rather from the fine details of the cell surface topography. The spacing between measuring points (in x and y directions) in the provided AFM traces is 34.8 nm, but the vertical (z-direction) resolution of AFM is on the order of fractions of a nanometer. As such, starting with a grid cell size of 30 nm, iterative FDTD simulations involving the nanojet and the homogeneous HT-29 cell ($n_0 = 1.38$) while using progressively smaller FDTD grid cell sizes were run until convergence of the backscattered waveform was achieved at a grid resolution of 10 nm.

III. FDTD MODELING RESULTS

A. Homogeneous case

First, the HT-29 cell of Fig. 1 is modeled as having a homogeneous permittivity of 1.38 and as being illuminated by the nanojet of Fig. 2 at its geometric center. Note from Fig. 1 that the geometric center of the cell does not correspond to its peak thickness, which is slightly off-center and to the upper right of the central point. Also, the cell AFM topography is modeled only on the front side of the illuminated cell, and the shadow-side surface of the cell is modeled as being flat. Although modeling the two-sided surface topography of the HT-29 cell would be more realistic, here, having a flat shadow side HT-29 cell provides a useful comparison of the effects of the front (AFM surface data) side and back (flat) sides of the cell on the backscattered signal.

Figure 3 illustrates the time-domain backscattered waveform of the nanojet-illuminated HT-29 cell. Also shown for comparison is the backscattered waveform of a homogeneous slab of the same $n$ and same average thickness as the HT-29 cell (as measured from Fig. 1 only over the transverse circular area of the cell illuminated by the nanojet). The results of Fig. 3 show for both the cell / slab cases two pulses occurring together in time, and representing the reflections from the front and back sides of the cell / slab. Since the shadow-side surface of both the cell and the slab are flat, the second pulses are nearly identical for both cases. The earlier reflection from the front side, however, indicates a lower amplitude reflection from the cell compared to that of the slab. This is due to the surface topology and
roughness of the cell, which scatters the incident wave in more directions than just directly backward as is the case for the flat slab.

As a result, from the results of Fig. 3, we find that an important advantage of the technique of this paper involving nanojets and the analysis of backscattered waveforms from biological cells, is that the surface reflection is reduced for cells compared to flat surfaces. This means that inhomogeneities within HT-29 cells, for example, such as internal refractive index fluctuations hypothesized to occur during the initial stages of cancer development, are more easily detectable in HT-29 cells compared to flat slabs, since the surface reflections of the cells are reduced in the backscattered direction. Further, cells having rougher or more drastically curved surfaces will permit even better detection of the internal composition of the cells. We note that a question not addressed in [1] is whether early-stage cancer is detectable by characterizing changes in the surface topology of biological cells rather than or in addition to the internal refractive index changes [7]. The technique of this paper could help answer this question.

Fig. 2. Visualization of a photonic nanojet generated by a plane-wave-illuminated, 1.5-μm diameter silica microsphere submerged in water. The single frequency incident light λ is 500 nm. The steady-state electric field amplitude is plotted.

Fig. 3. Recorded time-domain backscatter from the HT-29 cell, and a dielectric slab having the same \( n \) and average thickness. The source is a Gaussian of half-width 3.18 fs modulating a sinusoid at 500 nm center wavelength.
B. Inhomogeneous case

Next, the HT-29 cell is modeled as having a pseudorandom \( n \) pattern. Fluctuations of the \( n \) inside of cells can arise due to varying concentrations of intracellular solids like DNA, RNA, lipids, etc. As a result, here, the intra cellular solids of the biological cell are modeled as a stationary process in the second-order cumulant approximation [8], as was done in the work of [1]. For this approximation, the \( n \) is determined to vary randomly with position but is held constant (homogeneous) within each block of dimension equal to a parameter termed the correlation length, \( lc \). That is, the correlation function (the correlation between random variables, in this case refractive index values, at positions in space and as a function of the spatial distance between those two points) is defined by

\[
\gamma(r) = \frac{\langle n(r_i) \cdot n(r_j) \rangle}{\langle n^2 \rangle}
\]

where \( \langle n^2 \rangle \) denotes the mean-square average of the fluctuation of the refractive index and \( \langle n(r_i) \rangle \) and \( \langle n(r_j) \rangle \) are the fluctuations of the refractive index at \( i \) and \( j \) positions that are a distance \( r \) apart. The correlation function varies from 0 when \( r \) is very large to 1 when \( r=0 \). For a random distribution of refractive index values, the correlation function can be approximated by [9]:

\[
\gamma(r) = \exp \left( -\frac{r}{lc} \right)
\]

In our case, the value of \( n \) for each homogeneous block is determined pseudorandomly, and we choose to investigate the effects of different size blocks similar to those considered in [1]. Specifically, the \( lc \) value corresponds to the size of the intracellular structures within a cell, and is currently hypothesized to correlate with the cancer aggressiveness level of the cell [1]. As a result, the \( lc \) value is changed for the different HT-29 cells corresponding to different levels of cancer development. On the other hand, the maximum \( n \) variations (\( \Delta n \)) is proportional to the local concentration of intracellular solids. Here, for all simulation cases, the mean refractive index \( n_o \) is equal to 1.38 as in [1]. The \( \Delta n \) for typical biological tissue can range from 0.02 to 0.1 [10]; for this work, the maximum \( \Delta n \) is set to 0.1.

Figure 4 shows an example 2-D geometry slice of a 3-D FDTD grid for the case of the HT-29 cell filled with 60×60×60 nm \( n \) blocks, along with the microsphere for generating the nanojet.
The resulting cepstral curves for each case are shown in Fig. 5.

In general, the magnitude of the cepstrums in Fig. 5 indicates that a decrease of the $l_c$ leads to a reduction of the total backscattered energy from the cell, especially for quefrequencies above 0 fs corresponding to the initial reflection from the incident-side surface of the cell. That is, the quefrequency corresponds to the delay time between the initial reflection (at 0 fs) and subsequent reflections, so a reduction between the different pseudorandom $n$ cases of the magnitude between 0 and 25 fs indicates less reflection from the internal $n$ blocks (a directly backscattered reflection from the shadow-side surface would occur at 25 fs). In fact, as we may expect, as the $n$ blocks reduce in size, the cepstral curve converges to the case of the cell being completely homogeneous. Before this convergence, however, Fig. 5 indicates that $n$ blocks as small as about 30 nm can be detected in the cepstral curve, demonstrating the nanojet’s potential to detect the fundamental “building blocks” of biological cells (nucleosomes, protein complexes, cytoskeleton, etc.) that have been experimentally shown to be on the order of ~100 nm or less [1].

The maximum magnitude variation of the $n$ inside the biological cell is a constant that does not depend on how advanced the carcinogenesis stage is; what determines the aggressiveness of a cell line and distinguishes it from other lines is the value of $l_c$ [1]. As such, in the second study involving random $n$ fluctuations within HT-29 cells, two cases of cell lines are considered. One is the C-terminal Src kinase (Csk) knockdown that is represented with $600\times600\times100$ nm rectangular homogeneous $n$ blocks. The other case is the epidermal growth factor receptor (EGFR) knockdown which is less aggressive and is represented with $60\times60\times60$ nm $n$ blocks [1]. The cepstral curves from three different pseudorandom patterns per cell line are shown in Fig. 6.

In general, the more aggressive cell line (CsK) backscatters more energy than the EGFR line, but above 5 fs it is insufficient to examine the cepstral curves and unambiguously distinguish between the two cell lines. On the other hand, for all six cases, it is possible to distinguish one cell line from the other based on the magnitude at quefrequency 0 fs (higher magnitudes for all three CsK cases, and lower magnitudes for all three EGFR cases). This indicates the possibility of using a cepstral analysis of the backscatter from nanojet-illuminated cells to determine the aggressiveness of cancer cells at sub-diffraction scales and before the disease provokes alterations detectable using histological techniques.

![Fig. 5. Comparison of cepstral curves for HT-29 cells having n blocks of different sizes. The homogeneous case is not shown because it is a perfect match with the 10×10×10 nm blocks.](image-url)
Nov again that the magnitudes at quefrency 0 fs in all the figures of this paper, including Fig. 6, correspond to the reflection from the incident surface of the cell, whereas the larger quefrency values correspond to later reflections involving the internal fluctuations within the cells.

**IV. CONCLUSIONS AND ONGOING WORK**

Analysis of the backscattered cepstrum of the photonic nanojet-illuminated HT-29 cells has demonstrated that (1) details of the internal composition of cells are more easily extracted from the backscatter of nanojet-illuminated cells than flat slabs; this could aid the detection of smaller and earlier changes in the internal refractive index fluctuations; (2) a clear means exists to distinguish between cells having larger and smaller levels of internal refractive index fluctuations before these changes are histologically detectable.

The study presented in this paper relates to a wide variety of other work being performed by other groups involving the interaction of electromagnetic waves with biological tissues and cells [11 – 13].

As part of future work, laboratory measurements will be conducted to support the computational results of this paper. This will include comprehensive AFM measurements of HT-29 cells at different stages of cancer development in order to help address the question not answered in [1]: whether early-stage cancer is detectable by characterizing changes in the surface topology of biological cells rather than or in addition to the internal refractive index changes. The use of photonic nanojets and the cepstrum may be particularly useful in answering this question, since changes in the surface topography from flatter and smoother to more curved and rough provides noticeably better detection of the internal composition of the cells.
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Abstract — This paper introduces a hybrid finite-difference time-domain (FDTD) method with weighted Laguerre polynomials to extract attenuation constants of lossy transmission lines. In the case of uniform lossy transmission lines, the complex variable compact two-dimensional (2-D) Laguerre-FDTD method is suitable for extracting attenuation constants exactly. To reduce memory requirements in this method, the divergence theorem is used to obtain a memory-efficient matrix equation. A lossy coplanar waveguide (CPW) example is presented to validate the accuracy and efficiency of the hybrid algorithm.

Index Terms — FDTD, Laguerre polynomials, memory reduction, skin depth.

I. INTRODUCTION

Although the finite-difference time-domain (FDTD) method has been widely used for electromagnetic simulation, it often results in a long solution time for the problems with fine grid division based on the Courant-Friedrichs-Lewy (CFL) stability condition [1-3]. In recent years, much attention has been paid to the unconditionally stable techniques, such as the alternating direction implicit (ADI) FDTD [4], Crank-Nicolson (CN) FDTD [5], Laguerre-FDTD [6], and locally one-dimensional (LOD) FDTD [7].

The Laguerre-FDTD method, based on weighted Laguerre polynomials and Galerkin’s testing procedure, does not have to deal with time steps and separately computes the temporal and spatial variables. It may be much more efficient than the FDTD method with too many time steps to compute the solution. However, the Laguerre-FDTD method results in an implicit relation and has to perform the matrix inversion. Its memory storage requirements and computation time is dependent on the produced sparse matrix equation. Similar to the conventional FDTD case [8], an efficient Laguerre-FDTD method combined with a memory-reduced (MR) technique is introduced for electromagnetic modeling by substituting a Maxwell’s divergence relationship into one of the curl difference equations [9-10].

In the past years, some numerical algorithms have been proposed to extract circuit parameters of lossy transmission lines [11-12]. To calculate more accurate results, an iterative process is applied to the compact 2-D Laguerre-FDTD method for the exact parameter extraction in this paper. A hybrid time-domain algorithm, which combines the MR Laguerre-FDTD method with the compact 2-D complex variable technique, analyzes a lossy coplanar waveguide (CPW). Starting from the three-dimensional (3-D) Maxwell’s differential equations considering the divergence equation, the hybrid method analytically deals with the partial derivatives with respect to the propagation direction and time variable, respectively, and forms an implicit relation to obtain an order-marching scheme. Then, we use an iterative process with three steps for finding the exact solution of attenuation constants by using the compact 2-D complex variable technique.

II. THEORIES

A. A MR-Laguerre-FDTD algorithm with complex variables

In the conventional compact 2-D Laguerre-FDTD method [13], only a phase shift term $e^{-j\omega t}$ involved in the field expressions is not enough for
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lossy lines because a spatial attenuation term $e^{-az}$ is ignored, where $z$, $\alpha$ and $\beta$ are the wave propagation direction, attenuation constant and phase constant, respectively. In general, however, the attenuated field components must not only vary with $(x, y, t)$, but vary with $z$. Taking the spatial attenuation along $z$ into account, the fields $U(x, y, z, t)$ can be expressed as

$$U(x, y, z, t) = u(x, y, t) \cdot e^{-(\alpha + j\beta)z}.$$  

(1)

If the partial derivative with respect to $z$ is replaced with $-(\alpha + j\beta)$, taking $e_x$ and $h_z$ for example the 3-D differential Maxwell’s equations yield

$$\frac{\partial e_x}{\partial t} = \frac{1}{\varepsilon} \left[ \frac{\partial h_z}{\partial y} + (\alpha + j\beta)h_y - \sigma e_x \right],$$  

(2)

$$\frac{\partial h_z}{\partial t} = \frac{1}{\mu} \left[ - (\alpha + j\beta)e_y - \frac{\partial e_x}{\partial y} \right].$$  

(3)

The other four equations can be constructed in a similar way.

Because of the explicit appearance of $e^{-az}$ in (1), the degenerated complex field components are not the functions of $z$ anymore. It is apparent that, for single mode propagation, the temporal variations of field components are exactly steady oscillations.

In charge-free regions, the divergence of $D$ can be chosen to replace (2)

$$\nabla \cdot D = \frac{\partial e_x}{\partial x} + \frac{\partial e_y}{\partial y} - (\alpha + j\beta)e_z = 0.$$  

(4)

Since the Laguerre polynomials $L_n(t)$ are orthogonal with respect to the weighting function $e^{-t}$, an orthogonal set $\{\varphi_0, \varphi_1, \varphi_2, \ldots\}$ is chosen as the basis functions

$$\varphi_n(st) = e^{-st/2}L_n(st),$$  

(5)

where $s > 0$ is a time scale factor. Using these entire-domain temporal basis functions, the electromagnetic fields $u(x, y, t)$ can be expanded as

$$\{u(x, y, t)\} = \sum_{n=0}^{\infty} \{u^n(x, y)\} \varphi_n(st).$$  

(6)

The first derivative of field components $u(x, y, t)$ with respect to time $t$ is [14]

$$\frac{\partial u(x, y, t)}{\partial t} = s \sum_{n=0}^{\infty} \left\{ \frac{u^n(x, y)}{2} + \sum_{k=0}^{n-1} u^k(x, y) \right\} \varphi_n(st).$$  

(7)

Using a Galerkin’s testing procedure in time domain and central difference in space domain, and eliminating magnetic fields, with reference to [6], we get

$$e^m_{x|j} - e^m_{x|j-1} + \frac{\Delta x}{\Delta y} e^m_{y|j} - \frac{\Delta x}{\Delta y} e^m_{y|j-1}$$

$$- \frac{\Delta y}{\Delta z} (\alpha + j\beta) e^m_{z|j} = 0,$$

$$- C^x_{\xi|j} e^m_{x|j-1} + C^x_{\xi|j} e^m_{x|j} + \frac{2(\alpha + j\beta)^2}{s\mu_{ij}} e^m_{y|j},$$

$$- C^y_{\xi|j} e^m_{y|j-1} + C^y_{\xi|j} e^m_{y|j} - C^x_{\xi|j} e^m_{z|j+1}$$

$$- C^y_{\xi|j} e^m_{z|j+1} + (\alpha + j\beta) \Delta x C^x_{\xi|j} e^m_{y|j},$$

$$- (\alpha + j\beta) \Delta x C^x_{\xi|j} e^m_{z|j+1}$$

$$= 2(\alpha + j\beta) \Delta x \sum_{k=0}^{m-1} h^k_{|j, i} - \frac{2}{C^x_{\xi|j}} \sum_{k=0}^{m-1} e^k_{|i, j},$$

$$- 2 \sum_{k=0}^{m-1} \left( h^k_{|i, j} - h^k_{|i-1, j} \right),$$

$$- C^y_{\xi|j} C_x^{i|j} e^m_{x|j-1} - C^y_{\xi|j} C_x^{i|j} e^m_{x|j-1},$$

$$\times e^m_{y|j-1} + \frac{2\sigma_m}{\varepsilon e_{i,j}} + C^x_{\xi|j} C^x_{\xi|j} e^m_{y|j},$$

$$- C^x_{\xi|j} C^x_{\xi|j} e^m_{y|j-1} + C^x_{\xi|j} C^x_{\xi|j} e^m_{y|j} + C^y_{\xi|j} e^m_{y|j},$$

$$\times C_y^{i|j-1} e^m_{y|j-1} - C_y^{i|j-1} C_y^{i|j} e^y_{y|j-1} - C_y^{i|j-1} C_y^{i|j} e^y_{y|j-1},$$

$$- C^y_{\xi|j} C^y_{\xi|j} e^m_{y|j-1} + \frac{2(\alpha + j\beta)}{s\mu_{ij}} C^x_{\xi|j} e^m_{y|j},$$

$$\times C_x^{i|j} e^m_{x|j} + \frac{2(\alpha + j\beta)}{s\mu_{ij}} C_y^{i|j} e^m_{y|j},$$

$$+ \frac{2(\alpha + j\beta)}{s\mu_{ij}} C_y^{i|j} e^m_{y|j}$$

$$= -2 C^x_{\xi|j} \sum_{k=0}^{m-1} (h^k_{|i, j} - h^k_{|i-1, j}) + 2 C_y^{i|j} e^m_{y|j},$$

(10)
\[ C_x |_{ij} = \frac{2}{s e_x^i \Delta x_j^i}, \quad \text{(11)} \]
\[ C_y |_{ij} = \frac{2}{s e_y^j \Delta y_i^j}, \quad \text{(12)} \]
\[ C_x^b |_{ij} = \frac{2}{s \mu_x^i \Delta x_j^i}, \quad \text{(13)} \]
\[ C_y^b |_{ij} = \frac{2}{s \mu_y^j \Delta y_i^j}, \quad \text{(14)} \]

where, \( \Delta x_i \) and \( \Delta y_j \) are the lengths of the lattice edge where the electric fields are located; \( \Delta x_i \) and \( \Delta y_j \) are the distances between the adjacent center nodes where magnetic fields are located.

Compared with the traditional Laguerre-FDTD method, \( e_x^m |_{ij} \) in the MR form has a relationship only with adjacent four electric field components from (8), which results in a reduction of nonzero \( e_x \) element storage by four-ninth, and does not need to summate from order 0 to \( m-1 \).

Then, we have a matrix form equation
\[
[ A ] \{ e^m \} = \{ g \} + \{ \theta^{m-1} \},
\]
where, \( \{ e^m \} = \{ e_x^m, e_y^m, e_z^m \}^T \), \( \{ g \} = \{ g_x, g_y, 0 \}^T \) is the excitation and \( \{ \theta^{m-1} \} \) is the summation of terms from orders 0 to \( m-1 \).

After obtaining \( \{ e_x^0, e_y^0, e_z^0 \}^T \), we can solve (8), (9) and (10) in an order-marching procedure recursively for the given \( \alpha \) and \( \beta \). Thus, we can obtain the time-domain electromagnetic fields from (5) and (6) from the calculation for the expansion coefficients.

**B. Iterative process for parameter extraction**

Based on the above Laguerre-FDTD equation (15), an iterative process for finding the exact attenuation constant \( \alpha_{\text{exact}} \) of a lossy transmission line is suggested. The whole process has the following three steps.

**Step One: Real-Variable Laguerre-FDTD Step.**

For a given phase constant \( \beta \), set \( \alpha = 0 \), and then the complex-variable Laguerre-FDTD equations degenerate into the conventional real-variable Laguerre-FDTD equations. From [13], we can obtain an approximate attenuation constant \( \alpha_{\text{approx}} \) corresponding to the given \( \beta \). The late-time field distribution of the propagation mode is saved as the full-wave excitation in the next step to shorten the early-time period.

**Step Two: Complex-Variable Laguerre-FDTD Step.**

For the same phase constant \( \beta \), set \( \alpha_{\text{guess}} = \alpha_{\text{approx}} \). If \( \alpha_{\text{guess}} = \alpha_{\text{exact}} \), the late-time response will be a steady oscillation, i.e., its amplitude will keep constant. If \( \alpha_{\text{guess}} < \alpha_{\text{exact}} \), the amplitude of the late-time response will decrease exponentially in time domain. If \( \alpha_{\text{guess}} > \alpha_{\text{exact}} \), it increases exponentially. The phenomena, shown in Fig. 1, can be easily understood because the exponential variations in the late-time response’s amplitude will compensate partly the insufficient or excessive losses made by \( \alpha_{\text{guess}} \).

![Fig. 1. Sketch of different late-time voltage responses for guessed attenuation constants.](image)

In general, the late-time response’s amplitude based on the 2-D Laguerre-FDTD equations will not keep constant. If the late-time response exponentially increases, that means \( \alpha_{\text{approx}} > \alpha_{\text{exact}} \), and in this case we set \( \alpha_{\text{min}} = 0.5 \alpha_{\text{approx}} \) and \( \alpha_{\text{max}} = \alpha_{\text{approx}} \). If the late-time response exponentially decreases, i.e., \( \alpha_{\text{approx}} < \alpha_{\text{exact}} \), then we set \( \alpha_{\text{min}} = \alpha_{\text{approx}} \) and \( \alpha_{\text{max}} = 1.5 \alpha_{\text{approx}} \). Thus, the search range \( [\alpha_{\text{min}}, \alpha_{\text{max}}] \) for searching \( \alpha_{\text{exact}} \) is determined.
Step Three: Searching for $\alpha_{\text{exact}}$. For the same given $\beta$, a simple linear searching algorithm is combined with the proposed Laguerre-FDTD method to find $\alpha_{\text{exact}}$ between $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ iteratively. After several times of search, not more than twenty in general, the amplitude of the late-time response becomes constant, and the latest $\alpha$ is just the solution we want.

III. NUMERICAL EXAMPLE

In this example, the excitation source $J$ is chosen as

$$J(x, y, t) = g(x, y)\delta(t),$$

where the temporal variation of the excitation $\delta(t)$ is a Dirac pulse, and the spatial variation $g(x, y)$ is a quasi-static finite-difference solution of the transverse electric fields in the transmission line.

Figure 2 shows the cross structure a lossy coplanar waveguide (CPW). The anisotropy of LiNbO3 substrate and the finite conductivity of Au are taken into consideration. The parameters of the CPW are $W = 10.4\ \mu m$, $G = 9.6\ \mu m$, $t = 4.4\ \mu m$, $d = 400\ \mu m$, $M = 200\ \mu m$, $\sigma = 4.1 \times 10^7 \ S/m$, $\varepsilon_{||} = 43$ and $\varepsilon_{\perp} = 28$. The perfect electric conductors (PECs) are used as the peripheral boundary condition.

The measured data in [15], numerical results with the compact 2-D Laguerre-FDTD method involving the whole three steps, and that only involving Step One is shown in Fig. 3, respectively. Compared with the results only involving Step One, the results with all three steps are in a better agreement with the measured data.

IV. CONCLUSION

In this paper, an iterative process with complex variable technique is introduced for compact 2-D MR-Laguerre-FDTD method to analyze lossy transmission lines. With the divergence theorem,
the memory storage of nonzero unknowns of \( e \) elements is reduced by 4/9 and 1/3 of electric field components do not need to summate from the order 0 to \( m-1 \). Under the condition of very fine grid spacing taken inside the lossy conductors, this unconditionally stable method shows improvement in computational efficiency compared with the FDTD method. Furthermore, an iterative process with complex variables is suggested to find the exact attenuation constants by using two additional steps, Step Two and Step Three. Although more CPU time is required, the hybrid method can obtain more accurate solutions than that only involving Step One, especially in the cases of heavily lossy lines.
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Abstract — In this paper a meshless approach on a high performance grid computing environment to run fast onerous electromagnetic numerical simulations, is presented. The grid computing and the message passing interface standard have been employed to improve the computational efficiency of the Smoothed Particle Electromagnetics meshless solver adopted. Applications involving an high number of particles can run on a grid computational environment simulating complex domains not accessible before and offer a promising approach for the coupling of particle models to continuous models. The used meshless solver is straightforward to program and fully parallelizable. The results of the parallel numerical scheme are reported and tested on a transverse electric propagation case study taken into account to assess the computational performance.

Index Terms — Electromagnetic Simulation, Grid Computing, Meshless method, Smoothed Particle Electromagnetics.

I. INTRODUCTION

In recent years the numerical treatment of partial differential equations with meshfree discretization has become a very active research area. Meshfree methods have undergone substantial development since the mid 1990s. The growing interest in these methods is due to the fact that they are very flexible numerical tools where node configurations have no fixed connectivity and have some advantageous features especially attractive when dealing with multiscale phenomena: a-priori knowledge about particular local behaviour of the solution can be introduced easily in the meshfree approximation space, and an enrichment of a coarse scale approximation with fine scale information is possible in a seamless way. Due to their independence of a mesh, meshfree methods can deal with diffuse inhomogeneity and complex geometry of the domain in a more easy way than standard discretization techniques [1-4]. For a large number of standard numerical methods that solve differential partial equations, the process needs the construction of a linear system and its numerical solution. This is true for finite element method (FEM), element free Galerkin (EFG) method and meshless local Petrov-Galerkin (MLPG) method, for instance. Different approaches are used in technical literature to parallelize numerical methods [5-6].

On the other hand, the approximation of the field variables in meshfree methods is usually based on processing information belonging to a local domain in the neighboring of the observation point, and the procedure has showed to be a simple way to speedup, so justifying the research for. The implementation of meshfree methods and their parallelization, requires special attention enabling to work with a wide range of complex and cumbersome applications. Smoothed Particle Hydrodynamic (SPH) was one of the first mesh-
free methods to be proposed [7-15] and recently it has been reformulated to solve onerous time domain electromagnetic problems [16-17]. In time evolutionary simulations, the resulting meshless method, addressed as Smoothed Particles Electromagnetics (SPEM), computes the field variables by means of an integral formulation performed over a set of particles identified by a kernel function. The SPEM method, does not deal with a grid at all and the solution is computed directly for each field point using the neighboring information by avoiding the generation of a linear system. The spatial derivatives are computed by transferring the differentiation from the field variables into the kernel by employing two set of staggered particle distributions keeping information on magnetic and electric field components respectively. The method is fully parallelizable and characteristics of the collections of set and points, with implications for the performance of the algorithm, are considered and also exhibited through numerical examples. In SPEM the processing is totally independent on each field point at a given time step and, in this paper, it has been parallelized by using the Message Passing Interface (MPI) library in a grid environment. The resulting processing times are compared with the ones from sequential version. Moreover, the numerical solutions have been compared with the experimental results obtained in a sequential way obtaining a very satisfactory agreement, as confirmed by the performance analysis reported in the next of the paper. The paper is organized as follows. In section II the fundamentals of SPEM meshless solver are briefly summarized. In section III the features of the parallel approach are reported: the pre-processed computational step and the temporal step are addressed, respectively. Section IV validates the computational scheme by referring to a transverse electric (TE) simulation at different time steps.

II. THE MESHLESS SOLVER

SPH method is based on a set of points scattered in the domain involving a kernel function in order to discretize partial differential equations without any underlying mesh. In the absence of mesh, the spatial derivatives for each point of the domain have to be computed in order to proceed to the time integration. The spatial derivatives are determined into a finite domain surrounding each point of interest by means of a kernel function, and each of these points carry the discrete electric $E$ and magnetic $H$ field’s quantities. The term kernel refers to a weighting function and defines how much each field variable contributes to the field variable at a point $r$.

By considering a given function $A(r)$ it is possible to convolute it by using its values and the chosen kernel function within a compact support $D$ proportional to the so-called smoothing length, noted $h$, standing for the meshless equivalent of a space step used in classical mesh based methods:

$$< A(r) > = \int_D A(r') W(r-r', h) dr' . \tag{1}$$

The convolution (1) is usually referred as kernel approximation. The kernel function has the following properties:

$$\int_D W(r-r', h) dr' = 1, \tag{2}$$

$$\lim_{h \to 0 D} \int_D W(r-r', h) dr' = \delta (r-r') . \tag{3}$$

The kernel function depends on the distance. In this study, $D$ is defined with a radius equal to $2h$ and the simulations have been performed by employing as kernel the standard cubic $B$-spline:

$$W(r-r', h) = \frac{a_k}{h^d} \begin{cases} \frac{2}{3} \left( \frac{r - A_j}{h} \right)^3 + \frac{1}{2} \left( \frac{r - A_j}{h} \right)^2, & \frac{1}{2} \frac{r - A_j}{h} < 1 \\ \frac{1}{6} \left( \frac{r - A_j}{h} \right)^3, & \frac{1}{2} \frac{r - A_j}{h} \leq \frac{1}{4} \\ 0, & \frac{1}{4} \frac{r - A_j}{h} \geq 2 \end{cases} \tag{4}$$

where $d$ is the dimension of the problem domain and $a = 1, \frac{15}{7\pi}, \frac{3}{2\pi}$ for $d=1,2,3$, respectively. In Fig. 1 the 2-d cubic B-spline is reported. One of the major advantages in using this kernel function is that it has compact support: particles interaction are zero at distances major than $2h$ (Fig. 2).

If $A(r')$ is known only at $N$ discrete points $r_1, r_2, ..., r_N$, the equation (1) is discretized as follows:

$$A(r_j) = \sum_{j=1}^{N} W(r_j - r_j, h) A(r_j) dV_j . \tag{5}$$

In a similar way, as an example, the gradient of any field function can be approximated by means of the following expression:
where \( \nabla_{\prime} \) indicates the derivative with respect to the primed coordinates and, in the discrete domain:

\[
\nabla A(r_i) = \sum_{j=l}^{N} A(r_j) \nabla_i W(r_i - r_j, h) dV_j
\]

where \( \nabla_i \) indicates the spatial derivative with respect to particle \( i \)'s coordinates.

Equation (7) is one of the main reasons for which SPH method is so popular. It removes the need for a mesh to compute spatial derivatives. As well known, electromagnetic transients phenomena are described by Maxwell’s curl equations in time domain, which in a non-dissipative medium can be written as follows:

\[
\partial_t \begin{bmatrix} E \\ H \end{bmatrix} = L \begin{bmatrix} E \\ H \end{bmatrix}
\]

where \( S = \begin{bmatrix} \varepsilon & 0 \\ 0 & \mu \end{bmatrix} \), \( \varepsilon \) is the medium permittivity, \( \mu \) the medium permeability and:

\[
L = \begin{bmatrix} 0 & \nabla \times \\ \nabla \times & 0 \end{bmatrix}
\]

is the curl operator matrix. In contrast to general second-order problems (e.g., wave equations) where only one field, electric or magnetic, needs to be calculated, special arrangements of the particles need when the Maxwell's equations in first-order form are solved [18]. In the present paper, by following the FDTD method [19], in which the staggered Yee scheme yields second-order accuracy, two set of staggered particle distributions for \( E \) and \( H \) fields are considered. All fields components are stored in two set of nodes, \( E \)-particles and \( H \)-particles, respectively (Fig. 3) [16-17]. This position leads to two separate set of shape functions that approximate the \( E \) and \( H \) field component values, respectively (Fig. 4). The spatial derivatives of the electric field \( E \) are approximated by means of the derivatives of the kernel function centred in an \( E \)-particle and considering the \( H \)-particles as neighbouring, i.e. \( \partial_q E \approx \partial_q W_E(r_q^E, r_j^H), \ q = x, y, z \). In a similar way the spatial derivatives of the magnetic field \( H \) are approximated by means of the derivatives of the kernel function centred in an \( H \)-particle and by considering the \( E \)-particles as neighbouring, i.e. \( \partial_q H \approx \partial_q W_H(r_q^H, r_j^E), \ q = x, y, z \).

In a transverse electric (TE) case with the \( E_z, H_x, H_y \) field components propagating in the \( x \)-\( y \)-directions, the problem is reduced to the following form:

\[
\partial_t \begin{bmatrix} E_z \\ H_x \\ H_y \end{bmatrix} = L \begin{bmatrix} E_z \\ H_x \\ H_y \end{bmatrix}
\]

\( E_z, H_x, H_y \) are vectors of length equal to the electric and magnetic field particles respectively. The matrix for TE waves contains the spatial derivatives in the \( x \)- and \( y \)-directions:
\[
S = \begin{pmatrix}
\varepsilon & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & \mu \\
\end{pmatrix},
\]

(11)

\[
L^h = \begin{pmatrix}
0 & -\partial_y W_E & \partial_x W_E \\
-\partial_y W_H & 0 & 0 \\
\partial_x W_H & 0 & 0 \\
\end{pmatrix}
\]

In the matrix \(L^h\), the spatial derivatives of the shape functions \(W_E\) and \(W_H\) in the \(x\)- and \(y\)-directions centred in the electric and magnetic field particles are employed, respectively:

\[
\partial_q W_E = \partial_q W_E (r_j^E - r_j^H, h) \\
\partial_q W_H = \partial_q W_H (r_j^H - r_j^E, h)
\]

(12)

The temporal derivatives are discretized by a staggered march in time scheme and, by retaining the nomenclature of the previous section, the explicit time-domain update equations can be expressed as:

\[
E^{(n+1/2)} = E^{(n-1/2)} + \frac{\Delta t}{\varepsilon_0} \left[ \partial_x W_E H_y^{(n)} - \partial_y W_E H_x^{(n)} \right]
\]

(13)

\[
H_x^{(n+1)} = H_x^{(n)} - \frac{\Delta t}{\mu_0} \partial_y W_H E_z^{(n+1/2)}
\]

\[
H_y^{(n+1)} = H_y^{(n)} + \frac{\Delta t}{\mu_0} \partial_x W_H E_z^{(n+1/2)}
\]

where the superscripts indicate the index of the time step, and the condition:

\[
\Delta t \leq \min \frac{d_{\min}}{c_0}
\]

(14)

for the time stepping has been employed. This estimate is based on the distance to the closest neighbour of node and the speed of light \(c_0\).

In order to simulate unbounded propagation, in SPEM the domain is truncated by introducing the well-known perfectly matched layer (PML) [20]. In this way, magnetic and electric field are progressively forced to zero within the external layer. As a consequence, the PML boundary conditions considerably reduce the numerical results corruption deriving from particles lacking outside the boundaries [8]. The particle belonging to PML are treated in the same way as for the particle in the interior domain.

### III. THE PARALLEL APPROACH

In SPEM, the approximation process can be divided into two fundamentals steps. A pre-processing step for the selection of the neighbouring particles and the computation of the kernel derivatives, and a time dependent step for updating the electric and the magnetic field components values. In Fig. 4 a briefly description of the computation scheme is reported.

<table>
<thead>
<tr>
<th>PRE-PROCESSING STEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Computation of the distances</td>
</tr>
<tr>
<td>2. Computation of the electric field derivatives (\partial W_E)</td>
</tr>
<tr>
<td>3. Computation of the magnetic field derivatives (\partial W_H)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TEMPORAL STEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>4. Initial Condition</td>
</tr>
<tr>
<td>5. Temporal Loop</td>
</tr>
<tr>
<td>5.1 Updating of the electric field</td>
</tr>
<tr>
<td>5.2 Updating of the magnetic field</td>
</tr>
</tbody>
</table>

Fig. 4. Sketch of the computational process.

#### A. Pre-processing step

In order to avoid inefficient implementations, the particles must be carefully distributed in the problem domain. With the aim of generating a good load balancing and reducing the data transfer, the problem domain is broken up into strips among the processors. Each processor contains its own strip and it is in charge of calculating the interaction of each fixed particle with the neighboring ones. For the computation of the fields derivatives the interactions of each particle with its neighbors need, and it is performed out of the temporal step. A large part of the computational burden depends on the search procedure; it is therefore essential that efficient methods in a sequential way have been adopted for such a search. The determination of which particles are inside the interaction range, requires the computation of all pair-wise distances, whose computational time would be unpractical for large problems. This was a huge waste of CPU time since each particle gets non-zero values from only a small fraction of the total \(N\) particles. Simulations with a large number of particles are possible only if an efficient neighborhood search algorithm is employed. Working in a parallel way
This bottle-neck is really reduced. Anyway, a framework of fixed cells is carried out to improve the neighboring search. For each particle, the interactions with its neighbours only within the kernel support of radius equal to $2h$, have to be computed.

Therefore firstly, a tessellation of the physical space through a cartesian grid composed of square cells with size equal to the kernel radius is carried out (Fig. 5). For a given particle a list of the particles contained in its cell, as well as in eight cells in 2-d around it have to be generated in order to find its neighbouring. Thus, only particles in the approximating area are tested, and any chance of missing an interaction is avoided. In the context of variable smoothing length, since the cell sizes may differ from the kernel radius, the number of cells to be explored is greater than nine. In this case the cell size is set as the lowest value of the smoothing length. It is important to address that the underlying grid is only used for the neighbouring search procedure.

In order to increase the speed up of the code a neighbour list for each particle is generated. A 2-d array X of cells is used to keep track of neighbours. Each cell in the grid contains two linked lists, one for the free particles in that cell and one for the boundary particles. Each cell in X was a square with side equal to $2h$, or two times the smoothing length. The reason the cells are $2h$ in size is because the particles only interact up to distance minor than $2h$ and thus only need to check the current cell and neighbouring cells to find all the possible particles that interact with the current ones.

**B. Temporal step**

In SPEM the processing is totally independent on each particle at a given time step, so the parallelization is done mainly based on particles distribution to processors. As reported in section II the algorithm uses a leap-frog integration time step: first the values must be predicted at a half step forward and then they are used to compute the changes in all variables due to interacting with neighbours.

Then all these information are used to compute the values at full time step ahead. After each time step, the buffer row is reloaded. These buffer rows include the particles that border but belonging to another processor. Only the fields computed on the particles lying on the boundaries, as shown in Fig. 6 in grey, have to be transferred to the adjacent processor. Each processor is interested in this data transfer. After the fields computation, all processors are synchronized in sending the updated fields. So working a good load balancing and a good data transfer is performed. In Fig. 7 the computational scheme at each time step $t$ is reported by considering the $P_N$ processors used in the computation. As reported in Fig. 7 each processor is computing the same operations: first of all the distances and the kernel derivatives are performed. The full line address the synchronization statements until all the processors end their work; at the end of the elaboration each processor produces the data regarding its region domain.

**IV. VALIDATION RESULTS**

In this section a TE case study has been addressed. A Gaussian pulse propagating in a 2-d domain of 6400 randomly placed particles is considered (Fig. 8). The source is placed in the domain in the central position and the wave propagation is to the boundaries of the domain. In Fig. 8 the simulations for computing the electric field $E_z$ at different time steps are reported: the propagating wave crosses over the boundary and the propagation go over the space. As already underlined, in the simulation the PML [19] have been used by avoiding the wave reflections. In Table 1 the computational time for $N_P = 1$ and $N_P = 4$ processors has been reported. The code has been written by employing the MPI paradigm. For the sake of completeness, the obtained results have been compared with classic FDTD simulation. The obtained $\|_2$ relative error is equal...
to $5.61 \cdot 10^{-5}$, by using about 50 neighbors for a fixed particle [16].

The computing infrastructure is based on IBM Blade Centre H chassis each containing up to 14 IBM LS21 “blades” interconnected both with a double Gigabit Ethernet network, for normal communications with redundancy and load balancing, and a CISCO Topspin Infiniband-4X network, required to provide the Grid with high performance computing (HPC) functionalities.

![Fig. 6. Non-overlapping data regions.](image1)

![Fig. 7. Computational scheme at each time step $t$.](image2)

The infrastructure is built with identical hardware and software at all sites. This choice was made on purpose to allow for the maximum interoperability and realizes a homogeneous environment which is a fundamental condition for an HPC Grid environment be able to run distributed parallel jobs of applications adopting the MPI paradigm. Each “blade” is equipped with 2 AMD Opteron 2218 rev. F dual-core processors with a clock rate of 2,6 GHz able to natively execute x86 32 and 64 bits binary code. Each processor has 2 GB of DDR2 RAM at 667 MHz (8 GB in total per “blade”) and it is equipped with a direct communication channel to the other processor on the same motherboard. The memory controller is integrated on board. The storage infrastructure is based on IBM DS 4200 Storage Systems that provide high features of redundancy, management and reliability. In fact, a DS 4200 Storage System supports several types of RAID and has an intrinsic redundancy of all critical components (fan, power, controller, etc.) to assure maximum reliability. It allows expansions up to 56 TB each with SATA disks. Each Storage System is managed by two IBM x3655 servers that “export” the IBM GPFS parallel file system to all computing nodes. Overall, about 2000 CPU cores and more than 200 TB of disk storage space are currently available on the infrastructure. A reasonable time estimation [21] for the parallel implementation is:

$$T_p = T_s / N_P + O$$

(15)

where $T_s$ is the serial computational time, $N_P$ is the number of processors and $O$ is the overhead. The overhead $O$ in the case of the proposed non-overlap paradigm is constant and is determined only by small data exchange between two adjacent

<table>
<thead>
<tr>
<th>Computational stage</th>
<th>$N_P = 1$</th>
<th>$N_P = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing step</td>
<td>19217</td>
<td>4930</td>
</tr>
<tr>
<td>Temporal steps</td>
<td>200</td>
<td>58</td>
</tr>
<tr>
<td>($n=4$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19417</td>
<td>4988</td>
</tr>
</tbody>
</table>

Table 1: Elaboration Time [ms]
processors $P_i$ and $P_{i+1}$. Due to these considerations, by using the non-overlap data paradigm, a real speed-up close to the theoretical one and a highly scalable algorithm are obtained.

**V. CONCLUSIONS**

In this paper a parallel approach of the meshless solver SPEM to investigate transient electromagnetic propagation, is presented.

An insight is given into the relative computational burden, and some suggestions are provided on the computational and data structure of the neighborhood search by working with a GRID computational environment with HPC functionalities. Results are provided for a TE case study. The process involves local operators which use neighboring values to generate partial results; data strip partitioning with no data overlapping has shown to be suitable by working on distributed multiprocessor systems. Each data strip can be handled as a stand-alone problem and an exiguous amount of data transfer needs at each time step and a good task balancing is provided.

Fig. 8. Electric field $E_z$ [V/m] propagation at different time steps, for the TE case study.
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Abstract — This paper presents a numerical procedure to calculate the time-domain response of thin-wire antennas over Debye media. The method is based on an expansion of the electric-field integral-equation in the time-domain (EFIE-TD), which accounts for the Debye media by using a reflection-coefficient approach. Resulting extended integral equation is subsequently solved by the method of moments. Numerical examples including Debye soils show not only the accuracy of the method but also a higher computational efficiency in comparison with other hybrid numerical techniques.

Index Terms — Reflection coefficient approximation, time-domain integral equation, thin-wire antennas.

I. INTRODUCTION

Early formulated in the eighties [1], time-domain integral equations provide an accurate and computationally efficient solution of Maxwell's equations. Their main drawback is a lack of versatility, because in most practical cases it is not possible to infer valid integral-equations for complex media, which limits their role as part of the electromagnetic numerical solvers. However, in those feasible cases, the abovementioned superior computational performance compared with differential formulations [2] makes them an interesting line of research. This paper is focused in the extension of the EFIE-TD to account for the presence of a half-space Debye media. This a problem of interest in different practical cases in which Debye-dispersive materials appear —e.g., wet soils at ground-penetrating radar (GPR) [3] or ceramic materials for nondestructive evaluation purposes [4].

There are different approaches to account for half-space dispersive media applying both differential and integral equations. Regarding integral equations, good results have been reported by using procedures based in exact Green function's for the considered media [5], or methods which derive surface equivalent currents in the boundary of the half-space [6]. Both choices share the advantage of providing accurate solutions for antennas placed near above the dispersive media, but also pay a high price in terms of computational cost in comparison to their non-dispersive counterpart. However, most practical cases include antennas placed above the Debye media at a height enough to apply the reflection coefficient approach [7, 8], leading thus to alternative integral equations which lead to computationally efficient codes [9]. A key point to implement this reflection-coefficient (RC) method is the availability of analytical equations for the reflection coefficients in the time domain. Recently, several papers [10, 11] have presented these coefficients for Debye media both in TE and TM formulations, enabling so the application of the RC approach to model thin-wire antennas in front of Debye media. At this point, it can be pointed out that the problem of thin-wires antennas in front of complex media has
been also addressed by applying the FDTD method. For instance, a ground penetrating radar antenna was modeled using a hybrid FDTD-MoM technique in [12], and examples including thin-wire subcell model based on modified telegrapher’s equations were firstly presented in [13] and later applied for the analysis of thin wire antennas in a loaded cavity in [14].

This paper is structured as follows. Taking as starting point the EFIE-TD for non-dispersive case, Section II presents the proposed numerical integral-equation procedure to account for the half-space Debye media, including both a brief formulation of the reflection coefficients in the time domain and numerical expressions to solve the integral equation by the method-of-moments. Section III proceeds to validate the code, and also presents some additional results including water soil for test purposes.

II. EFIE-TD FOR THIN WIRES ABOVE DEBYE MEDIA

Thin-wire structures are those whose radius \(a\) is negligible compared with its length, and thus two-dimensional surface currents \(\vec{J}_s(\vec{r}',t')\) can be approximated as one-dimensional total currents \(\vec{I}(\vec{r}',t') = 2\pi a \vec{J}_s(\vec{r}',t')\), placed at the center of the thin-wire structure and flowing along its axis. PEC thin-wire antennas, widely employed in practice because of its portability, are a class of antennas which performance is very well-known [15], and constitutes a good choice for testing the accuracy and computational performance of numerical algorithms solving EFIE. When located inside a dielectric space with permittivity \(\varepsilon\) and velocity of propagation \(v\), EFIE-TD for PEC thin-wires is:

\[
\begin{align*}
\vec{s} \cdot \vec{E}^i(\vec{r},t) &= \frac{1}{4\pi\varepsilon c} \int \vec{s} \cdot \frac{\partial}{\partial t} \vec{I}(\vec{r}',t') ds' \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{v R^3} \left( \int_0^{t'} \frac{\partial}{\partial \tau} I(\vec{r}',\tau) d\tau \right) ds' , \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{v R^2 \partial r'} I(\vec{r}',t') ds' ,
\end{align*}
\]

where \(\vec{r}\), \(\vec{r}'\) and \(\vec{R}\) accounts for field, source and distance vectors, respectively, and \(t' = t - R/v\) is the retarded time which assures the causality of the system. \(C\) corresponds to the contour following the axis of the wire, where \(s'\) and \(s\) note the positions located in the axis and on the surface of the wire, respectively. Making use of \(\hat{s}\) as the tangential unit vector on the surface of the wire, equation (1) can be expressed as:

\[
\begin{align*}
\hat{s} \cdot \vec{E}^i(\vec{r},t) &= \frac{1}{4\pi\varepsilon c} \int \hat{s} \cdot \frac{\partial}{\partial t} \vec{I}(\vec{r}',t') ds' \\
&+ \frac{1}{4\pi\varepsilon c} \int \hat{s} \cdot \frac{\vec{R}}{R^3} \left( \int_0^{t'} \frac{\partial}{\partial \tau} I(\vec{r}',\tau) d\tau \right) ds' , \\
&+ \frac{1}{4\pi\varepsilon c} \int \hat{s} \cdot \frac{\vec{R}}{v R^2 \partial r'} I(\vec{r}',t') ds' .
\end{align*}
\]

If a ground plane is present, equation (2) is no longer valid [16, 17], because contributions from the reflected electromagnetic field in the surface are not considered. RC approximation [7] holds that total electric field in any point on the dielectric media surrounding the antenna can be expressed as a sum of a direct wave, corresponding to the scattered field in the dielectric \(\vec{E}^d(\vec{r},t)\), and a reflected wave, calculated as the convolution of the time domain reflection coefficient \(\Gamma^D(t)\) of the dielectric-Debye interface and the electric field coming from an image source \(\Psi\) located into the Debye media \(\vec{E}^r(\vec{r},t)\):

\[
\hat{s} \cdot \vec{E}^i(\vec{r},t) = \hat{s} \cdot \left( \vec{E}^d(\vec{r},t) + \Gamma^D(t) * \vec{E}^r(\vec{r},t) \right) ,
\]

where

\[
\begin{align*}
\vec{E}^d(\vec{r},t) &= \frac{1}{4\pi\varepsilon c} \int \frac{1}{v R} \frac{\partial}{\partial t} \vec{I}(\vec{r}',t') ds' \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{R^3} \left( \int_0^{t'} \frac{\partial}{\partial \tau} I(\vec{r}',\tau) d\tau \right) ds' , \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{v R^2 \partial r'} I(\vec{r}',t') ds' ,
\end{align*}
\]

and

\[
\begin{align*}
\vec{E}^r(\vec{r},t) &= \frac{1}{4\pi\varepsilon c} \int \frac{1}{v R} \frac{\partial}{\partial t} \vec{I}(\vec{r}',t') ds' \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{R^3} \left( \int_0^{t'} \frac{\partial}{\partial \tau} I(\vec{r}',\tau) d\tau \right) ds' , \\
&+ \frac{1}{4\pi\varepsilon c} \int \frac{\vec{R}}{v R^2 \partial r'} I(\vec{r}',t') ds' ,
\end{align*}
\]

where contour image wires \(C_{\Psi}\) are located at positions according to classical image theory,
involving only straightforward geometrical equations. Thus, the Debye half-space is removed from the original problem and it is substituted by an equivalent problem placed at free-space where equations based on Green's functions remain valid. It is important to remark that equation (3) is only applicable in those cases where the antenna is in the vicinity of the ground at heights \( h \) accomplishing \(^8\):

\[
h > \frac{0.25\lambda}{\varepsilon_r\sqrt{1 + \frac{\sigma}{\omega \varepsilon_{\infty}}}} \quad . (6)
\]

Analytical equations of \( \Gamma^D(t) \) are available \(^{10}\), expressed in terms on the polarization of the plane-wave incident to the ground plane. Naming \( \hat{n} \) as the unit vector normal to the ground plane in the point of incidence, and \( \Gamma_{TM}^D(t) \) and \( \Gamma_{TE}^D(t) \) as the time-domain RC in the case of vertically and horizontally polarized waves, respectively, equation (5) can be decomposed as \(^{18}\):

\[
\hat{s} \cdot \vec{E}(\vec{r},t) = \hat{s} \cdot \vec{E}^d(\vec{r},t) + \hat{s} \cdot \left[ \Gamma_{TM}^D(t) \star \left( \vec{E}'(\vec{r},t) \cdot \hat{n} \right) \right] \\
+ \hat{s} \cdot \left[ \Gamma_{TM}^D(t) \star \left( \vec{E}'(\vec{r},t) \cdot \hat{n} \right) \right] \\
+ \hat{s} \cdot \left[ \Gamma_{TE}^D(t) - \Gamma_{TM}^D(t) \right] \star \left( \vec{E}'(\vec{r},t) \cdot \hat{n} \right)
\]

which is, by substituting of equations (4) and (5), the thin-wires EFIE-TD for half-space Debye media.

**A. TD-RC for half-space Debye media**

The TD-RC for the incidence of electromagnetic plane-waves onto an interface separating dielectric and Debye media has been presented in \(^{10}\), and further computationally improved by \(^{11, 19}\). In this work, the formulation achieved by applying directly an inverse Laplace transform to the Fresnel RCs is applied, because 1) do not require of additional parameters related to series representing the analytical equations, and 2) the effect of the savings in the computational burden in a method-of-moments (MoM) code for solving equation (7) is limited. Naming \( \tau, \varepsilon_s \) and \( \varepsilon_\infty \), the relaxation time, static and infinite permittivity, respectively, of the Debye media, and 0 the angle of incidence, the TD-RC for TE polarized waves is:

\[
\Gamma_{TE}^D(t) = \frac{1 - K_{TE}}{1 + K_{TE}} \delta(t) + F_{TE} s_B g_1(t) u(t) \\
-F_{TE} 2 s_B \frac{K_{TE}}{1 - K_{TE}} \left[ e^{-\tau \delta} u(t) * g_2(t) u(t) \right]
\]

where:

\[
K_{TE} = \sqrt{\varepsilon_\infty - \sin^2 \theta} \cos \theta \quad , (9)
\]

\[
F_{TE} = \frac{2 K_{TE}}{(1 + K_{TE})(1 - K_{TE})^2} \quad , (10)
\]

\[
s_A = \frac{1}{\tau} \frac{\varepsilon_s - \varepsilon_\infty}{\varepsilon_\infty - 1} \quad , (11)
\]

\[
s_B = \frac{1}{2\tau} \frac{\varepsilon_s - \varepsilon_\infty}{\varepsilon_\infty - \sin^2 \theta} \quad , (12)
\]

and:

\[
g_1(t) = e^{-\frac{t}{\tau}} \left[ (K_{TE} - 1) T_0(s_B t) - (K_{TE} + 1) T_1(s_B t) \right] \quad , (13)
\]

\[
g_2(t) = e^{-\frac{t}{\tau}} \left[ (K_{TE} - 1) T_0(s_B t) + (K_{TE} + 1) T_1(s_B t) \right] \quad , (14)
\]

with \( T_n(x) \) corresponding to the exponentially modified Bessel function of the first kind and order \( n \), and \( u(x) \) to the unit step function.

Additionally, TD-RC for TM polarized waves can be written as:

\[
\Gamma_{TM}^D(t) = \frac{1 - K_{TM}}{1 + K_{TM}} \delta(t) + F_{TM} K_{TM} \left[ f_2(t) - f_1(t) \right] u(t) \\
-F_{TM} \left( 1 + K_{TM} \right) s_B \left[ g_3(t) u(t) + f_1(t) u(t) * g_2(t) u(t) \right]
\]

where:

\[
K_{TM} = \frac{\varepsilon_\infty \cos \theta}{\sqrt{\varepsilon_\infty - \sin^2 \theta}} \quad , (16)
\]

\[
F_{TM} = \frac{2 K_{TM}}{(1 + K_{TM})(1 - K_{TM})^2} \quad , (17)
\]

\[
Q = \frac{\varepsilon_\infty - 2 \sin^2 \theta}{\varepsilon_\infty} \quad , (18)
\]

and:

\[
f_1(t) = [A e^{-\tau t} + B e^{-\tau t}] \quad , (19)
\]

\[
f_2(t) = [A e^{-\tau t} + B e^{-\tau t}] \quad , (20)
\]
$$g_s(t) = e^{-\frac{t}{\tau}} \left[ Q T_s(s_{st}) + T_1(s_{st}) \right], \quad (21)$$

where $(s_{st}, s_F)$ are the negative roots of the second-order polynomial $P(s)$:

$$P(s) = s^2 + s \left( s_0 + s_1 - 2 s_2 K_{TM}^2 \right) \left( s_0 s_1 - 2 s_2^2 K_{TM}^2 \right), \quad (22)$$

and additional constants included in equations (19), (20), and (22) are:

$$s_0 = 1/\tau, \quad (23)$$

$$s_1 = \frac{1}{\tau} \left( \frac{1}{v_{s,\infty}} - \sin^2 \theta \right), \quad (24)$$

$$s_2 = \frac{1}{\tau} \left( \frac{1}{v_{s,\infty}} - \sin^2 \theta \right), \quad (25)$$

and:

$$A_1 = \frac{(s_0 - s_E)(s_1 - s_E)}{(s_F - s_E)}, \quad (26)$$

$$B_1 = -\frac{(s_0 - s_F)(s_1 - s_E)}{(s_F - s_E)}, \quad (27)$$

$$A_2 = \frac{(s_2 - s_F)(s_1 - s_E)}{(s_F - s_E)}, \quad (28)$$

$$B_2 = -\frac{(s_2 - s_E)(s_1 - s_F)}{(s_F - s_E)}. \quad (29)$$

### B. MoM for thin-wires EFIE-TD including half-space Debye media

The computational implementation of equation (7) can be made through the MoM [20]. In this work, unknown currents $I\left(s', t'\right)$ of equations (4) and (5) are expanded using lagrangian sub-sectional basis functions [21], defined in $N_S$ spatial and $N_T$ temporal segments along a rectilinear uniform segmentation of the contour of the thin-wires. Weight functions applied are point-matching delta functions $\delta(\vec{r} - \vec{r}_u)$ and $\delta(t - t_j)$ chosen, respectively, along a set of $N_S$ points $\vec{r}_u$ located the surface of the wire, and a discrete set of time $N_T$ instants $t_j$.

Therefore, it can be named $A_i$ as the size of the $i$-th segment of the wire, $A_i$ as the duration of the time intervals in the marching-on-time procedure, $s_i'' = s' - s_i$ as the distance of a position $s'$ located at any $i$-th segment of the wire from its center $s_i$, and $t_j'' = t' - t_j$ as the time distance referred to a chosen $j$-th time $t_j$. Using this notation and the point-matching functions, a discrete form of equation (7) arises:

$$\hat{s}_u \cdot \vec{E}'(\vec{r}_u, t_u) = \hat{s}_u \cdot \vec{E}'(\vec{r}_u, t_u) + \hat{s}_u \cdot \left[ \Gamma_{TM}^D(t_u) * \vec{E}'(\vec{r}_u, t_u) \right] + \hat{s}_u \cdot \left[ \left( \Gamma_{TM}^D(t_u) - \Gamma_{TM}^D(t) \right) * \left( \vec{E}'(\vec{r}_u, t_u) : \hat{n} \right) \right], \quad (30)$$

in which the direct and reflect waves are given by:

$$\vec{E}^d(\vec{r}_u, t_u) = \frac{1}{4\pi\epsilon} \sum_{i=1}^{N_S} \frac{\vec{R}_{iu}}{R_{iu}^3} \left( I_{\nu, t_u} \star \frac{\partial I_{\nu, t_u}}{\partial t} \right) ds_i''$$

$$\vec{E}^r(\vec{r}_u, t_u) = \frac{1}{4\pi\epsilon} \sum_{i=1}^{N_S} \frac{\vec{R}_{iu}}{R_{iu}^3} \left( I_{\nu, t_u} \star \frac{\partial I_{\nu, t_u}}{\partial s_i''} \right) ds_i''$$

$$\vec{E}^d(\vec{r}_u, t_u) = \frac{1}{4\pi\epsilon} \sum_{i=1}^{N_S} \frac{\vec{R}_{iu}}{R_{iu}^3} \left( I_{\nu, t_u} \star \frac{\partial I_{\nu, t_u}}{\partial s_i''} \right) ds_i''$$

where $\hat{s}_u$ and $\hat{s}_j$ stand for the tangential vectors, respectively, to the contour of the wire at the field point $\vec{r}_u$ and to the axis of the wire at the source point $\vec{r}_j$. $\vec{R}_{iu}$ corresponds to the vector between source and field points, and accomplishes the relation $\vec{R}_{iu} = \vec{r}_u - \vec{r}_i - s_i'' \hat{s}_i$.

In order to keep an affordable computational burden in the solution of equation (30) it is required to pay a special attention to the terms involving the convolution operation. As it is shown in [10, 11], and similarly to the transient response from lossy grounds [22], the TD-RC from a Debye soil shows a highly decreasing form for realistic soils (see Figure 1 where TD-RC of typical ground and water...
half-space, chosen as examples of very different Debye media, are depicted). Based in this property, it can be established a useful approximation which allows to neglect late-time responses of the TD-RC and, thus, undesirable long computational times for convolutions. This approximation consists in a temporal truncation of the TE and TM TD-RCs to \(0 < t < t_{\text{max}}\), where \(t_{\text{max}}\) correspond to that time where \(\Delta t \Gamma_{\text{TE,TM}}^{D}(t_{\text{max}}) < 0.1 \Gamma_{\text{TE,TM}}^{D}(0)\) with \(\Delta t\) corresponding to the time interval of analysis. In practice, no significant loss of accuracy is made by applying this condition, because in those cases where the rate of decrease in the TD RC response is lower, the impulsive part of equations (8) or (15) outweighs their non-impulsive counterpart. For those Debye media where the non-impulsive part predominates, its decreasing rate is high enough to only consider a limited set of terms of the time response. It worth to remark that the former approximation is compromised for high angles of incidence, which should be considered for thin-wire antennas very near to the interface. However, this fact does not imply a restriction in practice, because the accuracy of the RC approach is only guaranteed for heights of the thin-wires high enough above the ground [8].

### III. RESULTS

#### A. Validation of the code

Numerical results for the validation of the code have been achieved by simulating the scenario shown at Figure 2. A separate validation of TE and TM cases can be performed by considering only one wire above ground —where only TM TD-RCs plays a role in the simulation, and two wires —where both TM and TE are placed under consideration. Figure 2 also shows the image thin-wires below ground, which correspond to the term of contour \(C_{\gamma}\) in equation (32).

Therefore, a typical slightly wet Debye soil with parameters \(\varepsilon_{r}=2.5220\), \(\varepsilon_{\infty}=2.4725\), and \(\tau=21.5 \cdot 10^{-12} \text{ s}\) [23] is chosen for the validation. First example under consideration validates the code for TM-incidence by considering a thin-wire antenna of total length of 1 m and a diameter of 5 mm placed at a height of 0.25 m above the soil. The antenna is fed at its central point by a normalized derivative gaussian pulse in the form:

\[
v(t) = e^{0.5 g \sqrt{2(t - t_{\text{max}})}} e^{-g^2(t - t_{\text{max}})^2},
\]

with parameters \(g=1.5 \cdot 10^{9} \text{ s}^{-1}\) and \(t_{\text{max}}=4/g\). Figure 3 shows the current at the feed point, in comparison to a full-wave simulation coming from a FDTD code including thin-wire approach [24]. Accuracy of the results is in the range of previously reported differences between TDIE and FDTD methods [25, 26]. A minor time delay is appreciated by comparing the calculated waveforms of MoM-TD RC and FDTD. Reasons for this delay are associated to the longer wavelengths of the feeding pulse, which does not accomplish the required height to wavelength ratio corresponding to equation (6).
B. Thin-wire antennas over Debye soils

Numerical methods have been developed for the simulation of GPR scenarios [12, 27, 28]. Performance of GPR antennas, e.g. mismatch of input impedance, above a Debye soil can be degraded as a consequence of the coupling effect of the reflecting wave produced by the ground. Controlling this effect is important in GPR applications, because mismatches can result in dispersive waveforms non-related to the presence of the objects, and thus can lead to false positives in the detections. As an example of the usefulness of the proposed algorithm, a monostatic GPR equipment has been modelled by placing a single horizontal thin-wire in front of both slightly wet soil of Section 3A, as well as in front of a water soil (which has been chosen as an extreme case of fully-saturated water soil). Debye parameters of water-soil $\varepsilon_r=81.83$, $\varepsilon_\infty=23.46$, and $\tau=9.41\cdot10^{-12}$ s [23], and feeding pulse and geometrical parameters are identical to the single-wire case of Figure 3.

Time-domain currents at the center of the antenna for these soils are shown at Figure 5. The case of a thin-wire embedded in free space is also plotted as reference signal. It can be appreciated the strong effect of the water soil in the reflected pulse, which can mask reflected signals produced by buried objects, and thus disable the effectiveness of the equipment.

Figure 6a and 6b show another effect which should be considered at the design stage of the antennas. When placed in front of Debye media, input impedance of the antenna can change abruptly, leading to undesirable mismatches which could affect to the life cycle of the equipment. For example, first resonances of the dipoles depicted in Figure 6 are placed at 143 MHz, 142 MHz, and 139 MHz for free space, wet soil, and water media, respectively. So, a minor frequency shift is produced by the presence of the Debye media. However, the real part of the input impedance at the first resonance is $70 \ \Omega$, $60 \ \Omega$, and $17 \ \Omega$ for free space, wet soil, and water, respectively. Potential damages could happen in front of water soils with such mismatches at the input impedance.
A final aspect to be considered is the reduction of the computational time achieved by using the proposed algorithm. Compared to finite difference schemes, it is roughly 400 times for the slightly wet soils and near to 800 for the water soil. It is very interesting to remark that the presence of the water half-space also increase the computational time for the RC-TDIE approach, because the shorter RC waveforms of the water soil (see Figure 1) require for a decrease of the time interval in order to provide an adequate sampling of the RC. For this reason, and following numerical guidelines of [1] according to the spectra of the feeding pulse, 101 spatial segments have been used to model any of the thin-wires in the case of free-space and slightly wet soils, leading to a time interval of 33.02 picoseconds, while a total of 202 segments are needed for the case of the water soils. Spite this fact, a finer spatial discretization is also necessary in FDTD for the water half-space and thus even higher computational savings in time are achieved by the RC-TDIE algorithm.

VI. CONCLUSION

This paper has presented a numerical method based on a hybrid RC-TDIE approach for the simulation of thin-wire antennas placed over Debye soils. Numerical results have shown the accuracy of the method as well as a low-cost computational performance compared to full-wave procedures. Examples have also shown the utility of the numerical simulations for the design of thin-wire antennas for GPR applications.
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Fig. 6. Input impedance of the thin-wire antenna for the case of different Debye soils.
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Abstract — In this paper, the design of miniaturized multi-frequency unequal-split Wilkinson power divider (WPD) using non-uniform transmission lines (NTLs) is presented. To achieve compactness, the uniform transmission lines of the conventional WPD are substituted by their equivalent NTLs. Moreover, two extra compact NTLs transformers are incorporated in each arm of the divider for output ports matching purposes. To prove the validity of the design procedure, two examples of single band and triple band NTL-based WPDs, with 2:1 split ratio, are presented. Both dividers are simulated using full-wave simulators. Furthermore, the proposed single band divider is fabricated and tested. Both simulation and measurements results are in good agreement. Besides the rejection of the odd harmonics over the band 1-5 GHz to a level lower than -15 dB, a total length reduction of 37%, and 16% in the single and triple band WPDs, respectively, is achieved.

Index Terms — Non-uniform transmission lines, power dividers, Wilkinson power divider.

I. INTRODUCTION

Microwave power dividers are essential components in modern microwave applications, such as antenna feed networks, phase shifters, and frequency mixers. Since its invention back in 1960 [1], the Wilkinson power divider (WPD) has been considered as one of the most important dividers in microwave circuits. Recently, WPDs have been notably addressed by researchers in many different aspects, such as reducing the size of their overall circuit area. The use of non-uniform transmission lines (NTLs) as one of the miniaturization techniques was presented in many papers [2-7]. In [2], an equal-split WPD was miniaturized using NTLs, and a size reduction of 52% was achieved. In [3], and as an extension to what was done in [2], a dual band WPD was proposed with 26% reduction in size (compared to the conventional dual-band one). In [4] and [5], NTL-based miniaturized Bagley power divider and branch line coupler, respectively, were presented. A general design procedure for NTL-based compact multi-band equal-split WPD was proposed in [6]. In [7], a reduced-size NTLs WPD, with modified topology, with high power split ratio was proposed in which the splitting ratio depends on the electrical lengths of its arms rather than the impedance values. Moreover, many miniaturization techniques were introduced in the literature to accomplish compactness, such as the use of stubs. In [8, 9], dual band compact WPDs were proposed in which stubs were incorporated to gain a significant size reduction of the circuit area. In [10], the WPD has been miniaturized using stubs, where artificial TLs have been used to accomplish the design. In [11], a stepped impedance interdigital coupling element has been incorporated to achieve the compactness for a single band WPD and to suppress the odd harmonics, as well.
In this paper, based on NTLs theory, a compact unequal-split WPD, with 2:1 split ratio, is presented. This is in contrast to [2, 3, 6], where equal-split NTLs WPDs were considered. To achieve compactness, the conventional uniform arms of the proposed dividers are replaced by their equivalent NTLs at specific design frequencies. The proposed divider is then simulated using two full-wave simulators to prove the validity of the design procedure. Furthermore, the designed single band unequal-split WPD is fabricated and measured, and both simulation and measurement results are in good agreement.

II. Design of compact NTLs

Figure 1 shows a schematic of the conventional unequal-split WPD, which can be designed using the following set of equations [12]:

\[
Z_{02} = k^2 \times Z_{03} = Z_0 \times \sqrt{k \times (1 + k^2)}, \quad (1. a)
\]

\[
Z_{03} = Z_0 \times \sqrt{\frac{1 + k^2}{k^3}}, \quad (1. b)
\]

\[
R = Z_0 \times \left( k + \frac{1}{k} \right), \quad (1. c)
\]

where \(Z_{02}\) and \(Z_{03}\) are the characteristic impedances of the upper and lower arms, respectively; \(k^2\) is the power splitting ratio between ports 3 and 2, which equals to \(\frac{P_3}{P_2}\), and \(R\) is the isolation resistor between the two output ports.

Fig. 2 shows a schematic of the proposed unequal-split NTL-based WPD.

As shown in Figure 2, each equivalent NTL has varying characteristic impedance \(Z(z)\), and propagation constant \(\beta(z)\), compared to the conventional UTL, that has a constant characteristic impedance \(Z_0\), and propagation constant \(\beta_0\). The \(ABCD\) matrix of the UTL is given as follows [12]:

\[
\begin{bmatrix}
A_0 & B_0 \\
C_0 & D_0
\end{bmatrix} = \begin{bmatrix}
\cos(\theta_0) & jZ_0 \sin(\theta_0) \\
\frac{j}{Z_0} \sin(\theta_0) & \cos(\theta_0)
\end{bmatrix}, \quad (2)
\]

where \(\theta_0\) is the electrical length of the UTL at the design frequency. In order to design the NTL section, it is firstly subdivided into a large number of uniform electrically short sections, and the overall \(ABCD\) matrix of the whole NTL can be obtained by multiplying the \(ABCD\) matrices of these uniform sections [2-7]. Then, the following truncated Fourier series expansion for the normalized characteristic impedance \(\bar{Z}(z) = Z(z) / Z_0\) is considered:

\[
\ln(\bar{Z}(z)) = \sum_{n=0}^{N} C_n \cos \left( \frac{2\pi nz}{d} \right). \quad (3)
\]

An optimum designed compact NTL has to have its \(ABCD\) parameters as close as possible to the \(ABCD\) parameters of the UTL at a specific design frequency. For the single band NTL-based WPD, the optimum values of the Fourier coefficients \(C_n\)’s can be obtained through minimizing the following error function [2, 5, 7, 13]:
In the case of multi-band NTL-based WPD, the even-odd mode analysis carried out in [6] will be used. Figures 3 and 4 show the even and odd modes circuits of the NTL-based WPD, respectively. Using the even-mode equivalent circuits (Fig. 3), the NTLs are designed in such a way that the input reflection coefficient $|\Gamma_{in}|$ equals zero (or very small) at the design frequencies.

Thus, the following error function, written in terms of the summation of the input reflection coefficients at $M$ design frequencies ($f_j, j = 1, ..., M$), is used [6]:

$$\text{Error}_{\text{input}} = \sqrt{\sum_{j=1}^{M} |\Gamma_{in}(f_j)|^2},$$  \hfill (4)

where,

$$\Gamma_{in}(f_j) = \frac{Z_{in}(f_j) - Z_s}{Z_{in}(f_j) + Z_s},$$  \hfill (6)

where $Z_s$ is the source impedance expressed by $Z_0(1+K^2)$ and $Z_0(1+1/K^2)$ for the upper and lower arms shown in Figure 3, respectively. It is worth mentioning here that both error functions (4) and (5) should be restricted by some constraints, such as reasonable fabrication and physical matching, as follows:

$$\bar{Z}_{\text{min}} \leq \bar{Z}(z) \leq \bar{Z}_{\text{max}},$$  \hfill (7.a)

$$\bar{Z}(0) = \bar{Z}(d) = 1.$$  \hfill (7.b)

These optimization problems are solved using the Matlab "fmincon" routine.

The isolation resistor is found using the odd-mode equivalent circuits shown in Figure 4, where the $ABCD$ matrix of each branch can be written as follows:

$$V_1 - I_1 = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} V_2 \\ -I_2 \end{bmatrix}.$$  \hfill (8)

Setting $V_1=0$ leads to:

$$AV_2 - BI_2 = 0.$$  \hfill (9)

Solving for $\frac{V_2}{I_2}$,

$$\frac{V_2}{I_2} = \frac{B}{A} = Z_{in}^{NTL}.$$  \hfill (10)

Finally, the input impedances for both upper and lower branches are given as follows, respectively:

$$Z_{in}^0 = \frac{R_1' \cdot Z_{in}^{NTL}}{R_1' + Z_{in}^{NTL}},$$  \hfill (11)

$$Z_{in}^0 = \frac{R_2' \cdot Z_{in}^{NTL}}{R_2' + Z_{in}^{NTL}}.$$  \hfill (12)

Perfect output port matching for the upper and lower branches, respectively, can be achieved by satisfying the following conditions:

$$\Gamma_{out}(f_j) = \frac{Z_{in}^0(f_j) - Z_0K}{Z_{in}^0(f_j) + Z_0K},$$  \hfill (13.a)
\[ \Gamma_{\text{out}}(f_j) = \frac{Z_0 \text{in}(f_j) - Z_0/K}{Z_0 \text{in}(f_j) + Z_0/K}. \]  

So, perfect output port matching at the design frequencies is achieved by keeping the output reflection coefficients as close as possible to zero by minimizing the following error function:

\[ \text{Error}_{\text{out}} = \sqrt{\sum_{j=1}^{M} |\Gamma_{\text{out}}(f_j)|^2}, \]  

where \( R_1' \) and \( R_2' \) are the optimization variables that are determined using an optimization code. Clearly, the optimization must be run twice to find the value of the isolation resistor:

\[ R = R_1' + R_2'. \]

It is worth mentioning here that, compared to the conventional multi-band WPD [14], where a total number of \( M \) isolation resistors were used, the proposed multi-band NTL-based WPD has only one isolation resistor.

### III. 2:1 NTL-based WPD

#### A. Single-band design

The conventional unequal-split WPD parameters can be calculated using equations 1.a-1.c. Since the designed divider is of unequal-split type, output port 2 has an impedance of \( R_2 = Z_0 \times k \), while output port 3 has an impedance of \( R_3 = \frac{Z_0}{k} \) [12]. To obtain a 2:1 split ratio \( (k^2 = 0.5) \), the unequal-split WPD parameters are found to be: \( Z_{02}=51.5 \, \Omega \), \( Z_{03}=103 \, \Omega \), \( R=106.07 \, \Omega \), \( R_2=35.36 \, \Omega \) and \( R_3=70.71 \, \Omega \) (considering a reference impedance \( Z_0=50 \, \Omega \)). Quarter-wavelength matching transformers are needed to match the output ports to 50 \( \Omega \). The characteristic impedances of these matching transformers are calculated as follows: for port 2: \( \sqrt{35.36 \times 50} = 42.045 \, \Omega \); and for port 3: \( \sqrt{70.71 \times 50} = 59.46 \, \Omega \). Now, each uniform microstrip line section is replaced by its equivalent compact NTL. Two output ports NTL matching transformers have been also designed. Considering an FR-4 substrate (with a thickness of 1.6 mm and dielectric constant of 4.6) and a design frequency of 1 GHz, the lengths \( (d) \) of the upper and lower WPD NTL arms are chosen to be 22.84 mm and 26.1 mm, respectively; while the lengths of the output ports matching transformers are chosen as 24.3 mm and 25.7 mm. It should be mentioned that the width of the upper (port 2) and lower (port 3) output ports at their ends are 3.92 mm and 2.18 mm, respectively; while the input port (50 \( \Omega \)) width is 2.95 mm. Figure 5 shows the layout of the compact NTL-based 2:1 WPD compared to the conventional one. The proposed WPD is simulated using IE3D [15] and HFSS [16] full-wave simulators. The simulation results are shown in Figure 6, whereas Table 1 represents the values of the S-parameters at the design frequency.

<table>
<thead>
<tr>
<th>At 1.0 GHz</th>
<th>IE3D</th>
<th>HFSS</th>
<th>theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>S11 (dB)</td>
<td>-27</td>
<td>-25.55</td>
<td>-∞</td>
</tr>
<tr>
<td>S21 (dB)</td>
<td>-2.52</td>
<td>-2.4</td>
<td>-1.76</td>
</tr>
<tr>
<td>S31 (dB)</td>
<td>-4.76</td>
<td>-4.77</td>
<td>-4.77</td>
</tr>
<tr>
<td>S22 (dB)</td>
<td>-27.92</td>
<td>-25.1</td>
<td>-∞</td>
</tr>
<tr>
<td>S23 (dB)</td>
<td>-33.49</td>
<td>-23</td>
<td>-∞</td>
</tr>
<tr>
<td>S33 (dB)</td>
<td>-21.54</td>
<td>-24.94</td>
<td>-∞</td>
</tr>
</tbody>
</table>

Table 1: Values of the S-parameters of the single band NTL-based 2:1 WPD

The slight differences between the theoretical and simulation results are thought to be due to dielectric losses, coupling, and discontinuities effects.

For verification purposes, the single band, NTL-based WPD is fabricated and measured using an Agilent Spectrum Analyzer (with a built in tracking generator extending from 0-1.5 GHz). Figure 7 shows the measured results, while Figure 8 shows a picture of the fabricated WPD.
Experimental results show an acceptable agreement between both simulated and measured results. The small discrepancies in the measured results could be due to conductor and dielectric losses, the use of the connectors and the errors in the measurements, keeping in mind that a spectrum analyzer (not a network analyzer) was used.

Fig. 6. S-parameters of the designed NTL-based WPD using IE3D and HFSS.

(a)

Fig. 7. Measured S-parameters of the fabricated NTL-based WPD.

(b)

Fig. 8. Fabricated NTL-based 2:1 WPD.

B. Multi-band design

A triple frequency NTL-based 2:1 WPD is designed to operate at 0.5 GHz, 1.25 GHz, and 2 GHz, considering the same FR-4 substrate. The length of each WPD arm and output ports matching transformer is chosen to be $\frac{\lambda}{4}$ at the lowest design frequency. Using the design procedure described in the previous section, the layout of the designed triple band NTL-based WPD (compared to the conventional one) is shown in Figure 9. Three resistors (not shown in the figure) are needed in the conventional triple band WPD [14], while only a single one is needed in the NTL-based WPD.

The simulation results of the designed triple band NTL-based WPD (with an optimized isolation resistor of 105 $\Omega$) are shown in Figure 10. A slight shift in the design frequencies is thought to be due to the coupling and discontinuity
effects. The values of the S-parameters at the design frequencies are shown in Table 2.

Fig. 9. The layout of the designed triple band NTL-based WPD compared to the conventional design (dimensions in mm).

Table 2: Values of the S-parameters of the triple band NTL-based 2:1 WPD

<table>
<thead>
<tr>
<th></th>
<th>IE3D</th>
<th>HFSS</th>
<th>theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>S11 (dB)</td>
<td>-26.7</td>
<td>-20.58</td>
<td>-∞</td>
</tr>
<tr>
<td>S21 (dB)</td>
<td>-2.03</td>
<td>-2.12</td>
<td>-1.76</td>
</tr>
<tr>
<td>S31 (dB)</td>
<td>-4.7</td>
<td>-4.3</td>
<td>-4.77</td>
</tr>
<tr>
<td>S22 (dB)</td>
<td>-29.9</td>
<td>-31.8</td>
<td>-∞</td>
</tr>
<tr>
<td>S23 (dB)</td>
<td>-41.9</td>
<td>-22.4</td>
<td>-∞</td>
</tr>
<tr>
<td>S33 (dB)</td>
<td>-23.37</td>
<td>-27.72</td>
<td>-∞</td>
</tr>
</tbody>
</table>

At 1.22 GHz

<table>
<thead>
<tr>
<th></th>
<th>IE3D</th>
<th>HFSS</th>
<th>theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>S11 (dB)</td>
<td>-25.45</td>
<td>-25.4</td>
<td>-∞</td>
</tr>
<tr>
<td>S21 (dB)</td>
<td>-1.896</td>
<td>-2</td>
<td>-1.76</td>
</tr>
<tr>
<td>S31 (dB)</td>
<td>-5.07</td>
<td>-4.42</td>
<td>-4.77</td>
</tr>
<tr>
<td>S22 (dB)</td>
<td>-28.01</td>
<td>-25.6</td>
<td>-∞</td>
</tr>
<tr>
<td>S23 (dB)</td>
<td>-31.8</td>
<td>-24.24</td>
<td>-∞</td>
</tr>
<tr>
<td>S33 (dB)</td>
<td>-28.3</td>
<td>-22.6</td>
<td>-∞</td>
</tr>
</tbody>
</table>

At 1.92 GHz

<table>
<thead>
<tr>
<th></th>
<th>IE3D</th>
<th>HFSS</th>
<th>theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>S11 (dB)</td>
<td>-23</td>
<td>-21.14</td>
<td>-∞</td>
</tr>
<tr>
<td>S21 (dB)</td>
<td>-2</td>
<td>-2.7</td>
<td>-1.76</td>
</tr>
<tr>
<td>S31 (dB)</td>
<td>-4.8</td>
<td>-3.7</td>
<td>-4.77</td>
</tr>
<tr>
<td>S22 (dB)</td>
<td>-26.5</td>
<td>-17.7</td>
<td>-∞</td>
</tr>
<tr>
<td>S23 (dB)</td>
<td>-27</td>
<td>-20</td>
<td>-∞</td>
</tr>
<tr>
<td>S33 (dB)</td>
<td>-17.4</td>
<td>-15</td>
<td>-∞</td>
</tr>
</tbody>
</table>

IV. COMPARISON BETWEEN CONVENTIONAL AND NTL-BASED WPDS

Using NTLs instead of UTLs, two main advantages are obtained: (1) the size reduction, and (2) the odd harmonics suppression. A total length reduction of almost 31 mm is achieved for the single band NTL-based WPD and about 33 mm for the triple band one. Since both structures have the same ABCD parameters at the design frequency only, the NTLs WPD behavior is completely different from the conventional one at other frequencies. Figure 11 shows the input port matching parameter (S11) for both conventional and NTL-based single band WPD. It is clear that...
the third odd harmonic has been completely suppressed while the fifth odd harmonic is partially suppressed for the NTL-based WPD. Figure 12 shows $S_{11}$ for both conventional triple band WPD and NTL-based triple band WPD. It is clear that the third and fifth odd harmonics are totally suppressed while the seventh odd harmonic is partially suppressed. Furthermore, a performance improvement is noticeable in the NTL-based WPD, since $S_{11}$ is close to 0 dB at frequencies other than the design frequencies.

**V. CONCLUSION**

In this paper, the design and analysis of a compact 2:1 unequal-split NTL-based WPD was presented. In order to achieve compactness, each uniform transmission line was replaced by its equivalent NTL at the design frequency. Besides suppressing some of the odd harmonics of the design frequency, a length reduction about 30 mm was achieved compared to the conventional WPD. In addition to the length reduction and odd harmonics suppression, the number of isolation resistors in the multi-band design was reduced to one resistor regardless of the number of operation bands. This work will be extended to N-port, unequal-split multi-band WPD designs.
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Abstract — A switched band antenna that has a capability to operate in tri-band WLAN frequency band (2.4–2.485 GHz, 5.15-5.35 GHz and 5.725-5.825 GHz) and a band-notched UWB frequency band (the stop-band covers the frequency range from 5.15 GHz to 5.825 GHz) is presented. The antenna uses a switchable ground and a switchable monopole patch to provide a switched band property. To the authors’ knowledge, the proposed antenna represents a feature that is unique to this paper.

Index Terms — Band-notched UWB, switched band, WLAN.

I. INTRODUCTION
Communication technologies have been growing rapidly in recent years. One of the breakthroughs is that the single system can be integrated with several applications, such as ultra-wide band (UWB) communications, satellite communications, and wireless local area networks (WLAN). Since these applications operate at different frequency bands, those wireless systems request the antennas can operate in various frequency bands. Therefore, to meet the demands of those systems, various frequency reconfigurable antennas which can adjust their operating frequency bands are developed. Some investigators tuned the operating bands of the frequency reconfigurable antennas by changing sizes of the radiator [1-3], such as the length of the dipoles [1-2]. The frequency reconfigurable antenna can provide the switchable operating frequency characteristic by changing the number of the shorting strips [4]. However, most of the frequency reconfigurable antennas provide only one narrow operating band in the wide frequency ranges [1-6]. Those characteristics can not meet some wideband communication demands, for example UWB communication. The researchers use the switchable ring resonators to make the antenna work in a wide band or the dual band of WLAN [7]. However, the operating bands of the antenna can not cover band-notched UWB frequency band and tri-band WLAN frequency band via changing its operation modes [7].

A novel frequency-reconfigurable planar antenna is developed in this paper. The proposed antenna is composed of three switches, a reconfigurable monopole patch, and a switchable ground plane. By controlling the states of the switches, the proposed antenna is able to provide two operation modes whose operation bands can cover 2.45/5.2/5.8 GHz WLAN band (2400-2483 MHz, 5150-5350 MHz, 5725-5825 MHz) and the band-notched UWB band (the stop-band covers the frequency range from 5.15 GHz to 5.825 GHz), respectively. In this study, all switches create a 1 mm gap when they are in the close state and short the gap when in the open condition. Therefore, for the proof of concept [7], the "OFF" state is obtained by an air gap of 1 mm. The "ON" condition is realized by hard-wiring the air gap.
II. ANTENNA CONFIGURATIONS

Figure 1 shows the geometry of the proposed antenna. In this study, the FR4 substrate of thickness 1 mm and relative permittivity 4.6 is used. A monopole patch and a 50Ω microstrip feeding line are printed on the same side of the dielectric substrate. The conducting switchable ground plane is printed on the other side of the substrate. Two rectangle slots are etched on the ground plane. To achieve the desired frequency reconfigurability, two switches are placed over the upper section of the ground plane, while another switch is located on the monopole patch. When switch 1 is in the "ON" state and other switches are in the "OFF" state, the proposed antenna operates in tri-band WLAN mode. When switch 1 is in the "OFF" state and other switches are in the "ON" state, the proposed antenna operates in the band-notched UWB mode.

![Figure 1](image1.png)

Fig. 1. Structure of the proposed antenna. (a=7mm, SLT=8mm) (a) Top view and bottom view. (b) Photos of the proposed antenna.

III. RESULTS AND DISCUSSION

The measured and simulated bandwidths of the proposed antenna are illustrated in Fig. 2. The measurement was taken by an Agilent E5071C network analyzer, and the simulations are performed using CST Microwave Studio in this study. The Agilent E5071C network analyzer has the highest measurable frequency at about 8 GHz. Though it does not cover the whole UWB band (3.1-10.6 GHz), it reaches our requirements since we were concerned with where the notch-band of the band-notched UWB mode and the triple bands of the WLAN mode are in the measurable band.

![Figure 2](image2.png)

Fig. 2. Return losses of the proposed antenna in two modes: (a) measured results, (b) simulated results in the band-notched UWB mode, (c) simulated results in the Tri-band WLAN mode.

In the tri-band WLAN mode, the lower band for VSWR ≤ 2 ranges from 2.39GHz to 3.18GHz, and the higher band scans from 4.77 to 6.94GHz for VSWR ≤ 2. In the band-notched UWB mode, a stop-band ranging from 4.43 to 6.02 GHz for VSWR>2 is obtained. There is some discrepancy between the simulated result and the measured
result. One of the reasons for such discrepancy is the fabrication and measurement tolerance of the proposed antenna; the other is the ideal excitation port which can not simulate the real SMA connector and the weld connecting the SMA connector to the proposed antenna. Despite those nonideal effects during the fabrication and measurement, the impedance responses in Fig. 2 still sustain the consistency of the band reconfigurability of the proposed design.

The return losses of the proposed antenna with the realistic switch parameters in the two modes are also shown in Fig. 2. The RF equivalent circuit of a PIN diode, MACOM MA4AGBPL912 [8], was used and shown in Fig. 3. Since the realistic switch parameters can change impedance of the proposed antenna, it can be seen that the resonant frequencies of the tri-band WLAN mode and the notch band of band-notched UWB mode shift compared with those with the ideal switches.

![RF equivalent circuit for the PIN diode](image)

Fig. 3. RF equivalent circuit for the PIN diode in the (a) ON state and (b) OFF state.

Figure 4 displays the radiation patterns of the two modes in three plane-cuts, the x-y plane, the x-z plane, and the y-z plane. All radiation patterns of the tri-band WLAN mode and the band-notched UWB mode are roughly omni-directional. The broadside directions of the two modes are roughly identical. That means the system can remain stable when the antenna switches between the tri-band WLAN mode and the band-notched UWB mode.

![Simulated radiation patterns](image)

Fig. 4. Simulated radiation patterns of the antenna in two modes: (a) tri-band WLAN mode, (b) band-notched UWB mode.

To validate the above concept, the return losses of the proposed antenna with various parameter $a$ in the WLAN mode and the band-notched UWB mode are shown in Fig. 5. The length of the two rectangle slots extends with the increase of the parameter $a$. That causes the current path in the
notch band to be lengthened. Therefore, it can be seen that the stop-band frequency of the band-notched UWB mode lowers with the increase of the value of parameter \( a \). Furthermore, when the value of parameter \( a \) is increased, the length of the rectangle slots is closer to half a wavelength at the center frequency of the notch band, leading to the improvement of the rejection level. The increase of the parameter \( a \) also causes the decrease of the width of the vertical portion of the T-shaped ground plane. Since the T-shaped ground plane is a 2-order stepped-structure, the decrease of the width of the vertical portion makes the impedance of the proposed antenna mismatch, as Fig. 5 (b) shows.

![Simulated return losses of the proposed antenna with various \( a \): (a) the band-notched UWB mode, (b) the WLAN mode.](image)

In addition, the return losses of the proposed antenna with various SLT in the two modes are shown in Fig. 6. Since the rectangle slots are closer to the signal port with the decrease of the SLT, the resonant current around the rectangle slots is strengthened, which means the effective current path is increased. As a result, the rejection level can be improved. However, since the shape of the T-shaped ground plane vary with the decrease of SLT, the higher band of the WLAN mode is narrowed.

![Simulated return losses of the proposed antenna with various SLT: (a) the band-notched UWB mode, (b) the WLAN mode.](image)

**IV. CONCLUSION**

A novel frequency-reconfigurable antenna is developed in this letter. By switching between the ON and OFF status of the switches, the proposed antenna can allow the system to operate in two modes, the tri-band WLAN mode and the band-notched UWB frequency mode. As a result, the proposed antenna can be used in the tri-band WLAN system and the UWB system.
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Abstract — Miniaturized printed dipole antenna loaded with reactive elements is proposed. The reactive loading of the dipole is inspired by the epsilon-negative (ENG) and double negative (DNG) metamaterial (MTM) inclusions, which enable the loaded dipole to be compacted. The reactive loads are realized by two rake-shaped split ring resonators (SRRs) facing each other. Investigations reveal that the loaded dipole radiates at two separated bands depending on load locations. The new resonance frequencies are lower than the natural resonance frequency of the conventional half wavelength dipole. In this range of frequencies, the radiation efficiency of the composite antenna is high. In order to validate the simulation results, a prototype of the proposed printed dipole is fabricated and tested. The agreement between the simulated and measured results is quite good.

Index Terms — Loaded dipole, metamaterial.

I. INTRODUCTION

The increasing demands on compact multifunctional devices have necessitated the development of miniaturized/multi-frequency printed dipoles which can be integrated into familiar devices such as laptop computers and mobile phones. The typical difficulties encountered in designing compact antennas include narrow bandwidth, and low radiation efficiency. In order to achieve a good efficiency, considerable effort must be expended on the matching network. Other researchers have found that the bandwidth of the dipole antenna can be enhanced by loading the antenna with parallel lumped element circuits [1]. Over the last decade, increasing demands for low profile multifunctional antennas have resulted in considerable interest by the electromagnetic research community in MTMs. Due to unique electromagnetic properties; MTMs have been widely considered in monopole and dipole antennas to improve their performance [2-5]. The applications of composite right/left handed (CRLH) structures to load the printed dipole have been investigated both numerically [6-8] and analytically [9]. However, the main drawbacks of this method are low gain and low efficiency. The use of transmission-line based MTMs to realize a tri-band monopole antenna has been recently investigated in [10]. However, the cross polarization levels of the proposed antenna in [10] are very high. It is also known that the antenna properties can be improved by covering the metal radiating parts or filling the antenna volume. For instance, the bandwidth of the microstrip patch antenna can be significantly improved by replacing the dielectric substrate with the magneto-dielectric one [11]. The effect of complex material coverings on the bandwidth of the antennas has been also investigated in [12].

In this paper, first, the effect of material inclusions embedded in a simple dipole antenna has been investigated. The numerical investigations result in some general conclusions regarding the effect of material inclusions on the dipole antenna performance. It is demonstrated that in contrast to the double-positive (DPS) and mu-negative (MNG) MTMs, ENG-, and DNG-MTM inclusions can provide miniaturization and multi-band performance. To practically realize this method, a compact printed dipole antenna is designed using reactive loading, which is inspired by ENG-MTM inclusions.
To this aim, a novel printed MTM element is proposed and successfully tested. The proposed MTM cell shows ENG behavior at around the antenna operating frequency. The dimensions of the proposed MTM cell is optimized to meet the specifications of the mobile bands (890.2MHz–914.8MHz, and 1710MHz–1784MHz) while maintaining its compact size. The antenna radiation efficiency at the first resonance frequency is significantly higher than those reported for other miniaturized dipoles in the literature [6-9]. It is worthwhile to point out here that the subject of single-cell MTM loading is not new and has been studied by other authors [10].

II. LOADED DIPOLE ANTENNA WITH MTM INCLUSIONS

The resonance frequencies of an original monopole/dipole are harmonics of the main resonant frequency $\omega_1$. However, omnidirectional radiation pattern distortion and low directivity are two major disadvantages associated with monopole/dipole antenna resonating at higher order harmonics ($\omega_m > \omega_1$) [5, 13]. In this section, a simple and intuitive rule for determining the beneficial filling material type for dipole antennas has been introduced. A dipole antenna loaded with cylindrical dispersive MTM inclusions is shown in Fig. 1. It is assumed that the MTM inclusions are embedded in the both arms of the dipole. Here, the Drude model [14] is used to simulate the MTM inclusions, since it can yield a negative real part of the permittivity/permeability over a wide frequency range. Depending on the MTM type either $\mu$ or $\varepsilon$ (or both) obey the Drude model (plasma frequency $\omega_p=1.8\times10^{10}$ rad/s and collision frequency $f_c=0.2$GHz) and are equal to one otherwise. The distance from the location of the MTM inclusions to the feed point is denoted as $d_{MIF}$. The behaviors of the loaded dipole as a function of the MTM type, the distance of the MTM inclusions from the antenna feed point, $d_{MIF}$, and inclusion width have been studied here.

The computation time for the DPS inclusion is about 10 minutes for all frequency points compared to about an hour for a DNG case using CST over a frequency range of 0 to 6GHz, while this time increased in CST for higher permittivity and permeability materials. (For a 3.2GHz dual core CPU with 2GByte RAM).

![Fig. 1. An ideal model of MTM loaded dipole: $L_d=120\text{mm}$, $W_i=2.5\text{mm}$, $G=5\text{mm}$, $d=27\text{mm}$.](image)

2.1. Power reflection coefficient, $|S_{11}|$ as a function of MTM distance from the antenna feed point

Figure 2, shows the antenna return loss for the dipoles loaded with DPS-, MNG-, DNG-, and ENG-inclusions, with $d_{MIF}$ as a parameter. As the ENG- or DNG- inclusions are added, the antenna resonant behavior changes. It can be concluded from Fig. 2 that for the dipole antenna loaded with DNG- or ENG-inclusions, an additional resonance frequency is introduced at the frequencies lower than the antenna resonant frequency where the antenna radiates an omnidirectional radiation pattern. In contrast, for the dipoles loaded with DPS- or MNG-inclusions, changing DPS/MNG locations on the antenna arms causes no resonances at frequencies lower than the main resonance frequency, as shown in Figs. 2a and 2b. As the distance between the ENG-/DNG-inclusions and the feed point is increased, the main resonant frequency decreases while the low resonant frequency is almost unchanged. This feature provides the ability to choose the second resonance frequency arbitrarily based on provision dictated by application. Thus, the frequency ratio between these two frequencies can be readily controlled by adjusting the inclusion locations. In addition, for the case of the dipoles loaded with DNG-/ENG-blocks and $50\text{mm}<d_{MIF}<75\text{mm}$, more than one resonance is introduced at around the antenna main resonant frequency where the antenna radiates omnidirectional radiation patterns, as shown in Figs. 2b and 2c. To make the concept clearer, three DNG loaded dipoles are designed and simulated. The return loss results for the dipole antennas loaded with different DNG blocks and different $d_{MIF}$ are shown in Fig. 3. For comparison purposes, the power reflection coefficient of an unloaded dipole antenna is also presented in Fig. 3. As can be seen, all the antennas have multi-resonance behavior.
Fig. 2. CST Simulation Results for $|S_{11}|$ [dB], (a) DPS-, (b) MNG-, (c) DNG-, and (d) ENG-inclusions.

Fig. 3. Magnitude of $S_{11}$ (a) of dipole antennas loaded with different DNG blocks, with Drude model and $\omega_p=1.8\times10^{10}$ rad/s; Design I: $d_{MB}=72$mm and, $f_c=0.2$GHz, Design II: $d_{MB}=100$mm, $f_c=0.01$GHz, and Design III: $d_{MB}=85$mm, $f_c=0.1$GHz. As a reference, an unloaded dipole antenna is also simulated, (b) comparison for single and double loaded DNG materials: The first inclusions are located at $d_{MB}=72$mm while the second ones are located at the ends of the arms, $f_c=0.1$GHz.

The first frequency bands of the proposed loaded dipoles are narrow. These narrow frequency bands are the direct consequence of the resonant nature of the MTM inclusions. The gain, efficiency, and bandwidth of the three loaded dipoles are compared in Table 1. For the first design, the antenna bandwidth at first resonance is quite good but its gain is low. In contrast, for the second design, the antenna has a high gain at the first resonance frequency but at the expense of a narrower bandwidth. As a result, the type of the...
DNG-inclusion is a result of a trade-off between the antenna gain and bandwidth (Design III).

2.2. Power reflection coefficient, \(|S_{11}|\) as a function of MTM type

In this section, the effects of two different cases of metamaterial inclusion have been investigated.

A. Non-dispersive materials

In Fig. 4, the effect of permittivity and permeability of DPS inclusion on the antenna resonance frequency has been studied. Increasing DPS load permittivity causes resonance frequency decreasing while, for the dipoles loaded with magnetic inclusions, changing permeability causes no resonance frequency change.

![Fig. 4](image1)

Fig. 4. CST simulation results for \(|S_{11}| \) [dB], \(d_{MIF}=45\)mm, versus material (a) permittivity, \(\varepsilon_r=1\), and (b) permeability, \(\mu_r=1\).

B. Dispersive materials

The behaviors of the loaded dipole as a function of the plasma frequency for \(d_{MIF}=72\)mm, have been studied. Figure 5 shows the antenna return loss for the dipoles loaded with ENG-, DNG-, and MNG-inclusions. It can be concluded from Fig. 5 that for a dipole antenna loaded with DNG- or ENG-inclusions, an additional resonance frequency is introduced at the frequencies lower than the antenna resonant frequency.

As it seems in Fig. 5(b), in DNG-loaded case, an additional resonance occurs while compared with ENG inclusion. In contrast, for the dipoles loaded with MNG-inclusions, changing plasma frequency causes no resonances at lower frequencies, as shown in Fig. 5(c).

![Fig. 5](image2)

Fig. 5. CST simulation results for \(|S_{11}| \) [dB] versus plasma frequency, \(d_{MIF}=72\)mm, (a) ENG-, (b) DNG-, (c) MNG-inclusions.
2.3. Power reflection coefficient, $|S_{11}|$ as a function of MTM width

The behaviors of the loaded dipole as a function of the inclusion width for $d_{MTM}=45\text{mm}$, have been studied. Figure 6 shows the antenna return loss for the dipoles loaded with DPS-, ENG-, DNG-, and MNG-inclusions. It can be concluded from Fig. 6 that for the dipole antenna loaded with DNG- or ENG-inclusions, an additional resonance frequency is introduced at the frequencies lower than the antenna resonant frequency. This resonance affects significantly by changing the width of MTM inclusion.

Decreasing the width causes more matching condition while increasing width of MTM inclusion makes antenna mismatching in this frequency. Again, in contrast, for the dipoles loaded with DPS- and MNG-inclusions, changing inclusion width causes no additional resonances at lower frequencies, as shown in Figs. 6(a) and 6(b).

III. PROPOSED METAMATERIAL CELL

In the previous section, it was revealed that the use of the ENG- and DNG-inclusions has led to a multi-resonance behavior. In this section, a new printed MTM cell is introduced to realize the ENG-inclusions. Figure 7 shows a schematic of the proposed MTM cell. The proposed MTM cell is printed on a FR4 substrate with a thickness of 0.8mm and a dielectric constant of 4.4. An important feature of the proposed MTM is that it offers more degrees of freedom than conventional MTM cells [14]. In order to retrieve the constitutive parameters of the proposed metamaterial, a unit cell positioned between two perfect electric conductors (PEC) in $y$ direction and two perfect magnetic conductors (PMC) in $x$ direction is simulated, and used to model an infinite periodic structure [15]. The resultant scattering parameters obtained from CST microwave studio are exerted to the Chen’s algorithm [15]. Figure 8 shows the retrieved effective parameters of the proposed metamaterial cell. As can be seen, the proposed MTM cell has the permittivity that exhibits Drude behavior at frequencies lower than 1.1GHz and Lorentz behavior [14] at frequencies higher than 1.1GHz.
Thus, this MTM can be approximated via a combination of Lorentz and Drude models.

![Fig. 7. Schematic of the proposed MTM unit cell and its design parameters, (a) front view, (b) back view: \( L_a = 23.54 \text{mm}, \ L_b = 15.55 \text{mm}, \ L_c = 14.78 \text{mm}, \ w_1 = 0.7 \text{mm}, \ g_1 = 0.8 \text{mm}, \ w_2 = 4 \text{mm}, \ g_2 = 0.5 \text{mm}, \ w_s = 2.5 \text{mm}, \) and \( L_s = 26.75 \text{mm}.\)](image)

Fig. 7. Schematic of the proposed MTM unit cell and its design parameters, (a) front view, (b) back view: \( L_a = 23.54 \text{mm}, \ L_b = 15.55 \text{mm}, \ L_c = 14.78 \text{mm}, \ w_1 = 0.7 \text{mm}, \ g_1 = 0.8 \text{mm}, \ w_2 = 4 \text{mm}, \ g_2 = 0.5 \text{mm}, \ w_s = 2.5 \text{mm}, \) and \( L_s = 26.75 \text{mm}.\)

![Fig. 8. Retrieved effective parameters of the proposed MTM cell.](image)

Fig. 8. Retrieved effective parameters of the proposed MTM cell.

IV. COMPACT DIPOLE ANTENNA

In order to realize the miniaturization method described in Section II, a double-sided printed dipole antenna is chosen for its simplicity in implementation and its low profile. Figure 9(a) shows the proposed miniaturized printed dipole, in which a pair of proposed MTM cells is symmetrically added to each side of the printed dipole. The proposed MTM cells and dipole are printed on a FR4 substrate with a thickness of 0.8mm and a dielectric constant of 4.4 to reduce the cost of the antenna and to make it more rigid in construction.

For the MTM cells that are far away from the dipole arms, the coupling levels of them with the dipole arms are low and thus the arrangement of the several MTM cells has no effect on the frequency behaviour of the proposed antenna. As a result, the dipole is just loaded with single cell MTM. Similar to the DNG- [3] and ENG- [17] MTMs, the proposed MTM cell can be modelled as a parallel resonant LC circuit. Thus, the proposed metamaterial cell is modeled as a resonant LC circuit parallel to the dipole, and the radiation into the free space is modelled as a resistor [18]. A prototype of the proposed miniaturized dual-band printed dipole is fabricated to confirm the simulation results. Figure 9(b) shows a photograph of the fabricated antenna.

Figure 10 shows the return loss of the proposed symmetrically loaded dipole with the gap length, \( g_1, \) of 0.8mm as well as the unloaded dipole antenna. As can be seen, the dipole antenna along with the loading elements provides good matching at both resonance frequencies. For comparison purposes, a simple dipole antenna loaded with lossy ENG inclusions, with the same retrieved effective parameters of the proposed MTM cell (Fig. 7), is also simulated. As can be seen from Fig. 10, the return loss of the dipole loaded with ENG inclusions correlates nicely to that obtained for the single cell MTM loaded dipole. The co-polarized and cross-polarized radiation patterns of the proposed loaded dipole are measured at the resonant frequencies of 940MHz and 1.7GHz. The measured and simulated radiation patterns at first and second resonant frequencies are shown in Fig. 11. As expected, the radiation patterns at both resonant frequencies are similar to that of the conventional unloaded dipole antenna.

The gain of the proposed antenna at a low resonant frequency is high compared to that of the other miniaturized MTM loaded dipoles [6-9]. The antenna gains at first and second resonant
frequencies are -2.679dBi and 1dBi, respectively. The proposed antenna has a broad bandwidth of 15.96% at 940MHz (which is significantly wider than the bandwidth of other miniaturized MTM loaded dipoles [6-9], [19-24]) and 32.35% at 1.7GHz. An important advantage of the proposed antenna is that the dipole length does not need to be increased to lower the resonant frequency. Consequently, a compact antenna is obtained.

Moreover, as can be seen from Figs. 2 and 12, the single cell MTM loaded printed dipole follows closely the frequency behavior of the dipole antenna loaded with cylindrical dispersive ENG-inclusions, as $d_{MIF}$ or $L_g$ increases.

Fig. 10. Return loss of the proposed miniaturized printed dipole antenna loaded with single cell MTM. As a reference, an unloaded dipole and an ideal model of the ENG-Loaded dipole are also simulated.

Fig. 11. Measured radiation patterns of the proposed antenna, (a) 940MHz and (b) 1.7GHz.

Fig. 12. The effect of the MTM location on the return loss of the printed dipole antenna.

Finally, the effect of the MTM location is investigated to obtain some engineering guidelines for loaded dipole designs. Thus, the loading elements move along the antenna arms and the antenna return loss is plotted in Fig. 12 for each stage. The gain, bandwidth and radiation efficiency of the loaded dipoles with different MTM locations are also compared in Table II. As can be seen, the first resonant frequency remains approximately unchanged while the second one reduces as the MTM cells move away from the antenna feed point. Thus, when the MTM elements move closer to the dipole ends the separation of the two resonances decreases. In addition, when the MTM cells are placed close to the antenna feed point, the proposed antenna cannot match very well to a 50Ω transmission line.
Table 1: Gain, radiation efficiency, and bandwidth characteristics of the dipole antenna loaded with different DNG inclusions

<table>
<thead>
<tr>
<th>$L_g$</th>
<th>Design I</th>
<th></th>
<th>Design II</th>
<th></th>
<th>Design III</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{r1}$</td>
<td>$f_{r2}$</td>
<td>$f_{r3}$</td>
<td>$f_{r4}$</td>
<td>$f_{r1}$</td>
<td>$f_{r2}$</td>
</tr>
<tr>
<td>$f_0$ (GHz)</td>
<td>0.26</td>
<td>0.8</td>
<td>1.0</td>
<td>1.1</td>
<td>0.33</td>
<td>0.7</td>
</tr>
<tr>
<td>Gain (dBi)</td>
<td>-7.2</td>
<td>1.25</td>
<td>0.0</td>
<td>2.1</td>
<td>1.3</td>
<td>2.1</td>
</tr>
<tr>
<td>$\eta$ (%)</td>
<td>12.2</td>
<td>78</td>
<td>65</td>
<td>91</td>
<td>84</td>
<td>99</td>
</tr>
<tr>
<td>BW (%)</td>
<td>5.6</td>
<td>7.5</td>
<td>5.4</td>
<td>21.8</td>
<td>1.1</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the gain, bandwidth, and radiation efficiency for the loaded dipole antenna with different MTM Locations

<table>
<thead>
<tr>
<th>$L_g$</th>
<th>9.52mm</th>
<th>13.52mm</th>
<th>14.52mm</th>
<th>16.52mm</th>
<th>18.52mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{r1}$</td>
<td>$f_{r2}$</td>
<td>$f_{r1}$</td>
<td>$f_{r2}$</td>
<td>$f_{r1}$</td>
</tr>
<tr>
<td>$f_0$ (GHz)</td>
<td>0.95</td>
<td>1.68</td>
<td>0.96</td>
<td>1.59</td>
<td>0.95</td>
</tr>
<tr>
<td>Gain (dBi)</td>
<td>-2.38</td>
<td>1</td>
<td>-2.3</td>
<td>0.7</td>
<td>-2.5</td>
</tr>
<tr>
<td>$\eta$ (%)</td>
<td>88</td>
<td>93</td>
<td>97</td>
<td>94</td>
<td>90</td>
</tr>
<tr>
<td>BW (%)</td>
<td>8.1</td>
<td>27</td>
<td>9.7</td>
<td>27</td>
<td>8.9</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The behavior of a dipole antenna loaded with MTM inclusions has been examined. It has been revealed that embedding DNG-/ENG-inclusions in a simple dipole antenna can provide an opportunity to design miniaturized multi-band antenna. In order to realize this method, a single unit cell of MTM reactive loading has been utilized. Results show that placing proposed MTM cells in close proximity of a printed dipole antenna creates a double resonant antenna, the response of which is a function of MTM dimensions as well as of locations of MTM cells along the dipole arms. A prototype of the proposed miniaturized MTM-loaded printed dipole is fabricated to validate the simulation results. A good agreement between the measured and simulated results is achieved.
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Abstract — This paper describes a simple method of designing a rectangular planar array antenna with a flat top characteristic within the given $0^\circ \leq \phi \leq \phi_{\text{max}}$ region in the $\theta = 90^\circ$ principal plane to be used in the volume scanning radars. In the method, the main beam of each ingredient linear array antenna is collimated to a predetermined direction with a permissible beamwidth within the total coverage region so that the superposition of the far field ingredient phasors can result in the required overall pattern with the flat top characteristic in the region of $0^\circ \leq \phi \leq \phi_{\text{max}}$, the principle plane. The main beamwidth requirements of the sub-arrays are met by the excitation amplitudes determined by Dolph-Chebyshev analytical method. Furthermore, the overall main beam characteristic is improved by optimizing the excitation amplitudes using the genetic algorithm. The far field patterns resulted from the half-wave dipole and patch arrays are verified by using the full-wave simulation software, computer simulation technology (CST).

Index Terms — Flat top pattern, linear sub-array, optimization, rectangular planar array.

I. INTRODUCTION

The goal of this work is to describe a simple method of synthesizing a rectangular planar array antenna which has a flat top characteristic within the given $0^\circ \leq \phi \leq \phi_{\text{max}}$ region in the $\theta = 90^\circ$ principal plane to be used in volume scanning radars. The volume scanning radar will automatically scan various elevation angels while spinning around 360° of azimuth, rather than scanning along varying azimuth angles then stopping to scan vertically. Thus, it shortens the overall scan time. Rapid air targets which can not be determined by electronically scan but when volume search is used this targets will always be inside the antenna’s beam thus targets will be detected. Thus, this radar can be used for long range and rapid surveillance.

In case that the radiation pattern distribution is given in the visible region, in literature, the analytical methods such as Fourier transformation [1], Woodward-Lawson [2-3] or Dolph-Chebyshev [4] are extensively employed in the synthesis process. In our work, the overall far field pattern is built up with the individual participation of each ingredient linear array antenna. The requirements of the individual synthesis of the ingredient linear array is to collimate its main beam to the predetermined direction with a permissible beamwidth within the coverage region so that superposition of the far field ingredients can result in the overall pattern shaped with the flat top characteristic within the $0^\circ \leq \phi \leq \phi_{\text{max}}$, region in the principal plane. Main beamwidth requirements of the sub-arrays are met by the excitation amplitudes which are determined using the Dolph-Chebyshev analytical method which is a well-known robust method for a narrow main-beam and low sidelobe level (SLL) array antenna synthesis. Thus, N linear array antennas are built
up as collimated to the pre-determined directions with the low SLL radiation patterns such that when their far field radiation phasors are super-positioned, a rectangular planar array antenna is resulted having a flat top main beam characteristic covered the specified region. The overall main beam characteristics can be improved by reducing the ripple factor in the flat-top region using an optimization process applied to the excitation coefficients. An ideal radiation pattern has zero ripples which are important drawbacks for target strength measurements and ripple in the antenna patterns presents a large uncertainty in the radio coverage measurements. In fact, we employed the genetic algorithm for this purpose. Furthermore, we applied this method to synthesis of the half-wave dipole and microstrip patch planar array antennas and verified with the full-wave commercial simulator of CST [5] which is based on the FDTD method.

Firstly, array factor of a rectangular planar array antenna in the \(x-y\) plane is formulated as the superposition of the linear arrays along \(x\)-axis, each of which is symmetrically positioned with respect to the \(y\)-axis, and collimated in different directions. Then the genetic optimization with its fitness function is given in the third section. Fourth section is devoted to the applications. Finally paper ends with the conclusions.

**II. FORMULATION**

As well-known, a 3-dimensioned array antenna pattern can be factorized as the array factor and the radiation pattern of a single element, in the case that the array elements are identical and mutual coupling effects between these array elements can be neglected. In any of the \(\phi = \text{constant} \) planes, the element pattern has a constant value [6], thus the far field radiation pattern of a linear array can be defined as equal to array factor \(AF(\theta,\phi)\) as follows [7]:

\[
FF(\theta,\phi) = AF(\theta,\phi) = \sum_{n=1}^{N_x} \sum_{m=1}^{N_y} A_{mn} e^{-j\beta_{mn}} e^{j\phi_{mn}},
\]

(1)

\[
\xi_{mn} = k\hat{r}r'_{mn},
\]

(1.1)

\[
\beta_{mn} = k[x'_{mn} \sin \theta \cos \phi + y'_{mn} \sin \theta \sin \phi],
\]

(1.2)

where, \(A_{mn}\), \(\beta_{mn}\) and \(\vec{r}'\) are the excitation amplitude amplitude, phase and the position vector of the \(mn\)th element, respectively. \(k\) is the wave number of the free space and \(N_x, N_y\) are the number of columns and rows in the rectangular planar array, respectively. In (1.1), \(\hat{r}\) is the unit vector directed to the observation point from the origin and double summation is especially useful for row and column including geometries such as rectangular plane. If the elements are placed along \(x\)-axis symmetrically with respect to \(y\)-axis, \(x'_{mn}\) can be expressed as follows:

\[
x'_{mn} = \frac{2n-1}{2}d_x.
\]

(2)

Here, \(d_x\) is the distance of the element in \(x\)-axis from the origin. In order to collimate the main beam into \(\theta = 90^\circ\) the plane, phase vector of the \(mn\)th element can be defined as follows:

\[
\beta_{mn} = k[x'_{mn} \cos \phi_{mn}].
\]

(3)

Substituting (2) and (3) into (1), we have finally,

\[
AF(\theta) = 2\sum_{m=1}^{N_y} \left( \sum_{n=1}^{N_x} A_{mn} \cos\left[\frac{2n-1}{2}kd_x(\cos \phi - \cos \phi_{mn})\right] \right).
\]

(4)

Thus, according to (4), the synthesis process for the whole planar array can be reduced to synthesize \(N_y\) linear arrays directed to \(\phi_{mn}, m = 1, \ldots, N_y\) so as when their far field phasors are super-positioned, the overall flat top main beam characteristic covered the specified region is resulted.

![Fig. 1. A rectangular planar half-wave dipole antenna array.](image)
For this purpose, the phase of each element is found from (2) using the pre-specified main beam directions \((\phi_m, m = 1, \ldots, N_y)\) and at the same time beam width requirements of a sub-array are also met by determining the \(\vec{A}\) amplitude vector dimensioned by \((1 \times N_x/2)\) using any well-known analytical method in an optimum sidelobe level. In this work, Dolph-Chebyshev method is chosen to synthesize the \(\vec{A}\) amplitude vector and \((-40 \text{ dB})\) level is determined as the optimum sidelobe level to meet main beam width requirements for the sub-arrays in the worked examples. Furthermore, the main beam characteristic of the whole array antenna is developed by optimizing the Dolph-Chebyshev excitation amplitudes of the whole array. In this work, the genetic algorithm is employed as the optimization tool. Furthermore, the far field patterns resulted from the synthesized half-wave dipole and microstrip patch array antennas are verified using the full-wave simulation software, CST.

### III. GENETIC OPTIMIZATION

In fact, the excitation amplitudes are obtained as the result of the Dolph-Chebyshev synthesis process; furthermore, the genetic algorithm is used to improve the overall far field characteristics. The reader is referred to [8-10] and the references mentioned therein for a detailed discussion of the basic concepts of the genetic algorithm. Thus, in the optimization process, the Dolph-Chebyshev excitation amplitudes are chosen as the decision variables and the following fitness function is employed:

\[
\text{Fitness}(\vec{A}) = 20 \log \left( \frac{1}{\Delta \phi} \int |AF(\theta, \vec{A})| d\phi \right), \quad (5.1)
\]

\[
\text{SLL} = \begin{cases} \text{MSLL}, & \text{if } \max(\text{SLL}) \geq -25 \text{dB} \\ 0, & \text{otherwise} \end{cases}, \quad (5.2)
\]

where \(\text{max(\text{SLL})}\) can be expressed in terms of the normalized array factor as follows:

\[
\max(\text{SLL}) = \max[20 \log \left( |AF(\theta, \vec{A})|_{\phi_{\text{msll}}} \right)] \\
\text{or} \quad \max[20 \log \left( |AF(\theta, \vec{A})|_{\phi_{\text{msll}}} \right)]
\]

where \(|AF(\theta, \vec{A})|\) is the normalized form of the array factor given by (4) where \(\vec{A}\) is the excitation amplitude vector of a single linear antenna since all the linear array units within the planar array antenna have the same \(\vec{A}\) vector. Here \(\vec{A}\) has the dimension of \(1 \times N_x/2\), \(N_y\) is the element number of the single linear array. \(s\) is a constant and \(s \gg 1\) in order to ensure that the second term of (5.1) will be dominant if \(\text{MSLL}\) is greater than \(-25 \text{ dB}\). \(\phi_u, \phi_l, \delta \phi_u, \delta \phi_l\) are upper and lower boundaries of the main beam region, and upper and lower tolerances for the boundaries, respectively, and \(\Delta \phi = \phi_u - \phi_l\). In the fitness function given by (5.1), the first term is used to maximize the average normalized array factor as dB within the given \(\phi \leq \phi \leq \phi_u\) region while the second term avoids the maximum sidelobe level in (5.3) to exceed the given maximum level \(\text{MSLL}\) which is taken \((-25 \text{ dB})\) as the suitable value in the following worked examples. For both cases defined by (5.2), the first term acts dominant role in the optimization process.

### IV. APPLICATION EXAMPLES

In this section, we have synthesized the 4x10 and 6x20 rectangular planar arrays in the \(x\)-\(y\) plane using half-wave dipole and microstrip square patches as the elementary antenna as shown in Figs.1 and 5 to achieve a flat top within the region of \(0^\circ \leq \phi \leq 60^\circ\) in the \(\theta = 90^\circ\) principal plane to be used in the volume scanning radars. For synthesis of both antennas, Dolph-Chebyshev method is utilized to determine the excitation amplitude vector \(\vec{A}\) and the sidelobe level is adjusted so that each ingredient linear array antenna can be collimated to the pre-determined direction with the permissible beamwidth.

In the first worked example, 4 sub-arrays located along the \(x\)-axis, each including 10 half-wave dipoles which are symmetrically positioned with respect to the \(y\)-axis with the half-wavelength inter-spacings is considered. Main beams of the sub-arrays are collimated to \(7.5^\circ, 22.5^\circ, 37.5^\circ\) and \(47^\circ\) respectively to form a flat top within the region of \(0^\circ \leq \phi \leq 60^\circ\) in the principal plane. In this worked example, the main beamwidths of the first three sub-arrays are taken as \(15^\circ\), while the
last sub-array is directed 47° instead of 52.5° due to the broadening effect. Besides, for the first example the upper and lower tolerances are 3° and 5°, respectively. In the Dolph-Chebyshev synthesis, after a number of trials, (-40) dB is determined to be optimum for the maximum sidelobe level of the ingredient linear array antennas to meet all the direction and beamwidth requirements mentioned above.

After having the Dolph-Chebyshev excitation amplitudes, a genetic optimization process is applied to improve the overall flat top characteristic. A genetic algorithm is adopted with the following parameter suite: population size: number of the excitation amplitudes; crossover probability: 0.75; mutation probability: 0.01. The optimization process takes only a few seconds for both worked examples.

The Dolph-Chebyshev and optimized excitation amplitudes are given in Table 1. Besides, the synthesized far field patterns of the sub-arrays by the Dolph-Chebyshev method are given in Fig. 2. The excitation phases of each element antenna of the symmetrical rectangular array are also given in Table 2.

<table>
<thead>
<tr>
<th>Each Sub-Array</th>
<th>$A_n (A)$</th>
<th>$A_n (A)$ (optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4x10 rectangular planar array antenna</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td></td>
<td>0.669</td>
<td>0.818</td>
</tr>
<tr>
<td></td>
<td>0.430</td>
<td>0.461</td>
</tr>
<tr>
<td></td>
<td>0.257</td>
<td>0.542</td>
</tr>
</tbody>
</table>

Table 2: Excitation phases of the sub-arrays of the 4x10 rectangular planar array antenna

<table>
<thead>
<tr>
<th>Excitation Phases of Each Sub-Array</th>
<th>$\theta_{max_1} = 7^\circ$</th>
<th>$\theta_{max_2} = 22^\circ$</th>
<th>$\theta_{max_3} = 37^\circ$</th>
<th>$\theta_{max_4} = 47^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.96</td>
<td>-35.71</td>
<td>-54.16</td>
<td>-65.82</td>
<td></td>
</tr>
<tr>
<td>-32.90</td>
<td>-101.14</td>
<td>-162.49</td>
<td>-197.46</td>
<td></td>
</tr>
<tr>
<td>-54.84</td>
<td>-168.57</td>
<td>-270.81</td>
<td>-329.1</td>
<td></td>
</tr>
<tr>
<td>-76.77</td>
<td>-236</td>
<td>-19.14</td>
<td>-100.75</td>
<td></td>
</tr>
<tr>
<td>-98.71</td>
<td>-303.43</td>
<td>-127.47</td>
<td>-232.39</td>
<td></td>
</tr>
</tbody>
</table>

In order to investigate the effects of the number of antennas in a sub-array and the number of antennas in the planar array we have also designed a 120 element rectangular array which is formed by 6 sub-arrays located in $x$-axis each including 20 half-wave dipoles.

![Fig. 2. The far-field patterns of the linear sub-arrays resulted from the Dolph-Chebyshev excitation amplitudes and phases given in Table 1 and 2, respectively.](image)

The main beams of sub-arrays are steered to 5°, 15°, 25°, 35°, 45° and 55° respectively, allowing 10° beamwidth for each sub-array. Moreover, in this case the upper and lower tolerances are 5° and 20°, respectively. The MSLL is again adjusted as -40 dB in order to ensure the main beamwidth requirements. The Dolph-Chebyshev excitation amplitudes and their optimized values are given in Table 3. Excitations phase of each element is calculated using (2). Thus, the resulted far field patterns of the sub-arrays are given with their main beam directions in Fig. 3.

<table>
<thead>
<tr>
<th>Each Sub-Array</th>
<th>$A_n (A)$</th>
<th>$A_n (A)$ (optimized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6x20 rectangular planar antenna</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.958</td>
<td>0.958</td>
</tr>
<tr>
<td></td>
<td>0.880</td>
<td>0.880</td>
</tr>
<tr>
<td></td>
<td>0.772</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>0.646</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>0.512</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td>0.381</td>
<td>0.381</td>
</tr>
<tr>
<td></td>
<td>0.264</td>
<td>0.264</td>
</tr>
<tr>
<td></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>0.118</td>
</tr>
</tbody>
</table>
Fig. 3. The far field patterns of each sub-array of the 6x20 rectangular planar antenna using the Dolph-Chebyshev amplitudes given in Table 3.

In Fig. 4, the Dolph-Chebyshev and the optimized far field patterns of the 4x10 planar array are given together to see the effect of the optimization process on the main beam characteristic. It is clear from the Fig. 4 that a lower ripple level, which is crucial in target strength measurements, is achieved by a compromise between the ripple level and the MSLL. Furthermore, the far field patterns resulted from the CST full-wave simulations of both the 4x10 and 6x20 planar antennas with their optimized excitation amplitudes and phases are also given in the same figure. From these graphs, one can derive the following results: (i) the proposed synthesis method is a simple, easy and successful method since it is fast and easy to implement and results agree with the full-wave simulations; (ii) optimization process reduces the ripple factor of the top characteristic for the rectangular array of a fixed elements; (iii) increase in the number of elements results in reduce the ripple factor, thus one can obtain flatter main beam characteristic with sharper falling rate; and (iv) full-wave simulations indicate that the upper limit of the flat top region is expected to be smaller in comparison to the value computed while synthesizing the array.

Furthermore, synthesized excitation amplitudes and phases of the 4x10 and 6x20 planar antenna are applied to the planar array with the rectangular patch type element (Fig. 5). In these antennas, a substrate (RT/duriod 5880) with dielectric constant of 2.2, h=1.58 mm is used and W, L dimensions of the patch antennas are 10.136 mm and 8.18, respectively, so as to resonate at 11.7 GHz. The CST simulation software is utilized to obtain results of the total radiation patterns of the sub-arrays having 40 and 120 microstrip elements as given in Fig. 6.

Fig. 4. The Dolph-Chebyshev and optimized far field patterns of the 4x10 element planar array, and the CST simulations of the 4x10 element and 6x20 element planar arrays.

Fig. 5. A rectangular planar patch antenna array.

Fig. 6. The simulated radiation patterns of the 4x10 element and 6x20 element planar arrays including microstrip patch antennas.

The desired 60° main width radiation pattern in 90° principal plane is also achieved using
the microstrip antennas as the elementary antenna as seen from Fig. 6. It is illustrated that the MSLL of the total radiation pattern is restricted with -25 dB. It is obvious that the coverage of 6x20 element rectangular microstrip array in the 60° width region is better than the coverage of 4x10 element array pattern.

V. CONCLUSION

In this work, a simple method is presented to synthesize a rectangular planar array antenna with a flat top characteristic within the given \(0^\circ \leq \phi \leq \phi_{\text{max}}\) region in the \(\theta = 90^\circ\) principal plane to be used in the volume scanning radars. In the synthesis process, linear sub-arrays are taken as the units so that each of which main beam is collimated to the pre-determined direction with a permissible beam width so as to cover the overall main beam flat characteristics.

The synthesis process can be shortened with a suitable geometry. In our worked examples, the linear sub-arrays are placed along the \(x\)-axis symmetrically with respect to the \(y\)-axis. Thus the number of the unknowns is reduced half of the original number. All the elementary antennas in the array are excited with Dolph-Chebyshev amplitudes to provide the required beamwidth for the linear sub-array units. Thus, the resulted far field patterns of each sub-array are collimated to the determined directions, rather than collimating the array elements to the different directions [11]. Thus, the desired overall far field pattern characteristic is synthesized as superposition of contribution of each linear sub-array.

The effects of the number of sub-arrays and the number of antennas in each sub-array on the coverage region are investigated by synthesizing the planar array with different number of antennas. Moreover, the excitation amplitudes are optimized by genetic algorithm to obtain more compatible pattern with the desired pattern. Half-wave dipoles and microstrip patches are utilized as the elementary antenna and the simulation results are obtained using CST. The simulation results verify that the proposed simple method can be used successfully in volume scanning arrays.
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Abstract — In this paper, the meshfree collocation method is applied to the problem of EM scattering by a 2D crack in a PEC plane. The hybrid PDE-IE formulation is the mathematical statement of the problem. Consequently, the geometry and the filling material of the cavity is arbitrary. Validations are based on convergence analysis, modal solution and measurement results. Furthermore, eliminating numerical integrations has lead to a fast, accurate, and general meshfree solution.
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I. INTRODUCTION

Electromagnetic (EM) scattering by a two-dimensional (2D) crack in a perfect electric conductor (PEC) plane is a well-known problem in computational electromagnetics (CEM). The problem is of high value in the fields of radar cross section (RCS) and non-destructive testing (NDT). This problem has two degrees of freedom; the shape of the gap and the gap filled material. When the shape and the gap material distribution are such that the computation of the modal Green’s function of the gap is possible, the modal solution is preferable which leads to an integral equation (IE) and can be efficiently solved by the method of moments (MoM) [1]. For an arbitrary shaped but homogeneously filled gap, coupled system of IEs can formulate the problem and again, MoM can be used for numerical solution [2]. The most general case, i.e., an arbitrary shaped gap with arbitrary material distribution, can be well formulated by hybridizing a partial differential equation (PDE) governing the internal gap field (the interior problem) and the boundary integral (BI) governing the field over the PEC plane (the exterior problem), which has been handled by the hybrid FEM-BI method [3]. The problem is also studied by other approaches [4-6].

It is already reported that meshfree methods (MFMs) are more accurate than the FEM [7]. Furthermore, meshfree methods can solve the same problem by considerably fewer unknowns, leading to smaller size coefficient matrices and less memory usage. This advantage is due to the superb fitting capability of meshfree shape functions. Nevertheless, these methods are in general slower but not necessarily, compared to their mesh/grid based counterparts.

Being a weighted residual method, the kind of weighting function plays a key role in the computational cost of a meshfree method. Using the Dirac delta function as weighting leads to the meshfree collocation method which is the most computational efficient type. In comparison to plentiful research in the CEM community by numerical approaches such as FDTD, FEM and MoM, limited studies by meshless approaches are available in the literature such as [8-24].

In the present work, the aforementioned hybrid PDE-IE formulation is solved by the meshfree collocation method [25]. The IE part of the problem can potentially impair the speed of the solution by imposing numerical integration. Here, some suggestions are made to completely by-pass the integrations, leading to a general, accurate and fast meshfree solution for the problem.
II. MATHEMATICAL STATEMENTE OF THE PROBLEM

Geometry of the problem is depicted in Fig. 1. Based on the polarization of the incident wave, $F$ and $G$ are either of electric field vector $E$ or magnetic field vector $H$. The wave number and intrinsic impedance of the free space are $k_0$ and $Z_0$, respectively. In addition, relative electric permittivity and magnetic permeability of the filling material are $\varepsilon_r$ and $\mu_r$, which are in general space dependent. Following [3], the mathematical statements of the problem for different incident polarizations are:

A. TE incidence

In this case, $F = E = \hat{z}E$, $G = H$, and:

$$\begin{align*}
\xi_{TE}(E) &= 0, \rho \in \Omega \\
\mu_r\xi_{TE} E_{|_{\partial\Omega}} + \gamma_{TE}(E_{|_{\partial\Omega}}) &= q_{TE}, \rho \in \Gamma_a. \\
E &= 0, \rho \in \partial\Omega - \Gamma_a.
\end{align*}$$  

(1)

where

$$\begin{align*}
\xi_{TE}(\cdot) &= \left(\mu_r^{-1} \cdot\right)_x + (\mu_r^{-1} \cdot)_y + k_0^2 \varepsilon_r(\cdot) \\
\gamma_{TE}(\cdot) &= (j/2) \left( k_0^2 + \cdot \right) \int_{\Gamma_a} \left( H_0^{(2)}(k_0 |x-x'|) \right) dx'. \\
q_{TE}(x) &= -j2k_0Z_0H_{inc}^{(2)}(x)
\end{align*}$$  

(2)

B. TM incidence

In this case, $F = H = \hat{z}H$, $G = E$, and:

$$\begin{align*}
\xi_{TM}(H) &= 0, \rho \in \Omega \\
[H]_{\partial\Omega} + \gamma_{TM}(H) &= q_{TM}, \rho \in \Gamma_a. \\
H_{inc} &= 0, \rho \in \partial\Omega - \Gamma_a.
\end{align*}$$  

(3)

where:

$$\begin{align*}
\xi_{TM}(\cdot) &= \left(\varepsilon_r^{-1} \cdot\right)_x + (\varepsilon_r^{-1} \cdot)_y + k_0^2 \mu_r(\cdot) \\
\gamma_{TM}(\cdot) &= (j/2) \left( \cdot \right) \int_{\Gamma_a} \left( H_0^{(2)}(k_0 |x-x'|) \right) dx'.
\end{align*}$$  

(4)

III. MESHFREE DISCRETIZATION

From a mathematical point of view, (1) and (4) are non-local boundary value problems and as stated before, can be decomposed into two parts: interior and exterior. The operator governing the interior problem is purely differential. Alternatively, the exterior operator is integro-differential. In view of intrinsic complexity of meshfree shape functions, improper selection leads to computational inefficiency. Radial interpolants and their partial derivatives are fast to generate with high order of continuity and excellent fitting ability [7, 25]. However, they work well when they are spread over the entire problem domain [26]. On the contrary, Shepard approximants while not as powerful, are still fast and localized on a small portion of the problem [27]. Therefore, we suggest expanding the field variable of the differential and integral parts of the problem over radial bases functions (RBFs) and Shepard functions, respectively.

Here, meshfree discretization of TE polarization is presented. The TM case can be carried out in a similar manner. Let the problem domain $\Omega$ and the whole boundary $\partial\Omega$ be described by $N$ nodes with the first $M$ nodes placed on $\Gamma_a$ and the next $(N - P)$ nodes on the crack wall. Assume $\left\{\phi^{(2D)}_i\right\}_{i=1}^N$, $\left\{\phi^{(1D)}_i\right\}_{i=1}^M$ and $\left\{\psi^{(1D)}_i\right\}_{i=1}^M$ be sets of shape functions for corresponding nodes where superscripts represent the dimension of each set. In addition, mathematical functions $u$ and $v$ are defined for simplifying meshless discretization as:
\[
\begin{align*}
    u(x) &= (j/2) \int r_i v(x') H_0^{(2)}(k_x|x-x'|) dx' \\
    v(x) &= E(x, 0)
\end{align*}
\tag{5}
\]

Thus, \( \gamma_{TE} \{ E \}_{x=0} = (j/2) \left[ k_x^2 + \omega^2 \right] u(x) \). Following the aforementioned suggestion leads to expanding \( E \) and \( u \) over interpolants and \( v \) over approximants, e.g.:

\[
\begin{align*}
    E^h(\rho) &= \Phi^{(2D)}(\rho) \cdot \hat{E} = \sum_{i=1}^{N} \phi^{(2D)}_i(\rho) \hat{E}_i \\
    u^h(x) &= \Phi^{(1D)}(x) \cdot \hat{u} = \sum_{i=1}^{M} \phi^{(1D)}_i(x) \hat{u}_i \\
    v^h(x) &= \Psi^{(1D)}(x) \cdot \hat{v} = \sum_{i=1}^{N} \psi^{(1D)}_i(x) \hat{v}_i
\end{align*}
\tag{6}
\]

with:

\[
\begin{align*}
    \hat{E} &= \begin{bmatrix} \hat{E}_G & \hat{E}_W & \hat{E}_C \end{bmatrix}^T \\
    \hat{E}_G &= \begin{bmatrix} \hat{E}_1 \\
    \vdots \\
    \hat{E}_M \end{bmatrix}, \hat{E}_W = \begin{bmatrix} \hat{E}_{M+1} \\
    \vdots \\
    \hat{E}_P \end{bmatrix}, \hat{E}_C = \begin{bmatrix} \hat{E}_{P+1} \\
    \vdots \\
    \hat{E}_N \end{bmatrix} \\
    \hat{u} &= \begin{bmatrix} \hat{u}_1 \ldots \hat{u}_M \end{bmatrix}^T, \hat{v} = \begin{bmatrix} \hat{v}_1 \ldots \hat{v}_M \end{bmatrix}^T
\end{align*}
\tag{7}
\]

where \( E^h \) and \( u^h \) are interpolated values of \( E \) and \( u \), respectively, and \( v^h \) is the approximated value of \( v \). Subscripts \( G, W \) and \( C \) denote gap, wall and internal crack nodes. For generating the system of equations, we collocate sides of (1) and (5) at the nodes. Considering the first equations in (1) and (6),

\[
\xi_{TE}(E) = 0 \Rightarrow \sum_{q=1}^{N} \xi_{TE}^q \left[ \phi^{(2D)}_q(\rho_p) \right] \hat{E}_q = 0,
\tag{8}
\]

\[
\Rightarrow \mathbf{M}_I \cdot \hat{E} = 0.
\]

where:

\[
\left[ \mathbf{M}_I \right]_{pq} = \xi_{TE}^q \left[ \phi^{(2D)}_q(\rho_p) \right].
\tag{9}
\]

Next, substituting the expansion of \( u \) represented in (6) in the first equation of (5) leads to:

\[
\sum_{q=1}^{M} \phi^{(1D)}_q(\rho_p) \hat{u}_q
\]

\[
= \sum_{q=1}^{M} \left( j/2 \right) \int_{r_i} \psi^{(1D)}_q(x') H_0^{(2)}(k_x|x-x'|) dx' \hat{v}_q,
\tag{10}
\]

\[
\Rightarrow \mathbf{M}_2 \cdot \hat{u} = \mathbf{M}_v \cdot \hat{v}.
\]

where:

\[
\left[ \mathbf{M}_2 \right]_{pq} = \phi^{(1D)}_q(\rho_p),
\]

\[
\left[ \mathbf{M}_v \right]_{pq} = (j/2) \int_{r_i} \psi^{(1D)}_q(x') H_0^{(2)}(k_x|x-x'|) dx',
\tag{11}
\]

Similarly for \( v \),

\[
\sum_{q=1}^{M} \psi^{(1D)}_q(\rho_p) \hat{v}_q = \sum_{q=1}^{N} \phi^{(1D)}_q(\rho_p) \hat{E}_q, \; p \leq M,
\tag{12}
\]

\[
\Rightarrow \mathbf{M}_v \cdot \hat{v} = \mathbf{M}_E \cdot \hat{E},
\]

where:

\[
\left[ \mathbf{M}_v \right]_{pq} = \psi^{(1D)}_q(x_p)
\]

\[
\left[ \mathbf{M}_E \right]_{pq} = \phi^{(2D)}_q(\rho_p), \; p \leq M.
\tag{13}
\]

Finally, the second equation of (1) gives:

\[
\sum_{q=1}^{M} \left[ \mu^{(1)}(\rho_p) \phi^{(2D)}_q(\rho_p) \right] \hat{E}_q
\]

\[
+ \sum_{q=1}^{M} \left( k_x^2 \phi^{(1D)}_q(\rho_p) + \phi^{(1D)}_q(\rho_p) \right) \hat{u}_q = q_{TE},
\tag{14}
\]

\[
\Rightarrow \mathbf{M}_u \cdot \hat{E} + \mathbf{M}_v \cdot \hat{u} = \hat{q},
\]

where:

\[
\left[ \mathbf{M}_u \right]_{pq} = \mu^{(1)}(\rho_p) \phi^{(2D)}_q(\rho_p) \bigg|_{\rho=0}.
\]

\[
\left[ \mathbf{M}_u \right]_{pq} = \phi^{(1D)}_q(x_p)
\]

\[
\hat{q} = \left[ q_{TE} \left( x_1 \right) \ldots q_{TE} \left( x_M \right) \right]^T
\tag{15}
\]

with \( \left[ \mathbf{M}_u \right]_{pq} = (j/2) \phi^{(1D)}_q(\rho_p) \).

Therefore, the corresponding system of equation is:

\[
\mathbf{M}_1 \cdot \hat{E} = 0
\tag{16}
\]

which can be uniquely solved after imposition of the following linear set of conditions:

\[
\left( \mathbf{M}_u + \mathbf{M}_v \right) \hat{M}_s \mathbf{M}_3 \mathbf{M}_3' \mathbf{M}_j \hat{E} = \hat{q}
\]

\[
\left| \hat{E}_w \right| = 0
\tag{17}
\]

Once \( \hat{E} \) is computed, the field variable \( E \) can be interpolated at any point in the domain and on the problem boundary.

**IV. COMPUTING THE ENTRIES OF M3**

Among \( \mathbf{M}_3 \) matrices, \( 1 \leq i \leq 8 \), The only time-consuming one is \( \mathbf{M}_3 \). In this section, two approaches are suggested for this purpose, one in the space domain and the other in the spectral domain. The latter is our proposed method.

**A. Space domain**

A choice of computing the entries of \( \mathbf{M}_3 \) in the space domain is performing the following two
steps. First, the Green’s function is decomposed into singular and oscillatory parts, i.e.:
\[ G = G_{\text{Sing}} + G_{\text{Oscill}}, \]  
where:
\[
\begin{align*}
G &= H_0^{(2)}(k_o \rho) \\
G_{\text{Sing}} &= (2/j \pi) \ln(k_o \rho) \\
G_{\text{Oscill}} &= H_0^{(2)}(k_o \rho) - (2/j \pi) \ln(k_o \rho)
\end{align*}
\]  
\[ (19) \]

Second, the oscillatory part is integrated by a standard quadrature, e.g. Gauss-Legendre and the singular part by the quadrature rule given in [28].

B. Spectral domain

This is our suggested method and requires the crack nodes to be arranged equidistance. By doing so, all of the \( \psi_{ij}^{(1D)} \) shape functions are shifted version of each other. Furthermore, the study of Shepard functions shows that they can be well approximated by a single Gaussian function. Thus, the mathematical form of the \( M_3 \) entries can be approximated by:
\[
\begin{align*}
P &= S * G \\
S(\rho) &= \alpha \exp(-\beta \rho^2)
\end{align*}
\]  
\[ (20) \]

where \( \alpha \) and \( \beta \) are positive real constants to be determined by approximating a representative such as the central node approximant by a Gaussian function. Here, “*” stands for linear convolution. Since the spectrum of a Gaussian function is practically band limited, (18) could be efficiently computed by the fast Fourier transform (FFT), i.e.:
\[
P = \text{FFT}^{-1} \left\{ \text{FFT} \{ S \} \cdot \text{FFT} \{ G \} \right\}.\]
\[ (19) \]

V. NUMERICAL RESULTS

In this section, we have applied the proposed meshfree method to the same problems addressed in [3], with the geometry as depicted in Fig. 2. The convergence analysis curves are provided for rigorously validating the method [29]. Thin-plate spline (TPS) functions are used for construction of meshfree shape functions [7]. The influence domain of Shepard functions are selected to be \( 1.5 \times (D_x^2 + D_y^2)^{1/2} \) where \( D_x \) and \( D_y \) are nodal spacing in \( x \) and \( y \) directions, respectively. Additionally, for error estimate we used:
\[
v(u_i, u_j) = \|u_i - u_j\| / \|u_i\|,
\]  
\[ (20) \]

where \( \|u\| = 1/2 \left( \int_{\Omega} |u|^2 \, d\Omega \right)^{1/2} \).

Consider a gap with \( w = 1\lambda \) and \( d = 0.25\lambda \). Two sets of supporting nodes are used for meshless discretization; regular and randomly distributed, as depicted in Fig. 3. Figure 4 depicts the convergence curves for both polarizations and different filling materials at normal incidence based on regular node arrangement. The electric filed distribution at the crack opening for normal TE incidence for both node arrangements are depicted in Fig. 5 and the modal solution that validates the proposed method. Normalized scattering width as a function of incidence angle and frequency for TE and TM polarizations are depicted in Fig. 6, assuming regular node arrangement. Finally, the computational cost of evaluating \( M_3 \) entries in space and spectral domains are compared in Fig. 7.

![Fig. 2. Geometry of the rectangular crack.](image)

![Fig. 3. Node arrangements in the rectangular crack with \( w = 1\lambda, d = 0.25\lambda \): (a) regular, (b) random.](image)
Fig. 4. Convergence curves for $w = 1\lambda$ and $d = 0.25\lambda$ at normal incidence: (a) TE polarization. (b) TM polarization.

Fig. 5. Electric field distribution at the crack opening for $w = 1\lambda$ and $d = 0.25\lambda$ at normal TE incidence: (a) magnitude, (b) phase.

Fig. 6. Normalized scattering width as a function of (a) angle for $w = 1\lambda$ and $d = 0.25\lambda$ for TE incidence, (b) frequency for $w = 2.5$ cm and $d = 1.25$ cm for an air filled crack for TM incidence at $\phi = 10^\circ$ (measurement results from [3]).
VI. CONCLUSION

In this paper, the problem of EM scattering by a 2D crack is solved by meshfree collocation method. The selected formulation is hybrid PDE-IE that can handle a general shaped crack filled with an arbitrary material. A proper choice of meshless shape functions for PDE and IE parts are used for efficient meshless discretization. Additionally, a method is proposed to bypass numerical integration by exploiting FFT. Thus, a general, fast, and accurate meshfree method is developed. Convergence analysis, modal solution, and measurement data validate the approach.

ACKNOWLEDGMENT

The authors appreciate Prof. M. Dehghan for inputs in meshfree methods.

REFERENCES


**Babak Honarbakhsh** was born in Tehran, Iran. He received his B.S. and M.S. degrees in Electrical Engineering from Amirkabir University of Technology where he is currently working toward his Ph.D. degree. His current research interest is numerical solution of electromagnetic problems by mesh free methods.

**Ahad Tavakoli** was born in Tehran, Iran, on March 8, 1959. He received B.S. and M.S. degrees from the University of Kansas, Lawrence, and the Ph.D. degree from the University of Michigan, Ann Arbor, all in Electrical Engineering, in 1982, 1984, and 1991, respectively.

He is currently a Professor in the Department of Electrical Engineering at Amirkabir University of Technology. His research interests include EMC, scattering of electromagnetic waves and microstrip antennas.
Efficient Analysis of Switchable FSS Structure using the WCIP Method

N. Sboui¹, A. Salouha¹, L. Latrach¹, A. Gharsallah¹, A. Gharbi¹, and H. Baudrand²

¹Laboratoire d’Electronique Département de Physique
Faculté des Sciences de Tunis, 2092 El Manar Tunisia
noureddine.sboui@fst.rnu.tn

²Laboratoire d’Electronique
EN SEEIHT de Toulouse France

Abstract—A precise technique based on the wave concept iterative procedure (WCIP) and a fast mode transformation (FMT) is used to adjust the frequency selective surface (FSS) response. This adjustment is achieved by integrating RF-MEMS switches. These systems use the manufacturing processes of integrated circuits. In order to initialize the iterative procedure, an incident wave is defined in spectral domain. The numerical results are compared to those obtained with the finite element method (FEM). The good agreement between simulated and published data justifies the design procedure.

Index Terms — FSS, MEMS RF, 2D-FFT algorithm.

I. INTRODUCTION

The frequency selective surfaces (FSS) are printed by surfaces composed of a periodic metallic circuit or openings in a circuit plane. They can be periodic along one or two directions [1-3]. They provide a reflection or total transmission of signals in certain frequency bands [4-5]. We can adjust this frequency of resonance by integrating a PIN diode, FET, or RF MEMS switch. The semiconductor switches are used first. They present some limitation in terms of energy consumption, insertion loss and cut-off frequency. The RF-MEMS switches are devices that use a mechanical movement to assign a switching of the RF transmission line [6-8]. The principal advantages of the RF-MEMS switches are low consumption, low insertion loss and quality factor [3]. Their application areas are extensive and always tend to grow. The most used switching techniques are the air bridge technology and technique of micro beam [9-10].

The contact switch is the equivalent of the RF-MEMS switch. It has two states of commutation: the state “off” and the state “on”. In a blocked state, the switch has a capacitive behavior, with the state passing; it is comparable to a resistance representing the losses of a metal/metal contact.

We can distinguish several categories of components from this technology; our study will focus on the resistive switch (cantilever). Indeed these components have many advantages compared to their direct competitors, semi-conductors: reduced losses, more compact and passive components. Simulation is an essential step in modeling this type of circuit. In this framework, several analytical methods have been developed. Among these methods that already exist, we present in what follows a new iterative method based on the wave concept. This method has major advantages over other methods. These advantages are concerning, in special, the execution velocity of the resolution procedure and the arbitrary form of the under studied structure. Besides this iterative technique uses a rapid transformation FMT which ensures a rapid transition between the spectral and spatial domain [11-12]. We combine the wave concept with the two dimensions fast Fourier transformation (2D-FFT) algorithm to change the domain. The use of the 2D-FFT algorithm is required to mesh the circuit plane into 2D small rectangular pixels. Hence, the boundary conditions are satisfied at each pixel. By using the 2D-FFT algorithm, a high computational speed can be achieved [13].

The purpose of this paper is to extend the wave concept iterative process (WCIP) method to the analysis of the integration of microsystems.
II. THEORY

Let us consider a periodic arbitrary one-layer structure, Fig. 1 shows the unit cell of periodic circuit.

This interface can support the circuit and includes three sub-domains metal \( M_i \), dielectric \( D_i \), and switch \( SW_i \). We consider that the electromagnetic field is known on all points of the plane interface [7]. The solution of the problem has to satisfy the following boundary conditions:

\[
\begin{align*}
E_{T1} &= E_{T2} = 0 \quad \text{Metal}(M) \\
J_T &= J_{T1} + J_{T2} \quad \text{Dielectric}(D) \\
J_{sw} &= y_{sw}E_{sw} \quad \text{Switch}(SW)
\end{align*}
\]  

(1)

In equation (1), \( E_{T1} \) and \( E_{T2} \) are the tangential components of the electric field at media (1) and (2), respectively, and \( JT1 \) and \( JT2 \) are the corresponding current density. \( E_{SW} \), \( J_{SW} \), and \( y_{SW} \) are the electric field, the current density, and the admittance equivalent circuit of the switch domain respectively.

In the last domain, the electric field and the current density are related to the potential and electric current as follows:

\[
\begin{align*}
E_{sw} &= \frac{V_1}{G} \quad ; \quad J_{sw} = \frac{I}{W}.
\end{align*}
\]  

(2)

This enables us to write

\[
\frac{J_{sw}}{E_{sw}} = I \frac{G}{V_1} = y_{sw} \left( \frac{G}{W} \right) = y_{sw}.
\]  

(3)

As shown on Fig. 2, the incident waves \( A_i \) and the scattering waves \( B_i \) are given in the terms of the transverse electric \( E_{Ti} \) and magnetic fields \( H_{Ti} \) at the circuit interface \( \Omega \). This leads to the following set of equations:

\[
\begin{align*}
A_i &= \frac{\sqrt{y_{0i}}}{2} \left( E_{Ti} + \frac{1}{y_{0i}} \left( H_{Ti} \times n \right) \right) \\
B_i &= \frac{\sqrt{y_{0i}}}{2} \left( E_{Ti} - \frac{1}{y_{0i}} \left( H_{Ti} \times n \right) \right)
\end{align*}
\]  

(4)

where \( y_{0i} \) is an intrinsic admittance characterizing the medium, \( i \) denotes the two media beside \( \Omega \) (\( i = 1 \) and 2), which can be defined as: \( y_{0i} = \sqrt{\frac{\varepsilon_0 \varepsilon_{ri}}{\mu_0}} \) with \( \varepsilon_0, \mu_0 \), and \( \varepsilon_{ri} \) are the permittivity and permeability of the vacuum and the relative permittivity of the medium ‘i’ respectively. \( n \) is the outward vector normal to the interface.

The surface current density is introduced as being

\( J_{Ti} = H_{Ti} \times n \).

On the dielectric:

\[
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} = \begin{bmatrix}
S_D
\end{bmatrix} \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix},
\]

(5)

\[
S_D = \begin{bmatrix}
1-n_{12} & 2n_{12} \\
1+n_{12} & 1+n_{12}
\end{bmatrix},
\]

(6)

where \( n_{12} = \frac{y_{01}}{y_{02}} \).

On the switch:

\[
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} = \begin{bmatrix}
S_{SW}
\end{bmatrix} \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix},
\]

(7)

\[
S_{SW} = \begin{bmatrix}
\frac{2n_2}{1+n_2+n_2} & \frac{-1-n_1+n_2}{1+n_1+n_2} \\
\frac{2n_1}{1+n_1+n_2} & \frac{1+n_1+n_2}{1+n_1+n_2}
\end{bmatrix},
\]

\[
n_{11} = \frac{y_{sw}}{y_{01}}, n_{22} = \frac{y_{sw}}{y_{02}} \quad \text{and} \quad n_2 = \frac{y_{01}y_{02}}{y_{sw}}.
\]
With equations (5), (6), and (7), we deduce the global spatial equation that relates the incident waves on all the interfaces.

\[
\begin{bmatrix}
[B_i] \\
[B_j]
\end{bmatrix} = \left[S \right] \begin{bmatrix}
A_i \\
A_j
\end{bmatrix}
\]

(8)

where:

\[
[S] = \hat{H}_M \left[ S_M \right] + \hat{H}_D \left[ S_D \right] + \hat{H}_{SW} \left[ S_{SW} \right] + A_{00},
\]

and

\[
\hat{H}_\pi = \begin{cases} 
1 & \text{if } \pi = M_i, D_i \text{ or } SW_i \\
0 & \text{else where}
\end{cases}
\]

Between medium 1 and 2, the waves are defined in the spectral domain (TE and TM modes). Then, the spectral equations describe the waves behaviour is defined as [4].

\[
\begin{cases}
A_i = \Gamma_i B_i \\
\Gamma_{i\alpha} = \frac{Z_{\text{nn,i}} - z_{\text{in}}}{{Z_{\text{nn,i}}} + z_{\text{in}}}
\end{cases}
\]

(9)

(10)

where, \(i = 1, \text{or } 2\) and \(Z_{\text{nn,i}}\) is the impedance of the \(nn\)-th mode in the medium \(i\) and \(\alpha\) stands for the modes TE or TM.

\[
\gamma_{mm} \text{ being the propagation constant of the medium } i \text{ and it is given by}
\]

\[
\gamma_{mm} = \sqrt{\beta_{xm}^2 + \beta_{ym}^2 - k_0^2 \epsilon_{ri}},
\]

\[
k_0 = \frac{\omega}{\sqrt{\mu_0 \epsilon_0}}, \omega = 2\pi \frac{c}{\lambda},
\]

\[
\beta_{xm} = \beta_x + \frac{2m \pi}{a}, \beta_{ym} = \beta_y + \frac{2n \pi}{b}.
\]

\[
\beta_x = \omega \sqrt{\epsilon_{r1} \mu_{r1} \epsilon_0 \mu_0} \sin \theta \cos \varphi,
\]

\[
\beta_y = \omega \sqrt{\epsilon_{r1} \mu_{r1} \epsilon_0 \mu_0} \sin \varphi \cos \theta.
\]

(a) and (b) are the periodicity along (ox) and (oy), respectively, \(\theta\) and \(\varphi\) define the angle of incidence.

We deduce that the global spectral equation relates the diffracted wave \(A_i\) to incident \(B_i\), one in the spectral domain.

\[
A_i^{k+1} = \Gamma_i B_i^{(k)} + A_{00},
\]

(11)

In the above equation, we have included the excitation wave \(A_{00} = \begin{bmatrix} A_{x0} \\ A_{y0} \end{bmatrix}\). \(A_{00}\) is defined in the spectral domain and has the following expression:

For TE polarization:

\[
\begin{cases}
A_{x0} = \frac{1}{2} \frac{\beta_x}{\sqrt{\beta_x^2 + |\beta_y|^2}} \frac{1}{\sqrt{ab}} e^{-j(\beta_x x + \beta_y y)} \\
A_{y0} = -\frac{1}{2} \frac{\beta_x}{\sqrt{\beta_x^2 + |\beta_y|^2}} \frac{1}{\sqrt{ab}} e^{-j(\beta_x x + \beta_y y)}
\end{cases}
\]

(12)

For TM polarization:

\[
\begin{cases}
A_{x0} = -\frac{1}{2} \frac{\beta_x}{\sqrt{\beta_x^2 + |\beta_y|^2}} \frac{1}{\sqrt{ab}} e^{-j(\beta_x x + \beta_y y)} \\
A_{y0} = \frac{1}{2} \frac{\beta_x}{\sqrt{\beta_x^2 + |\beta_y|^2}} \frac{1}{\sqrt{ab}} e^{-j(\beta_x x + \beta_y y)}
\end{cases}
\]

(13)
III. APPLICATIONS

The RF MEMS switches are mechanically deformable micro switches. In the first step of this first example, we studied FSS a screen which integrates a PIN diode into two borderline cases (short-circuit and open circuit), as shown in Fig. 3.

The structure is excited by a plane wave with normal incidence. The physical parameters are the following: height of the substrate $h=0.6\text{mm}$ its permittivity $\varepsilon_r=3$. The unit cell dimension are $a=b=40\text{mm}$. The microstrip line length $L=40\text{mm}$ and its width $W=1\text{mm}$, as shown in Fig. 3.

![Fig. 3. Resistive switch inserted on a microstrip line.](image)

The convergence according to the iteration count presented in Fig. 4 is obtained from 50 iterations.

For the short circuit case, the simulation results of the transmission coefficient, as a function of frequency, is shown in Fig. 5. This shows that there is a total transmission signal. This result compared to [15], shows there is a good agreement with the iterative method.

In the open circuit case, one can conclude from the simulation result presented in Fig. 6 that the gap has given rise to a band gap in a well determined frequency. In fact in our simulation, we use only a gap where a pin diode in the gap state is used [15]. This explains the difference in bandwidth between the two results.

As a consequence of this important aspect, elements are inserted into the gap to achieve switching DC-electric and have thereby controlling electronic structures, FSS, changing their behavior between the response of discontinuous and continuous elements.

For different values of the capacitor, we present, in Figs. 7 to 9, the results of simulations of transmission coefficients as a function of frequency. In these figures, we clearly distinguish the effect of integration of the switch to the off state. We notice the changes in the resonant frequency when the capacitance changes.

The results presented by the iterative method are in agreement with those published by the finite element method (FEM).

![Fig. 4. Convergence of the S parameters as function of iterations number at 7 GHz.](image)

![Fig. 5. Variation of transmission coefficient as function of frequency (short circuit case).](image)

![Fig. 6. Variation of transmission coefficient as function of frequency (open circuit case).](image)
In the second example, we integrate three capacitive switches between two rings of split-ring resonator (SRR), as shown in Fig. 10. At first, we consider the ON state of all of the three switches.

As shown in Fig. 11, we find that the transmission coefficient obtained using the iterative method is about -22 dB at 4.64GHz. These results refer to those obtained by the FEM [15]. The second phase consists of integrating two capacitors’ switches and a resistive switch into the place of the metal packing, to be able to distinguish the effect of integration from the switches between the rings of the resonator. Two cases will be presented, the first case or the three switches has state off, and the three switches (S1, S2, and S3) take the values, respectively, (0.3pf, 0.3pf, and 1 Ω).

Figure 12 presents the coefficient of transmission in dB and suggests the frequency of resonance to 4.57 GHz with a transmission of about -28 dB. The state “ON” the three switches (S1, S2, and S3) takes successively the values (1pf, 1pf, and 5 Ω).

Figure 13 presents the coefficient of transmission in dB and shows a frequency of resonance to 4.57 GHz with a transmission of about -23 dB.

Figure 14 enables us to distinguish the difference between the various cases from commutations (S1, S2,
and S3) compared to the answer of metal modeling obtained by the iterative method.

Fig. 12. Variation of transmission coefficient as a function of frequency with $C_1=C_2=0.3\text{pF}$ and $R=1\Omega$.

Fig. 13. Variation of transmission coefficient as a function of frequency with $C_1=C_2=1\text{pF}$ and $R=5\Omega$.

Fig. 14. Variation of transmission coefficient as a function of frequency.

IV. CONCLUSION

In this paper, a reformulation of the wave concept iterative method is reformulated to the integrated RF-MEMS switch. The convergence of the procedure is about 100 iterations. The comparison of numerical results with the measurement published data verified the validation of the WCIP method to integrating the RF Switch. This method has the advantage of simplicity and its conjunction with the 2D-FFT allows a high computational speed and memory consumption.
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