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Twenty Three Years: The Acceptance of Maxwell’s Equations 
 
 

James C. Rautio 
 

Sonnet Software, Inc. 
North Syracuse, NY 13212, USA  

rautio@sonnetsoftware.com  
  

Abstract ─ Maxwell first published what came to 
be called “Maxwell’s equations” in 1865. 
However, it was not until 1888, and Heinrich 
Hertz’s experimental validation, that Maxwell’s 
equations were widely accepted as correct. The 
story of the intervening 23 years is little known. 
Maxwell, who died in 1879, was exceptionally 
modest and did not promote his own results at any 
time. The survival of Maxwell’s equations was up 
to the only three researchers in the entire world 
who paid serious attention to Maxwell’s paper in 
1865, and his seminal Treatise in 1873: Oliver 
Heaviside, Oliver Lodge, and George Francis 
FitzGerald. Later, Hertz joined the group forming 
“The Four Maxwellians”. In this paper, we 
describe the torturous 23 year path Maxwell’s 
equations took from their creation to their initial 
acceptance.  
  
Index Terms ─ Fitzgerald, Heaviside, Hertz, 
history, Lodge, Maxwell’s equations.  
 

I. PROLOGUE 
Flying splinters of wood from cannon balls 

exploding through the sides of the ships wreak the 
most carnage in the battle of Trafalgar, Fig. 1. One 
hundred fifty five years ago on October 21, 1805, 
the final and the greatest sailing ship battle of all 
time is fought to its gory end. Lord Nelson’s 27 
British battle ships and 2,150 cannons face 33 
French and Spanish ships of Napoleon’s navy 
carrying 2,640 cannons. Lord Nelson’s flag ship, 
the HMS Victory becomes locked, rigging 
entangled, side-by-side with the French ship 
Redoubtable. The British reduce the gun powder 
in each charge, so the cannon balls penetrate only 
the near side of the Redoubtable and then bounce 
around inside, wreaking even more carnage. The 
crew of the Redoubtable valiantly return fire… 

Every man does his duty and Britain wins the 
battle, however Lord Nelson does not survive. All 

ships receive extensive damage and soon a major 
storm scatters survivors. Today, you can view a 
statue of Nelson on a hundred foot column in the 
exact center of London in Trafalgar Square. Little 
known, the radical battle-winning strategy Nelson 
used (which is detailed in any book on the battle) 
was first suggested by John Clerk of Eldin, great-
great uncle of James Clerk Maxwell [1]. 

Britain’s victory assures British dominance of 
the oceans for the remainder of the 19th century. 
As part of this dominance, Britain secures a 
monopoly on the production of “gutta percha”, a 
natural plastic made from the sap of a tropical tree. 
Gutta percha will become the perfect, and for 
many years, the only practical insulator for the 
undersea cables linking far-flung dominions of the 
Empire. Dominance on the ocean and in undersea 
cables, these two factors are critical in Britain’s 
leading role in science and technology for the 19th 
century…all tracing back to a naval strategy 
suggested by Maxwell’s great-great uncle.  

Flash forward 60 years to 1865. The American 
Civil War is ending. Maxwell, Fig. 2, [2], working 
at home [3], Fig. 3, publishes, “A Dynamical 
Theory of the Electromagnetic Field,” in the Royal 

Fig. 1. The death of Lord Nelson on his flagship,
the HMS Victory, in the battle of Trafalgar, image
from a philatelic souvenir sheet issued by the
Island of Jersey. 
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Society Transactions, Vol. CLV (he actually 
presented the paper orally in December 1864). 
Comparing several measurements of the speed of 
light to that calculated by his new electromagnetic 
theory, he notes, “The agreement of the results 
seems to shew1 that light and magnetism are 
affections of the same substance, and that light is 
an electromagnetic disturbance propagated 
through the field according to electromagnetic 
laws.” 

The directly measured values for the speed of 
light that Maxwell quotes are 314,858,000 m/s (M. 
Fizeau), 298,000,000 m/s (M. Foucault), and 
308,000,000 m/s (by stellar aberration). 
Measurements of a capacitor discharge applied to 
Maxwell’s theory yields 310,740,000 m/s (MM. 
Weber, and Kohlrausch). Given the modern 
knowledge of the speed of light, we know which 
results are presented to appropriate precision and 
with minimum error (Foucault eventually refined 
his result to within 4 km/s of the correct answer), 

                                                 
1 Modern spelling is “show”. 

and even with that knowledge, Maxwell’s 
conclusion is strong. 

Thus, one of the greatest problems of physics 
is now solved! Break out the champagne, wild 
celebration, Maxwell is our hero! Hold on, not 
quite yet. We must patiently wait 23 years. One 
problem, Maxwell offers no mechanical model for 
the “luminiferous ether”, the medium in which this 
supposed wave travels. Maxwell and friends all 
know that light is a transverse wave (assuming that 
it is actually a wave, not a particle as Newton had 
insisted). So whatever medium you propose, it 
must not allow a longitudinal wave. Further, the 
earth plows through this medium without spiraling 
into the sun, so either it has no mechanical effect 
on matter or it has no shear strength. But without 
shear strength, it cannot support a transverse wave. 
And if there is no interaction with matter, how 
could any wave ever get started? Maxwell’s theory 
is just a bunch of equations, no model what-so-
ever. 

Fig. 3. Maxwell’s home in Scotland [3], recently
and partially restored, where Maxwell wrote his 
Treatise and the field of electromagnetic theory 
began. 

Fig. 2. Unveiling of a statue in honor of Maxwell
in Edinburgh [2]. Sandy Stoddart, the sculptor,
watches to the left. 
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And what a bunch of equations. There are 20 
of them, simultaneous differential equations, not 
the four equations we know today. Maxwell has 
the concepts of divergence (he uses the opposite 
sign and calls it convergence), and curl. But vector 
calculus is not yet formalized, so he just writes out 
all 20 equations. Sometimes he uses 
“quaternions”, encouraged by quaternion 
champion and very good lifelong friend P. G. Tait. 
Quaternions are a combination of a scalar and a 
vector, which have the not so nice requirement of 
a squared magnitude of -1, and of complicating 
situations better dealt with by vectors. 

Wait, there’s more. Those twenty equations 
are not easily recognized today. Maxwell places as 
primary something he calls “electromagnetic 
momentum” (because its time derivative is force). 
Electric and magnetic fields are secondary. His 
friend, Michael Faraday, who originated the field 
concept as an alternative to the then popular 
“action at a distance”, called it the “electrotonic 
state”. It is, Faraday said, changes in the 
electrotonic state surrounding magnets that cause 
magnetic induction. Maxwell formalized 
Faraday’s field concept. The electrotonic state is 
today called the magnetic vector potential, usually 
introduced only in graduate level EM courses as a 
side-effect of a cute little vector identity. (Primacy 
of the vector potential is returning to popularity in 
physics.) 

Maxwell viewed magnetic vector potential as 
primary (presumably why he gave it the symbol 
A) and magnetic field as secondary (presumably 
why he gave it the symbol B). However, by 
making the vector (and scalar) potentials primary, 
Maxwell’s equations become complicated. Very 
few take the time to learn them. 

Finally, unlike Newton, Maxwell was not a 
self-promoter. For example, while president of 
Section A of the British Association, he gave a 
presidential address (published in Vol. 2 of the 
new British journal Nature) at the 1870 annual 
meeting with high praise for a vortex theory of 
molecules due to his good friend William 
Thomson (later Lord Kelvin). Rather than wave 
the flag to the scientific world about his own 
electromagnetic theory, he only briefly mentions 
at the end, “Another theory of electricity which I 
prefer…,” not even taking credit for his own work 
[4]. 

Those with further interest in Maxwell’s life 
with respect to the origin of electromagnetics will 
find more information in [2-5].  
 

II. MAXWELLIAN FITZGERALD 
Maxwell dies in 1879. There is no one, no 

students, no colleagues, to carry on his work in 
electromagnetics. Well, almost no one. Two days 
after Maxwell’s death, the Royal Society mails a 
paper review written by Maxwell some months 
earlier back to George Francis FitzGerald, Fig. 4, 
Fellow and soon to be professor of Trinity College 
Dublin [6-7]. The future of electromagnetics now 
lies in FitzGerald’s hands. 

FitzGerald is a brilliant idea man. However, he 
describes himself as “lazy” when it comes to 
follow up experimental work. More typically, he 
does the initial work, and then hopes others 
(usually friends or students) will be inspired to 
continue. In the paper that Maxwell reviewed, 

Fig. 4. George Francis FitzGerald found a 
connection to an earlier theory of the ether, and 
thus, introduced reflection, refraction, and 
diffraction to Maxwell’s work, image from [7]. 
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FitzGerald links Maxwell’s electrodynamic theory 
to an earlier theory of Prof. James MacCullagh, 
also, of Trinity College. This theory models the 
luminiferous ether required by Fresnel’s wave 
theory of light and requires a purely rotational 
elasticity, i.e., no translational stress can be 
allowed to form. MacCullagh had shown that 
given this form for the ether, one can model 
refraction, reflection, and polarization perfectly. 
Quite the coincidence! However, there are a 
couple of problems. First, MacCullagh does not 
suggest a physical form for this mysterious ether; 
it is certainly unknown in normal matter. Second, 
in 1862, G. G. Stokes, in reviewing a number of 
proposed ethereal models, points out that 
MacCullagh’s ether violates conservation of 
angular momentum. Nice idea, while it lasted. 

Maxwell published his Treatise on 
electromagnetics (the founding document of our 
field) in 1873. However, in this, and in all of 
Maxwell’s EM theory publications, there is no 
electromagnetic treatment of reflection or 
refraction. FitzGerald is one of the very few 
people who read and learn the Treatise in detail. 
FitzGerald also extensively studied MacCullagh’s 
ether model while preparing for his fellowship 
exam. His well annotated copy of Maxwell’s 
Treatise includes a long note dated 7 September 
1878 where he first mentions that it might be 
possible to connect Maxwell’s theory to 
MacCullagh’s. Over-simplifying just a bit, 
FitzGerald found a mapping of variables from 
Maxwell’s theory to MacCullagh’s. In his paper, 
he describes the mapping and points out that 
MacCullagh’s work now brings reflection and 
refraction to Maxwell’s theory. 

However, Stokes’ objections still hold; 
MacCullagh’s ether does not conserve angular 
momentum. If MacCullagh’s ether is the same as 
Maxwell’s, then Maxwell cannot be correct either. 
FitzGerald, a lifelong believer in some kind of 
ether, optimistically announces that perhaps we 
should “emancipate our minds from the thraldom 
of a material ether.” 
 

III. MAXWELLIAN LODGE 
Oliver Lodge [6], Fig. 5, is a son of a pottery 

clay merchant. He takes a higher road when he 
wins a scholarship and completes a University of 
London external degree. He completes a doctorate 
at University College in London, later becoming 

the first professor of physics at the new University 
College in Liverpool in 1881. Lodge had acquired 
a copy of Maxwell’s Treatise in 1873, right after it 
was published. The bookseller grumbled that it 
was, “a product of the over educated.”  He started 
studying it in 1876. He first meets FitzGerald at 
the August 1878 Dublin meeting of the British 
Association. Sharing a strong interest in 
Maxwell’s Treatise, they quickly become good 
friends. 

A great unsolved mystery is why Maxwell 
never tried to produce electromagnetic waves. 
Historians suggest that it is most likely Maxwell 
simply missed that implication of his theory. The 
possibility that changing currents could make light 
just did not occur to Maxwell and that radiation 
could be generated by electricity is not obvious 
from Maxwell’s equations, especially in the form 
Maxwell used. Maxwell appears to have believed 
that light was made by mechanically vibrating 
molecules somehow coupling to and vibrating the 
ether. And EM waves of long wavelength? At that 

Fig. 5. Oliver Lodge worked extensively with 
mechanical models of the ether inspired by 
Maxwell’s Treatise and his association with 
Fitzgerald. 
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time, such “dark light” was outside human 
experience. 

Lodge is more comfortable working with 
mechanical models, rather than directly with 
equations. In 1879, one of his models suggests that 
it might be possible to create light electrically. But 
how? He suggests applying a voltage source 
through a switch that switches (“breaks”) 400 
times a second. The square wave is applied to a 
coil which somehow doubles the frequency. A 
cascade of 40 such coils should yield light. 
FitzGerald gently points out that the square wave 
would be smoothed into a sine wave after only 
several coils and thus would not work. 

Lodge, not one to give up easily, suggests that 
a discharging condenser (i.e., capacitor, in the 
form of a Leyden jar) is oscillatory. FitzGerald’s 
response is not preserved, but he likely told Lodge 
that the frequency would be too low for light. So 
close…they missed the idea that it would be just 
fine to generate long wavelengths, “dark light”, if 
only they could find a way to “see” such 
wavelengths. 

FitzGerald then pursues the problem 
mathematically, using Maxwell’s Treatise. He 
makes several errors. First, he reads Maxwell too 
literally, as though the Treatise is an 
electromagnetic bible. For example, Maxwell 
states repeatedly that his theory gives results 
equivalent to the old “action at a distance” 
concept. In this case, there can be no radiation. 
However, it appears that Maxwell’s comment was 
limited to the non-time varying situation, 
something FitzGerald did not realize. A second 
very serious error concerns what is now called the 
gauge condition. Maxwell selected what we call 
the Coulomb gauge (divergence of A is zero) and 
then incorrectly specified the scalar potential to be 
independent of time, yielding a static solution. 
Eventually FitzGerald realizes the problem, in part 
by toying with mechanical models of the ether that 
he had built. Then likely inspired by Lord 
Rayleigh’s Theory of Sound, and by 
electromagnetic research published by Lorenz, he 
introduces retarded potentials to Maxwell’s theory. 

FitzGerald, with considerable effort, does find 
a solution to Maxwell’s equations for a time 
varying current, but it is a non-radiating solution, 
“like the nodes and loops in an organ pipe”. He, 
thus, concludes that generating EM waves 
electrically is impossible. What FitzGerald did not 

realize is he had unwittingly found the solution 
assuming a conducting wall boundary condition. 
This illustrates a problem of the vector potential; 
boundary conditions are difficult to see. Years 
later, FitzGerald realizes that an alternative 
solution (assuming a different boundary condition) 
takes the form of the sought after traveling waves. 
Regardless, the damage is done. FitzGerald and 
Lodge continue enthusiastically working with 
Maxwell’s theory, but the search for an EM wave 
generation is terminated…until 1888. 
 

IV. MAXWELLIAN HEAVISIDE 
“The following story is true. There was a little 

boy, and his father said, ‘Do try to be like the 
other people. Don’t frown.’ And he tried and tried, 
but could not. So his father beat him with a strap; 
and then he was eaten up by lions.” 

This is the first paragraph in Vol. III of Oliver 
Heaviside’s Electromagnetic Theory. Heaviside is 
a “first rate oddity” as described by a friend [8]. 
He is, also, an exceptionally prolific writer, 
difficult to read, and an absolute mathematical 
genius, Fig. 6. He was raised in Dickensian 
poverty in Camden Town, London, in fact just 
around the corner from where Dickens himself had 
lived and worked as a boy in a blacking factory. In 
addition to the harsh treatment, he was often ill. A 
bout with scarlet fever left him deaf until young 
manhood and unable to interact normally with 
other children. He never attended a university. 
Beyond a reasonable early education (partially 
provided by his mother), he was self taught in 
science and mathematics. He learned by reading 
books from the library. It appears he passionately 
avoided books on theology and metaphysics 
(unlike Maxwell), but he adored books dealing 
with Newton, and Laplace, to name a few. 

He started his first and only job in 1867 as a 
telegraph clerk. His uncle by marriage, Charles 
Whetstone (of bridge fame), helped him obtain the 
position. The first undersea cable (Dover to 
Calais) was laid in 1851. By 1885, there are nearly 
100,000 miles of cable under the ocean, mostly 
laid by Britain due to their dominance on the 
ocean and monopoly of the only viable undersea 
cable insulator, gutta percha. Because of its 
importance to the Empire, much of British science 
is now focused on problems relating to undersea 
cables. 
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Heaviside obtained a copy of Maxwell’s 
Treatise in 1873. “I browsed through it and I was 
astonished!  I read the preface and the last chapter, 
and several bits here and there; I saw that it was 
great, greater, and greatest…I was determined to 
master the book and set to work.” Heaviside left 
his job the next year and moved in with his parents 
to pursue the mathematics of Maxwell, especially 
with regard to telegraphic (and soon, telephonic) 
cable problems. 

Heaviside has no patience with stupidity. One 
person in particular, William Henry Preece, later 
the Engineer-in-Chief of the British General Post 
Office (which controls all British telegraph and 
telephone lines), considers himself to be an 
especially intelligent “Practical Man” who has no 
need for theoretical mathematicians. In reality, 
Preece’s high self-esteem is undeserved, as 
Heaviside often bluntly points out. Preece takes 
offense. 

In one case, Heaviside discovers the 
transmission line “telegraphers” equation, deriving 
it from Maxwell’s theory. William Thomson (Lord 
Kelvin) had successfully analyzed undersea cables 
based on the diffusion equation, i.e., just resistance 
and capacitance, no inductance. In this case, a 
pulse effectively diffuses into the cable. This 
actually provides reasonable results for most 
undersea cables but fails miserably for overhead 
lines. 

When Heaviside derives the full telegrapher’s 
equation, he determines that if the ratio of L/R is 
equal to C/G, distortion (i.e., pulse spreading) is 
eliminated. G is very small, thanks to gutta percha. 
R is expensive to decrease. So, simply increase L. 
His work is effectively suppressed over a long 
period by Preece. Preece is vehement that the 
inductance of a transmission line is zero and 
increasing it only leads to disaster. As a “practical 
man”, he cannot be convinced otherwise by these 
silly mathematicians.  Later, engineers in the 
United States successfully make, apply, and patent 
the same discovery. Heaviside receives no credit. 

In the summer of 1884, Heaviside starts 
working on energy flow in the electromagnetic 
field. The derivation is complicated, but the result 
is simple, S = E×H. Heaviside, being reclusive and 
not well connected with the rest of the scientific 
community, is later only a little disappointed to 
find that Prof. Poynting of the new Mason College 

of Science in Birmingham had published the same 
result a few months earlier. 

As an example of energy flow, take the field 
around a straight copper wire at DC. E×H points 
radially into the wire. Energy does not flow along 
the wire as had been thought. It flows from the 
field surrounding the wire and dissipates as heat as 
it enters the wire. This is the big clue. In sharp 
contrast to action at a distance, where energy is 
viewed as flowing along the wire with the current 
like water in a pipe; Maxwell’s equations suggest 
that energy is in the field and flows from the field 
into the resistance of the conductor. 

In fact, the Maxwellian view at this time is 
that charge and current are not physical. Rather, 
they are changes in the stresses and strains of the 
ether. The conductor of the wire relieves the stress 
of the field and dissipates the energy as heat. This 
view fades with the advent of a new discovery a 
few years later, the electron. As for the modern 
view, electromagnetic energy is calculated in 
terms of either the field or the current. It’s hard to 
say precisely “where” it is. 

Fig. 6. Oliver Heaviside was the first to put 
Maxwell’s equations in their modern form, image 
from IEE archives. 
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Heaviside went further than Poynting. As 
Heaviside was working with his energy concept, 
he came upon a new form for Maxwell’s 
equations, the “duplex” form, the four equations 
with which we are familiar today. These 
differential curl equations involve E, H, D, and B. 
The potentials are gleefully “murdered” according 
to Heaviside, “I never made any progress until I 
threw all the potentials overboard,” he later wrote 
to FitzGerald. With the duplex form, the 
symmetries in Maxwell’s equations are beautifully 
seen, but something is missing. Heaviside adds the 
fictitious magnetic current to complete the 
symmetry. 

If Heaviside modified Maxwell’s equations to 
this degree, why don’t we call them Heaviside’s 
equations? Heaviside answered this question in the 
preface to Vol. 1 of his over 1500 page, three 
volume, lifetime culminating work, 
Electromagnetic Theory stating that if we have 
good reason, “to believe that he [Maxwell] would 
have admitted the necessity of change when 
pointed out to him, then I think the resulting 
modified theory may well be called Maxwell’s.” 

In 1888, Lodge is requested to give two 
lectures on lightning protection and he conducts 
experiments by discharging condensers in the 
vicinity of models of various structures. The 
lectures stimulate major controversy with Preece 
as Lodge’s results contradict standard practice (in 
this case, Preece actually turned out to be correct). 
But all that is minor. In the course of his 
experiments, Lodge notices arcs being induced in 
nearby circuits. In one experiment, he sees an arc 
at the end of two parallel wires. In the dark, he can 
even see a distinct standing wave glowing in the 
air around the wires. Lodge has generated and 
detected electromagnetic waves! The British 
Association is meeting in Bath in September. 
Lodge plans to report his astounding results at that 
meeting, right after he returns from vacation in the 
Alps. 

On the train out of Liverpool, he picks up the 
July issue of Annalen der Physik. He immediately 
notices an article, “Ueber elektrodynamische 
Wellen in  Luftraume und deren Reflexion” (“On 
Electromagnetic Waves in Air and Their 
Reflection”). 
 

IV. MAXWELLIAN HERTZ 
Six years of Heinrich Hertz’s education was in 

Berlin under Hermann von Helmholtz. Helmholtz 
had incorporated the electromagnetic theories of 
Maxwell, Weber, and Neumann into a single 
theory with a parameter (k), whose value selected 
the theory to be used. It was not realized until later 
that Maxwell’s theory was not fully correctly 
incorporated, but Hertz, Fig. 7, was able to study 
much of Maxwell’s theory under Helmoholtz’s 
guidance in this manner. 

Helmholtz had encouraged Hertz to perform 
experiments to test and differentiate the theories. 
Hertz at first declined, having determined that the 
experiments would be difficult to perform. 
However, he kept the possibility in mind. A few 
years later, while teaching at Technische 
Hochschule in Karlsruhe, he notices while 
discharging a condenser through a loop, that an 
identical loop some distance away develops arcs. 

Fig. 7. Heinrich Hertz independently put 
Maxwell’s equations into their modern form and 
went on to achieve experimental validation. 
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He instantly recognizes a resonance condition and 
suspects electromagnetic waves. The experiments 
he subsequently conducts verify reflection, 
refraction, diffraction, and polarization for both 
free space waves and wire guided waves. It is 
Hertz’s experimental results that Lodge is reading 
in Annalen der Physik as he leaves for vacation. 

As Lodge reads the paper, he realizes that his 
own results are now superfluous. However, his 
disappointment is more than compensated by the 
beauty and completeness of Hertz’s work. 
Fitzgerald (who had actually heard about one of 
Hertz’s papers a month before Lodge, and had 
requested a copy from Hertz) presents Hertz’s 
results at the September 1888 British Association 
meeting in Bath and is Hertz is hailed as a hero. 
His results provide full confirmation of Maxwell’s 
electromagnetic theory. The British Maxwellians, 
after 15 years of careful theoretical investigation 
of Maxwell’s theory, are catapulted to the top of 
British science thanks to Hertz’s timely 
experimental validation. Hertz is warmly 
welcomed into the small Maxwellian group and 
takes an active role, but, unfortunately, for far too 
short a time. 

In Germany, because of the continental pre-
disposition toward action at a distance, the 
importance of Hertz’s results is not at first fully 
recognized. In fact some say, only partly in jest, 
that word of Hertz’s experiments reached 
Germany by way of England. Once recognized, 
German researchers likewise embrace Maxwell’s 
theory as well. 

Hertz had, independently of Heaviside, 
discarded Maxwell’s potentials and developed the 
modern duplex form of Maxwell’s equations. 
When Hertz becomes aware of Heaviside’s work, 
he graciously yields priority to Heaviside and 
likewise chooses to call them Maxwell’s 
equations. As a tribute to Hertz, they are for a few 
years also sometimes called the Hertz-Maxwell 
equations. 
 

IV. EPILOGUE 
Hertz, always refusing travel to conferences, 

finally agrees to visit England to receive the 
prestigious Rumford Medal from the Royal 
Society in November 1890. The year before, Hertz 
had received a major promotion and moved to the 
chair of physics at the University of Bonn. 
However, the move deprived him of experimental 

facilities. Hertz still makes significant theoretical 
contributions in close collaboration with the 
British Maxwellians. Work becomes difficult 
when he starts suffering from an infection 
(perhaps autoimmune disease) that spreads to his 
jaw and sinuses. He writes to his parents in August 
1892, “At present my nose is my universe.” He 
dies tragically and painfully at the age of 36 in 
January 1894, on New Year’s Day, from blood 
poisoning after an operation. 

As researchers adopt and study Maxwell’s 
theory, Joseph Larmor of Cambridge proposes the 
existence of the electron. Larmor and Heaviside 
don’t get along especially well, but Heaviside 
evaluates the field around a moving electron. The 
field includes the square root of 1 – (v/c)2 in the 
denominator, hinting of things to come. Heaviside 
adamantly insists that there is no reason why 
electrons cannot move faster than the speed of 
light. Of course, by modern physics, we know he 
was only partially correct. Electrons cannot move 
faster than the speed of light in free space. 

Michelson and Morley perform their 
interferometer experiment in 1887, the year before 
the Bath meeting, casting doubt on the existence 
of ether. However, FitzGerald later points out that 
atomic structure might depend in some way on 
electromagnetic fields. Heaviside had found that 
the fields of a moving electron contract in the 
direction of movement; perhaps matter contracts 
likewise. This concept was also independently 
developed by Lorentz. A quick calculation shows 
that the Michelson-Morley interferometer would 
contract just enough in the direction of the earth’s 
movement to make it appear that the ether is not 
moving no matter how fast the earth is moving. 
British researchers continue searching for 
mechanical models of the ether well into the 20th 
century before the effort is gradually dropped as 
pointless. 

FitzGerald periodically experienced long 
bouts of “indigestion”. He passes away after an 
operation on February 22, 1901. He is 49. To 
Heaviside and Lodge his death is a great shock. 

Lodge did not contribute further to Maxwell’s 
theory after 1900. He did spend considerable effort 
researching communication with the dead. He died 
on August 22, 1940, promising to make public 
appearances after his death. No such appearances 
have been recorded. 
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In 1896, Heaviside’s father dies, leaving 
Heaviside on his own for the first time in his life. 
FitzGerald and John Perry arrange a Civil List 
pension for him of 120 pounds per year. In a more 
difficult task, they convince Heaviside to accept it, 
offering it as recognition of service to his country. 

Heaviside becomes senile in his old age, “I am 
as stupid as an owl.” He dies on February 3, 1925 
after falling off a ladder and landing on his back. 
He is 74. His ride to the hospital is his first and 
final ride in an automobile. 

I close with a paragraph written on January 30, 
1891, in Heaviside’s Electromagnetic Theory: 

“Lastly, from millions of vibrations per 
second, proceed to billions, and we come to light 
(and heat) radiation, which are, in Maxwell’s 
theory, identified with electromagnetic 
disturbances. The great gap between Hertzian 
waves and waves of light has not yet been bridged, 
but I do not doubt that it will be done by the 
discovery of improved methods of generating and 
observing very short waves.” 

We truly do stand on the shoulders of giants. 
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Abstract –This article discusses the distinction be-

tween interfaces and boundaries in electromagnetics.

Boundary conditions can be used to narrow down the

computation domain of complex problems. However,

terminating the space by a boundary condition is an

approximation in real-world situations where fields

penetrate across interfaces. To make this approxima-

tion accurate, the material parameters need to have a

very strong contrast between the materials on the adja-

cent sides of the interface. In this article, the question

is addressed how extreme the permittivity and perme-

ability have to be in order to reasonably model a sur-

face as a perfect electric conductor (PEC) boundary.

It is argued that in addition to the large value of the

permittivity, also a very small magnitude of the per-

meability is necessary in order to speed up the con-

vergence of a material response towards the ideal PEC

case.

Index Terms –Boundary conditions, extinction,

extreme-parameter materials, metamaterials, PEC,

scattering.

I. INTRODUCTION

In electromagnetics, the objective is often to solve

electric and magnetic fields in a given region of space.

Fields, due to a source, radiate and penetrate into the

near and far surroundings, reacting to the environ-

ment, its structure, and boundaries. Sometimes, for

reasons of decreasing the computational complexity

and cost, the problems are formulated in a form that

the domain of interest is bounded in which the fields

need to be calculated. On the boundary of this do-

main, certain sufficient conditions for the fields have

to be forced in order that the solutions are correct and

non-ambiguous.

Boundary conditions simplify the solution process

because one does not need to bother what happens

on the other side of the boundary. On the other

hand, when applied to model real-world situations,

boundary conditions only approximate the electro-

magnetic effect of the material behind the surface. It

is well known that replacing a dielectric boundary by

an impedance condition is not exact or even accurate

for an arbitrary field setting. This happens especially

when the discontinuity of the material parameter con-

trasts over the interface is not very large.

It is essential to emphasize this fundamental dif-

ference between the interface problem and boundary

problem (Figure 1). In the interface problem, the ma-

terials everywhere, on both sides of the interface, af-

fect the fields in both domains. On the other hand, if

the region 1 is terminated by a boundary condition,

nothing behind this boundary can have any effect on

the fields. In fact, it is senseless to talk about the re-

gion behind this boundary because it does not exist in

the electromagnetic problem.

Despite this distinction, a connection exists be-

tween the two situations. Indeed, either of them can

be approximated with the other one in certain cases.

When such an approximation is taken, it is important

to keep in mind which one of the pictures is primary.

The first choice is that one treats the interface picture

as a true model of the real world. Then it is possible

to solve the electromagnetic problem in the interest-

ing region by replacing the interface with a boundary

and cutting away everything on the other side. This

procedure can be termed as the analytic approach.

However, the complementary view is very im-

portant and useful: the boundary condition itself is

primary. A great variety of different electromag-

netic boundary conditions exist, and it is a legitimate
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Fig. 1. The distinction between interface (left) and

boundary (right) problems. In the latter case, there is

nothing beyond the boundary.

project to study their properties in a systematic man-

ner. Some of such ideal boundary conditions may turn

out to display potential for interesting applications.

For example, using such a concept, a desired antenna

structure can be theoretically designed, and if the re-

sult is worth realizing, the next step is to synthesize it

using composites or metamaterials. This procedure of

starting from the boundary condition and proceeding

to materials is called the synthetic approach.

Materials with extreme parameters are hence a nat-

ural choice for creating ideal boundaries. The term

“extreme parameters” often refer to cases where one

or more of the material parameters (permittivity, per-

meability, refractive index, and wave impedance) have

either very small or very large values [1, 2]. Also

anisotropic materials with certain components of the

parameter tensors being extreme fall into this class.

In the following, the effect of boundary conditions

(in particular, the perfect electric boundary, PEC) is

approximated by materials with isotropic extreme pa-

rameters, and the accuracy of the approximation is be-

ing estimated in quantitative terms.

II. EXAMPLES OF BOUNDARY
CONDITIONS

Well-known boundary conditions are perfect elec-

tric conductor (PEC) and perfect magnetic bound-

ary (PMC) conditions. In the former, the electric

field component tangential to the surface vanishes

(n×E = 0), and the latter condition requires that the

tangential magnetic field becomes zero (n×H = 0).
Here n is the unit normal pointing away from the

boundary.

A generalization of PEC and PEC conditions is

the impedance boundary condition [3] which defines

the ratio between the tangential electric and magnetic

fields on the surface. Another generalization is the so-

called PEMC condition [4, 5] with one parameter M
which states that the fields satisfy n×(H+ME) = 0.
Furthermore, the so-called soft-and-hard surface [6] is

characterized by another interesting pair of boundary

conditions v ·E = 0, v ·H = 0, for a vector v along

the boundary.

Also, field components normal to the boundary

have been of interest in terms of surfaces [7]. The

so-called DB boundary condition [8] requires that the

normal components of the electric and magnetic flux

densities vanish on the surface, which in connection

with isotropic media means that the fields themselves

do not have normal components: n · E = 0 and

n ·H = 0. Recent generalizations to the DB boundary

condition include the so-called D’B’ boundary [9, 10].

In the following, we will focus the analysis on the

PEC boundary condition, and look for ways to simu-

late it by material structures.

III. ISOTROPIC EXTREME-PARAMETER
MATERIALS

Let us limit the discussion to isotropic materials

whose electromagnetic response can be characterized

by two (complex) parameters, the relative permittivity

ǫr and relative permeability µr.
1 Using these parame-

ters, two other quantities can be written, the refractive

index m =
√
µrǫr and the relative wave impedance

ηr =
√

µr/ǫr. Then, depending on whether the mag-

nitudes of any of these four parameters are very large

(VL) or very small (NZ, “near-zero”), we can distin-

guish the eight classes of extreme-parameter electro-

magnetic media that are listed in Table 1.

Plotted in the plane where the axes give the log-

arithm of the permittivity and the permeability, the

extreme-parameter materials are located away from

the origin, as shown in Figure 2. The logarithm im-

plies here that the parameters are assumed to have

only positive values.

1The relative permittivity of the material is defined by normal-

izing the absolute permittivity ǫ by the free-space permittivity ǫ0,
likewise for the permeability: µ = µrµ0. The speed of light is

c = 1/
√

µ0ǫ0.
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Table 1: Classes of extreme-parameter media

very large very small

ǫr EVL ENZ

µr MVL MNZ

m IVL INZ

ηr ZVL ZNZ

IV. ARTIFICIAL PEC MATERIAL

Intuitively, the concept of a perfect electric conduc-

tor is close to medium with a very large permittivity

value. Indeed, a high permittivity means that the elec-

tric field inside the medium is forced to vanish in or-

der not to run into an infinite energy density (which is

proportional to ǫr|E|2). Consequently, due to the con-
tinuity of the tangential electric field over the bound-

ary, the tangential field has to vanish on both sides of

the boundary. Hence, the PEC condition is satisfied

on the surface of a material with ǫr = ∞.

In addition, also from the point of electrostatics, a

similar argument can be made. The image of a point

charge from a dielectric half space of permittivity ǫr
has the amplitude −(ǫr − 1)/(ǫr + 1) compared to

the original source [11, p. 111]. This image clearly

approaches, when ǫr → ∞, the mirror image of a

point charge from a PEC plane, which is of the same

magnitude as the original charge but of opposite sign.

However, the situation is not as simple in electro-

dynamics. From Faraday’s law in the electromagnetic

time-harmonic case (∇ × E = −jωB), one can in-

fer that also the magnetic flux densityB has to vanish

inside a medium where the electric field is identically

zero. Furthermore, the magnetic constitutive relation

reads

B = µH. (1)

While B is identically zero, no condition is set to the

magnetic field strength. If finite values are allowed

for the H field, the inevitable conclusion is that the

permeability has to vanish: µr = 0. Furthermore,

due to the continuity of the normal-directed flux den-

sities over interfaces, a corollary of the PEC condition

would be that the normal component of the magnetic

flux density is zero on this boundary: n ·B = 0.
This line of argument raises the question whether it

is possible to replace a situation involving the mathe-

matically idealized PEC condition by a homogeneous

Fig. 2. Plotted in the plane where the axes are the

logarithms of the (positive and isotropic) permittivity

ǫr and permeability µr, the various classes of extreme

materials fall away from the center. Depending on

whether the permittivity (E), permeability (M), the re-

fractive index (I), or the impedance (Z) is very small

or very large, the different extreme-material parame-

ters occupy a certain place in the plane.

high-permittivity structure, or does one need to re-

quire an additional condition that the permeability is

small. In the following, we examine the validity of the

previous argumentation which calls for extreme val-

ues for both permittivity and permeability by solving

electromagnetic scattering problems from such struc-

tures.

V. SCATTERING BY
EXTREME-PARAMETER OBJECTS

For small objects, the scattering by an electromag-

netic plane wave can be explained by dipole scatter-

ing. For example, the Rayleigh scattering from a di-

electric particle is due to an electric dipole whose am-

plitude can be calculated from the electrostatic excita-

tion. It is, however, known in the Rayleigh-scattering

regime [12, Section 8.25] that to replace a PEC object

by an equivalent penetrable object, one needs to ac-

count for the magnetic dipole (calculated with µr =
0), in addition to the electric dipole (with 1/ǫr = 0).
For example, the scattering pattern of a purely dielec-

tric (small) sphere has the same amplitude in both for-

ward and backward directions, whereas a PEC sphere
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has a dominating backscattering: the back-to-front ra-

tio is close to 10 dB in the Rayleigh scattering regime

[13].

In this section, we examine the scattering problem

from extreme-parameter objects in more detail.

A. Mie scattering by a sphere

The scattering situation is of course more compli-

cated when the scatterer is no longer small compared

with the wavelength. For a homogeneous sphere, the

problem can be solved using Mie theory [14, 15]. The

scattered fields of a dielectric sphere with relative per-

mittivity ǫr, relative permittivity µr, refractive index

m =
√
µrǫr, radius r, and size parameter x = ωr/c,

are expanded using the Mie coefficients an and bn:

an =
ǫrjn(mx)[xjn(x)]

′ − jn(x)[mxjn(mx)]′

ǫrjn(mx)[xh
(2)
n (x)]′ − h

(2)
n (x)[mxjn(mx)]′

(2)

bn =
µrjn(mx)[xjn(x)]

′ − jn(x)[mxjn(mx)]′

µrjn(mx)[xh
(2)
n (x)]′ − h

(2)
n (x)[mxjn(mx)]′

(3)

that involve spherical Bessel jn and Hankel h
(2)
n func-

tions and where the prime indicates differentiation

with respect to the argument in parenthesis.

For a spherical domain, on the surface of which

the PEC condition is forced, the corresponding coef-

ficients can be derived:

an =
[xjn(x)]

′

[xh
(2)
n (x)]′

=
xjn−1(x)− njn(x)

xh
(2)
n−1(x)− nh

(2)
n (x)

(4)

bn =
jn(x)

h
(2)
n (x)

. (5)

It is worth noting that Equations (4) and (5) also fol-

low from the coefficients (2) and (3) in case ǫr → ∞,

µr → 0, for a finite m.

Let us compare the Mie coefficients of the PEC

sphere and same-sized spheres with extreme material

parameters. Figure 3 shows the behavior of the first

Mie scattering coefficient a1 for a PEC sphere and two

material realizations to approximate it. In the first of

the cases, the relative permittivity is ǫr = 106 and

there is no magnetic response. The other one is less

extreme in permittivity ǫr = 103, but it has the relative
permeability value of µr = 10−3.

The figure shows clearly that the most effective way

to simulate the smooth PEC behavior by a penetrable

sphere is using a medium with high-permittivity along

with low-permeability, instead of a non-magnetic,
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Fig. 3. Real part of the Mie coefficient a1 as function
of size parameter 0 < kr < 3 for a non-magnetic

dielectric sphere with ǫr = 106 (top), a dielectric–

magnetic sphere with ǫr = 103 and µr = 10−3 (mid-

dle), and for a sphere on the surface of which the PEC

condition is forced (bottom). The resolution of the

picture is not able to display all the resonances in the

topmost curve. However, it is anyway sufficient to

show that the curve in the center figure is clearly a

better approximation to the PEC than the topmost one.

solely extreme-permittivity response. In the case

where the sphere is purely dielectric, there are numer-

ous narrow resonances in the frequency dependence

of the Mie coefficient which contaminate the curve

(that in average follows the PEC function). In con-

trast, if the penetrable sphere becomes diamagnetic
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(µr < 1), the PEC behavior is captured even if the

permittivity and permeability parameters are not very

extreme.

In other words, at least for this case of a sphere, the

ZNZ model (ηr =
√

µr/ǫr near zero) approximates

PEC better than the EVL model (ǫr very large).

B. Scattering by a cube

A similar comparison can be made for the case

when the scatterer is a cube. Figures 4 and 5 display

the forward and backward scattering cross sections of

various type of cubes: a PEC cube, and two penetra-

ble cubes for which the permittivity increases. One

of these cubes is purely dielectric, whereas the other’s

permeability decreases along with increasing permit-

tivity. The size of the cube is comparable with the

wavelength (ka = 3, with a being the side length),

and the plane wave is incident head-on to one of the

faces of the cube.

The scattering results have been calculated using

the surface integral equation formulation where the

scatterer is modeled either as a non-penetrable object

with the PEC boundary condition or as a penetrable

object. In the first case, the PEC condition, n×E = 0,
is enforced to the surface integral representation of the

electric field and the solution is found with the elec-

tric field integral equation formulation [16, 17]. In this

case, the fields inside the object are not modeled.

In the latter case, the scatterer is penetrable and the

fields are modeled also inside the object. On the sur-

face, the interface conditions, i.e., the continuity of the

tangential electric and magnetic fields, are required

and the solution is found with the Poggio–Miller–

Chang–Harrington–Wu–Tsai (PMCHWT) formula-

tion [18]. In both cases, the surface current densities

are approximated with the triangular Rao–Wilton–

Glisson (RWG) [16] basis functions, the equations are

converted into matrix equations with Galerkin’s test-

ing procedure, and the matrix equations are solved

with a direct method.

The message of the curves in the figures is clear. As

the permittivity of the penetrable spheres increases,

the scattering cross section approaches that of the PEC

cube, both in the backward and forward scattering di-

rections. However, the convergence for the purely di-

electric cube is slow due to the jumps and resonances

in the curve as the permittivity increases towards the

EVL case. On the other hand, if the permeability de-

creases at the same time as the permittivity increases,
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Fig. 4. The normalized backscattering cross section

of a PEC cube (ka = 3), compared with penetrable

cubes of the same size but of varying permittivity. One

of the cubes is purely dielectric and the other has also

diamagnetic response. The cross section is normal-

ized by wavelength squared.

0 100 200 300 400 500
0

1

2

3

4

5

6

7

8

9

10

Relative permittivity

F
o

rw
a

rd
 s

c
a

tt
e

re
d

 R
C

S
 /

 λ
2

 

 

PEC
µ

r
 = 1

µ
r
 = 1/ε

r

Fig. 5. The same as in Figure 4, the forward scattering

cross section.

the scattering coefficients approach very soon those of

the PEC cube. For instance, when ǫr = 1/µr = 500,
the relative difference in the cross section is a couple

of percents.

The EVL case (ǫr → ∞, µr = 1) is numeri-

cally challenging, because the wave number inside

the object becomes very large and the Green’s func-

tion highly oscillating. This may partially explain the

jumps in the curves in Figures 4 and 5. In the other

case, (ZNZ, ǫr → ∞ and µr = 1/ǫr), the refractive

index m =
√
ǫrµr is unity and the problem is much

easier to solve with numerical methods.
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C. Effect of losses

In microwave and radio engineering, a common

practice is to assume that good conductors, for exam-

ple copper or some other metals, behave reasonably

as approximations for PEC. In the frequency domain,

the effect of conductivity σ comes through the imag-

inary part of the permittivity (Im ǫ = −σ/ω). This

raises the question whether the ideal PEC behavior

can be synthetized more effectively when the imagi-

nary part—instead of the real part—of the permittivity

becomes very large.

In Figure 6, we compare the scattering efficien-

cies of various spheres (with size parameter kr = 1)
against the ideal PEC sphere. The scattering effi-

ciency is a dimensionless parameter, defined as the

integrated total scattering cross section divided by the

geometrical cross section of the scatterer. We plot

the absolute difference of the efficiency of the PEC

sphere and that of the material sphere when the mate-

rial parameters grow to very large values. Three dif-

ferent cases are treated: purely dielectric (ǫr → ∞),

dielectric–magnetic (ǫr → ∞, µr → 0), and electri-

cally dissipative (σ → ∞).
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Fig. 6. The absolute value of the difference be-

tween the scattering efficiency of a PEC sphere and

three material realizations: dielectric sphere (ǫr =
b, µr = 1, solid line), dielectric–magnetic sphere

(ǫr = 1/µr = b, short-dashed line), and dielectrically

lossy sphere (ǫr = 1− j b, µr = 1, long-dashed line).

The size of the sphere is kr = 1.

The curves show that when the parameter b grows
to very large values, all material realizations approach

the PEC case in terms of the scattering efficiency. As

was seen also earlier (Figure 3), the purely dielectric

sphere exhibits narrow resonances which destroy its

possibilities of being a very good PEC approxima-

tion. Furthermore, even if the resonances were fil-

tered away from this curve, the error would still de-

crease rather slowly. The ZNZ curve (large permittiv-

ity along with small permeability) approaches much

faster the PEC state than the baseline of the EVL

curve.

In the case of the conducting sphere in which the

imaginary part of the permittivity grows, no reso-

nances are seen, which is also expected. Also, the er-

ror in approximating PEC scattering becomes smaller

for increasing conductivity. However, the speed at

which the error becomes smaller is clearly lower that

of the EVL curve. Numerically it can be shown that

the asymptotic behavior of the latter (ZNZ) one is b−1

whereas the curve showing the error of the conducting

sphere decreases as b−1/2.

A further disadvantage of the model of the PEC ob-

ject as an extreme conductor is that for a conducting

scatterer, the extinction is larger than the scattering

cross section. This is due to the dissipation of the

fields that penetrate within the skin depth of the ob-

ject which means that absorption adds up to scattering

with the result that extinction increases. Hence the

comparisons of the scattering cross section and the ex-

tinction cross section against the PEC case yield dif-

ferent results. In this respect, the ZNZ object is much

closer to the PEC object; both ZNZ and PEC lack ab-

sorption and therefore have unit albedo.

Figure 7 displays the albedo (defined as the ratio

of the scattering cross section to the extinction cross

section [19, p. 183]) of a dielectric, lossy sphere (size

parameter kr = 1) as a function of the imaginary part

of the permittivity. The figure shows that the scatter-

ing and extinction can be clearly different, even if it

is true that for low losses on one hand and high losses

on the other, the albedo approaches unity.

D. Single and double negative permittivity

For metals at microwave frequencies, the approxi-

mation of a very large imaginary part of the permit-

tivity is well-founded. However, far higher in the fre-

quency range, the imaginary part of metal permittivity

decreases according to the Drude dispersion model,

and the dominating character of the dispersion is the

negative real part of the permittivity [20]. This fact

suggests one further possibility to mimic PEC objects:

with negative-permittivity scatterers.

Figure 8 displays the scattering efficiencies of vari-

ous spheres with size parameter kr = 3 as a function
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Fig. 7. The albedo (scattering efficiency divided by

extinction efficiency) of a lossy dielectric sphere as a

function of the (negative) imaginary part of the per-

mittivity. Solid line: ǫ = 2 − jǫ′′, long-dashed line:

ǫ = 50− jǫ′′, short-dashed line: ǫ = 1000− jǫ′′. The
sphere size is kr = 1.

of increasing medium parameter values. In addition to

the dielectric–magnetic and lossy objects, also single

and double-negative permittivity scatterers are shown.
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Fig. 8. The scattering efficiencies of four spheres:

dielectric–magnetic sphere (ǫr = b, µr = 1/b, solid
line), dielectrically lossy sphere (ǫr = 1− j b, µr = 1,
long-dashed), single-negative sphere (ǫr = −b, µr =
1, medium-dashed), and double-negative sphere (ǫr =
−b, µr = −1/b, short-dashed). The size of the sphere
is kr = 3. The dotted line shows the PEC value.

We can observe from the curves that a negative-

permittivity scatterer does not perform better in ap-

proximating the PEC response than the lossy scatterer

(with large imaginary permittivity). However, if also

the permeability is negative and small, in addition to

the large and negative permittivity, the scattering ef-

ficiency approaches more effectively that of the PEC

sphere, and the convergence speed is the same as for

the positive dielectric–magnetic (ZNZ) sphere.

VI. DISCUSSION

The previous analysis has focused on the differ-

ence between the boundary problem and the interface

problem. One needs to make a clear distinction be-

tween ideal boundaries on one hand and material in-

terfaces on the other. Boundary conditions can serve

as approximations to inhomogeneous real world struc-

tures (analytic approach) and vice versa: one can try

to mimic boundary conditions using electromagnetic

materials (synthetic approach). To be able to approx-

imate boundary conditions, extreme-parameter mate-

rials were needed.

The clear message of the analysis is that to simulate

a PEC object by a homogeneous isotropic material ob-

ject, it is most efficient to use a material with simul-

taneously large permittivity and small permeability,

instead of a pure dielectric medium with either high

permittivity or high conductivity. In other words, a

ZNZ (“near-zero impedance”) medium is better than

an EVL (“epsilon-very-large”) medium.

It is important to note that in addition to the re-

quirement of small value for the relative impedance

in the ZNZ picture, there is an additional degree of

freedom in the extreme-medium desciption: the re-

fractive index m. In the calculations of this study, m
was taken as unity. This is not compulsory. In fact, the

errors in scattering magnitudes of ZNZ objects com-

pared against PEC are functions of m. However, it

seems that the best value of m of a ZNZ scattering

in simulating PEC behavior is always quite close to

unity, even if not exactly. The optimum depends on

the shape and size of the object.

This result about the PEC–ZNZ connection can be

generalized to perfectly magnetic conductors. Even if

the analysis did not treat PMC boundary conditions,

we can make use of the duality between electric and

magnetic quantities in Maxwell equations and con-

clude that a material realization for a PMC bound-

ary is a “very large impedance” (ZVL) material rather

than a “mu-very-large” (MVL) medium.

One important question in trying to simulate

boundary conditions with electromagnetic materials is

uniqueness. The synthesis of a given boundary condi-

tion does not necessarily lead to unique recipes. The

fabrication of a DB boundary (the normal components
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of the electric and magnetic flux densities are forced

zero) is an example showing the degrees of freedom

in this respect. To create the effect of a DB surface,

one possibility is to take uniaxial material in which

the permittivity and permeability eigenvalues vanish

in the axial direction. If such a material is cut so that

the interface is perpendicular to the optical axis, the

normal components of both the electric and magnetic

flux densities are forced to vanish on the surface.

However, as shown in [21], another choice to cre-

ate a DB boundary is by use of the so-called IB ma-

terial. The IB medium, also termed as skewon–axion

medium [22], is characterized by a four-dimensional

material tensor dominated by the antisymmetric part

with the additional PEMC parameter. The number of

medium parameters in the general IB medium is 16,

meaning that there are several degrees of freedom in

the construction of a materials to give rise to a DB

boundary.

The uniqueness question can, also, be raised in

connection of the PEC synthesis. The condition on

the PEC boundary is that the tangential electric field

vanish. On the other hand, due to the continuity

of the tangential electric field across an interface, it

suffices to force the tangential electric field within

the synthetized medium to vanish. Allowing for an

anisotropic medium, this can be done by letting the

tangential component of the permittivity dyadic grow

to infinity (and, at the same time, the normal com-

ponent of the permeability dyadic decreases to zero).

Such an anisotropic medium would be another choice,

in addition to the isotropic ZNZ medium, to simulate

the PEC behavior.

Another aspect of the question of uniqueness of

the PEC realization concerns the realization of in-

finite material parameters. The numerical calcula-

tions in this article have indicated that there are sev-

eral different material realizations (for example, EVL,

ZNZ, well-conducting, double-negative, etc.) of me-

dia which all in the extreme limit approach the PEC

behavior. In this sense, the PEC realization can be

considered non-unique. However, the message is

that for pragmatic and numerical purposes, the ZNZ

method to mimic PEC behavior is computationally

most effective.
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Abstract – The basics of two domain decomposition
methods based on the surface equivalence principle
and the method of moments, namely, the surface tan-
gential equivalence principle (TEPA) and the linear
embedding via Green’s operators (LEGO), are out-
lined to solve electromagnetic scattering problems. In
order to efficiently solve large problems, the meth-
ods are combined with the characteristic basis func-
tion method and the eigencurrent expansion method.
Numerical examples demonstrate that the developed
hybrid techniques lead to a significant reduction on
the number of degrees of freedom and the size of the
matrix equation to be solved.

Index Terms –Domain decomposition methods, elec-
tromagnetic scattering, method of moments, multi-
scale problems, surface integral equations.

I. INTRODUCTION

Electromagnetic (EM) scattering by large and com-
plex structures, such as EM band gaps, frequency se-
lective surfaces, metamaterials, antenna arrays, etc.
have received a lot of interest lately. In the conven-
tional integral equation and finite element approaches,
the structure is first divided into simple elements and
then the unknown quantities, currents or fields, are
expanded with basis functions defined on these ele-
ments. As the size of the structure gets large, the num-
ber of elements required to sufficiently model the un-
known and the structure details increases, eventually
leading to the problem of solving huge, possibly very
ill-conditioned, linear systems. This may be a very
challenging task even with the most powerful com-
puters and efficient fast algorithms.

Domain decomposition methods (DDM) have been
successfully used to solve many complex multi-scale
EM problems, in particular, in the context of the finite
element method, see e.g. [1] and [2]. The basic idea in
a DDM is to divide a large and complex problem into
smaller and simpler subproblems that can be solved
independently. This essentially isolates the solution
of one region from another and in many cases signif-
icantly improves the matrix conditioning. The other
benefits of DDMs include, for example, the inherent
aptitude for parallelization and for usage in combina-
tion with hybrid methods.

In this paper, we discuss two DDM approaches
based on the surface equivalence (Huygens) princi-
ple and the method of moments (MoM) to solve
large and complex EM problems. The algorithms are
the surface tangential equivalence principle algorithm
(TEPA) [3] and the linear embedding via Green’s op-
erators (LEGO) [4]. TEPA is a modification of the
equivalence principle algorithm [5–7] and LEGO is
the full 3-D extension of the procedure presented in
[8].

In many cases, these algorithms can lead to savings
on the number of unknowns and improvements on the
condition number of the matrix compared to the tra-
ditional MoM formulations. However, the methods
still produce dense matrix equations and the computa-
tional cost increases with the same rate as in the con-
ventional formulations. Hence, the methods can be-
come too expensive for large scale problems. In order
to further reduce the number of unknowns and the so-
lution time, TEPA and LEGO are combined with the
characteristic basis function method (CBFM) [9–13]
and the eigencurrent expansion method (EEM) [4], re-
spectively.
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II. INTEGRAL EQUATIONS
Let us consider time-harmonic electromagnetic

(EM) scattering by a large number of arbitrarily
shaped objectsDp, p = 1, . . . , P , in a homogeneous
backgroundD0. The objects can be either perfect
electric conductors (PEC) or homogeneous dielectric,
as well as their combinations. For simplicity, assume
that the objects are disjoint.

Let Sp denote the surface ofDp. The scattered EM
fieldsEs

p andHs
p due toDp can be expressed at point

r in D0 as




Es
0p

Hs
0p



 =







η0 L
(0)
0p −K

(0)
0p

K
(0)
0p

1

η0
L

(0)
0p











Jp

Mp



 . (1)

Here η0 =
√

µ0/ε0 is the wave impedance ofD0,
Jp = np×Hp andMp = −np×Ep are the equiva-
lent electric and magnetic current densities onSp with
the unit normal vectornp pointing intoD0. The sur-
face integral operatorsL(d)

qp andK(d)
qp are defined as

L
(d)
qp (F )(r) =

−1

ikq
∇

∫

Sp

Gd(r, r
′)∇′

s · F (r′) dS′

+ikq

∫

Sp

Gd(r, r
′)F (r′) dS′

+
δSp

n(r)

2ikq
∇s · F (r), (2)

K
(d)
qp (F )(r) = ∇×

∫

Sp

Gd(r, r
′)F (r′) dS′

−δSp

2
n(r)× F (r), (3)

wherekq = ω
√
εqµq is the wavenumber ofDq, r′ ∈

Sp, r ∈ Dq and

Gd(r, r
′) =

eikd|r−r
′
|

4π|r − r′| , (4)

is the homogeneous space Green’s function ofDd

with the wavenumber ofDd. In addition,F is either
Mp or Jp, and

δSp
=

{

1 if r ∈ Sp,
0 otherwise. (5)

By expressing the fields separately in each non-PEC
domain with (1) and by applying the EM boundary

conditions on the interfaces and surfaces gives a set of
surface integral equations that can be solved numeri-
cally with the MoM. The problem is that if the number
of the objects is large and/or the structures are compli-
cated, this traditional surface integral equation formu-
lation leads to a large and ill-conditioned dense matrix
equation which is difficult to solve. In the following
sections the scattering problem is reformulated using
domain decomposition methods.

III. DOMAIN DECOMPOSITION
The basic idea of the formulation applied in this pa-

per is to reformulate the original scattering problem as
a new equivalent problem with generalized scattering
and translation operators. First, the objects (scatter-
ers) are divided into groups. The groups may con-
sist of one or more objects and are enclosed by virtual
equivalence surfacesRl, l = 1, . . . , L. The domains
enclosed by surfacesRl are called bricks. Next, we
define the scattering and translation operators of the
bricks. The grouping, bricks, and the scattering and
translation operators are illustrated in Figure 1.

A. Scattering operators
Let us first consider the EM problem consisting of

a single brick only. The brick embeds a structure
which, being illuminated by an incident fieldF i =
[Ei,H i]T , develops induced (secondary) sources that
radiate the scattered fieldF s = [Es,H s]T . That scat-
tered field remains the same if we replace the actual
sources on the structure inside the brick with equiva-
lent (secondary) sourcesJs

l andM s
l on the surface of

the brick. Formally, this can be expressed via a gener-
alized scattering operatorS ll of the brickl as a map-
ping from the incident currentsU i

l onto the secondary
currentsU s

l

U s
l = S ll U

i
l, U

s/i
l =

[

J
s/i
l ,M

s/i
l

]T
. (6)

The scattering operator is defined via the use of the
surface equivalence principle (1) as a product of four
surface integral operators, as follows

S ll =
(

P
(0)
ll

)

−1
P

(0)
lp

(

Ppp

)

−1
P

(0)
pl , (7)

where the operators(P (0)
ll )−1, P(0)

lp , P(0)
pl andP

−1
pp

are called the self-propagator, inside-out propaga-
tor, and outside-in propagator and the current solver,
respectively. Here, the first lower index indicates
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Ei, H i Es, Hs Sll Skk

T lk

T kl
J s

l

M s
l

J s
k

M s
k

Rl Rk

(a) (b)

Fig. 1. Reformulation of a scattering problem. Left: original scattering problem. Right: reformulated problem
with the scattering and translation operators and new unknowns.

the surface of the observation point, the second one
indicates the surface of the source point, and the
upper index indicates the domain whose Green’s
function is used in (1). The actual form of the
operators depends on both the nature of the ob-
ject and the adopted formulation [3, 4]. For ex-
ample, in the case of homogeneous penetrable ob-
jects modeled with the PMCHWT (Poggio-Miller-
Chang-Harrington-Wu-Tsai) formulation the propa-
gators have the following expressions

P
(d)
ij =







η(d)L
(d)
ij −K

(d)
ij

K
(d)
ij

1

η(d)
L

(d)
ij







tan

, (8)

wherei, j = l, k, or p and tan denotes the tangential
component. Also the current solver,Ppp, can be ex-
pressed with the same propagation operators as

Ppp = P
(0)
pp +P

(p)
pp , (9)

where0 stands for the background andp for the ob-
ject. For the PEC objects modeled with the EFIE
(electric field integral equation), the inside-out and
outside-in propagators have to be modified as

P
(0)
lp =

[

η0L
(0)
lp K

(0)
lp

]T

tan
, (10)

P
(0)
pl =

[

η0L
(0)
pl −K

(0)
pl

]

tan
, (11)

andPpp = η0(L
(0)
pp )tan is the EFIE operator onSp.

B. Translation operators
Let us next consider the EM problem consisting of

two separate bricksl andk with surfacesRl andRk.
The direct scattering from the bricks is described with
the scattering operatorsS ll andSkk as in (6). The
scattering operators, however, do not model the inter-
actions (multiple scattering) between the bricks. The
multiple scattering between the bricks are particularly
important if the bricks are close to each other.

The field scattered by brickk, i.e., the field due
to secondary currentU s

k = Skk U
i
k, produces new

fields toRl. These fields can be interpreted as incident
currents onRl and can be expressed via a translation
operatorT lk, l 6= k, as

U i
lk = T lk Skk U

i
k. (12)

The translation operator can be defined using the same
self and outside-in propagators as the scattering oper-
ator

T lk =
(

P
(0)
ll

)

−1
P

(0)
lk , (13)

Note that the form of the translation operators do not
depend on the nature of the scatterers nor the applied
integral equation formulation. The secondary current
onRl is now given by

U s
l = Sll U

i
l + S ll T lk Skk U

i
k

= Sll

(

U i
l + T lk U

s
k

)

. (14)
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U i
l U i
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U i
kU i
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U s
l

U s
k

U s
lk

U s
l

Dp

Fig. 2. Scattering and translation operators seen by the brickl: (a) single brick, (b) two bricks.

The procedure can be generalized forL bricks as

U s
l = S ll



U i
l +

L
∑

k=1,k 6=l

T lk U
s
k



 , (15)

l = 1, . . . , L. This can be expressed by a matrix















I −S11T 12 . . . −S11T 1L

−S22T 21 I . . . −S22T 2L

... . . . ...

−SLLT L1 . . . I





























U s
1

U s
2

...

U s
L















=

















S11U
i
1

S22U
i
2

...

SLLU
i
L

















, (16)

whereI is the identity operator. Next, we reformulate
matrix (16) by solving equations (15) with respect to
U i

l

U i
l = S

−1
ll U s

l −
L
∑

k=1,k 6=l

T lk U
s
k, (17)

giving
















S
−1
11 −T 12 . . . −T 1L

−T 21 S
−1
22 . . . −T 2L

... . . . ...

−T L1 . . . S
−1
LL































U s
1

U s
2

...

U s
L















=

















U i
1

U i
2

...

U i
L

















.

(18)

The matrix on the left hand side of (18) can be inter-
preted as a total inverse scattering operator [4].

The benefit of (18) over (16) is that only the diago-
nal entries,S−1

ll , convey information about the objects
comprising the structure. In contrast, the off-diagonal
entries,−T lk, which tell how the bricks interact, do
not depend on the bricks content, but solely on their
relative position in the structure. This means that if,
we allow for a change either in the EM properties or
in the shape of the objects within each brick, only the
diagonal termsS−1

ll have to be re-computed.
The tangential equivalence principle algorithm

(TEPA) [3] is based on (16) and the linear embed-
ding with Green’s operators (LEGO) [4] uses (18).
For more details we refer to [3] and [4].

IV. NUMERICAL DISCRETIZATION
In the previous section, the original scattering prob-

lem was reformulated as a new problem by utiliz-
ing the generalized scattering and translation opera-
tors and the unknowns are the secondary equivalent
surface current densities on the surfaces of the bricks.
The next step is to convert the operator equations
into discretized matrix equations. We will apply stan-
dard MoM with Galerkin’s method and Rao-Wilton-
Glisson (RWG) functions defined on planar triangular
elements.

First, the unknown secondary currents on the sur-
faces of the bricks are expanded with the RWG func-
tionsf l as

Js
l ≈

N l

∑

n=1

α(l)
n f l, and M s

l ≈
N l

∑

n=1

β(l)
n f l. (19)
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Then these approximations are substituted into the
equations, i.e., either to (16) or to (18). Next, we
discretize the scattering and translation operators,
Sll andT lk. Since these operators are defined by the
standard surface integral operatorsL andK, they are
discretized similarly as the traditional surface integral
formulations. As a result, we may write (6) and (13)
as

[Sll] = [P
(0)
ll ]−1 [P

(0)
lp ] [Ppp]

−1 [P
(0)
pl ], (20)

and
[Tlk] = [P

(0)
ll ]−1 [P

(0)
lk ], k 6= l, (21)

where the matrices on the right hand sides denote the
matrices due to the propagators and the current solver.

The right hand side of equation (16) is considered
as follows. LetbEl and bHl denote the usual excita-
tion vectors due to the incident electric and magnetic
fields onRl tested with the RWG functions. Then, the
incident currents onRl are replaced with

[U i
l ] = [P

(0)
ll ]−1 [bEl , b

H
l ]T . (22)

Once all operators are discretized and the continuous
operator equations are converted into a matrix equa-
tion, the matrix equation can be solved either with a
direct or an iterative method. This gives us the coef-
ficients of the secondary currents on the surfaces of
the bricks. Thereafter, the scattered fields can be cal-
culated outside the bricks using the surface integral
representations (1).

V. MACRO BASIS FUNCTIONS
In many cases, the procedure introduced above can

lead to savings on the number of unknowns and im-
provements on the condition number of the matrix
compared to the traditional MoM formulations. How-
ever, the method still produces dense matrix equation
and the computational cost increases with the same
rate as in the conventional MoM formulation. To ef-
ficiently solve large scale problems, next we discuss
two macro basis function methods, to further reduce
the number of degrees of freedom (DoF).

A. Characteristic basis functions
Consider first, the characteristic basis function

method (CBFM) [9–13]. CBFM is a generic tech-
nique to reduce the size of the discretized matrix equa-
tion. In CBFM, the object (or objects) are divided into

groups (blocks). The matrix equation forL groups
can be expressed as










A11 . . . A1L

... . . . ...

AL1 . . . ALL





















U 1

...

UL











=











b1

...

bL











, (23)

whereAlk denotes a matrix block due to the interac-
tion of thelth andkth group,U l are the unknowns of
the lth group andbl is the excitation vector due to the
lth group. Assume next that the bricks and the CBFM
groups coincide.

The CBFs of the groups can be determined with
alternative ways. In [9], so called primary and sec-
ondary CBFs of the blocks,f (l)

l andf (l)
k , are defined

as follows

f
(l)
l = A

(−1)
ll bl, (24)

f
(l)
k = A

(−1)
ll

(

−Alk f
(k)
k

)

, l 6= k, (25)

for all l, k = 1, . . . , L. By applying this to (16) gives

f
(l)
l = S ll U

inc
l , (26)

f
(l)
k = −S ll T lk f

(k)
k , l 6= k. (27)

Hence, the CBFs for system (16) can be obtained
without need to invert any matrix.

Later in [10], an alternative method to find the
CBFs was presented. In this approach each group
is illuminated with a sufficiently large number of
planewaves incident from different angles. The most
significant planewave based CBFs

f
(l)
k , l = 1, . . . , L, k = 1, . . . , ÑPW , (28)

are found via the use of SVD [10] and used as CBFs
of the groups, i.e., the bricks.

In both approaches, the unknowns of each brick are
expanded with these new basis functions, CBFs, as

U s
l =

∑

k

α
(l)
k f

(l)
k , for all l = 1, . . . , L. (29)

Once the coefficients of the CBFs are found, the coef-
ficients of the original subdomain basis functions can
be obtained from (29). These methods are denoted
by TEPA-CBFM and TEPA-CBFM-pw, respectively,
since they are based on the TEPA formulation of [3]
and equation (16).
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Table 1: Geometrical data and the numbers triangles and edges for a single dipole and brick: the second column
gives the data for the first example (single cross dipole), and the last two for the second one (double cross dipole)

Single dipole Double dipole (first case) Double dipole (second case)

Dipole arm width 2 mm 2 mm 2 mm
Dipole arm length 12 mm 12 mm 12 mm

Vertical distance between dipoles – 2 mm 2mm
Triangles on dipole 88 420 420

Edges on dipole 108 552 552

Brick shorter edge 5 mm 4 mm 4 mm
Brick longer edge 16 mm 16 mm 20 mm

Distance between brick centers 32 mm 22.5 mm 22.5 mm
Triangles on brick 256 256 360

Edges on brick 384 384 540

B. Eigencurrent expansions
Next, we consider another technique to find the

macro basis functions of the bricks. The method is
called the eigencurrent expansion method (EEM) and
used with the LEGO in [4]. The EEM uses the eigen-
functions ofSll, called eigencurrents, to expand the
unknowns on the surfaces of the bricks. The resulting
method is denoted by LEGO-EEM.

We form a basis out of the eigenvectors of[Sll] and
we practically implement the EEM as a basis change
from the set of RWG functions [4]. We separate the
eigencurrents into two groups: coupled and uncou-
pled. The coupled eigencurrents, associated with the
larger, lower-order eigenvalues of[Sll], substantially
depart from the true eigencurrents of[S], the total
scattering matrix, and contribute to the multiple scat-
tering occurring among the bricks. By contrast, the
uncoupled eigencurrents, associated with the smaller,
higher-order eigenvalues of[Sll], represent better and
better approximations to the true eigencurrents of[S],
and do not interact with one another.

These observations enabled us to reduce the sys-
tem matrix [S]−1 (in the basis of the eigencurrents)
to block-diagonal form with just two blocks. In par-
ticular, the block arising from the interaction of the
coupled eigencurrents is usually far smaller than the
whole system matrix, so it can be easily stored and
inverted with direct methods. The other block, pos-
sibly huge, is just diagonal, hence it can effortlessly
be stored and (formally) inverted. The order reduc-
tion we have just described is actually a consequence
of two concurring, though independent, facts: i) the

eigenvalues of[Sll] decrease; ii) the entries of[Tlk] be-
come smaller and smaller when the distance between
bricks l andk increases [14].

VI. NUMERICAL RESULTS
Next, the developed methods are verified with nu-

merical examples and their properties are investigated.
As a first numerical example, we consider the scat-

tering by a5 × 5 array of thin PEC cross dipoles ar-
ranged in a regular lattice parallel to thexy plane. The
dipoles are embedded into rectangular bricks, so that
each brick contains only a single dipole. Figure 3 (a)
shows the dipoles and Figure 3 (b) shows the bricks.
Incident wave is a linearly polarized planewave propa-
gating toward the negativez direction. The derivation
of the methods does not set any requirements for the
incident fields and, e.g., oblique incidence can be con-
sidered without any modifications to the algorithms.
The detailed geometrical data is given in the second
column of Table 1.

The scattering problem is formulated using the
methods described in the previous sections and with
the EFIE. The bricks are divided to4 × 4 × 2 small
rectangles and each rectangle is divided into four tri-
angles. The numbers of triangles and (interior) edges
on the dipoles and brick’s surface are shown in the
second column of Table 1. The results are verified
by solving the same problem with the conventional
MoM using EFIE and 2700 RWGs. Figure 4 shows
the monostatic RCS as a function of frequency. In the
TEPA-CBFM, we consider the primary CBFs of the

1022YLÄ-OIJALA, LANCELLOTTI, DE HON, JÄRVENPÄ: DOMAIN DECOMPOSITION METHODS 



bricks and all secondary ones, hence, the total num-
ber of CBFs for all frequencies is252 = 625. In the
TEPA-CBFM-pw method, the planewave based CBFs
are found by first using 360 initial planewave excita-
tions from different directions. Then, SVD with the
tolerance10−3 is used to determine the most impor-
tant directions that are used to generate the CBFs of
the bricks. The total DoF in CBF-pw depends on the
frequency and varies from 275 at 7 GHz (11 CBFs
for each brick) to 425 at 17 GHz (17 CBFs for each
brick).

In LEGO-EEM, the tolerance for defining the last
coupled eigenvalue is set to10−5. Accordingly (see
[14]), the expected accuracy of computed currents
(over bricks) is no larger10−2 (as the bricks are not
adjacent). With this criterion, the number of coupled
eigencurrents is 30 for each brick and the same for all
frequencies. The total number of DoF in LEGO-EEM
is thus 750.
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Fig. 3. An array of cross dipoles: (a) original structure
(dipoles), (b) bricks.

As a second example, a larger problem is consid-
ered. We, also, study the effect of changing the size
of the bricks. Consider a5 × 5 array of double cross
dipoles by putting two similar dipoles as used in the
first example on the top of each other. The dipoles
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Fig. 4. Monostatic RCS in dB for the geometry of
Figure 3 as a function of frequency.

are arranged in a similar regular lattice parallel to the
xy plane as in the previous example. Figure 5 shows
the geometry and discretization of a single element
and Figure 6 shows the full geometry.
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Fig. 5. A double cross dipole.

Figure 7 shows the monostatic RCS as a function
of frequency. We have used two different brick sizes.
The detailed geometrical data is given in the last two
columns of table 1. The bricks are discretized so that
first each face of a brick is divided into4× 4× 2 (first
case) or5× 5× 2 (second case) planar rectangles and
then each rectangle is divided into four triangles. A di-
rect discretization of (16) with MoM (without CBFM
and EEM) would lead to 19200 (first case) and 27000
(second case) unknowns, respectively.

Figure 8 shows the required DoF of the TEPA-
CBFM-pw method. The CBFs are found using a simi-
lar procedure as in the first example. As the frequency
or the brick size is increased, the number of required
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Fig. 6. An array of double cross dipoles.
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Fig. 7. Monostatic RCS in dB for the geometry of
Figure 6 as a function of frequency for two brick sizes.
1 = brick size16× 16× 4mm and 2 = brick size20×
20× 4mm.

planewave based CBFs increases too. This can be ex-
plained by the facts that for higher frequencies, the
current distribution on the bricks’ surfaces become
more complicated, and that as the bricks’ distance be-
comes smaller, the coupling between the bricks be-
comes stronger. In this example, the CBFM based on
the primary and secondary basis functions was not ap-
plied.

In LEGO-EEM, the DoF were set to70 × 25 =
1750 and100 × 25 = 2500 for the cases 1 and 2, re-
spectively, 70 and 100 being the number of coupled
eigencurrents contributed by each brick [4]. The tol-
erances for the coupled eigencurrents are10−4 for the
first case and10−5 for the second one. As the spec-
trum of Sll is insensitive to frequency to a large ex-
tent [14], the required number of DoF does not change
with frequency either. On the other hand, the number
of coupled eigencurrents is affected by both a brick’s

size and the relative distance among the bricks mod-
eling the structure. In case 2, the spectrum ofSll de-
cays faster than in case 1, because the brick’s bound-
ary is set farther away from the crosses. Nonetheless,
since in case 2 the bricks are closer than in case 1, a
stronger coupling is expected and, accordingly, more
coupled eigencurrents are necessary. In the limiting
case, when the bricks touch one another – which is
the worst case scenario – a criterion has been devel-
oped to relate the error on the computed scattered cur-
rents (i.e., the near fields) to the number of coupled
eigencurrents [14,15]. Such a criterion can be used to
control the error a priori. In situations when the bricks
are separated (as discussed here), given that the cou-
pling decreases with increasing bricks’ distance, the
aforesaid criterion most certainly yields a convenient
upper bound to the error.
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Fig. 8. The number of DoF of the TEPA-CBFM-pw
as afunction of frequency for two brick sizes.

VII. CONCLUSIONS
In this paper, two algorithms, the tangential equiv-

alence principle algorithm (TEPA) [3] and the linear
embedding via Green’s operators (LEGO) [4], are re-
viewed for solving EM scattering problems. A gen-
eral framework of the methods is presented and the
methods are shown to be based on the same princi-
ples and operators. The major difference is on the
form of the matrix equation to be solved. In addition,
two macro basis function methods, the characteristic
basis function method (CBFM) and the eigencurrent
expansion method (EEM), are applied to reduce the
number of unknowns. The developed hybrid methods,
TEPA-CBFM and LEGO-EEM, are shown to lead to
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dramatic reduction on the size of the matrix equation
and hence, allow efficient solutions of large problems
with reduced computer resources.

The numerical results show that the planewave
based CBFM may be the most efficient method to re-
duce the number of degrees of freedom. However,
the number of the required CBFs depends on the fre-
quency, and the bricks’ size and distance. In EEM, on
the other hand, the number of degrees of freedom can
be controlled a priori.
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Abstract ─ Model validation, data verification, 
and code calibration (VV&C) in applied 
computational electromagnetics is discussed. The 
step by step VV&C procedure is given 
systematically through canonical scenarios and 
examples. Propagation over flat-Earth with 
linearly decreasing vertical refractivity profile, 
having an analytical exact solution, is taken into 
account as the real-life problem. The parabolic 
wave equation (PWE) is considered as the 
mathematical model. MatLab-based numerical 
simulators for both the split step Fourier and finite 
element implementations of the PWE are 
developed. The simulators are calibrated against 
analytical exact and high frequency asymptotic 
solutions. Problems related to the generation of 
reference data during accurate numerical 
computations are presented. 
  
Index Terms ─ Calibration, finite elements 
method, geometric optics, groundwaves, mode 
method, narrow angle, parabolic equation method, 
propagation, split step parabolic equation method, 
validation, verification, wide angle. 
 

I. INTRODUCTION 
Real life engineering and electromagnetic 

(EM) problems can be handled via measurements 
or numerical simulations because only a limited 
number of problems with idealized geometries 
have mathematical exact solutions. The challenge 
in solving real-life engineering problems is 

therefore the reliability of the results. Reliability is 
achieved after a series of (model) validation, (data) 
verification, and (code) calibration (VV&C) tests. 
These issues are discussed in [1] and this paper is 
the extended version of that presentation. 

 

 
Fig. 1. Fundamental VV&C concepts & 
procedures. 

 
Three fundamental building blocks of a 

simulation are the real-world problem entity being 
simulated, the conceptual model representation of 
that entity, and the computer implementation 
model. As illustrated in Fig. 1, engineers start with 
the definition of the real-life problem at hand. 
Electromagnetic problems, in general, are modeled 
with Maxwell’s equations and EM theory is well-
established by these equations. Maxwell’s 
equations are general and represent all linear EM 
problems. Once the geometry of the problem at 
hand (i.e., boundary conditions, BC) is given, they 
represent a unique solution; the solution found by 
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using Maxwell’s equations plus BC is the solution 
we are looking for. Unfortunately, there are only a 
few real-life problems which have mathematically 
exact solutions therefore many different and 
approximate conceptual models can be used. It is 
the process of conceptual validity which shows 
that chosen conceptual model fits into the real-life 
problem best under the specified initial and/or 
operational conditions. The next step is to develop 
a computer code for the chosen conceptual model. 
It is only after this that code verification via a 
computer programming process may be applied to 
show that the developed code represents the 
chosen conceptual model under given sets of 
conditions (accuracy, resolution, uncertainty, etc.). 
Finally, the solution for the real-life problem is 
obtained with a confidence after numerical and/or 
physical experimentation; nothing but the 
operational validity process [2].  

The suitability (validation) of the conceptual 
model and verification of the software and 
synthetically generated data are the technical 
processes that must be addressed to show that a 
model is credible. Credibility is based on two 
important checks that must be performed in every 
simulation: validation and verification. Validation 
is the process of determining that the right model 
is built, whereas verification is designed to see if 
the model is built right. The final step of the 
verification is the calibration.  

The VV&C procedure in applied 
computational electromagnetics is discussed here. 
The real-life problem chosen for this purpose is 
the two-dimensional (2D) propagation over flat-
Earth with a perfectly electrical conductor (PEC) 
surface through a non-homogeneous atmosphere. 
The linearly decreasing vertical refractivity profile 
under these circumstances yields an analytical 
exact solution. There are many 
conceptual/mathematical models which might fit 
into these conditions; one of them, the parabolic 
wave equation (PWE), is chosen as the test model. 
MatLab-based numerical simulators for both the 
split step Fourier and finite element 
implementations of the PWE are developed. The 
VV&C procedure necessitates quantitatively and 
qualitatively answering these questions: (i) How 
precise is the PWE model? (ii) To what extent 
does the PWE correspond to the real-life problem? 
(iii) Under what/which conditions do SSPE and 
FEMPE yield reliable solutions? (iv) What is the 

accuracy of the numerical calculations? In order to 
answer these questions and similar ones, one needs 
to generate a reference data and systematic 
comparisons. Here, the simulators are calibrated 
against analytical exact (in terms of modal 
summation) and high frequency asymptotic (in 
terms of geometric optic (GO)-ray summation) 
solutions. Problems related to the generation of 
reference data during accurate numerical 
computations are presented. Then, the problems 
related to model simplifications and inadequacy, 
model truncation (because of a finite number of 
modes taken into account), and error introduced 
from improper discretization are all discussed. 

 
II. PARABOLIC EQUATION MODEL 

FOR GROUNDWAVE PROPAGATION 
PROBLEM 

The PWE has become a classical tool in 
modeling groundwave propagation problems. It is 
derived from the 2D Helmholtz’s equation by 
separating rapidly varying phase term in a medium 
to obtain an amplitude factor which varies slowly 
in range when the direction of propagation is 
predominantly along +z paraxial direction under 

)exp( ti  time dependence [3-7] 
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where ),( xzu  denotes the wave amplitude either 
of the electric or magnetic field components for 
horizontal and vertical polarization respectively; 

 /20 k  is the free space wavenumber, n  is the 
refractive index, x  and z  stand for the transverse 
and the longitudinal coordinates, respectively 
(note that, PWE was first introduced in acoustics 
[3] and since then has been applied to a huge 
number of propagation problems not only in 
acoustics but also in electromagnetics and optics 
and has become classical. None of the lists of 
references would be complete on the PWE topic; 
therefore, the reader is referred to in [4] and the 
references there to initiate a literature search. If the 
refractive index is range-independent and 
backward propagation is ignored, (1) reduces to 
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where )1(/ 2222
0   nxkq . If the angle of 

propagation measured from the paraxial direction 
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is less than 15°, the standard parabolic equation 
(PE) can be used with the help of square root 

approximation  2/11 qq  . If this angle is 

more than 15°, Claerbout equation can be obtained 
by using the first order Padé approximation 

 )25.01/()75.01(1 qqq   to satisfy the 

propagation angle up to 35°-40° [4]. Hence, the 
PE is described as 

 ,0),(32

2

212

3

0 




















xzuA

x
A

z
A

zx
A (3) 

with coefficients 00 A , 01 2ikA  , 12 A , and 

)1( 22
03  nkA  for narrow angle case or 10 A , 

)3( 22
01  nkA , 02 2ikA  , )1(2 23

03  nikA  
for wide angle case with one-way forward 
propagation. 

Choosing the appropriate longitudinal BC 
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and transverse BC 
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with the flat-Earth assumption completes the 
definition of the conceptual model. Here, )(1 z , 

)(2 z  become constants for homogeneous path 

and 0)( zj  (j=1,2) results in Dirichlet 

(horizontal polarization) and Neumann (vertical 
polarization) boundary conditions (DBC and 
NBC), respectively for PEC surface. 

Since waves propagating upwards either go to 
infinity or bent down because of the refractivity 
variations, the open boundary upward in height 
can be modeled by using artificial lossy layer with 
the help of Hanning window in order to eliminate 
reflection effects [4-8]. The PWE and its 
application under different circumstances are 
pictured in Fig. 2. As illustrated in the figure, the 
beauty of the PWE is that all curvature effects 
including irregular terrain can be modeled via 
refractivity perturbations. On the other hand, PWE 
is an initial value problem, therefore boundary 
conditions must be satisfied artificially [4]. 
 

 
Fig. 2. 2D-PE modeling of groundwave 
propagation: a) flat Earth, b) Earth’s curvature 
effect, c) irregular terrain effect, d) mixed 
boundary condition effect. 
 
A. The split step parabolic equation (SSPE) 
propagator 

The standard fast Fourier transform (FFT) 
based SSPE solution for narrow [4] and wide [5] 
angle, respectively,  
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can be used to calculate the vertical field 
),( xzzu   from ),( xzu  along z at range steps of 

z . The FFT based PE solution uses a 
longitudinally marching procedure. First, an 
antenna pattern representing the initial height 
profile is injected. Then, this initial field is 
propagated longitudinally from z0 to z0+z and the 
transverse field profile at the next range is 
obtained. This new height profile is then used as 
the initial profile for the next step and the 
procedure goes on until the propagator reaches the 
desired range. SSPE sequentially operates between 
vertical domain and the transverse domain. SSPE 
cannot automatically handle the BCs at Earth’s 
surface. It is satisfied by removing the surface and 
taking a mirror copy of the initial vertical field 
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profile below (odd and even symmetric for DBC 
and NBC, respectively).  
 
B. The finite element method based parabolic 
equation (FEMPE) propagator 

The idea of FEM-based formulation of the PE 
is to divide the transverse domain into sub 
domains (called elements), use approximated field 
values at the selected discrete nodes in the vertical 
domain between ground and selected maximum 
height, and propagate longitudinally by the 
application of the Crank-Nicholson approach 
based on the improved Euler method which yields 
an unconditionally stable system and accurate 
method [8-10] starting from the initial field at 

0z , which is generated from a Gaussian 
antenna pattern specified by its height (hs), 
beamwidth (θbw), and elevation angle (θtilt). 

Using (3), the matrix representation form of 
the FEMPE propagator is obtained as 
       0/ 3210  e

j
e
mj

e
mj

e
j

e
mj

e
mj cMAKAzcMAKA

 for dxBBM
e

e

x

x

e
j

e
m

e
mj 

2

1

,  







e

e

x

x

e
j

e
me

mj dx
x

B

x

B
K

2

1

, 

ene ,,1 , dm ...,,1 , dj ...,,1  with the help 
of basis functions ( B ) of degree d  where e  
stands for the elements, en  is the number of 

elements in the vertical domain, and )(zce
j  denotes 

the coefficients of unknown functions. The DBC 
at the surface are satisfied by eliminating the first 
column and row of matrices since the initial node 
is always zero [9-10]. 

 
C. Typical applications of the SSPE and 
FEMPE propagators 

The SSPE and FEMPE propagators are used to 
investigate various complex propagation problems 
[10-13]. Two examples are presented here in order 
to show the significance and requirement of the 
VV&C procedure in these problems. First, a 
typical irregular terrain path is generated and 
propagation above this irregular terrain through 
homogeneous atmosphere (including the Earth’s 
curvature) is simulated under both DBC and NBC. 
Three dimensional (3D) field strength vs. 
range/height plot at 300MHz is pictured in Fig. 3. 
Only, the SSPE map is shown but the FEMPE map 
is also the same; it is almost impossible to 
distinguish the maps of both propagators. The 
source is a down-tilted Gaussian beam. As 

observed, down propagation of the beam, 
reflection from the terrain, and interference 
between the direct and terrain-reflected waves are 
clearly observed. Moreover, the BC effects on the 
surface seem to be well-modeled [11-12]. 

 
Fig. 3. Irregular terrain effect (PEC ground): 3D 
field map obtained via SSPE propagator under 
DBC and NBC (hs=350m, θbw=0.5, θtilt=-0.5). 

 
Fig. 4. Surface wave propagation: 3D signal vs. 
range/height map over a 3-segment 40km mixed 
path (a 10km long, 250m high Gauss-shaped 
island is 15km away from the transmitter) (Island: 

002.0 S/m, 10r ; Sea: 5 S/m, 80r ). 
 

The other example belongs to surface wave 
propagation over a three-section mixed-path (sea-
land-sea) with a Gaussian shaped hilly island [12-
13]. Surface wave propagation along this path at 
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10MHz generated via both propagators is shown 
in Fig. 4. Here, an elevated antenna is used (a 
Gaussian shaped antenna pattern with 5 vertical 
beamwidth, tilted 2 downwards, located 500m 
above the sea surface) is used to excite surface 
waves. As observed, waves hit the sea surface 
around 5km; energy couples to the surface and 
propagates thereafter. Also, observe how surface 
wave coupling in the near vicinity of the 
transmitter is important on the signal attenuation 
and range variations. 
 

III. CANONICAL PROBLEMS AND 
GENERATING REFERENCE 

SOLUTIONS 
The crucial questions in modeling and 

simulation as presented in the previous section are 
(i) Are they correct? (ii) How accurate are they? 
(iii) How can reliable comparisons be possible? 
The answer can only be given after a step by step, 
precise VV&C procedure. This section presents 
the generation of reference data which necessitates 
exact and/or asymptotic models as well as precise 
and accurate generation of reference numerical 
data.  

 
A. Surface duct problem 

Propagation over the PEC flat Earth with a 
linearly decreasing vertical refractivity profile (i.e. 

xaxn 0
2 1)(  ) is a canonical structure with 

analytical solutions in terms of Airy functions for 
the range-independent vertical refractive index. 
Here, 0a  is a positive constant which controls the 
strength of the duct. The exact modal solution of 
the Airy type wave equation using N modes is [2] 
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where qc  is the modal excitation coefficients, q  

is the longitudinal propagation constant for the 
related mode represented by index q as 

 ,)( 3/22
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Ai  is the first kind of Airy function. The BC at 
the surface is satisfied with 0)(  qAi   and 

0)('  qAi   for the DBC and NBC, respectively. 

Here, the prime denotes the derivative with respect 
to the vertical coordinate. The problem is then 
reduced to find the modal excitation coefficients 

from a given antenna pattern using orthonormality 
property from a given source function as: 

 

 

 
.

2
exp

2

1
)(where

,)()(

2

2

2

3/12
00

0

max











 


 





s

q

X

q

hx
xg

dxxkaAixgc

 (10) 

Here,   is the spatial width and hs is the height of 
the Gaussian source )(xg . The Gaussian source 
pattern is often used in applications since it 
represents various antenna types (but any other 
source profile may also be used). The Gaussian 
antenna pattern can also be defined in the vertical 
wavenumber domain as 
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The tilt (or elevation) angle ( tilt ) is introduced by 
shifting the antenna pattern, i.e., 

)sin()( 0 tiltxx kkgkg  . The vertical field in 
the spatial domain is then obtained by taking the 
inverse Fourier transform of (11). 

The fundamental issue here is the construction 
of the reference data. An antenna radiation pattern 
may be used for the transmitter modeling which is 
mathematically achieved by locating a vertical 
Gaussian pattern, ),()( 0 xzuxg  , on a specified 
height. Then, the modal summation in (8) is used 
together with the orthonormality condition (10) 
and the number of modes and their excitation 
coefficients are derived numerically for a given 
error boundary. Note that, modal excitation 
coefficients are real if the antenna pattern has no 
vertical tilt (i.e., antenna pattern is horizontal, 
parallel to the flat-Earth). These modal excitation 
coefficients become complex when upslope or 
downslope tilt is introduced. Moreover, the modes 
are confined between the Earth’s surface and 
modal caustics which depend on the mode 
number; the higher the mode, the higher the 
location of the caustic. Therefore, the number of 
modes used in the superposition directly depends 
on the antenna height.  

Finally, vertical boundaries of the numerical 
integration during the modal excitation coefficient 
extraction from the orthonormality property 
increase as the mode number increases. The 
specification of the number of numerical 
integration steps for the calculation of modal 
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excitation coefficients is crucial. The code must 
adopt the number of integration steps 
automatically as the mode index increases. 

Table 1 lists the number of modes required to 
establish a given Gaussian antenna pattern for a 
fixed error and antenna tilt. As seen from this 
table, the number of modes tremendously 
increases as the antenna tilt increases. It is quite 
inefficient to continue the modal summation 
procedure for the tilts beyond 10. 
 
Table 1: Number of modes used with respect to 
maximum initial field error<1e-8 ( 300f MHz 

250sh m, 35.0bw , 600/ dxdM M/km) 
Tilt angle 

(°) 
# of modes 

(N) 
Tilt angle 

() 
# of modes 

(N) 
   2099 
   3114 
   4380 
   5984 
   7926 
    

 
B. Single knife-edge problem and the four ray 
model 

It appears that the surface duct model in Sec. 
III. A can be used within the paraxial region 
because the numerical instabilities and 
insufficiencies meet there during the generation of 
the reference data. The single-knife-edge problem, 
the four ray model (4Ray), and Fresnel integral 
representations [14] can be used as an alternative 
model from which reliable reference data can be 
generated. The scenario of this canonical problem 
is pictured in Fig. 5. Here, th , rh , and wh  are the 
heights of the transmitter, receiver, and the knife-
edge obstacle; 1d  and 2d are the distances from 
source to obstacle and from obstacle to receiver, 
respectively. 

Possible four rays are as follows: Ray 1 is the 
direct path between the transmitter and the 
receiver. Ray 2 is considered as the ray from the 
transmitter reflected from the right side of the 
knife-edge obstacle. This ray reaches the receiver 
directly or tip-diffraction may occur. Ray 3 is 
considered as the ray from the transmitter reflected 
from the left side of the knife-edge obstacle. Same 
as before, this ray also reaches the receiver 

directly or tip-diffraction will occur. Ray 4 is 
considered as the ray from the transmitter reflected  

 
Fig. 5. (Top) The geometry of the flat-Earth and 
the single knife-edge problem. (Bottom) The 
construction of Ray 4 from the source/receiver 
images and h0. 
 

from both the left side and the right side of the 
knife-edge obstacle. 

The parameters of the Fresnel integrals are 
derived by using the image source/receiver for the 
reflected waves. The Fresnel clearance, the height 
of the knife-edge above the line-of-sight may be 
positive or negative [14]. When the direct ray 
between the transmitter and receiver intersects 
obstacle, 0h  is taken negative. The Fresnel 
integrals )(vC  and )(vS  are evaluated, where 

20hv   with 0h  equal to the ray clearance over 
the knife-edge. The pattern propagation factor 
(PF) is equal to: 

 



4

10

)exp(
q

qq iE
E

E
F  , (12) 

where qqq vAE  )( , 11  , R2 , L3 , 

RL4 ,  and 01)( kRRqqq   . Here, 
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and the complex reflection coefficients, for the 
horizontal and vertical polarizations, respectively, 
are: 
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where  gr i60 , g  is the conductivity 

and r  is the relative permittivity of ground,   is 
the angle of incidence in radians. The ray 
clearances for the four rays are: 
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IV. VALIDATION, VERIFICATION AND 

CALIBRATION (VV&C) 
VV&C starts with the model validation. The 

SSPE and FEMPE codes are based on one-way, 
forward propagation PE model which neglects 
back-scattered waves. This is not a serious 
limitation as long as one is interested in path 
losses between a transmitter and a receiver. 
Another limitation of the PE model is that, both 
narrow and wide angle PE models are valid within 
paraxial region. This should be taken into account 
for waves propagating upwards/downwards with 
some tilts and/or for propagation paths having 
longitudinally irregular terrain profiles with 
certain terrain slopes. Proper discretization (i.e., 
range and height step sizes, z and x, 
respectively) is essential in numerical simulations. 

These are important issues that should be tested 
during the VV&C procedure. 

The first VV&C example is presented in Fig. 
6. Here, 3D visualization of both analytical and 
numerical solutions is presented where the 
transmitter contains two Gaussian patterns (i.e., 
two antennas) at 200m and 400m, with -0.5 and 
0.5 tilts, respectively. In Fig. 6b, vertical field 
profiles at two different ranges obtained with all 
three (analytical, SSPE, and FEMPE) codes, are 
shown. Excellent agreement illustrates the success 
and completeness of the VV&C procedure. 

 

 
Fig. 6. (a) SSPE and analytic propagators with 
tilted waves at 200m and 400m with -0.5, 0.5 
tilts, respectively, (b) vertical field profiles at two 
different ranges ( 600/ dxdM M/km). 

 
Obviously, the PE codes can be tested and 

calibrated against the numerically generated 
reference data obtained from analytical exact 
model for tilts up to 10° at most. Beyond that, 
SSPE and FEMPE can only be tested against some 
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other methods or using some physical 
electromagnetic reality. One way of testing narrow 
angle (6) and wide angle (7) PE representations is 
to tilt up or down the antenna pattern up to 40°-
45°. The modal summation procedure for this 
example shows that, although an exact 
mathematical solution is at hand, it might be 
extremely difficult to produce numerical reference 
data for the VV&C tests. An example for this case 
is given in Fig. 7. Since the SSPE result is exactly 
the same with the FEMPE result, it is not included 
here.   

 
Fig. 7. Narrow and wide angle FEMPE 
propagators for -5°,    -15°, -30° tilted waves at 
250m, 500m, 700m, respectively. 

 

Here, a three antenna transmit system is used. 
The antennas are located at 250m, 500m, and 
750m heights with -5°, -15°, -30° tilts, 
respectively. The frequency is 300MHz. The tilt 
down waves hit the ground at 2.85km, 1.86km, 
1.29km for -5, -15, -30, respectively (the effects 
of refractivity variations at these ranges are almost 
negligible and waves propagate almost as in free 
space with straight lines). Note that vertical step 
should satisfy ))2sin(2( maxx  where max  
is the maximum tilt (or terrain slope if irregular 
terrain is present). At 300MHz (i.e., 1 m) 

1x m for -15 tilt, but 5.0x m for -45 tilt. 
The 3D plots in this figure are produced with 

x 0.25m for SSPE and FEMPE; therefore, the 
discretization satisfies the tilt requirements. It is 
clearly observed from these plots that both narrow 
and wide angle PE models can handle tilts up to 
15, but only wide angle PE can handle tilts 

beyond these values. Note that the computation 
times for this example for the selected list of 
parameters with the narrow and wide angle SSPE 
are 48s and 51s, and with the narrow and wide 
angle FEMPE are 2844s and 3350s, respectively. 

The VV&C of the PE tools out of the paraxial 
region is conducted on the single knife-edge 
model given in Sec. III. B. The last three figures 
belong to this VV&C procedure. In Fig. 8, 3D 
field maps generated via the SSPE tool and the 
4Ray model. The scenario belongs to one-way 
propagation for horizontal polarization over PEC 
ground with 75m height-wall at 15km range. The 
line source is at 15m height at z=0. The FEMPE 
result is exactly the same with the SSPE map, 
therefore it is not included in this figure.  

 
Fig. 8. One-way propagation for horizontal 
polarization over PEC ground with 75m height-
wall at 15km range. The propagation factor vs. 
range/height for a given source (at 20m height, 
0km range): f=3GHz, Δx=0.1m, Δz=50m. 

 

The PFs vs. height in front of and beyond the 
wedge-type obstacle are plotted in Fig. 9. Here, 
four vertical field profiles obtained with both 
SSPE and four ray model are plotted. The first plot 
on the left belongs to the interference region 
(before the obstacle); the other three are in the 
diffraction region (beyond the obstacle). As 
observed, excellent agreement is obtained in all of 
the plots. Note that the height of the edge of the 
obstacle is 75m and the distances of these three 
profiles from the obstacle are 100m, 1km, and 
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3km, respectively. The maximum diffraction 
angles of these three are around 36.9, 4.3, and 
1.5, respectively. It is expected that the PE 
models are not effective and accurate for the 
angles beyond 30-35. As observed, the PE 
models are insufficient in modeling the diffracted 
fields in the deep shadow regions. 

 

 
Fig. 9. The PF vs. height at four ranges; 12km, 
15.1km, 16km, and 18km (f=3GHz, solid: 4Ray, 
dashed: SSPE, Δx=0.1m, Δz=50m). 
 

V. CONCLUSIONS 
Model validation, data verification, and code 

calibration (VV&C) is an important engineering 
task. Engineers deal with real-life problems; they 
design, test, measure, simulate, etc. The first step 
is the definition of the problem; the solution 
cannot be found without clear definition of the 
problem. In electromagnetics, Maxwell’s 
equations plus BCs well-define the problem at 
hand. Mathematically speaking, the existence and 
uniqueness of the solution is already there once 
Maxwell’s equations are stated with the right BCs. 
Therefore, the conceptual (mathematical) model is 
already at hand in electromagnetics. The challenge 
is the numerical computation. Unfortunately, only 
a few problems with idealized conditions have 
mathematical exact solutions; therefore one needs 
to introduce approximations, assumptions, 
simplifications, etc., which yield a variety of 
different conceptual models. The VV&C 
procedure starts with the choice of the right model 
and necessitates the validation procedure. Then, 
the computer coding and verification procedure 
come. The final stage is the calibration. 

The VV&C procedure is discussed 
systematically over a 2D groundwave propagation 
problem. The flat-Earth above PEC surface with 
vertically decreasing refractivity profile (without 
and with a single knife-edge obstacle) is taken into 

account for this purpose. The well-known PWE 
model is chosen as the conceptual model. Both 
split-step and finite-element based PWE codes are 
developed. Numerical data generated via these 
models are compared against analytical exact 
results. Difficulties in producing numerical data 
for the analytical exact solutions and in calibration 
are presented.  

Note that the VV&C procedure discussed in 
Sec. IV automatically answers the crucial 
questions asked at the beginning of Sec. III. The 
terrain profiles used in Figs. 3 and 4 are 
synthetically generated; measurements along these 
paths are not possible. Furthermore, a 
mathematical/ analytical model is not available 
because of the complexity of the boundary 
conditions there. Therefore, reference data (which 
can only be obtained either from a reliable 
analytical model or measurements) cannot be 
generated. All that can be done is to do 
comparisons among different numerical 
models/packages. For these kinds of problems 
(where no reference data could be generated) 
results should be presented with caution. The 
results of different numerical models/packages 
might show a perfect agreement but still be totally 
erroneous [11-13].  
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Abstract ─ The frequency dependence of the 
effective permittivities of simple dielectric 
composites is evaluated by different quasi-
dynamic homogenization methods. Three retrieval 
approaches based on the scattering parameters are 
proposed for dielectric materials. A compensation 
method for the conventional Nicolson-Ross-Weir 
(NRW) retrieval is applied to eliminate the Fabry-
Pérot (FP) resonances and their distortions of the 
retrieval results. All these quasi-dynamic 
homogenization methods are then evaluated by 
comparing the corresponding retrieval results 
against one another. Finally, by comparing these 
retrieval results with the static Lord Rayleigh 
prediction, the limitation of the quasi-static 
approximation for such composites is considered. 
  
Index Terms ─ Dispersion diagram, 
homogenization, Rayleigh mixing rule, S-
parameter retrieval.  
 

I. INTRODUCTION 
Homogenization is a method whereby the 

complicated and spatially varying microscopic 
fields existing in a heterogeneous medium, when it 
is excited by an electromagnetic (EM) wave with 
sufficiently large wavelength, are replaced by 
smoothly varying (or macroscopic) fields. These 
fields can be used for characterizing the behavior 
of the medium with effective parameters [1, 2], the 
permittivity ε and the permeability μ. Indeed, 
depending on the symmetry, the arrangement and 
the intrinsic EM properties of the constituents of 
the composites, the effective bulk medium may 
exhibit anisotropic, bianisotropic, or chiral 
characteristics [3]. We, however, confine our 

focus to mixtures composed of linear, lossless, and 
passive dielectric materials, which in turn allows 
us to compress all EM properties approximately 
into the effective permittivity εeff. 

In electrostatics, the permittivity of the 
effective bulk medium εeff can be successfully 
predicted by various classical mixing formulas. 
These mixing rules in general determine εeff in 
terms of the permittivity of the individual phases 
and their volume fractions for specific inclusion 
shapes. The Lord Rayleigh formula is taken due to 
its sufficient accuracy as the static prediction for 
the εeff of the composites of our interest in this 
paper. For spherical inclusions (εi) with volume 
fraction p dispersed in the host medium (εe), the 
Rayleigh effective permittivity εRay reads [4], 

 
e

Ray e 10 3
i ei e

i e i e .

3

1.3052

4 3

p

p
p


 

  
   

 
 

 
 

.  (1) 

When the scale of the local inhomogeneity is, 
however, no longer very small compared with the 
wavelength of the applied fields, the validity of the 
quasi-static description of heterogeneous media 
with effective medium parameters becomes a 
critical issue. 

With the recent emergence of metamaterials, 
many researchers [5, 6] had extended such a 
homogenization procedure into this sensitive 
region, where the dimension of unit cell is usually 
an appreciable fraction of the wavelength [7], to 
characterize their EM properties with the effective 
medium parameters ε and μ. On the contrary, in 
[8] the authors found that the conventional 
effective material parameters are meaningless for 
an optical fishnet metamaterial due to the 
mesoscopic nature and the related spatial 
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dispersion. Instead of questioning its validity, we 
discuss in this paper how far upwards in frequency 
range we can approximately apply the static 
permittivity. We explore this problem by 
considering the quasi-dynamic homogenization of 
two kinds of simple composites — a transversally 
infinite slab and a simple cubic lattice, and 
constrain the homogenization of the slab to only 
one of the principal axes to eliminate the spatial 
dispersion influences. It is furthermore assumed 
that the constituents of the composites are 
dielectric materials and no artificial magnetism is 
generated by the homogenization. In order to 
determine the limit of the quasi-static 
approximation, we present four different S-
parameter-based methods and the ka–βa 
dispersion diagram method [9] to retrieve the 
frequency dependence of the effective permittivity 
of two composites, and then compare them with 
the corresponding static Lord Rayleigh prediction 
to decide up to what extent it still holds the 
predictive power. It is moreover demonstrated that 
below such limits the spatial dispersion can be 
neglected for the simple cubic lattice. 
 

II. GEOMETRY SETUP 
Composites are analyzed in this paper using 

two models. The first one is a slab of thickness d 
which is infinite in the transverse direction (x and 
y) and formed from 9 cubic unit cells in z 
direction, while the other one is an infinite simple 
cubic lattice. Both composites are composed of the 
same unit cells. The unit cell is constructed by a 
dielectric spherical inclusion with relative 
permittivity εi centered in a dielectric cube (εe = 1) 
with edge length a, and the inclusion volume 
fraction is p. In this paper, we use the 3D EM 
simulator CST Microwave Studio (CST MWS) 
[10] to compute the required data for the εeff 
retrievals of different mixtures. 

 
A. The slab 

We consider the situation when a plane wave 
with y-polarized electric field is normally incident 
on the transversally infinite slab. Such a scenario 
can be realized by a finite structure with proper 
boundary conditions in CST MWS, due to the 
symmetry of the field distribution. As shown in Fig. 
1, a slab of thickness d is made of 9 unit cells in a 
row, and an additional free space is added to 
prevent higher modes from propagating. PEC 

boundary conditions are assigned to the slab’s upper 
and lower surfaces in y direction, while in x 
directions PMC boundaries are given. The whole 
geometry is then excited by two waveguide ports, 
which as well compute the S-parameters for 
retrievals. Only the electric response in y direction 
is of interest due to the y-directionally polarized 
electric field. Since the whole structure is 
symmetric with respect to the xz and yz planes, the 
computational complexity can be reduced by 
defining them respectively as electric and magnetic 
symmetry planes. Therefore, merely one quarter of 
the structure needs to be computed. 

 

 
Fig. 1. 3D simulation configuration for the nine 
layer transversally infinite slab in CST MWS. 

 
B. The simple cubic lattice 

The simple cubic lattice can be constructed in 
CST MWS readily by assigning periodic boundary 
conditions to all six surfaces of the cubic unit cell. 
The ka–βa dispersion diagrams of the TEM modes 
for three different propagation directions, along the 
cube edge, surface diagonal and volume diagonal, 
are then generated respectively for retrievals.  
 

III. RETRIEVAL METHODS 
Many sophisticated techniques have been 

employed for the practical measurements to 
estimate the dielectric properties of materials [11]. 
But the full wave simulator, which eliminates 
many realistic uncertainties, enables us to retrieve 
the permittivities of the proposed composites with 
more straightforward methods. In this section, 
different retrieval methods will be introduced 
targeted on different composites. For the slab, four 
S-parameter-based methods are applied, while the 
ka–βa dispersion diagram approach is presented 
for the infinite lattice. 

 
A. The slab case — S-parameter-based methods 
1. The conventional NRW method 

PMC 

PEC 

Addition free space 
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The classical approach of retrieving the 
effective ε and μ from S-parameters was originally 
studied by Nicolson, Ross, and Weir [12, 13]. Smith 
and coauthors improved and extended this method 
to determine the effective medium parameters of 
metamaterials [14]. Later, Chen and coauthors 
presented a more robust method aiming at 
metamaterials as well [15]. For a plane wave 
normally incident on a homogeneous slab with 
thickness d, the simulated S-parameters are related 
to n and z by [15]: 

 
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(4) 
where k denotes the free space wave number. The 
sign ambiguity in Eq. (2) can be cleared by the 
requirement Re(z) ≥ 0. Once z is determined, the 
imaginary part of the refractive index n will be 
solved by Eq. (3) and (4). The branch index m 
(integer value) of the logarithm function is then 
decided by the non-magnetic presumption. The 
effective permittivity and permeability can, hence, 
be directly calculated from the refractive index n 
and the impedance z by εeff = n/z, μeff = nz. 
 
2. Retrieval from either S11 or S21 

It is important to notice that for nonmagnetic 
materials with the assumption μeff = 1, when a 
plane wave is normally incident on a homogenous 
slab with thickness d, the gap between S-
parameters and medium parameters εeff can also be 
bridged by the following equations, 

   
 eff

eff

2

11 22

1
S .

1

j kd

j kd

R e

R e













          (5) 

  eff

ff

2

21 22

1
S ,

1 e

j kd

j kd

R e

R e













                   (6) 

where R = (z–1)/(z+1) = (1–εeff
1/2)/(1+εeff

1/2). Both 
Eq. (5) and (6) then become functions of only one 
variable εeff, meaning either S11 or S21 contains 
sufficient information for the retrieval. In other 
words, this fact enables us to retrieve the effective 

permittivity from either one of S-parameters by 
solving the complex roots of Eq. (5) or (6). 
 
3. Effective wavelength retrieval (EWR) 

For a lossless slab, the FP resonances will 
occur when the thickness of the slab d is 
equivalent to an integer t multiple of one half of 
the effective wavelength of the field inside the slab. 
In this occasion, there is no reflection, i.e., S11 = 0. 
From either the above condition or Eq. (5), we 
have exp(–j2nkd) = 1, which gives the following 
equation, 

 
2

eff ,             1,2,3...
2

tt
t

d


    

 
 (7) 

where λt is the free space wavelength at the FP 
resonance of order t. Although this method is only 
valid for the retrieval at frequency points 
corresponding to the FP resonances, it provides a 
good comparison and validation for the results by 
other retrieval approaches. 

In particular, the FP resonance and its 
influence on the retrieved results are usually 
neglected in the previous literature, partially due to 
the narrow retrieval frequency band. Another 
major factor is that the test samples are usually 
lossy materials, such as various kinds of 
metamaterials. 
 

B. The lattice case ─ ka–βa method 
The frequency dependence of the εeff of the 

infinite simple cubic lattice can be addressed as 
long as the ka–βa dispersion diagram is obtained, 
given that the effective wave number β is related 
to k by β = k εeff

1/2. 
For an infinite lattice composed of nonmagnetic 

materials, the following eigenfunction can be 
derived from Maxwell equations [16],  

     
2

1
,

c




            
H r H r

r
      (8) 

where H(r) denotes the magnetic field pattern of 
the harmonic mode, c is the free space light speed 
and ω represents the eigenfrequency. Only the 
TEM mode H(r) = H0 e

–jβa needs to be considered 
here. Then according to Eq. (8), under a certain 
propagation direction, the eigenfrequencies ω (or 
k) can be calculated by giving different phase 
shifts βa. The desired ka–βa dispersion diagram 
can thus be generated. In CST MWS, a certain 
propagation direction can be specified by 
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systematically varying the three phase shifts βxa, 
βya, and βza between the periodic boundary pairs 
in the x, y, and z directions. Three different 
propagation directions are considered in this paper 
for the simple cubic lattice — along the edge, the 
surface diagonal, and the volume diagonal of the 
cubic unit cell. The computed field pattern is then 
utilized to identify the direction of the retrieved 
εeff. 

 
IV. RESULTS AND DISCUSSION 

For the quasi-dynamic homogenization, an 
important parameter is the number of unit cells in 
one effective wavelength λeff at a certain 
frequency. We define the effective wavelength by 
reducing the free-space wavelength according to 
the static Rayleigh prediction, λeff = λ/(εRay)

1/2. But 
since the frequency dependence of εeff is also of 
our interest, we normalize the frequency to f20, 
which denotes the frequency when the reduced 
wavelength is 20 times the length of the unit cell, 
λeff = 20a.  
 

A. Compensation method 
For the composite with p = 0.1, εi = 10, and εe 

= 1 shown in Fig. 1, the comparison of the 
retrieved effective permittivities by four S-
parameter-based methods is visualized in Fig. 2. 
According to Eq. (1), the Rayleigh εeff for such a 
mixture is roughly 1.2434 (green dotted), and at 
low frequency all the results are in good 
agreement with this value. As the frequency 
increases, the effective permittivities gradually 
deviate from the static prediction and grow as 
expected. However, for the NRW (black solid), the 
FP resonances appear at 2.9851, 5.9617, 8.921, 
11.851, and 14.738 GHz, and there is clearly a 
systematic leap following each FP resonance. For 
the S11 method (blue dot-dashed), the retrieved 
permittivity presents a small variation around the 
more stable results by the S21 approach (red 
dashed). As for the EWR (black dots), the results 
not only coincide as expected with those by S11 
since the EWR is actually a special case of the S11 
method, but follow closely those by the S21 
method. The EWR therefore provides a good 
confirmation of the validity of the S21 method. 

As shown in Fig. 2, the presence of the FP 
resonance prevents us from utilizing the results by 
the conventional NRW technique. In order to 

compensate its influence, the μeff by the NRW is 
also shown in Fig. 3. It can be seen that although 
we use the condition that μeff is closest to unity to 
settle the branch index m, the retrieved μeff leaps 
away from 1 after each FP resonance. A further 
investigation into the calculated n and z indicates  
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Fig. 2. The retrieved permittivities by four 
different S-parameter-based retrieval methods. 
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Fig. 3. The retrieved μeff by the conventional NRW 
method. 
 
that the ill-retrieved z causes the abnormal leaps of 
the εeff and μeff, while the n displays reasonable 
frequency dependence. The effective permittivity 
can hence be calculated by εeff = n2 instead of εeff = 
n/z, provided the nonmagnetic assumption μeff = 1.  

Figure 4 clearly illustrates that the 
compensated result has an excellent agreement 
with that by the S21 method. It should be noticed 
that since the electrical size of the dielectric 
inclusion (whose permittivity is reasonably low) is 
so small that the magnetic response can be 
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neglected, and since no other assumptions are 
applied, the compensation method does make 
physical and numerical sense. In addition, the 
compensated εeff is not exactly the same as that by 
the S21 method, suggesting that these two methods 
are independent of each other. 

In particular, the unstable retrieval by the S11 
method in Fig. 2 inspires us to study the imaginary 
parts of the εeff, respectively, by the S11 and S21 
methods. Figure 5 illustrates that the S21 method is 
superior to the S11 method in that it manages to 
present clearly smaller values for the imaginary 
part of the εeff for this lossless mixture. This point 
shows that the S11 method is not suitable for such 
small reflection cases. 
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Fig. 4.  The compensated result to the NRW 
method compared with those by the other three S-
parameter-based approaches for the composites 
with p = 0.1, εi = 10, and εe = 1. 
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Fig. 5.  Comparison between the imaginary part of 
the retrieved εeff by only S11 and that by only S21. 
 

B. ka–βa retrieval and spatial dispersion 

Figure 6 visualizes the retrieved εeff for 
different wave propagation directions, and its 
legend provides not only the direction of 
propagation but also that of the field polarization. 
The ‘SD–VD’ (short for surface diagonal–volume 
diagonal), for instance, denotes the case when a 
plane wave travels along the surface diagonal of 
the cubic unit cell with a volume-diagonal-
polarized electric field. As can be seen, the 
retrieved permittivities converge to the static 
Rayleigh prediction when the frequency decreases. 
For small values of f/f20, the composite looks very 
isotropic, and the spatial dispersion becomes more 
apparent as the value of f/f20 increases over 2, i.e., 
a/λeff is larger than 1/10. Another interesting 
observation is that in this 3D scenario, waves 
propagating in different directions with the electric 
field in the same direction will result in the same 
dispersion curve. As shown in Fig.6, the ‘Edge–
Edge’ curve agrees well with the ‘SD–Edge’ curve. 
Moreover, the dispersion curve when the electric 
field is polarised along the edge deviates most 
from the dotted curve predicted by the Rayleigh 
mixing rule, while the volume-directed electrical 
field leads to least deviation. The dispersion curve 
resulting from a surface-diagonal-directed 
electrical field lies between these two utmost cases. 
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Fig. 6.  The retrieval results for different directions 
of propagation when p = 0.1 and εi = 10. Note that 
the relative difference |εEdge–Edge – εSD–VD| ⁄ εRay is 
less than 1% up to 5 in terms of f/f20 (SD and VD 
stand for surface and volume diagonal). 
 

C. Frequency dependence of εeff and quasi-
static approximation limit 

1. Frequency dependence of εeff 
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The one-principal-axis homogenization of the 
9-layer slab (y direction) and the infinite simple 
cubic lattice (along the edge) are analyzed and 
shown in Fig. 7. The result shows that the 
permittivities of these two composites are in good 
agreement with one another, which further 
confirms the validity of all the presented εeff 
retrieval methods. In order for further validation, 
the εeff of these composites with the similar 
geometry but larger inclusions (p = 0.3) are 
considered. As shown in Fig. 8, the εeff of the slab 
along y direction and that of the lattice along the 
cube edge have a good match. Moreover, stronger 
spatial dispersion is observed, and the relative 
difference |εEdge–Edge – εSD–VD| ⁄ εRay is less than 1% 
up to 3.24 in terms of f/f20.  
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Fig. 7.  The comparison among all the retrieved 
permittivities by different methods for p = 0.1 and 
εi = 10. 
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Fig. 8.  The comparison among all the retrieved εeff 
by different methods for p = 0.3 and εi = 10. 
 

It is also noted from Fig. 8 that the S11 method 
still seems unstable but the variation is much 
smaller than in Fig. 7 due to the increase of the 
targeted effective permittivity. For smaller p and 
moderate εi = 10, S11 is very small in amplitude 
and close to zero. When p increases, S11 becomes 
larger and thus less sensitive to the errors. So the 
tolerance of the S11 method could be improved as 
sufficiently large S11 is encountered, for instance, 
when the composites with a larger p or higher 
permittivity contrast are considered. 
 
2. Quasi-static approximation limit 

These results provide us possibilities to 
address the question regarding the limitations of 
the quasi-static homogenization principles for 
these dielectric composites with relatively small 
permittivity contrasts and volume fractions. 

 It is true that the homogenization with the 
effective constitutive parameters is in essence an 
approximation process, and may become less 
meaningful in the rigorous sense when the 
geometry details of the composites are not 
sufficiently small compared with the free-space or 
effective wavelength inside [8, 17]. However, it 
will be still interesting to quantitatively explore 
the limitation of the quasi-static approximation in 
a quasi-dynamic range by defining some criterion. 
In this paper, the relative difference between the 
retrieved εeff and the static Lord Rayleigh 
prediction εRay is chosen as a proper target to be 
investigated, i.e., |εeff – εRay| ⁄ εRay. 
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Fig. 9.  The relative difference between all the 
retrieved permittivities and the static Rayleigh 
prediction for p = 0.1 and εi = 10. 
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Figures 9 and 10 illustrate the relative 
differences between the retrieved εeff and the static 
prediction εRay for different p. Let us regard 1% 
relative difference as a satisfactory tolerance, and 
define the limit frequency meeting this criterion as 
fL. Thus, the quasi-static approximation limit is 
denoted as fL/f20. Then for composites of our interest 
with different p, the one-principal-axis quasi-static 
approximation can be considered to be valid up to 
3.5 and 2.1 in terms of f/f20, correspondingly a/λeff ≈ 
1/5.7 and 1/9.5. Within these limits, the relative 
difference between the εeff along the edge and the 
volume diagonal, i.e., |εEdge–Edge – εSD–VD| ⁄ εRay, is 
also less than the 1% satisfactory tolerance for the 
cubic lattice. As a result, the spatial dispersion can 
be neglected below these quasi-static limits. 
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Fig. 10.  The relative difference between all the 
retrieved permittivities and the static Rayleigh 
prediction for p = 0.3 and εi = 10. 
 

To grasp the dependence of this limit on the 
inclusion properties, more composites, similar to 
that shown in Fig. 1 but with different εi and p, are 
considered and the computed limits fL/f20 are shown 
in Table 1. It is shown that this limit decreases with 
the increase of either the permittivity contrast or the 
inclusion volume fraction. That is, for increasing 
frequency, the quasi-static approximation will lose 
its predictive power more quickly for the composite 
whose inclusions have stronger interactions. 
 

3. Quasi-static limit for one-dimensional lattice 
The computational complexity of the 3D 

simulation prevents us from any exhaustive 
analyses for different p and εi. In order to confirm 
the results above, a computationally inexpensive 

1D periodic lattice in Fig. 11 is considered, whose 
dispersion equation reads [18], 

2 1 1 2 2 1

1 2
1 1 2 2 1

1 2

cos( ) cos( )cos( ( ))

sin( )sin( ( )),
2

d k d k d d

k d k d d


 
 

  


    (9) 

where the wave numbers are k1 = k (ε1)
1/2, k2 = k 

(ε2)
1/2, the volume fraction of the material with ε1 

and thickness d1 is p = d1/d2 and d2 is the unit cell 
width. The frequency dependence of the εeff can 
therefore be calculated according to β = kεeff

1/2. 
We can then find out in a similar way the quasi- 

 
Table 1:  fL/f20 for varying inclusion permittivity εi 

and volume fraction p for the 3D composites 
          εi 

p 
3 10 60 

0.1 7 3.5 1.6 
0.2 5.2 2.4 1 
0.3 4.5 2.1 0.8 
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Fig. 11. fL/f20 as a function of p and ε1 for a 1D 
lattice with ε2 = 1. 

 
static limit as a function of full sets of p and ε1. In 
this case, the satisfactory tolerance is defined as 
1% deviation of the quasi-dynamic εeff from the 
Maxwell Garnett prediction (εMG = pε1+ε2–pε2), i.e., 
|εeff – εMG| ⁄ εMG. The comparison between Table 1 
and Fig. 11 shows that for the same choice of p 
and εi, the quasi-static limits fL/f20 for the 3D and 
1D composites are close to each other despite the 
obviously geometrical differences. Figure 11, also, 
supports our remarks in the previous subsection 
that the increase of the permittivity contrast will 
reduce the fL/f20, but it does not change 
monotonously with the volume fraction p for this 
1D lattice. The reason we do not observe a similar 
phenomenon in 3D composites can be explained 

d1 

d2 

ε1 ε2 

1042QI, KETTUNEN, WALLÉN, SIHVOLA: QUASI-DYNAMIC HOMOGENIZATION OF GEOMETRICALLY SIMPLE DIELECTRIC COMPOSITES



as follows. If clusters are not allowed, the 
maximum p of such composites is about 0.52, with 
which the εi cannot dominate the εeff. The Rayleigh 
result, for example at p = 0.5, εe = 1, and εi = 60, is 
roughly 4.52, which still inclines toward the host 
permittivity εe. Thus, we are in a region similar to 
the green area in Fig. 11, where fL/f20 decreases 
monotonously with increasing p. 
 

V. CONCLUSION 
The quasi-dynamic approximation of simple 

composites is studied. By comparing the retrieved 
quasi-dynamic εeff with the static Lord Rayleigh 
prediction, the frequency limit of the quasi-static 
approximation is then considered. 

Moreover, different homogenization methods 
are developed and validated by a comparison of all 
the retrieval results. For the slab composite, the 
conventional NRW method will give rise to FP 
resonances distorting the result. We present a 
compensation approach to counteract such an 
influence, which yields the result matching that by 
the S21 method. The retrieval method involving 
only S21 is a more broadband approach than the 
others utilizing S11, particularly for these low 
reflection cases. It also deserves to be mentioned 
that the retrieval method from only one of the S-
parameters may be unstable when the desired 
permittivity varies over a large dynamical scale, 
since the algorithm utilized to seek complex roots 
of Eq. (5) and (6) is sensitive to the initial guess. 
In particular, at the transparent window when S11 
equals zero, the εeff can be separately calculated 
using the EWR method, which provides a good 
validation for other retrieval techniques.  

For the infinite lattice, the spatial dispersion is 
smaller than the deviations from the static 
Rayleigh prediction, shown in Figs. 6 and 8. This 
phenomenon gives us the possibility of defining a 
dynamic effective permittivity different from the 
static one and yet relatively independent of the 
propagation direction in the quasi-dynamic range.  

Finally, the quasi-static approximation limits 
fL/f20 are calculated for the composites with similar 
geometry but different permittivity contrasts and 
inclusion volume fractions, according to the 
criterion that |εeff – εRay| ⁄ εRay ≤ 1%. Unfortunately, 
we fail to establish such a definition of the limit 
that becomes parameter-independent for these 
composites.  It is, however, interesting to find out 
that when the frequency increases, the stronger the 

interactions among inclusions are, the quicker the 
quasi-static approximation will lose its predictive 
power for the εeff of the mixtures, if clusters are 
not allowed. A supplementary 1D lattice is 
analogically studied to confirm our conclusion. 
Our parallel work [19] focuses on the influence of 
finite slab thickness on the homogenization and 
the characterization of different layers comprising 
the slab, whose geometry setup is shown in Fig. 1. 
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Abstract ─ The precise and wideband modeling of 
electromagnetic interferences and their effect on the 
signal integrity of microwave structures is pre-
sented in this paper, via an efficient 3-D dispersion-
optimized method. Introducing a novel frequency-
dependent alternating-direction implicit finite-
difference time-domain algorithm in general curvi-
linear coordinates, the technique establishes a con-
sistent multi-frequency higher-order stencil man-
agement formulation. Moreover, for arbitrary geo-
metric discontinuities and abrupt curvatures, a field 
projection scheme is devised. Thus, the detrimental 
dispersion errors of existing approaches are drasti-
cally minimized and time-steps can now greatly 
exceed the stability condition at any frequency 
range. The proposed method leads to affordable 
simulations and very accurate results, as proven by 
a variety of electromagnetic compatibility prob-
lems.  
  
Index Terms ─ EMC analysis, EMI prediction, 
higher-order ADI-FDTD methods, signal integrity.  
 

I. INTRODUCTION 
An essential issue in the electromagnetic com-

patibility (EMC) realization of modern electronic 
equipment is the fulfillment of certain immunity 
and emission standards. To this aim, the role of 
electromagnetic interference (EMI) is deemed criti-
cal since it can seriously affect the signal integrity 
of most microwave devices. Actually, this issue has 
become the topic of a constant research for the de-
sign of proficient components with the highest 
possible sensitivity and confined intermodulation 
distortions [1-11]. Considering that these structures 
may receive many expensive reconfigurations be-
fore their final form, the need for a cost-effective 

and robust approach offering fast and rigorous EMI 
estimations, is indeed of major importance. Howev-
er, this task is rather cumbersome, especially on a 
broadband basis, as most of the devices have a lot 
of geometric details, arbitrary discontinuities, or 
involve dispersive materials which call for fine 
meshes and prolonged simulations. For these diffi-
culties to be overcome, the combination of the al-
ternating-direction implicit (ADI) concept with the 
finite-difference time-domain (FDTD) method [12] 
can be proven a powerful means [13, 14]. Nonethe-
less, extensive studies revealed that the original al-
gorithm suffers from rapidly growing dispersion 
errors as time-steps increase, a fact that led to sev-
eral noteworthy algorithms for its correction [15-
25].  

The key objective of this paper is the develop-
ment of an accuracy-adjustable class of dispersion-
reduction ADI-FDTD solvers for the enhanced 
analysis of signal integrity and EMI interactions in 
contemporary EMC applications. Being fully wide-
band, the 3-D algorithm associates new higher-
order frequency-dependent spatial/temporal forms 
with optimal stencils that produce generalized dual 
curvilinear grids. Furthermore, for the manipulation 
of small-scale structural details or irregularities, a 
conformal field projection on preselected planes is 
introduced. On the other hand, to preserve consis-
tency amid neighboring areas, a family of boundary 
and continuity conditions is employed to ensure 
smooth transition. In view of its controllable formal 
precision and unconditional stability, the multi-
frequency technique provides certain advantages 
over conventional approaches. Particularly, it per-
mits the choice of time-steps well above the Cou-
rant limit, without creating prohibitive dispersion 
artifacts and enables the construction of coarse, yet 
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sufficiently adaptable, lattices. Therefore, intermo-
dulation deformations are thoroughly resolved and 
signal integrity is reliably estimated. These proper-
ties are numerically validated by an assortment of 
different EMC arrangements, like waveguides, re-
sonators, cavities, junctions, specialized antennas, 
metamaterial structures, and anechoic/reverberation 
test facilities.  

 

 
Fig. 1. Geometry of the dual mesh tessellation. 

 
II. HIGHER-ORDER OPERATORS 
The central contribution of our formulation fo-

cuses on the development of a high-precision non-
orthogonal ADI-FDTD technique, whose actual 
performance – unlike several existing approaches – 
does not depend on dispersion errors as time-steps 
exceed the Courant limit. Moreover, the novel algo-
rithm is intended to be fully generalized in terms of 
adaptive meshing, geometric details, and material 
modeling to successfully simulate all intricate wave 
interactions without needing excessive computa-
tional resources.  

 
A. Discretization and dual-lattice construction 

Starting from the correct interpretation of the 
underlying physical problem, the proposed discreti-
zation framework is based on highly-accurate spa-
tial/temporal interpolation schemes and dual adap-
tive grids, as those of Fig. 1. More specifically, the 
construction of these meshes is based on the selec-
tion of the appropriate coordinate system that leads 
to cells of optimal quality [24-27]. To this aim, we 
start with an adaptive primary lattice, whose re-
finement is conducted according to the geometric 
details of the structures, under study, and the 
achievement of the minimum reflection error at 
neighboring cell interfaces. This local refinement 
process on the primary grid yields a finite number 
of uniquely defined local patterns [28, 29], which, if 

properly assembled at their adjacent vertices, enable 
the formation of an equally consistent secondary 
grid (see Fig. 1). Next and via a dual mesh notion, 
magnetic field H components are placed at second-
ary edge centers, to remain in absolute staggering 
with electric field E components located at primary 
edge centers [30-32]. Note that all quantities re-
quired for the update of the proposed algorithm are 
evaluated through a field flux concept across cell 
faces [7] which preserves the hyperbolic nature of 
Maxwell’s equations and saves a lot of numerical 
effort.  

 
B. Accuracy-controllable operators  

Let us assume a general coordinate system 
(u,v,w) defined by the corresponding g(u,v,w) me-
trical coefficients, which describe all of its imple-
mentation issues. In our formulation, spatial and 
temporal derivatives are evaluated by a new Lth-
order accurate operator, whose expressions are, re-
spectively, given by 

 
/4 3
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          

T ,(2) 

where η(u,v,w), Δη(Δu,Δv,Δw) is the spatial in-
crement and Δt the time-step. Parameter q controls 
the impact of extra nodes due to higher-order deriv-
atives [7, 10]. After some algebra, one obtains 
                1( 2)( ) ( 1)( )L Lq a a       , (3) 

for a[0,1] being a weighting coefficient relative to 
the frequency spectrum of our approximation.  

Proceeding to the analysis of (1), special atten-
tion must be drawn to the contribution of the novel 
multi-frequency operator Qη[.]. Its extra degree of 
freedom D denotes the suitable stencil size and in-
troduces auxiliary nodes that allow the satisfactory 
modeling of abrupt waves or fine geometric details. 
In particular,  

  ,, , , ,
1 1

( )

( )

L D
t tL

l l du v w u v w
l d

g u,v,w
Q f Y V f
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   

            
  .(4) 

Coefficients Yl (with a total sum of 1/2) im-
prove grid consistency, primarily in signal integrity 
estimations, whereas correction functions Φ(Δt) and 
Ψ(kηΔη) of (2) and (4), enhance the accuracy of 
derivative approximation. In wideband EMI simula-
tions, which are rather demanding for most time-
domain schemes, these functions are proven very 
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effective. Essentially, they consider the excitation 
frequency content and subdue all oscillatory modes 
that can corrupt propagating waves. Note that for 
low-frequency applications, where strong coupling 
phenomena occur, this behavior is retained, as well. 
Such an issue is deemed critical for EMC optimiza-
tion due to the important influence of the excitation 
on the final design. In this context, function 
Ψ(kηΔη), with kη the ku, kv, or kw component of wa-
vevector k, gives the best nodal pattern for the con-
struction of the mesh. To acquire their arguments, 
the Sη [e

jkη]/∂ζ e
jkη → 1 constraint should be satisfied, 

which in higher-order realizations becomes Sη 

[ejkη]/∂η e
jkη ≈ 2[cos(kηΔη) – 1]; a strict requirement 

for minimizing dispersion errors, not easily 
achieved by traditional techniques [31]. So, suitable 
kηΔη are derived by the Fourier transform of al-
ready computed components at fixed positions near 
geometric details and the mean value of the esti-
mated frequency spectrum. Herein, the two func-
tions are selected to be the combination of expo-
nential and hyperbolic terms  

     
/2

2( ) si /nh 1 ( 2
2

)
3

te
t t t

t






   


  
, (5) 

      5 2 1( ) cosh 2pk e p         , (6) 

with p = kηΔη/2. To complete the theoretical de-
scription, operators Vl,d[.], in (4), must be defined. 
Basically, they are responsible for the combination 
of the nodal patterns introduced by (4). In contrast 
to Yee’s method that involves only two lattice 
points for derivative computation, the specific 
scheme employs a complete set of nodes which 
yield coarse but very robust grids [34]. A typical w-
directed (for D = 5) Vl,d[.] operator receives the 
compact expression of 

, , ,

1

, , + , ,
1

( )

5 1

l
t

l d u v w

t t

u u v v w r w u u v v w r w
r

w
V f

l

f f


      


    

    .   (7) 

The purpose of r is the consistent treatment of re-
gions near perfectly electric conducting outer walls 
or composite media interfaces, i.e. cases where 
stencils extend at least two nodes on each side of a 
mesh point.  

Observing the multi-frequency algorithm, pre-
sented above, it is stated that (1), (2), (4), and (7) 
launch a class of 3-D higher-order spatial and tem-
poral forms with advanced dispersion-reduction 

assets. In fact, it is the structural consistency of (4) 
and (7) that increases the overall performance. Con-
sequently, the latter operators subdue the typical 
discretization defects created during the modeling 
of most microwave structures and especially of 
electrically large ones. Moreover, their auxiliary 
nodes guarantee the correct representation of labo-
rious geometries, so evading severe inaccuracies 
[30-34]. Given that lengthy propagation paths in 
several EMC setups are related to multiple interac-
tions from compound interfaces, the extraction of 
wideband update formulas is expected to be a con-
siderable contribution. However, one must be aware 
of the regularly encountered discontinuities with 
non-zero tangential quantities that demand notable 
overheads. This is, also, drastically alleviated by 
(1)-(7), which, except for their superior precision, 
can be applied to frequency-dependent problems. 
Thus, in the next sections, we extract novel uncondi-
tionally-stable expressions, able to offer an optimal 
phase velocity, mainly independent of lattice reflec-
tion errors.      

 
III. GENERALIZED ADI-FDTD  

ALGORITHM 
For the development of the frequency-

dependent methodology, one must start from mag-
netic, B = [Bu, Bv, Bw]T, and electric, D = [Du, Dv, 
Dw]T, flux densities 

 0( )    B H H M , (8)      

 0( )    D E E P , (9) 

where H = [Hu, Hv, Hw]T, E = [Eu, Ev, Ew]T represent 
magnetic and electric field intensities and M = [Mu, 
Mv, Mw]T, P = [Pu, Pv, Pw]T the auxiliary magnetic 
and electric polarizations that consider the disper-
sive nature (Debye, Lorentz or Drude) of every ma-
terial with constitutive parameters ε(ω), μ(ω). Ap-
plication of (1)-(7) to Faraday’s and Ampere’s laws, 
gives 

    E  E BS T , (10) 

    H    H D E JS T , (11) 

where σ denotes the electric losses, J = [Ju, Jv, Jw]T 
is the electric current density source used for exter-
nal excitation, and ΞE,H are 3×3 dual metric tensors 
whose elements, expressed as functions of g(u,v,w), 
characterize the (u,v,w) coordinate system selected 
for our analysis. On the other hand, S = [Su Sv Sw]T is 
the non-orthogonal curl operator, described by 
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The proposed ADI-FDTD algorithm retains the 
simplicity of the common approach [13-18] and 
circumvents the defects of regular finite-difference 
configurations. Thus, it divides the original iteration 
of a component into two sub-iterations, namely, for 
time forwarding from the nth to the (n + 1)th time-
step, we get: the first sub-iteration from n to n + 1/2 
and the second one from n + 1/2 to n + 1. It is em-
phasized that for the sake of symmetry during the 
ADI splitting process, the electric current density 
terms in (11) are replaced with judiciously adjusted 
temporal averages. For instance, at time-step n + 
1/2,  

1/2 1/2 1 1/2( ) ( ) / 4n n n n n         E E E E E , (13) 

 1/2 1/4 3/4( ) / 2n n n   J J J , (14) 

from which the σ(Εn+1/2 + En)/4, Jn+1/4/2 terms be-
long to the first and the σ(Εn+1 + En+1/2)/4, Jn+3/4/2 
terms to the second sub-iteration of the method. Let 
us, now, take into account the dual structure of Fig. 
1 and focus on the unconditionally-stable update of 
the Eu component. In the first sub-iteration, the u-
directed part of the dispersion-optimized Ampere’s 
law, (11), yields 
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with the subscript A = (i + 1/2, j, k). Using (2) for 
the expansion of the temporal operator, one de-
rives 
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S S

  

(16) 
for ΛD a weighting function that contains all higher-
order (HO) temporal differentiations of Du con-
ducted at n or earlier time-steps [19-23]. Combined 
with the Φ(Δt) of (5) and the enhanced spatial oper-
ators, this extra degree of freedom leads to a large 
suppression of the dispersion mechanism, even when 
the Courant stability criterion has been appreciably 
exceeded.  

As observed from (16), partial derivative Sv[Hw] 
at n + 1/2 must be implicitly calculated, as it in-

volves only unknown Hw values at A = (i ± 1/2, j + 
1/2, k) nodes, while its Sw[Hv] counterpart can be 
explicitly given by the already computed Hv quanti-
ties at the nth time-step. To eliminate Hw, the same 
ADI notion is implemented in the w-directed part of 
Faraday’s law, (10), thus concluding to 

1/2 1/2E E

B B B

n n n

w u v u v u vH E E              T S S , (17) 

with B = (i ± 1/2, j ± 1/2, k). Again, expanding T [.]  
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S

S , (18) 

in which ΛH is the corresponding function for the 
HO temporal derivatives of Hw based on known 
data [34]. Nevertheless, prior to the use of (18), we 
will deal with the final unknown of (16), i.e. the Du 
at n + 1/2, attributed to the presence of the frequen-
cy-dependent materials in the computational do-
main. To treat this term, an unconditionally-stable 
Crank-Nicolson technique, applied to (9) is em-
ployed. Hence,  
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0 0 ( )
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 

  , (19) 

where ΛP is again the suitable weighting function. 
Now, plugging (18), (19) into (16) gives the update 
expression (20) for Eu at n + 1/2 (bottom of page). 
Parameters χm (for m = 1,2,…,9) are defined in 
terms of spatial increments, function Φ(Δt), materi-
al constitutive properties and metrical coefficients 
g(u,v,w). Since, χm have constant values, their eval-
uation – hardly affecting the total burden – is con-
ducted only once and utilized during the update of 
the particular field quantity. Repetition, of (20) for 
every j along the v mesh direction, where the spatial 
alternation occurs, yields a sparse 3-band tridiagon-
al system of equations that is recursively solved 
through well-known techniques [13-15]. Upon ac-
quiring Eu, the prior formulation is identically ap-
plied to Ev and Ew, while magnetic and electric po-
larizations are explicitly obtained via their higher-
order FDTD expressions. 

The second sub-iteration for the time advancing 
of Eu in the interval from n + 1/2 to n + 1 reverses 
the roles of Sv[Hw] and Sw[Hv], modifying (14) as  

1049 ACES JOURNAL, VOL. 25, NO. 12, DECEMBER 2010



 1/2 1 1/2 3/4

A A A A

1/2 1H H

A A

1
4 2

n n n n

u u u u

n n

w v w v w v

D E E J

H H

   

 

     
        

T

S S . (21) 

The unknown variables, now, are Hv and Du (after 
expanding T [.]) at n + 1. Eliminating these terms in 
a way similar to (17)-(19), one gets (22), shown 
 below, with ψm the counterparts of χm. Once all 
electric quantities are computed, by solving the re-

sulting systems, the remaining fields are explicitly 
evaluated and the algorithm continues with the next 
time-step. 

A completely analogous strategy holds for me-
dia, whose frequency-dependent constitutive para-
meter is permeability μ. Notice, also, that the exten-
sion of the multi-frequency methodology to struc-
tures, comprising both types of dispersive media, is 
straightforward without any additional constraints. 

 

 
1/2 1/2 1/2 1/4

1 2 3 4 5 61/2, , 1/2, 1, 1/2, 1, 1/2, , 1/2, , 1/2, 1/2,

7 8 91/2, , 1/2 , 1/2, , 1/2, 1/2, ,

n n n n n n

u u u u u v wi j k i j k i j k i j k i j k i j k

n n n n

w v u v v u ui j k i j k i j k i j k

E E E E J H

H E E P

     

  

   

        



    

       

             

S

S S S
1/2

, (20) 

 
1 1 1 1/2 3/4 1/2

1 2 3 4 5 61/2, , 1/2, , 1 1/2, , 1 1/2, , 1/2, , 1/2, , 1/2

1/2 1/2 1/2

7 81/2, 1/2, , , 1/2 , , 1/2

n n n n n n

u u u u u w vi j k i j k i j k i j k i j k i j k

n n n

v w v w w vi j k i j k i j k

E E E E J H

H E E

     

  

     

        

  

   

       

             

S

S S S
1/2

9 1/2, ,

n

u i j k
P




, (22) 

 
Indeed, every material is rigorously modeled by the 
appropriate scheme regarding the variation of ε or μ 
[17]. Finally, it is important to stress that, aside 
from some limited storage needs, the novel proce-
dure does not considerably increase the total CPU 
and memory requirements. On the contrary, its abil-
ity to accomplish dispersion-optimized simulations 
by letting temporal increments to be greatly aug-
mented, leads to serious savings. 

 
IV. STABILITY AND DISPERSION 

ANALYSIS 
Pertaining to the stability of the proposed algo-

rithm, the von Neumann method is applied [12]. 
Thus, the two sub-iterations are expressed in matrix 
form as 

 1/ 2n n  : 1/2
1 1

n n Z E EQ , (23) 

 1/ 2 1n n   : 1 1/2
2 2

n n Z E EQ , (24) 

where sparse matrices Zl, Θl (for l = 1,2) are created 
by the proper χm and ψm parameters during the rear-
rangement of the system of equations. If (23) and 
(24) are combined into a single equation, one ob-
tains 

 1 1 1
2 2 1 1

n n n   E Z Z E KEQ Q . (25) 

The eigenvalues of matrix K are found to be 

1,2 1  ,    2 2
1 2 2 1 27 / 5 2 / 5G G j G G G     

 
, (26) 

for τ = 3,…,6 and coefficients G1, G2 depending on 
(Δt/Δη)sin(kηΔη/2). After the required mathematics, 
it is proven that the magnitudes of (26) are always 
less or equal to unity, thus certifying the initial con-
vention for the algorithm. In this manner, Δt can be 
safely selected far beyond the Courant limit, with-
out the prohibitive influence of the detrimental lat-
tice errors, now, decisively suppressed up to 10 or-
ders. Such a performance implies that the specific 
ADI-FDTD technique is fully conservative and of 
high convergence, since it subdues anisotropy er-
rors, as well.  

On the other hand, it would be very instructive 
to examine the improvement of the dispersion rela-
tion and verify the large suppression of the relevant 
error, mainly when the time-step is larger than that 
dictated by the conventional stability criterion. Fol-
lowing a general framework, the dispersion error is 
defined as  

 ( ) ( )

( , , , ) ( , , , )

( ) ex num

disp ex num

j

e F u v w t F u v w t

e d    

 

  k k r , (27) 

in which Fex is the exact and Fnum the numerical 
solution of the problem with their respective wave-
number vectors kex and knum. Functions α(ω) are the 
amplitudes of the Fourier transform in (27), while r  
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Fig. 2. Maximum L2 error norm versus (a) spatial increment and (b) time. Normalized phase velocity versus (c) 
angle of propagation and (d) gridding density. 
 
is a position vector in the (u,v,w) coordinate system. 
Note that Fnum is the superposition of both propagat-
ing and evanescent waves. This idea is deemed 
more realistic, as it takes into account the strenuous 
evanescent waves that are customarily responsible 
for critical inaccuracies near discontinuities. In this 
context, the extraction of the dispersion error is 
based on the estimate of 

 ( ) ( )

, , , ,

( ) ( )ex numj k k
ex num

u v w u v w

e k k  

 

  

 

   , (28) 

with kex(ω)=ω the free-space dispersion relation and  

   
3

2 32( )
( ) 1 ( )

725

L D
L D

num

t
k O t 


        

 
, (29) 

the corresponding formula of the multi-frequency 
ADI-FDTD method. It is evident that (29) exhibits 
a significant enhancement, easily adjusted by the 
order of accuracy L and the complementary degree 
of freedom D. In the light of these considerations, 
edisp becomes 

 
4 3( )

986

L D

disp

t
e 

 
 . (30) 

To indicate the superiority of (29), for D = 3, over 
the typical ADI-FDTD dispersion relation, Fig. 2 
presents the maximum L2 error norm and the nor-
malized phase velocity as a function of different  

 
parameters at a spectrum of 15 GHz. For notation 
compactness, we define the gauge CFLN = 
ΔtMT/ΔtFDTD (MT = proposed or plain ADI-FDTD 
method) as the Courant-Friedrichs-Levy number, 
shown in parenthesis at the legend of every figure. 
Also, Table 1 summarizes the maximum dispersion 
error and the convergence rate of various imple-
mentations. Apparently, the higher-order methodol- 
 
Table 1: Maximum dispersion and convergence 
rate 

 

Method 
Grid 

density 
Maximum 
dispersion 

Convergence 
rate 

ADI-FDTD (1.5) 1/40 3.84579 1.62412 

ADI-FDTD (1.2) 1/25 2.46510-1 1.75679 

FDTD (1.0) 1/15 1.53210-2 1.90304 

Proposed  L = 3 (18) 1/10 3.07210-7 3.18712 

Proposed  L = 5 (22) 1/9 5.06810-10 4.97021 

Proposed  L = 7 (25) 1/8 8.03410-12 7.01584 
 
ogy accomplishes a serious and wideband reduction 
of discretization errors, unlike the usual technique, 
whose performance deteriorates progressively as Δt 
depart from the stability condition. These benefits 
are more prominent for large CFLN, optimally han-
dled by the pertinent L and D values.  

 ADI-FDTD (1.3) 
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V. CURVED INTERFACE TREATMENT 
The presence of curved media interfaces or 

geometric discontinuities with arbitrary cross sec-
tions in real-world EMC applications constitutes a 
principal modeling difficulty for the majority of 
numerical methods. Unfortunately, these geometric 
irregularities are proven detrimental for the simula-
tion of EMI phenomena, since they arouse non-
separable and highly oscillatory wavefronts that 
require extremely fine grid resolutions and exces-
sive computational resources.      

 
A. Dissimilar material boundaries 

To retain consistency amid regions with media 
of different constitutive parameters, a set of conti-
nuity conditions with optimal sensitivity is devel-
oped. The process launches an adaptive concept, 
which employs extra nodes at both interface sides, 
in the area of node P, and follows the variation of 
the curvature as  

   1, 2, 1, 2,
1 2

1 1
j j j j

real extra extra real

s s s s
 
        
   
    , (31) 

where 1,2 are the dissimilar media, s differencing 
weights at real or extra nodes, and j the stencil for 
the summation around P [28-30]. Therefore, all 
sub-wavelength details are accurately tracked, 
while their contribution is directly integrated in 
Maxwell’s equations in an exploitable form. This 
manipulation offers high levels of reliability and 
smooth regional transition without unexpected 
instabilities. 
 
B. Irregular cross-sections and discontinuities 

Presume the complex cross-section of Fig. 3, 
stretching over an angle θD with inner and outer 
mean 

 
Fig. 3. An arbitrary geometric discontinuity.   

 
radii r1 and r2. For its treatment, we separate every 
propagating mode at κ prefixed transverse planes, 
which satisfy all physical continuity conditions.  

 
Fig. 4. (a) Maximum dispersion and (b) maximum 
L2 norm variation for the parallel-plate waveguide.   
 
Hence, each component f, defined at a local (ρ, θ, φ) 
system, can be expressed as 

 ( , , ) ( , , )f r F r 
     , (32) 

with               1

M M

2
cos

r r

r r 
  

   
  

, 

rM = r2 – r1, ζκ the corresponding eigenfunctions 
and Fκ known amplitude coefficients [3, 7]. The 
new scheme is purely conformal and provides con-
sistent meshes via the choice of r1, r2. Two effec-
tively smooth functions that fulfill this goal, with 
αθ,φ = (θ – φ)/θD, d = d2 – d1, and d2 = 1.5d1, are 

           1 , 1 21.65 0.45r d d d     , (33)      

           2 , 1 21.75 0.2 0.35r d d d      . (34) 

After the prior mode decoupling, the next step 
is the projection of Maxwell’s laws on the prefixed 
κ planes to obtain our differential equation model. 
Each solution is considered as a transverse interme-
diate excitation surface in the discontinuity. This 
approach maintains lattice quality near the geome-
tric details, contrary to other renditions that cannot 
supply equivalent outcomes. In this way and using a 
matrix notation, Ampere’s and Faraday’s laws lo-
cally become 

        A B C D( )t     E U U U H U P , (35) 

       C D E( )t      H U E U H U M , (36) 

in which all spatial and temporal derivatives are 
evaluated by means of (1) and (2). Also, the ele-
ments of Ui (i = A,…,E) structural matrices include 
the main mesh details in the vicinity of the cross-
section, while their values are given by 

 A 2 2 2 2( 1) /U  
      ,       B 2 2 1U    , 

C
1 / 2U r d   ,         D

M / 4U r d    ,  
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 E 2 2 2
2( 1) /U r 

     . 

In fact, a careful choice of κ, improves the multi-
frequency behavior of the entire method. 
 

VI. NUMERICAL VERIFICATION 
To substantiate the advantages of our method, 

we, start from a set of simple examples for which 
analytical solutions exist. Thus, proving its accura-
cy and numerical dispersion reduction capabilities, 
we will, then, proceed to more realistic EMC appli-
cations.   

 
 

Fig. 5. Temporal variation of the L2 norm for the 
parallel-plate waveguide discretized by a skewed 
mesh.   

 
 

Fig. 6. (a) Computation error and (b) variation of 
the Ez component for the 3-D rectangular cavity.   
 
The first test problem explores the propagation of 
the TM1 mode in a parallel-plate 0.5×5.5 m wave-
guide. For the entire simulation, excitation and 
boundary field values – obtained from the analytical 
solution [35] – are assigned to both ports, while the 
device is truncated by a 12-cell perfectly matched 
layer [12]. The waveguide is highly elongated and, 
hence, considerable dispersion errors are expected 
to appear when employing traditional approaches or 
exceeding the Courant limit. Using various non-
uniform grid sizes, ranging from 10×150 to 
30×1200 cells, simulations are conducted until 
steady-state is attained. Figure 4a gives the maxi-
mum dispersion (%) versus CFLN; while, Fig. 4b 

gives the maximum L2 error norm with respect to 
the spatial step. The large dispersion errors of the 
usual ADI-FDTD method as CFLN increase along 
with the superiority of the proposed technique are 
promptly discernible for all lattice resolutions.    
 
Table 2: Resonant frequencies of the cylindrical 
dielectric cavity with εr = 3.8 

 

Exact [35]
(GHz) 

Method 
Comp. 
(GHz) 

Error 
(%) 

Maximum 
Dispersion 

TE111 
9.896 

ADI-FDTD 9.454 4.467 2.532×10-1 

Proposed 9.894 0.011 5.471×10-11 

TM010 
11.235 

ADI-FDTD 10.557 6.031 9.031×10-1 

Proposed 11.231 0.035 8.964×10-11 

TM011 
12.211 

ADI-FDTD 11.328 7.228 1.548 

Proposed 12.204 0.052 2.109×10-10 

TE112 

13.028 
ADI-FDTD 11.776 9.605 3.042 

Proposed 13.019 0.068 7.286×10-10 

TM012 

14.899 
ADI-FDTD 13.201 11.397 6.751 

Proposed 14.886 0.083 9.047×10-10 

TE211 

15.085 
ADI-FDTD 12.843 14.862 8.984 

Proposed      15.068 0.107 4.103×10-9 

 
Additionally, the previous waveguide is revi-

sited by means of a skewed mesh (Fig. 5) to ex-
amine the behavior of the new schemes in the case 
of discretization discontinuities responsible for sev-
eral types of inaccuracies. From the outcomes of 
Fig. 5, illustrating the temporal variation of the lo-
cal error and different orders of accuracy L, one 
can, easily, derive that our schemes remain very 
precise, even for large CFLN, unlike the existing 
second-order implementation. 

Next, we move to some broadband problems 
and particularly to the computation of the first 20 
resonant modes of a 3-D air-filled cavity with per-
fectly conducting walls. The modes are derived 
through a fast Fourier transform of the computed 
signals at prefixed locations. Figure 6a shows the 
error (%) of our calculations and Fig. 6b presents a 
comparison between the simulated and analytical 
waveform [36]. As observed, the conventional 

 
Table 3: Maximum L2 error for the TE11 mode  

 

Lattice ADI-FDTD 
CPU 
time 

Proposed 
CPU 
time 

10×5×90 68.43129 5.2 m 0.20421 17.35 s 
32×16×288 24.58074 26.3 m 0.04372 1.46 m 

56×28×504 16.04823 2.43 h 0.00347 7.72 m 
78×39×702 3.94618 6.57 h 0.00025 21.89 m
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Fig. 7. (a) Maximum L2 error norm and (b) norma-
lized Ez component for the lossy-slab waveguide.   

 
ADI-FDTD method lacks to provide reliable re-
sults, while our technique is, again, proven very 
efficient. In a similar manner, analysis moves to a 
parallel-plate cylindrical dielectric (εr = 3.8) resona-
tor with a height of 15.75 mm and a radius of 5.35 
mm. Table 2 gives the first six resonant frequencies 
of the structure obtained via the usual staircase 
ADI-FDTD method (CFLN = 1.16; grid: 
180×180×360) and the proposed algorithm (CFLN 
= 18, L = 3; grid: 40×40×80). Herein, the conformal 
profile of the latter scheme leads to a 10-order dis-
persion error reduction.   

Remaining in waveguides, let us, now, examine 
a 3-D air-filled 0.5×0.25×0.8 cm rectangular struc-
ture. The analytical solution [36] is inserted at the z 
= 0.8 cm port at all time steps together with the ini-
tial conditions. Using diverse lattices, Table 3 sums 
up the dispersion errors for the computation of the 
TE11 mode, from which the acceleration and the 
high accuracy of the enhanced method are deduced. 
Analogous conclusions are drawn from Fig. 7 for 
the same waveguide which, now, has a lossy (μr = 2 
– j2) slab with a length of 0.27 cm along the z axis. 
Note the inability of the regular ADI-FDTD scheme 
to model the material discontinuity in contrast to the 
new technique.   

Having certified the performance of our metho-
dology, we then investigate various realistic EMC 
setups in terms of EMI behavior and signal integrity 
prediction. Their selection has been mainly based 
on complexity, fine details, and electrical size. In fact 
such issues cannot be adequately manipulated by 
the usual staircase ADI-FDTD method either due to 
its insufficient discretization models or the need for 
prohibitively elongated steady-state simulations. All 
infinite domains are truncated by a modified 8-cell 
perfectly matched layer [12], while the results, 
whenever possible, are compared with reference/ 

 
Fig. 8. (a) An RF MEMS-based coaxial waveguide  
and (b) a triangular H-slot microstrip antenna.   
 
Table 4: Resonances of the coaxial waveguide 

 

Ref. [8] 
(GHz) 

Method 
Comp. 
(GHz) 

Error 
(%) 

CPU 
Time 

Maximum
Dispersion

3 Actuators 
11.781 

ADI-FDTD 10.777 8.52 12.5 h 1.792×10-1 

Proposed 11.779 0.01 51 m 3.082×10-11

4 Actuators 
14.205 

ADI-FDTD 12.903 9.16 11.9 h 3.981 

Proposed 14.201 0.03 45 m 5.483×10-10

5 Actuators 
16.423 

ADI-FDTD 14.647 10.81 10.9 h 6.432 

Proposed 16.235 0.05 36 m 3.561×10-10

 

 
 

Fig. 9. Magnitude of the S21-parameter versus the 
MEMS number and an electric field snapshot. 
 
measurement data. 

The first application is the coaxial waveguide 
of Fig. 8a, which involves a set of microelectrome-
chanical (MEMS) actuators for selective mode 
propagation. Its inner slab is based on a double 
negative (DNG) metamaterial, described by a 
Drude model and the basic dimensions are: l = 11 
mm, a = 1.7 mm, and b = 6.2 mm. The choice of 
such a problem is primarily attributed to the in-
creasing use of complicated MEMS and DNG se-
tups in several high-end arrangements. Table 4 
gives the resonance frequencies for three cases 
(with L = 3) and several realizations. Moreover, the
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Fig. 10. (a) Input impedance and (b) maximum dispersion error for the H-slot microstrip antenna. 
 

 
 

Fig. 11. (a) An inclined-slot three-port junction and (b) magnitude of S-parameters versus frequency. 
 

variation of the S21-parameter versus MEMS num-
ber is presented in Fig. 9 along with an indicative 
electric field snapshot directly above the actuators. 
It appears that, the proposed ADI-FDTD schemes 
are quite accurate and economical, attaining greatly 
diminished dispersion errors for large CFLN selec-
tions. 
 Subsequently, let us focus on the equilateral 
triangular H-slot microstrip (εr = 4.3) antenna of 
Fig. 8b, encountered in many up-to-date communi-
cation systems. Its dimensions are: h = 40 mm, h1 = 
12.2 mm, h2 = 10.1 mm, h3 = 12.8 mm, h4 = 5.5 
mm, tA = 6.2 mm, tB = 1.58 mm, and w = 1.2 mm. 
Figure 10a gives the input impedance, while Fig. 
10b presents the maximum dispersion error versus 
CFLN for diverse resolutions. Note that the plain 
ADI-FDTD method (grid: 260×282×74; 62000 
time-steps), cannot cope with this problem. Con-
versely, the optimized schemes are proven worka-
ble (81% coarser mesh and a maximum lattice ref-
lection error of 2.398×10-10), without the excessive 
CPU requirements of the usual algorithm. 

Proceeding to the signal integrity of waveguide 
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Fig. 12. Shielding effectiveness of the aperture. 
 
junctions – a popular item in EMC applications – 
the next problem examines the elliptical cavity of 
Fig. 11a, which has a sidewall inclined slot, coupled 
to a rectangular waveguide. Typical dimensions are: 
a1 = 6.52 mm, a2 = 11.22 mm, a3 = 21.35 mm, b1 = 
23.64 mm, b2 = 11.52 mm, and l = 68.74 mm. For 
L= D = 3, in (1) and (3), the domain is discretized 
into 2438 116 cells. Figure 11b gives the magni-
tude of two S-parameters, while Fig. 12 illustrates
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Fig. 13. (a) A wideband patch array and (b) memory storage versus the number of circular patches. 
 

 
 

Fig. 14. (a) Return loss and (b) radiation pattern for the wideband 2×1 patch array. 
 
the shielding effectiveness for diverse inclinations 
of the coupling slot and lengths of the b3 side. As 
can be deduced, the enhanced ADI-FDTD tech-
nique – unlike its staircase counterpart – is able to 
manipulate this demanding simulation, even though 
the curved parts comprise a relatively large portion 
of the computational domain. 

We, now, investigate the 21 patch array of 
Fig. 13a, with its cross-polarized profile attained by 
two perturbed segments (0.74% of the patch). Due 
to its frequent use in many systems, the optimal 
design of such an antenna will require a reliable 
simulation tool. Its dimensions are: lx = 110 mm, ly 
= 316 mm, r = 22 mm, l = 32 mm, h = 0.17 mm, w 
= 3.6 mm, d = 2.6 mm, and s = 5.7 mm. The mesh 
employs 6811026 cells (L = 3, D = 2), unlike the 
regular 91% larger grid. To verify the cost-effective 
profile of the new algorithm, Fig. 13b provides its 
memory needs versus the number of circular 
patches. As observed, its overhead remains relative-
ly stable and in very low levels considering the 
complexity of the problem. Conversely, the usual 
ADI-FDTD method is proven far more expensive, 
especially above the typical value of 5 patches. Al-

so, Fig. 14 shows the return loss and radiation pat-
tern at 3.4 GHz. Again, our technique agrees very 
well with the reference data [3, 12] (actual accura-
cy: 0.0028% to 0.0032%), despite the large CFLN. 
In fact, this attains a dispersion error practically 9 
orders of magnitude lower than the usual ADI-
FDTD one (actual accuracy: 6.5312% to 8.9124%). 

To this end, analysis moves to the coaxial four-
port microwave splitter with a 2.40.80.6 mm 
DNG region (Fig. 15a). The outer conductor’s 
cross-section is 6.35.7 mm and the inner’s 1.30.9 
mm. Figure 15b displays the return loss between 
ports 1 and 4, while Fig. 15c gives the variation of 
two S-parameters with regard to the number of used 
switches. Obviously, the wideband algorithm has a 
better performance for significantly lower CPU 
time, as indicated in Fig. 15d.  

With regard to the modeling of electrically-
large facilities, the next application is the inclined- 
wall dual reflector compact range anechoic cham-
ber of Fig. 16. Being extremely expensive to con-
struct, any effort toward the accurate estimation of 

its design parameters becomes really essential. Its
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Fig. 15. (a) Geometry, (b) return loss, (c) magnitude of S-parameters, and (d) CPU time for a four-port mi-
crowave splitter with a DNG-based core. 
 

 
 
Fig. 16. A dual-reflector compact range anechoic 
chamber with an inclined rear wall. 
 
width is 6.8 m, whereas LA = 5.9 m, LB = 4.1 m, LC 
= 5.2 m, LD = 1.5 m, LE = 7.4 m, and LF = 10.5 m. 
The diameters of the sub- and main reflector are 2.5 
m and 3.9 m. Moreover, θ = 6ο, lA = 3.4 m, lB = 2.6 
m, lC = 2.3 m, lD = 2.1 m, lE = 1.4 m, lF = 2.8 m, and 
lG = 1.3 m. The chamber is lined with different 
types of pyramids and wedges (Fig. 17b). Figure 

17a presents the normalized site- attenuation of the 
facility’s semi-anechoic version. Results indicate 
that notwithstanding its fine lattice, the simple ADI-
FDTD method lacks to estimate the chamber’s 
measurement suitability in contrast to our method 
which achieves an 85% overhead decrease. Similar 
outcomes are derived from Fig. 18, where the sui-
tability of the facility’s fully anechoic version is 
estimated. Notice, also, the impact of wedges on 
the performance of the semi-anechoic chamber in 
Fig. 19. 

Finally, the signal integrity and EMI immunity 
of two nested reverberation chambers (Fig. 20) is 
analyzed. Their walls are covered by quadratic resi-
due diffusers, i.e. a set of periodical phase gratings 
that diffract waves in extra directions. The move-
ment of both stirrers is modeled with an interval of 
20o, while for each of their positions 60 time in-
stants are sampled. The larger chamber has a length 
of 4.8 m, lA = 3.72, lB = 4.0 m and the smaller one a 
length of 2.44 m, lC = 1.34 m, lD= 1.78 m, with an 
aperture size of 0.32 m  0.32 m. Figure 21 displays 
the shielding effectiveness of an 1.5 mm fiber-glass-
fiber plate and a dielectric (εr = 3.4) cover. Once 
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more, our technique leads to very sufficient and 
wideband results, without critical dispersion errors 
due to high CFLN values. 

 
 

 
 

Fig. 17. (a) Normalized site-attenuation and (b) part 
of the absorptive wedges of the compact range 
chamber. 
 
 

 
 

Fig. 18. Field uniformity of compact range facility . 
 

 
 

Fig. 19. Electric field variation in the compact range 
chamber for different structural parameters. 
 

 
 

Fig. 20. A nested reverberation test facility along 
with a snapshot of the electric field near its wall 
diffusers. 
 
 

 
 

Fig. 21. Shielding effectiveness of (a) a 1.5 mm 
fiber-glass-fiber plate and (b) a dielectric (εr = 3.4) 
cover. 
 

VII. CONCLUSION 
A rigorous EMI analysis and signal integrity es-

timation of general EMC structures has been per-
formed in this paper. To this aim, a new 3-D fre-
quency-dependent higher-order ADI-FDTD me-
thod, incorporating a multi-frequency field projec-
tion scheme with an enhanced curvilinear nodal 
density, has been introduced and applied to a varie-
ty of problems, extending from waveguides, resona-
tors, and antennas to large-scale test facilities. Their 
numerical simulations lead to very accurate and 
cost-effective realizations, even for coarse meshes 
and temporal increments that amply supersede the 
Courant stability condition. 
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Abstract ─ In a previous study, the authors 
proposed an finite-difference time-domain 
(FDTD) implementation for a compute unified 
device architecture (CUDA) compatible graphics 
processing unit (GPU) using a thread block 
constructed as a two-dimensional (2-D) array. 
However, it was found that the larger the 
computational domain of the 2-D FDTD 
simulation using the GPU, the slower the 
computational speed.  

In the present paper, the authors investigated 
the computational performance with respect to the 
size of a thread block constructed as a 2-D array, 
and improved the performance of the 
implementation. Finally, regardless of the size of 
computational domain, the computational speed 
using a single GPU (NVIDIA GeForce GTX 280) 
achieved approximately 30.0 Gflops, which was 
approximately 20 times faster than that of a single 
core of a central processing unit (Intel 3.0-GHz 
Core 2 Duo). The improved performance was 
approximately 65% of the theoretical peak 
performance (47.23 Gflops) obtained by the 
theoretical memory bandwidth (141.7 GB/s). 
  
Index Terms ─ Finite-difference time-domain 
method, GPU computing, graphics processing unit, 
high-performance computing. 
 

I. INTRODUCTION 
A graphics processing unit (GPU) is equipped 

with a large-memory graphics accelerator board 

for use in a personal computer (PC). The GPU has 
many processors for 32-bit floating-point 
calculations. The theoretical peak performance of 
recent GPUs is greater than 1 Tflops (floating 
point operations per second). High 
performance/cost has been reported for the 
hierarchical N-body simulation using a PC cluster 
equipped with 256 GPUs [1].  

Programs can be developed that allow GPUs 
to perform general numerical calculations using a 
high-level shader language (HLSL) (Microsoft 
HLSL, NVIDIA Cg [2], etc.) or a programming 
environment (Brook [3], the NVIDIA compute 
unified device architecture (CUDA) programming 
environment [4], etc.). Implementation of the 
finite-difference time-domain (FDTD) method [5-
7] on a GPU using various programming 
environments has been reported [8-16]. The 
development of the GPU code written in HLSL 
requires technical knowledge of computer 
graphics (CG) [8]. In the FDTD simulation using 
the GPU code written in NVIDIA Cg, the 
Euclidean normalized error increased 
monotonously with respect to the time step [9]. 
The GPU-FDTD code written in Brook has also 
been reported [10]. In three-dimensional (3-D) 
FDTD simulation, 3-D to 2-D translation has been 
reported [11]. Translation from 3-D to 2-D 
becomes very complicated because the 3-D 
computational domain of the FDTD simulation is 
allocated to 2-D texture as a CG technique. 
Programming tools for the GPU based on CUDA 
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have been available since 2007. In CUDA, the 
programmer does not need to be conscious of the 
CG technique. The advantages of CUDA over Cg 
and HLSL is that CUDA allows source code to be 
written in a C-like language and the memory on 
the GPU board can be used easily. The GPU 
implementation for LU decomposition solvers 
using CUDA for computational electromagnetics 
application has been reported [17]. More GPU 
implementations of the FDTD method using 
CUDA have been provided and the computational 
performances of these implementations have been 
discussed [12-16]. The FDTD computation using 
GPU has been implemented with data reuse of the 
electromagnetic field, and the computational 
performance has been reported [12]. In [13], a 
thread block [4] was constructed as a 2-D array. 
The performance of the 2-D FDTD 
implementation using GPU was investigated with 
respect to the four arrays considered (4 × 4, 8 × 8, 
12 × 12, and 16 × 16). The FDTD computation 
was fastest for the 16 × 16 array among the four 
arrays. The GPU implementations of 3-D FDTD 
computation using CUDA have been reported [14, 
15]. A thread block was constructed as a 2-D array 
[14], and the size of the 2-D array was 16 × 16. 
However, the performance of the implementation 
was not investigated the other 2-D arrays. In [15], 
a thread block was constructed as a 1-D array, and 
GPU implementations based on two thread-to-cell 
mapping algorithms were considered. The 
performances of the implementations were 
investigated with respect to the number of threads 
per thread block. Thus, a 1-D array or a 2-D array 
is used as a thread block. 

In a previous study, the authors proposed a 
GPU implementation for FDTD computation 
using a thread block constructed as a 2-D array 
[16]. The computational domain of the FDTD 
simulation is divided into subdomains. The 
electromagnetic field data of a subdomain is stored 
in shared memory [4]. A subdomain is adjacent to 
four neighbor subdomains. In this case, a 
subdomain requires four overlapping areas that 
include the electromagnetic field data of four 
neighbor subdomains required to calculate the 
electromagnetic field on the boundaries of a 
subdomain. The proposed implementation uses 
two different subdomains for the calculation of the 
electric field and the magnetic field, and reduces 
the number of overlapping areas from four to two 

in order to reduce the number of branches in the 
CUDA program. In performance evaluation of the 
proposed implementation, NVIDIA GeForce GTX 
280 was used as a GPU, and a 16 × 16 2-D array 
was used as a thread block. However, the larger 
the computational domain of the 2-D FDTD 
simulation using the proposed implementation, the 
slower the computational speed. 

In the present paper, the authors investigated 
the performance of the proposed GPU 
implementation with respect to the size of a thread 
block constructed as a 2-D array and improved the 
performance of the proposed implementation. As a 
result, the computational speed of the 
implementation in a computational domain of 
8,192 × 8,192 peaked when the size of the thread 
block was 32 × 4. Regardless of the size of the 
computational domain, the computational speed 
using a single GPU (NVIDIA GeForce GTX 280) 
was approximately 30.0 Gflops, which is 
approximately 20 times faster than that of a single 
core of a central processing unit (CPU) (Intel 3.0-
GHz Core 2 Duo), where the Intel C compiler was 
used as C compiler. 

The remainder of the present paper is 
organized as follows. The proposed GPU 
implementation for FDTD computation using a 
thread block constructed as a 2-D array in a 
previous study is described in Section II. In 
Section III, the performance of the proposed GPU-
FDTD implementation is described in detail with 
respect to the size of a thread block constructed as 
a 2-D array, and the performance of the proposed 
implementation is improved. Finally, in Section 
IV, conclusions are presented and future research 
is described. 
 
II. GPU-FDTD IMPLEMENTATION [16] 

CUDA is a parallel computing architecture. 
NVIDIA GeForce GTX 280 has 30 streaming 
multiprocessors (SMs), each of which is composed 
of eight streaming processors (SPs) for 32-bit 
floating-point calculation, 16,384 registers, and 16 
KB of on-chip memory. The CUDA program 
consists of the CPU code and the GPU code. The 
GPU code, which is written in a C-like language, 
includes data-parallel functions, referred to 
collectively as the kernel. A kernel is executed as a 
grid of thread blocks. A thread block is an array of 
threads that can cooperate. Threads within the 
same thread block are synchronized and share data 
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in the shared memory. The CPU code is written in 
the C language, and the CPU launches the GPU 
kernel. 

In the case of the 2-D FDTD method, the 
equations in the transverse magnetic (TM) case are 
as follows: 

 
 
 
 
 
 
 
 
 
 

where ),(1 jiE n
z
  is the required value of the 

electric field at grid point (i, j) and the (n+1)-th 
time step, ∆x and ∆y are the sizes of the spatial 
division in the x and y directions, respectively, and 
∆t is the time increment. Parameters ε and μ are 
the electric permittivity and the magnetic 
permeability in the medium, respectively. A large 
quantity of electromagnetic field data in the 
computational domain for FDTD simulation is 
stored in the global memory as off-chip device 
memory on a CUDA-compatible graphics 
accelerator board. The CPU allocates the data of 

the electromagnetic fields to a global memory on 
the GPU board. The memory size of each 
electromagnetic field array in the program must be 
an integer multiple of 16 for coalesced global 
memory access [4]. If the memory size of each 
required electromagnetic field array in the 
computational domain is not an integer multiple of 
16, the memory size, which is larger than that of 
each required array, is allocated in order to be 
equal to an integer multiple of 16. Shared memory 
enables faster data access than global memory and 
accounts for 16 KB of on-chip memory in the role 
of CPU cache memory. In the proposed 
implementation, a thread block is constructed as a 
2-D array, and the computational domain of the 
FDTD simulation is divided into a small 
subdomain. The electromagnetic field data in each 
subdomain are stored in each shared memory as 
shown Fig. 1. Calculating the electric field data 

),(1 jiE n
z
  in Region 5 requires the magnetic field 

data ),2/1(2/1 jiH n
y  in Region 6 and the 

magnetic field data )2/1,(2/1  jiH n
x  in Region 8. 

The required data of the magnetic field, which 
overlap neighboring subdomains as shown in Fig. 
1, are also stored in each shared memory. Each 
subdomain of the proposed implementation 
includes two overlapping areas. In the CUDA 
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Fig. 1. Subdomains of the proposed GPU-FDTD implementation (TM case). 
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program, the size of each subdomain, excluding 
overlapping areas, is Nx × Ny when the size of the 
thread block constructed as a 2-D array is Nx × Ny. 
In calculating the magnetic field data Hx and Hy 
(Equations (1) and (2)), all of the threads in each 
Nx × Ny thread block first store the data of electric 
field Ez of each subdomain in the shared memory, 
whereas no data of magnetic fields Hx and Hy of 
each subdomain are stored in the shared memory. 
Next, the same electric field data ),( jiE n

z  
required in Equations (1) and (2) are stored in the 
register only once [12]. After these procedures, all 
of the threads in a thread block are used to 
calculate Equations (1) and (2) in each subdomain. 
Finally, the calculated data of magnetic fields Hx 
and Hy are stored in the global memory, while the 
calculation of electric field Ez by Equation (3) at 

the following time step is performed in the same 
manner. The subdomain used to calculate the 
electric field Ez (Subdomain for the E field shown 
in Fig. 1) differs from that used to calculate the 
magnetic fields Hx and Hy (Subdomain for the H 
field shown in Fig. 1) in order to use the shared 
memory efficiently. Therefore, two kernels for the 
electric field and magnetic field calculations are 
required in the CUDA program. The number of 
time steps is counted and stored in the global 
memory by a particular SP in each kernel if the 
calculation of the electric field Ez or the magnetic 
field Hx or Hy requires the number of time steps for 
the boundary condition. The kernel codes of the 
proposed GPU-FDTD implementation are shown 
in Fig. 2. 

 
III. PERFORMANCE 

In the present paper, the authors used the 
NVIDIA CUDA programming environment for 
the GPU and a NVIDIA GeForce GTX 280 as the 
GPU board and timed the calculations required for 
a simple 2-D model, excluding for the absorbing 
boundaries, in order to investigate the basic 
performance of the proposed GPU-FDTD 
implementation. The propagation of 
electromagnetic waves from the line source in the 
TM case was used as the calculation model. The 
line source was located in the center of the 2-D 
computational domain. The authors compared the 
GPU implementation with the conventional CPU 
implementation. In the GPU implementation, the 
authors developed a GPU-FDTD code written in 
the C language and a kernel written in a C-like 
language for the instruction set of the GPU using 
the CUDA programming environment. A kernel 
can be embedded in the code written in the C 
language for the CPU. Two kernels in the FDTD 
code were used: a kernel to calculate the magnetic 
fields Hx and Hy and a kernel to calculate the 
electric field Ez. A CUDA driver (180.22) was 
used. The GPU-FDTD code was compiled using 
NVIDIA CUDA 2.1. In the CPU implementation, 
the conventional FDTD code was written in the C 
language. Here, FDTD computation was 
performed using a single core in the CPU. The 
code for the CPU was compiled using the Intel C-
compiler (ver. 11.1) with “-msse –O3” as an 
optimized compiler option. The CPU-only 
computation used SSE instructions. In the CPU 
and GPU implementations, the authors used the 

(a) 

(b) 
Fig. 2. GPU-FDTD code, (a) kernel for 
calculating the magnetic field, (b) kernel for 
calculating the electric field. 
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same PC equipped with an Intel Core 2 Duo 
E8400 (3.0 GHz) as the CPU, 2.0 GB of memory 
(DDR3-1333), and Fedora 9 as the Linux 
operating system and timed 1,000 iterations of the 
calculation by Equations (1) through (3) for the 
GPU and CPU-only computation. 

In Equations (1) through (3), the authors 
replace Δt/µΔx, Δt/εΔx, and Δt/εΔy with constants. 
As a result, the number of operations in Equations 
(1) through (3) is estimated to be 12. The 
theoretical peak performance of the FDTD 
simulation using the NVIDIA GeForce GTX 280 
as a GPU is obtained as 47.23 Gflops = 141.7 
GB/s ÷ 4 byte/word × 12 operations ÷ nine words, 
where the theoretical memory bandwidth is 141.7 
GB/s, and the number of load/store data in 
Equations (1) through (3) is estimated to be nine 
words. On the other hand, the theoretical peak 
performance of the GPU is obtained as 933.12 
Gflops = three operations/SP × 240 SP × 1.296 
GHz, and the theoretical peak performance of the 
FDTD simulation using the GPU (47.23 Gflops) is 
smaller than in the latter example (933.12 Gflops). 
Therefore, the bottleneck of 2-D FDTD 
computation using the GPU is the memory 
bandwidth. 

Here, TGPU is the GPU computation time (s) in 
the computational domain of L × L, and Nitr is the 
number of time steps of the FDTD simulation. 
Subsequently, the actual computational speed 
(flops) can be obtained as 12 operations × L × L × 
Nitr/TGPU (Nitr = 1,000). When the size of the 
subdomain is 16 × 16, the two computational 
speeds of the GPU-FDTD simulation using shared 
and non-shared memory are shown in Fig. 3. In 
Fig. 3, the ‘non-shared memory’ indicates the 
basic GPU-FDTD computation without the 
subdomain for using shared memory, while 
‘shared memory’ indicates the proposed GPU-
FDTD implementation using shared memory. The 
larger the computational domain of the 2-D GPU-
FDTD simulation, the slower the computational 
speed. In the computational domain of 8,192 × 
8,192, the authors investigated the performances 
of two GPU-FDTD implementations with respect 
to the size of a thread block constructed as a 2-D 
array (Table 1). In ‘shared memory’, the thread 
block of size 32 × 4 achieved a peak speed (Table 
1(a)). In the ‘non-shared memory’, the thread 
block of size 64 × 4 achieved a peak speed (Table 
1(b)). In Table 1, the computation time using the 

proposed GPU-FDTD implementation was very 
long when Ny was larger than or equal to Nx. The 
authors analyzed the performance of the proposed 
GPU-FDTD implementation using the NVIDIA 
CUDA Visual Profiler. Bank conflicts of shared 
memory occurred when Nx ≤ 8 for all cases of the 
total  number of threads per thread block 
considered herein. Therefore, the performance of 
the global memory overall throughputs, which is 
the sum of the global memory write throughput 
and the global memory read throughput, decreased 
markedly in the GPU computation of the electric 
field and the magnetic field. For all cases of the 
total number of threads per thread block, the 
number of divergent branches within a warp 
increased in the GPU computation of the electric 
field when Nx ≤ 16. In the ‘shared memory’, the 
performance of the global memory overall 
throughputs was the best for the case in which the 
total number of threads per thread block is 128. In 
Table 1(a), a thread block of size 32 × 4 achieved 
a peak speed. In the case of the 32 × 4 thread 
block, the global memory overall throughput of 
the GPU computation of the electric field was 
99.12 GB/s, while the global memory overall 
throughput of the GPU computation of the 
ma g n e t i c  f i e l d  w a s  1 2 6 . 7 0  G B/ s .  Th e 
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Fig. 3. Computation speed versus computational 
domain L×L. 
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computational speeds using the 32 × 4 thread 
block in the ‘shared memory’ and the 64 × 4 
thread block in the ‘non-shared memory’ are 
shown in Fig. 3. Regardless of the size of the 
computational domain, the computational speed of 
the proposed GPU-FDTD implementation 
achieved approximately 30.0 Gflops. The authors 
improved the performance of the GPU-FDTD 
simulation by using the optimum size of a thread 
block constructed as a 2-D array and compared the 
computation time of the GPU-FDTD simulation 
with that of CPU-only simulation. In Fig. 4, the 
speedup factor shows the ratio of the computation 
time of the CPU only (TCPU) to that of GPU (TGPU). 
The FDTD simulation using a single GPU was 
approximately 20 times faster than that using a 
single CPU core. 

The authors estimated the effective 
performance (Fig. 5). As a result, the effective 
performance achieved approximately 65% of the 
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Table 1: Computation time for the GPU-FDTD implementations with respect to the size of the thread 
block constructed as a 2D-array (Nx × Ny) in the computational domain: 8,192 × 8,192. (a) GPU-FDTD 
implementation with shared memory, (b) basic GPU-FDTD implementation without a subdomain for 
shared memory. 

(a)  
Total number of threads per thread block 

512 256 128 64 

Nx × Ny Time (ms) Nx × Ny Time (ms) Nx × Ny Time (ms) Nx × Ny 
Time 

(ms) 
512 × 1 34,910.91 256 × 1 30,332.19 128 × 1 29,208.40 64 × 1 31,378.07 
256 × 2 27,860.34 128 × 2 26,828.33 64 × 2 26,546.84 32 × 2 31,021.64 
128 × 4 27,023.15 64 × 4 26,404.10 32 × 4 26,193.54 16 × 4 32,172.59 
64 × 8 28,329.08 32 × 8 27,766.32 16 × 8 31,641.55 8 × 8 49,528.76 
32 × 16 31,408.21 16 × 16 40,315.71 8 × 16 81,558.07 4 × 16 151,044.05 
16 × 32 43,464.29 8 × 32 92,666.19 4 × 32 179,097.02 2 × 32 334,621.00 

8 × 64 99,550.48 4 × 64 201,960.70 2 × 64 462,255.13 1 × 64 1,156,390.13 
4 × 128 240,642.34 2 × 128 513,940.38 1 ×128 1,135,948.50   
2 × 256 531,257.31 1 × 256 1,137,908.38     
1 × 512 1,142,198.88       

 
(b)  

Total number of threads per thread block 
512 256 128 64 

Nx × Ny Time (ms) Nx × Ny Time (ms) Nx × Ny Time (ms) Nx × Ny  Time (ms) 
512 × 1 36,148.74 256 × 1 35,712.13 128 × 1 35,765.40 64 × 1 36,315.55 
256 × 2 35,523.61 128 × 2 35,412.05 64 × 2 35,463.31 32 × 2 35,510.76 
128 × 4 35,283.57 64 × 4 35,283.14 32 × 4 35,446.44 16 × 4 36,006.95 
64 × 8 36,126.11 32 × 8 36,836.52 16 × 8 41,499.72 8 × 8 72,708.84 
32 × 16 41,103.40 16 × 16 54,172.49 8 × 16 103,208.16 4 × 16 188,353.81 
16 × 32 60,904.04 8 × 32 117,666.61 4 × 32 219,635.84 2 × 32 434,315.56 

8 × 64 133,583.14 4 × 64 259,646.30 2 × 64 571,017.06 1 × 64 1,445,463.25 
4 × 128 299,888.72 2 × 128 632,672.88 1 × 128 1,410,071.50   
2 × 256 661,946.06 1 × 256 1,422,834.38     
1 × 512 1,442,981.13       

Fig. 4. Speedup factor (TCPU / TGPU) versus 
computational domain L×L.  
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theoretical peak performance (47.23 Gflops) 
obtained using the theoretical memory bandwidth. 

 
IV. Conclusion 

The authors proposed GPU-FDTD 
implementation using a thread block constructed 
as a 2-D array in a previous study. However, in a 
16 × 16 thread block, the larger the computational 
domain of 2-D GPU-FDTD simulation, the slower 
the computational speed. In the present paper, the 
authors investigated the computational 
performance with respect to the size of a thread 
block constructed as a 2-D array. As a result, the 
computational speed of the GPU-FDTD 
simulation peaked when the thread block size was 
32 × 4. Regardless of the size of the computational 
domain, the computational speed of the GPU 
(NVIDIA GeForce GTX 280) was approximately 
30.0 Gflops, which is approximately 20 times 
faster than that using a single core of the central 
processing unit (Intel 3.0-GHz Core 2 Duo). 
Finally, after improving the performance of the 
proposed GPU-FDTD implementation, the 
effective performance was approximately 65% of 
the theoretical peak performance of GPU-FDTD 
computation using an NVIDIA GeForce GTX 280 
as a GPU. 

In the future, the authors intend to apply the 
proposed method to 3-D FDTD simulation. 
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Abstract ─ A set of general purpose single-field 
finite-difference time-domain (FDTD) updating 
equations for solving electromagnetic problems is 
derived. The formulation uses a single-field 
expression for full-wave solution. This 
formulation can provide numerical results similar 
to those obtained using the traditional Yee 
algorithm with less computer resources. The 
traditional FDTD updating equations are based on 
Maxwell's curl equations whereas the single-field 
FDTD updating equations, used here, are based on 
the vector wave equation. Performance analyses of 
the single–field formulation in terms of CPU time, 
memory requirement, stability, dispersion, and 
accuracy are presented. It was observed that the 
single-field method is significantly efficient 
relative to the traditional one in terms of speed and 
memory requirements.  
 
Index Terms ─ FDTD, single-field approach.  

 
I. INTRODUCTION 

The first paper on finite-difference time-
domain (FDTD) was published in 1966 by Yee 
[1]. Since then, the FDTD has become widely used 
in computational electromagnetics [2]. Extensive 
research has been reported to improve the 
accuracy and speed of the method and different 
absorbing boundary conditions (ABCs) are 
developed to provide more accurate results [3, 4, 
5]. An improvement in speed of the method, 

however, has relied almost solely on progresses in 
computer hardware and software architecture.  

This paper investigates the single-field 
approach based on the vector wave equation 
(VWE) to derive the FDTD updating equations in 
a way that only one field component will be 
calculated and updated inside the iteration loop to 
eliminate iteration steps required to update the 
other field component. Since one field (E or H) 
can be calculated from the other field, whenever 
needed, the proposed method, hence, is able to 
provide simulation results similar to that obtained 
from traditional FDTD updating equations. 

There is not much published work 
investigating VWE-based updating equations as a 
complete alternative to the traditional Yee 
algorithm; Aoyagi et al. investigated a possible 
combination of scalar and vector wave equations 
as well as scalar wave equation and Maxwell's 
equations [6], however both approaches lose 
generality since they require partitioning of the 
problem domain; Okoniewski discussed the 
application of the vector wave equation approach 
to inhomogeneous wave-guide structure in terms 
of stability by using transverse field components 
[7]. Chu et al. studied the FDTD modeling of 
optical guided-wave devices based on the Yee 
algorithm and investigated scalar wave equation 
and its semivectorial version for the simulation of 
optical guided-wave devices, but the vector nature 
of the electromagnetic waves is either completely 
or partially ignored [8,9].  
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The single-field FDTD is an effort at reduction 
of FDTD variables in a Yee grid to only the three 
components of a single field variable, either E or 
H, while maintaining the ability to analyze full 
vector source injection. To compare the proposed 
updating equations with the traditional Yee 
algorithm, 2D TM, TE, and 1D electromagnetic 
problems are solved. Results of performance 
analyses: CPU time, memory requirement, 
stability, dispersion, and accuracy, are presented. 
It was observed that for 1D and 2D problems, the 
single-field method has advantages over the 
traditional one in terms of speed and memory 
requirements. 

 
II. FORMULATIONS 

The single-field formulation is derived by 
starting with Maxwell’s curl equations: 

 ∇ × ࡱ = ߤ− డࡴడ௧ − ௜ࡹ) + ∇ (1)                ,(ࡴ௠ߪ × ࡴ = ߝ డࡱడ௧ + ݅ࡶ) +  (2)                  .(ࡱ݁ߪ

 
where E is the electric field strength, H is the 
magnetic field strength, Ji is the impressed electric 
current density, Mi is the impressed magnetic 
current density,  ε is the permittivity, and µ is 
permeability, ߪ௘ and ߪ௠ are the electric and 
magnetic conductivity, respectively. Taking the 
curl of (1) we have: 

 ∇ × ∇ × ࡱ = ߤ− డడ௧ ߘ) × (ࡴ − ߘ × ௜ࡹ  − ߘ)௠ߪ ×         .(ࡴ
               (3) 
 
Replacing the curl of H in (3) with the right hand 
side of (2), (3) can be rewritten as: 

 ∇ × ∇ × ࡱ = ߤ− డడ௧ ቀߝ డࡱడ௧ + ௜ࡶ) + ቁ(ࡱ௘ߪ − ߘ  × ௜ࡹ ௠ߪ                                                 − ቀߝ డࡱడ௧ + ௜ࡶ) +   ቁ. (4)(ࡱ௘ߪ
 
Alternatively, taking the curl of (2) we have: 

 ∇ × ∇ × ࡴ = ߝ డడ௧ ߘ) × (ࡱ − ߘ × ௜ࡶ − ߘ)௠ߪ ×  (5)   .(ࡱ
 

Replacing the curl of E in (5) with the right hand 
side of (1), (5) can be written as: 
 

∇ × ∇ × ࡴ = ߝ డడ௧ ൬−ߤ డࡴడ௧ − ௜ࡹ) + ൰(ࡴ௠ߪ − ߘ × ௜ࡶ ௠ߪ                                         − ൬−ߤ డࡴడ௧ − ௜ࡹ) +  ൰. (6)(ࡴ௠ߪ

 
To implement (4) or (6) as FDTD updating 
equations, we have to write them in scalar form for 
each Cartesian component. 

 
A. 2D single-field E-based updating equations 

If we assume no variation with respect to the z 
direction, i.e. ࣔࣔࢠ = ૙, the x-component of the 
electric field from (4) is given as: 

 డమாೣడ௬మ − డమா೤డ௫డ௬ = ௫ܧ௘ߪ௠ߪ + ௘ߪߤ) + (௠ߪߝ డாೣడ௧ ߝߤ                         + డమாೣడ௧మ + డெ೥೔డ௬ + ௜௫ܬ௠ߪ + ߤ డ௃೔ೣడ௧ .         (7) 

 
To derive the FDTD updating equations for the      
x-component of the electric field, we have to 
evaluate all the spatial derivatives in (7) at their 
corresponding electric field node, i.e. Ex. Central 
difference formula is used to discretize the 

derivatives. Care must be taken for 
ࣔ૛࢟ࣔ࢞ࣔ࢟ࡱ term. Four 

field components need to be used to evaluate the 
second derivative of Ey at the corresponding electric 
field node as shown in Fig. 1. 
 డమா೤(௜,௝)డ௫డ௬ = ா೤೙(௜ାଵ,௝)ିா೤೙(௜ାଵ,௝ିଵ)ିா೤೙(௜,௝)ାா೤೙(௜,௝ିଵ)∆௫∆௬ .   (8)  

 
 
 
 
 
 
 

Fig. 1. Electric field components in 2D. 
,݅)௫௡ାଵܧ  ݆) = ,݅)௘௫௘௫,௡ܥ ,݅)௫௡ܧ](݆ ݆)] 
,݅)௘௫௘௫,௡ିଵܥ+                   ,݅)௫௡ିଵܧ](݆ ݆)] 
,݅)௘௫௘௫,௡,௬ܥ+                   ,݅)௫௡ܧ](݆ ݆ + 1) + ,݅)௫௡ܧ ݆ − 1)] 
,݅)௘௫௘௬,௡,௫௬ܥ+                   ݅)௬௡ܧ](݆ + 1, ݆) − ,݅)௬௡ܧ ݆) 

݅)௬௡ܧ−                                    + 1, ݆ − 1) + ,݅)௬௡ܧ ݆ − 1)] 
,݅)௘௫ெ௭,௡,௬ܥ+                   ௜,௭௡ܯൣ(݆ (݅, ݆) − ௜,௭௡ܯ (݅, ݆ − 1)൧ 
,݅)௘௫௃௫,௡ܥ+                   ௜,௫௡ܬൣ(݆ (݅, ݆)൧  
,݅)௘௫௃௫,௧ܥ+                   ,݅)௜,௫௡ାଵܬൣ(݆ ݆) − ,݅)௜,௫௡ିଵܬ ݆)൧.         (9) 

Ey (i+1, j-1) 

Ey (i, j) Ey (i+1, j) 

Ey (i, j-1) 

Ex (i, j) 
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The final expression of the updating equation for 
the x-component of the electric field is given in 
(9), where the C terms are constant coefficients as 
given in Appendix A. The source terms are only 
included at the source locations whereas the field 
terms are included in the updating equation 
throughout the entire problem domain.  

Similarly, updating equations for ܧ௬ and ܧ௭ 
can be derived in the same manner and are given 
below for completeness. 

,݅)௬௡ାଵܧ  ݆) = ,݅)௘௬௘௬,௡ܥ ,݅)௬௡ܧൣ(݆ ݆)൧ 
,݅)௘௬௘௬,௡ିଵܥ+                   ,݅)௬௡ିଵܧൣ(݆ ݆)൧ 
,݅)௘௬௘௬,௡,௫ܥ+                   ݅)௬௡ܧൣ(݆ + 1, ݆) + ݅)௬௡ܧ − 1, ݆)൧ 
,݅)௘௬௘௫,௡,௫௬ܥ+                   ,݅)௫௡ܧ](݆ ݆ + 1) − ,݅)௫௡ܧ ݆) 
݅)௫௡ܧ−                                    − 1, ݆ + 1) + ݅)௫௡ܧ − 1, ݆)] 
,݅)௘௬ெ௭,௡,௫ܥ+                   ௜,௭௡ܯൣ(݆ (݅, ݆) − ௜,௭௡ܯ (݅ − 1, ݆)൧ 
,݅)௘௬௃௬,௡ܥ+                   ௜,௬௡ܬൣ(݆ (݅, ݆)൧ 
,݅)௘௬௃௬,௧ܥ+                   ,݅)௜,௬௡ାଵܬൣ(݆ ݆) − ,݅)௜,௬௡ିଵܬ ݆)൧.       (10)  
 
and 
,݅)௭௡ାଵܧ  ݆) = ,݅)௘௭௘௭,௡ܥ ,݅)௭௡ܧ](݆ ݆)] 
,݅)௘௭௘௭,௡ିଵܥ+                   ,݅)௭௡ିଵܧ](݆ ݆)] 
,݅)௘௭௘௭,௡,௫ܥ+                   ݅)௭௡ܧ](݆ + 1, ݆) + ݅)௭௡ܧ − 1, ݆)] 
,݅)ா௭௘௭,௡,௬ܥ+                   ,݅)௭௡ܧ](݆ ݆ + 1) + ,݅)௭௡ܧ ݆ − 1)] 
,݅)௘௭ெ௜௬,௡,௫ܥ+                   ௜,௬௡ܯൣ(݆ (݅, ݆) − ௜,௬௡ܯ (݅ − 1, ݆)൧ 
,݅)௘௭ெ௜௫,௡,௬ܥ+                   ௜,௫௡ܯൣ(݆ (݅, ݆) − ௜,௫௡ܯ (݅, ݆ − 1)൧ 
,݅)௘௭௃௭,௡ܥ+                   ௜,௭௡ܬൣ(݆ (݅, ݆)൧ 
,݅)௘௭௃௜௭,௧ܥ+                   ,݅)௜,௭௡ାଵܬൣ(݆ ݆) − ,݅)௜,௭௡ିଵܬ ݆)൧.      (11) 
 

B. 1D single-field E-based updating equations 

FDTD updating equations for the one-
dimensional field components can be easily 
obtained from the two-dimensional updating 

equations by further assuming 
డడ௬ = 0. The y-

component of the electric field is then given as: 

 డమா೤డ௫మ = ௬ܧ௠ߪ௘ߪ + ௘ߪߤ) + (௠ߪߝ డா೤డ௧ + ߝߤ డమா೤డ௧మ −                                               డெ೔,೥డ௫ + ௜௬ܬ௠ߪ + ߤ డ௃೔,೤డ௧ ,   (12) 

 
which yields the following updating equation 
(݅)௬௡ାଵܧ  =  ௬௡ିଵ(݅)൧ܧൣ(݅)௘௬௘௬,௡ିଵܥ +   ௬௡(݅)൧ܧൣ(݅)௘௬௘௬,௡ܥ
݅)௬௡ܧൣ(݅)௘௬௘௡,௡,௫ܥ +               + 1) + ݅)௬௡ܧ − 1)൧   

௜,௭௡ܯൣ(݅)௘௬ெ௭,௡,௫ܥ +               (݅) − ௜,௭௡ܯ (݅ − 1)൧ 
௜,௬௡ܬൣ(݅)௘௬௃௬,௡ܥ +               (݅)൧  
(݅)௜,௬௡ାଵܬൣ(݅)௘௬௃௬,௧ܥ +               − ௜,௬௡ିଵ(݅)൧.                (13)ܬ                    

 
Similarly, updating equations for ܧ௭, ܪ௬, and ܪ௭ 
can be derived in the same manner.  

In the solution of 2D and 1D electromagnetic 
problems, one can utilize the proper updating 
equation to find the field in the problem domain at 
each time step. Moreover, frequency domain 
solution and scattering parameters can also be 
obtained by using the time domain field solution. 

 
III. PERFORMANCE ANALYSIS 

 
A. Memory/speed analysis of a 1D problem 

Next, we examine a one-dimensional 
electromagnetic problem given in [10]. The 
electric field components, due to a z-directed 
electric current sheet placed at the center of a 
problem space filled with air between two parallel 
perfect electric conducting plates extending to 
infinity in y and z directions, are computed. Figure 
2 shows the comparison of the CPU time required 
by the single-field and the traditional formulations 
for the same cell size and number of cells. The 
required number of floating-point addition 
operation per node (FLAOPn), floating-point 
multiplication operation per node (FLMOPn), and 
memory allocation needed for the field terms per 
node (MAFTn) are tabulated in Table 1. 

 

 
Fig. 2. Comparison of performance in 1D. 

 

B. Memory/speed analysis of a TM problem 
A two-dimensional problem is constructed as 

free space with a z-directed impressed electric 
current located at the origin. The current density 
has a Gaussian waveform with magnitude of 1 
[Amp/m]. Electric field generated by the 
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traditional and the single-field formulations are 
compared in time and frequency domains, the 
stability and dispersion analyses are also 
performed for both. Since the real benefit of the 
single-field formulation is the time required to run 
the simulation and required memory size, the two 
formulations are compared for different domain 
sizes. Figure 3 shows the CPU time verses domain 
size for both formulations for the same cell size 
and number of cells. To get a better insight for the 
simulation time and memory usage, the required 
number of FLAOPn, FLMOPn, and (MAFTn) are 
tabulated in Table 1. As for the memory 
allocation, only the field terms and their 
coefficients are taken into account since the source 
terms are updated at only source points, therefore 
the required memory for the source terms and their 
coefficients are negligible compared to the field 
terms. 

 
C. Memory/speed analysis of a TE problem 

A two dimensional problem is constructed as 
free space with a z-directed impressed magnetic 
current located at the origin. The current density 
has a Gaussian waveform with magnitude of 1 
[V/m]. Magnetic field generated by the traditional 
and the single-field formulations are compared in 
time and frequency domains, stability and 
dispersion analyses are, also, performed for both. 
Due to the symmetry in the formulation and 
duality in the problem, merits for CPU time, 
memory requirements, stability, and dispersion are 
the same as the previous TM problem. Therefore, 
Fig. 3 and Table 1 show the performance of the 
single-field formulation for 2D TE problems as 
well. 

 

 
Fig. 3. Comparison of performance in 2D. 

 
A speed up factor is calculated according to 

the formula given in (14) for different problem 
sizes and plotted in Fig. 4. 

 

Speed up Factor =  ஼௉௎ ்௜௠௘ (்௥௔ௗ௜௧௜௢௡௔௟)஼௉௎ ்௜௠௘ (ௌ௜௡௚௟௘ି௙௜௘௟ௗ).       (14) 

  

 
Fig. 4. Speed up factor in 2D. 
 
The single-field formulation appears to be faster 
than the traditional one, especially for greater 
domain sizes. 

 
Table 1: Summary of the required number of FLAOPn, 
FLMOPn, and MAFTn 

 
Formulation

# FLAOPn # FLMOPn # MAFTn 

2D 
Single-field 

5 4 6 

2D 
Traditional 

8 7 10 

1D 
Single-field 

3 3 5 

1D 
Traditional 

2 4 6 

 
D. Numerical validation 

An infinite line of a constant electric current is 
placed parallel and in the vicinity of a circular 
conducting cylinder of infinite length. We will 
examine the scattering of the cylindrical waves by 
the cylinder for ߩ ≥  ᇱ. The analytical solution forߩ
the total electric field is given in [11] as 

ఘ௧ܧ  = ఝ௧ܧ = 0,          (15) 
௭௧ܧ  = − ఉమூ೐ସఠఌ ∑ ାஶ௡ୀିஶ (ߩߚ)௡(ଶ)ܪ    

        ൤ܬ௡(ߩߚ) − ௃೙(ఉ௔)ு೙(మ)(ఉఘᇲ) ൨(ᇱߩߚ)௡(ଶ)ܪ ݁௝௡(ఝିఝᇲ), (16) 

 
where  ߩ is the distance from the center of the 
cylinder to the field point, its range is 0.1-1.1 m, ߩᇱ is the distance from the center of the cylinder to 
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the source point, its value is 0.1 m, ߮ is the 
azimuth angle of the field point, and  ߮ᇱ is the 
azimuth angle of the source point; its value is 0, a 
is the radius of the conducting cylinder and its 
value is 0.01 m. For the numerical simulation, the 
spatial and temporal steps used are Δx = Δy = 1 
mm and Δt = 2.2407 ps. The cylinder is modeled 
in FDTD domain by stair-casing. Electric field is 
computed with the single-field and the traditional 
formulation at 1000 different spatial points in time 
domain and converted to frequency domain to 
compare with the analytical solution results. The 
single-field and the traditional formulation show 
similar performance in terms of accuracy as shown 
in Figs. 5 and 6. 

 

 
Fig. 5. Comparison of the numerical solutions with 
the analytical solution; magnitude. 

 

 
Fig. 6. Comparison of the numerical solutions with 
the analytical solution; phase. 
 
E. Stability comparison 

Stability comparison was conducted by 
changing the value of the time-increment (∆ݐ) and 
observing the change in the field values generated 
by the single-field and the traditional formulations.  

The Courant-Friedrichs-Lewy (CFL) condition 
[12] requires that the time increment ∆ݐ be 2.35 ps 
for a stable result if the space increments in both 
directions, ∆ݔ and ∆ݕ, are 1 mm. Figure 7 shows 
the field comparison of such stable simulation 

results calculated at point (8, 8) mm in a 20 mm x 
20 mm free-space problem domain as described in 
Section B. If we set ∆ݐ to 2.37 ps, the single-field 
and the traditional formulation shows divergence 
from optimum field values. Figure 8 shows the 
divergence in terms of absolute value of the field 
versus time step. The single-field formulation 
provides comparatively less divergent results than 
the traditional formulation does, since it requires 
less numerical computation. 

 

 
Fig. 7. Field comparison for Δt = 2.35 ps. 

 

 
Fig. 8. Field comparison for Δt = 2.37 ps. 

 
F. Dispersion analysis 

Dispersion is defined as the variation of a 
propagating wave’s velocity with frequency. The 
analysis is done for Ez component of the electric 
field for 2D case under the assumption of lossless 
medium and monochromatic traveling wave 
solution 

,݅)௭௡ܧ  ݆) =  ௭଴݁௝൫ఠ௡∆௧ି௞ೣ௜ೣ∆ೣି௞೤௜೤∆೤൯,      (17)ܧ
 

where ݇௫ and ݇௬ are the x and y components of the 
numerical wavevector, ix and iy are space indices. 
By substituting this field expression into the 
electric field updating equation for Ez, and using 
the points per wavelength discretization (PPW) = ఒ೙௛ , ܿ = ଵඥఓబఌబ  and 

௖∆௧௛ = 0.5, one may obtain 
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஼೙஼బ = ఒ೙ఒ = ଶ௉௉ௐగ sinିଵ ቈଵସ − ቂଵସ cos ൬ గ௉௉ௐ (cos ߙ +
                   sin ቁ(ߙ cos ൬ గ௉௉ௐ (cos ߙ − sin ൰ቃ቉ଵ/ଶ(ߙ . (18) 

where cn is the numerical velocity, ߣ௡ is the 
numerical wavelength, and ߙ is the angle between 
the direction of the propagating wave and the 
positive x-axis. Equation (18) gives the ratio of the 
velocities or wavelengths as a function of PPW 
and ߙ for the 2D case. Figure 9 shows the 
variation of the normalized numerical phase 
velocity (cp/c0) versus PPW in two-dimensional 
FDTD grid for a plane wave travelling at 0 degree 
angle i.e., ߙ = 0. 

Dispersion performance of the single-field 
formulation shows a characteristic identical to the 
traditional formulation as given in [13].  
 
 

 
Fig. 9. Dispersion performance of the single-field 
formulation. 
 

IV. CONCLUSION 
The single-field finite-difference time-domain 

updating equations have been derived for two and 
one dimensional electromagnetic problems. In the 
traditional approach, electric field components are 
updated at integer time increments whereas 
magnetic field components need to be updated 
after a half-time-increment. Since the proposed 
updating equations are based on a single field 
only, updating field components takes place only 
at integer time increments [14]. Liao’s ABCs are 
used for both formulations in the verification of 
the examples presented [4]. One-dimensional case 
of the single-field formulation is evaluated with 
example geometry, and it is observed that the 
single-field formulation is about 20% faster than 
the traditional one, and provides around 20% 
memory reduction for solving the same size 
problem. The single-field formulation has great 

advantage in the two-dimensional case. A two-
dimensional TMz problem is constructed with an 
electric current source, and the field away from the 
source is calculated by the single-field and the 
traditional formulations. First, the stability and 
dispersion analyses are performed. Then, the speed 
and memory analyses follow; the single-field 
formulation happens to be around three times 
faster for reasonably big problem sizes and 
requires around 43% less memory than its 
traditional counterpart. A two-dimensional TEz 
problem evaluation is also discussed to show that 
the single-field formulation is advantageous for 
two-dimensional TMz as well as TEz problems. 
The 3D case is being worked on for non-dispersive 
and dispersive media. The results will be reported 
in a future article. 

 
APPENDIX A 

 
The Complete Expressions of the Coefficients 

,݅)௫ܥ  ݆) = − ௘ߪߤ)ݐ∆ଶ(ݐ∆)2 + (௠ߪߝ + ,݅)௘௫௘௫,௡ܥ(19) ߝߤ2 ݆) = ,݅)௫ܥ ݆) ൬ ଶ(ݕ∆)2 − ଶ(ݐ∆)ߝߤ2 + ,݅)௘௫௘௫,௡ିଵܥ௘൰ (20)ߪ௠ߪ ݆) = ,݅)௫ܥ ݆) ቆ ଶ(ݐ∆)ߝߤ − ௘ߪߤ) + ݐ∆௠)2ߪߝ ቇ (21)ܥ௘௫௘௫,௡,௬(݅, ݆) = ,݅)௫ܥ− ݆) ൬ ,݅)௘௫௘௬,௡,௫௬ܥଶ൰ (22)(ݕ∆)1 ݆) = ,݅)௫ܥ ݆) ൬ ,݅)௘௫௠௭,௡,௬ܥ൰ (23)ݕ∆ݔ∆1 ݆) = ,݅)௫ܥ ݆) ൬ ,݅)௘௫௝௫,௡ܥ൰ (24)ݕ∆1 ݆) = ,݅)௫ܥ ,݅)௘௫௝௫,௧ܥ(25) (௠ߪ)(݆ ݆) = ,݅)௫ܥ ݆) ቀ ,݅)௬ܥቁ (26)ݐ∆2ߤ ݆) = − ௘ߪߤ)ݐ∆ଶ(ݐ∆)2 + (௠ߪߝ + ,݅)௘௬௘௬,௡ܥ(27) ߝߤ2 ݆) = ,݅)௬ܥ ݆) ൬ ଶ(ݔ∆)2 − ଶ(ݐ∆)ߝߤ2 + ,݅)௘௬௘௬,௡ିଵܥ௘൰ (28)ߪ௠ߪ ݆) = ,݅)௬ܥ ݆) ቆ ଶ(ݐ∆)ߝߤ − ௘ߪߤ) + ݐ∆௠)2ߪߝ ቇ (29)ܥ௘௬௘௬,௡,௫(݅, ݆) = ,݅)௬ܥ− ݆) ൬ ,݅)௘௬௘௫,௡,௫௬ܥଶ൰ (30)(ݔ∆)1 ݆) = ,݅)௬ܥ ݆) ൬ ,݅)௘௬௠௭,௡,௬ܥ൰ (31)ݕ∆ݔ∆1 ݆) = ,݅)௬ܥ− ݆) ൬ ,݅)௘௬௝௬,௡ܥ൰ (32)ݔ∆1 ݆) = ,݅)௬ܥ (33) (௠ߪ)(݆
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,݅)௘௬௝௬,௧ܥ ݆) = ,݅)௬ܥ ݆) ቀ ,݅)௭ܥቁ (34)ݐ∆2ߤ ݆) = − ௘ߪߤ)ݐ∆ଶ(ݐ∆)2 + (௠ߪߝ + ,݅)௘௭௘௭,௡ܥ(35) ߝߤ2 ݆) = ,݅)௭ܥ ݆) ൬ ଶ(ݔ∆)2 + ଶ(ݕ∆)2 − +ଶ(ݐ∆)ߝߤ2  ௘൰ߪ௠ߪ
(36)

,݅)௘௭௘௭,௡ିଵܥ ݆) = ,݅)௭ܥ ݆) ቆ ଶ(ݐ∆)ߝߤ − ௘ߪߤ) + ݐ∆௠)2ߪߝ ቇ (37)ܥ௘௭௘௭,௡,௫(݅, ݆) = ,݅)௭ܥ− ݆) ൬ ,݅)௘௭௘௭,௡,௬ܥଶ൰ (38)(ݔ∆)1 ݆) = ,݅)௭ܥ− ݆) ൬ ଶ൰ (39)(ݕ∆)1

 
APPENDIX B 

 
2D Single-Field H-Based Updating Equations 

If we assume no variation with respect to the z 

direction, i.e.  
డడ௭ = 0, the x-component of the 

magnetic field from (6) is given as:  
 డమுೣడ௬మ − డమு೤డ௫డ௬ = ௫ܪ௘ߪ௠ߪ + ௘ߪߤ) + (௠ߪߝ డுೣడ௧ ߝߤ                            + డమுೣడ௧మ + డ௃೔,೥డ௬ + ௜,௫ܯாߪ + ߤ డெ೔,ೣడ௧ .   (12)  

 
To derive the FDTD updating equations for the    
x-component of the magnetic field, we have to 
evaluate all the spatial derivatives in (12) at their 
corresponding magnetic field node, i.e. Hx. Central 
difference formula is used to discretize the 
derivatives.  

The final expression of the updating equation 
for the x-component of the magnetic field becomes 

,݅)௫௡ାଵܪ  ݆) = ,݅)௛௫௛௫,௡ܥ ,݅)௫௡ܪ](݆ ݆)] 
,݅)௛௫௛௫,௡ିଵܥ +                   ,݅)௫௡ିଵܪ](݆ ݆)] 
,݅)௛௫௛௫,௡,௬ܥ +                   ,݅)௫௡ܪ](݆ ݆ + 1) + ,݅)௫௡ܪ ݆ − 1)] 
,݅)௛௫௛௬,௡,௫௬ܥ +                   ݅)௬௡ܪ](݆ + 1, ݆) − ,݅)௬௡ܪ ݆) 
݅)௬௡ܪ−                                   + 1, ݆ − 1) + ,݅)௬௡ܪ ݆ − 1)] 
,݅)௛௫௃௜௭,௡,௬ܥ +                   ௜,௭௡ܬൣ(݆ (݅, ݆) − ௜,௭௡ܬ (݅, ݆ − 1)൧ 
,݅)௛௫ெ௜௫,௡ܥ +                   ௜,௫௡ܯൣ(݆ (݅, ݆)൧  
,݅)௛௫ெ௜௫,௧ܥ +                   ,݅)௜,௫௡ାଵܯൣ(݆ ݆) − ,݅)௜,௫௡ିଵܯ ݆)൧, (14)            
 
where the C terms are constant coefficients. 
Similarly, updating equations for ܪ௬ and ܪ௭ can 
be obtained in the same manner and their final 
expressions are 
 

,݅)௬௡ାଵܪ ݆) = ,݅)௛௬௛௬,௡ܥ ,݅)௬௡ܪ(݆ ݆) 

,݅)௛௬௛௬,௡ିଵܥ +                   ,݅)௬௡ିଵܪൣ(݆ ݆)൧ 
,݅)௛௬௛௬,௡,௬ܥ +                   ,݅)௬௡ܪൣ(݆ ݆ + 1) + ,݅)௬௡ܪ ݆ − 1)൧ 
,݅)௛௬௛௬,௡,௫௬ܥ +                   ,݅)௬௡ܪ](݆ ݆ + 1) − ,݅)௬௡ܪ ݆) 
݅)௬௡ܪ−                                   − 1, ݆ + 1) + ݅)௬௡ܪ − 1, ݆)] 
,݅)௛௬௃௜௭,௡,௫ܥ +                   ௜,௭௡ܬൣ(݆ (݅ + 1, ݆) − ௜,௭௡ܬ (݅, ݆)൧ 
,݅)௛௬ெ௜௬,௡ܥ +                   ,݅)௜,௬ܯൣ(݆ ݆)൧ 
,݅)௛௬ெ௜௬,௧ܥ +                   ,݅)௜,௬௡ାଵܯൣ(݆ ݆) − ,݅)௜,௬௡ିଵܯ ݆)൧.(15) 
,݅)௭௡ାଵܪ  ݆) = ,݅)௛௭௛௭,௡ܥ ,݅)௭௡ܪ](݆ ݆)] 
,݅)௛௭௛௭,௡ିଵܥ +                   ,݅)௭௡ିଵܪ](݆ ݆)] 
,݅)௛௭௛௭,௡,௫ܥ +                   ݅)௭௡ܪ](݆ + 1, ݆) + ݅)௭௡ܪ − 1, ݆)] 
,݅)௛௭௛௭,௡,௬ܥ +                   ,݅)௭௡ܪ](݆ ݆ + 1) + ,݅)௭௡ܪ ݆ − 1)] 
,݅)௛௭௃௬,௡,௫ܥ +                   ௜,௬௡ܬൣ(݆ (݅ + 1, ݆) − ௜,௬௡ܬ (݅, ݆)൧ 
,݅)௛௭௃௫,௡,௬ܥ +                   ௜,௫௡ܬൣ(݆ (݅, ݆ + 1) − ௜,௫௡ܬ (݅, ݆ − 1)൧ 
,݅)௛௭ெ௜௭,௡ܥ +                   ,݅)௜,௭ܯൣ(݆ ݆)൧ 
,݅)௛௭ெ௜௭,௧ܥ +                   ,݅)௜,௭௡ାଵܯൣ(݆ ݆) − ,݅)௜,௭௡ିଵܯ ݆)൧. (16)  

 
APPENDIX C 

 
The Computing System Information 

All of the simulations presented in this paper 
are performed using a system whose specifications 
are given in the table below. 

 
Table 2: The computing system specifications 

Processor Intel(R) Core(TM) i7 
CPU 920 @ 2.67 GHz 

Memory 6.00 GB 
System Type 64-bit OS 
Operation System Windows 7 Pro 
Programming 
Language 

Matlab R2009a (32-
bit) 
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Abstract ─ We investigate the potential of control-
ling the wideband behavior of finite-difference 
time-domain (FDTD) methods, which adopt ex-
tended spatial operators while maintaining the 
standard temporal updating procedure. Specifical-
ly, single-frequency optimization is performed 
first, while wider bands are then treated with the 
aid of the least-squares technique. The proposed 
methodology is applied to various discretization 
schemes with different stencil sizes and shapes, 
thus verifying its versatile character. Theoretical 
as well as numerical results are presented, which 
demonstrate that the optimization process has a 
beneficial impact on the efficiency of FDTD algo-
rithms, and yields attractive alternatives for relia-
ble multi-frequency simulations.  
  
Index Terms ─ Finite-difference time-domain 
(FDTD) methods, high-order schemes, least 
squares, performance optimization.  
 

I. INTRODUCTION 
When solving wideband electromagnetic prob-

lems, a common feature in Yee’s finite-difference 
time-domain (FDTD) method [1-4] and other 
standard techniques is that low-frequency compo-
nents are modeled more reliably than those at 
higher frequencies. This phenomenon is due to the 
use of finite-difference operators that originate 
from truncated Taylor series. Experience has 
shown that such general approximations do not 
necessarily produce the lowest errors. In addition, 
Taylor-based schemes may be inefficient, when 
different orders of spatial and temporal differenc-
ing are combined. For instance, to ensure adequate 
performance for the (2,4) FDTD method, one 
should use significantly smaller time steps, com-

pared to the stability limit [5]. On the other hand, a 
class of computational alternatives comprises 
schemes that exhibit optimized behavior, even if 
their formal accuracy order is not maximized. In 
contrast with conventional solutions, their fre-
quency response is adjustable to problem-related 
needs. Usually, single-frequency optimization is 
realized [6–9], which cannot always ensure satis-
factory wideband characteristics or control of the 
optimization bandwidth. Yet, there exist ap-
proaches that directly deal with the challenging 
issue of multi-frequency error control. For in-
stance, one-dimensional suppression of phase er-
rors, integrated over the wavenumbers of practical 
interest, is proposed in [10]. Another choice is to 
minimize numerical dispersion at one frequency, 
while applying additional constraints to the finite-
difference coefficients [11]. The algorithms pre-
sented in [12, 13] accomplish their goals by intro-
ducing frequency-dependent quantities in the up-
date equations, eventually altering the size of the 
operator stencil. Another solution [14] combines 
error reduction at selected wavelengths and direc-
tions of propagation. Note that we will not be con-
cerned with inaccuracies due to geometric model-
ing, which can be handled with other approaches, 
such as subgridding techniques [15, 16]. 

In the present study, we focus on FDTD ap-
proaches that preserve the time advancing of 
Yee’s method, so practically only the spatial-
differencing process is modified (yet, it is shown 
that high convergence rates are still feasible). In 
order to remedy algorithmic reliability over ex-
tended frequency bands, we exploit the fact that 
optimum performance – according to a specific 
criterion – can be ensured at one frequency point. 
In essence, after determining a consistent error 
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formula, single-frequency correction is translated 
into a set of linear equations. The unknowns in 
these equations are constant coefficients, intro-
duced by the spatial operators. An augmented sys-
tem is formulated afterwards, by repeating this 
procedure for a number of frequency points within 
the band of interest. The new system is overdeter-
mined; hence, it is solved approximately with the 
least-squares method. Being generalized, the pro-
posed formulation is applied to five discretization 
schemes, leading to different levels of reliability. 
The dispersion and anisotropy flaws of the mod-
ified approaches are examined theoretically, and 
numerical simulations are executed to demonstrate 
the qualities of the new techniques. 
 

II. METHODOLOGY 
A. The case of (2,2 )N  schemes 

The present study is concerned with the two-
dimensional Maxwell’s equations. In the first case 
examined, partial derivatives with respect to space 
variable u (u = x, y) are approximated at point i u  
by the parametric operator 

 
   2 1 2 1

2 2
1

1
D   



 
   



N

u i i i
f C f f

u
.
 

(1) 

In this expression, the number of considered field 
samples is 2N, N = 1, 2, 3, and the unknown C  
coefficients are determined later. As mentioned in 
the introduction, time marching is performed using 
the second-order leapfrog scheme: 

 
 1 1

2 2
1

D n nn
t f f f

t
      

.   (2)
 

Thus, the updating procedure is similar to that of 
the classic FDTD method. For instance, the zH  
component is updated according to 

1 1
2 2

1 1 1 1
2 2 2 2

1 1 1 1
2 2 2 2

, ,

, ,
0

D D

n n

z zi j i j

nn

y x x yi j i j

H H

t
E E



 

   
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

           
 .(3) 

We label these algorithms(2,2 )N , indicating the 
temporal/spatial structure of the corresponding 
discretization scheme. The key idea is to reduce 
the inherent error as isotropically as possible at 
one frequency, and then tune the operators’ re-

sponse within wider bands. To exemplify the deri-
vation of the x-operator, we start from the equation 

 
+ 0

 


 
y z

E H

t x
 .

 
(4) 

Admitting plane-wave forms similar to the exact 
solutions for both field components in the discrete 
form of (4) yields  

 

 
0

1

, , sin cos
2

2 1
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2

N

x

x t
k

c t

C k x

  



      
    

 
 




 



,
 

(5) 

where cosxk k    is the x-component of the nu-
merical wavenumber k , and   denotes the propa-
gation angle. If 0/k k c   is additionally en-
forced, then (5) does not remain valid, as numeri-
cal and exact wavenumbers do not coincide in 
general, due to discretization artifacts. Neverthe-
less, given that ( , , ) 0k    corresponds to the 
ideal scenario of an error-free algorithm, an ac-
ceptable representation of the continuous problem 
should be feasible, as long as C  values that render 
( , , )k   close to zero are selected. We refrain 

from specifying individual values for  , since all 
directions can be treated rather equally, by exploit-
ing the error’s trigonometric expansion: 

 

 

   
0

2 1
2 1 2

1 0

, , sin cos
2

2 ( 1) cos (2 1)
N

i
i

i

x t
k

c t

C J k x i
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





 

      

     






. (6) 

Evidently, small values for   can be easily ac-
complished at a designated angular frequency 0  
through the vanishing of the first N terms in (6). In 
this way, a N  N system of equations is formed, 

 
   0 0( ) C ( )   ij ia b  , (7) 

where  

 
2 1
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2ij i

j x
a J

c



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  

 
     (1 ≤ i, j ≤ N)  (8) 

 1
0

sin
2

x t
b

c t

      
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 0ib       ( 1i  ) , (10) 
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( )nJ x  denotes Bessel functions of the first kind, 
and [C] is the vector of the C  coefficients. As ex-
pected, the C  values calculated from (7) depend 
on spatial as well as temporal increments. For in-
stance, the two necessary equations in the case of 
the (2,4)  scheme are: 

 0

3
2 21 1 12 2

3
3 3 22 2

sin( )( ) ( )

( ) ( ) 0

x tk x k x
c t

k x k x

J J C

J J C

  


 
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     

. (11) 

Given that the described procedure relies on 
the selection of a specific frequency ω0, it is ex-
pected that error decrease will be confined to the 
corresponding part of the spectrum. To pursue a 
more wideband performance tuning, we propose 
the application of a least-squares approach. Let’s 
assume that the band of interest is described by 
ωmin ≤ ω ≤ ωmax. Then, an extended set of equa-
tions can be derived by introducing a partition Ω = 
{ω1, ω2, …, M } of the interval [ωmin, ωmax]. For 
each point ωi  Ω (i = 1, …, M ), the correspond-
ing equations from (7) are obtained, and all of 
them are assembled, in order to build a new – 
overdetermined – system: 
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(13) 

An approximate solution to (12) is calculated by 
applying the least-squares method: 

 
           1T T
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
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(14) 

The operators acquired in this way are expected to 
perform well, within the prescribed band. 

It is noted that the case of y-operators can be 
handled in the same manner, starting from  
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 
 
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x zE H

t y
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B. The case of (4,2 )N  schemes 

From the above description it appears that the 
generalized character of the proposed methodolo-

gy permits further applications. Therefore, we ex-
tend the optimization procedure to FDTD 
schemes, which practically adopt a modified ver-
sion of the fourth-order leapfrog integrator [17]. 
Recall that time integration based on the fourth-
order leapfrog approach introduces temporal oper-
ators with the following form:   
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where (3)Dt  stands for a second-order approxima-
tion of the third-order temporal derivative, calcu-
lated with the proper use of spatial formulae. It can 
be easily shown that the structure of such algo-
rithms is equivalent to a combination of the stan-
dard second-order leapfrog scheme with extended, 
two-dimensional, spatial operators. We denote 
these algorithms as (4,2 )N , N = 2, 3, and the 
geometric configuration of their spatial expres-
sions can be identified in Fig. 1. Analytically, the 
parametric expression of the Dx  operator now 
becomes 
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Compared to the formula in (1), an extra degree of 
freedom has been added ( 1NC  ), which weights 
nodal values appearing on both sides of the diffe-
rentiation axis. Following the methodology ap-
plied to (2,2 )N  schemes, we define a similar error 
expression, whose trigonometric expansion is 
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where  

2 24( ) ( )x y     , 0tan 2 /x y    .  (18) 

Now, a ( 1) ( 1)N N   system is formulated by 
zeroing the first ( 1)N   error terms. For example, 
we give the three necessary equations for the sin-
gle-frequency design of the (4,4) scheme: 
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Fig. 1. Nodal arrangement of the operators used 
for spatial differencing by the (4,2 )N

 
schemes. 
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 (19) 

Then, the wideband optimization is carried out 
with the application of the least-squares method, 
as presented in detail in Section II-A. 
 

III. THEORETICAL ASPECTS 
For simplicity, we assume x y h     . In the 

case of the (4,2 )N  schemes, the stability criterion 
is described by 

  0 11
2 2

N

N

h
t

c C C 


 

 

,
 

(20) 

while the corresponding numerical dispersion rela-
tion, which will be utilized later for theoretical 
tests, is  
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(21) 
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(23) 

Formulae (20)-(23) apply in the case of (2,2 )N  
schemes as well, considering that it is 1 0NC  

 
for 

those algorithms. Hereafter, the time-step size is 
described by Q, where 02 /Q c t h   . Note that 
the maximum value of Q is 1 for the standard (2,2) 
and (4,4) techniques, 6/7 for the standard (2,4) and 
120/149 for the standard (2,6) scheme. To assess 
algorithmic accuracy via the numerical phase ve-
locity c, the following error definition is used, 

 

2

00
0

1
( ) ( , )

2
c c d

c


   


   ,

 
(24) 

which is a measure of the mean-error value for all 
possible propagation angles.  

Starting from (2,2 )N  algorithms, the variation 
of  as a function of the grid density is illustrated 
in Figs. 2(a)-(c). We consider two different cases: 
in the first one, the band of interest ranges from 25 
to 35 cells per wavelength, and from 20 to 40 cells 
per wavelength in the second case. When 1N   
(Q = 0.99 is selected for the optimized tech-
niques), moderate error reduction can be noted. On 
the other hand, substantial improvement is ob-
tained when N = 2 (Q = 0.85), and even more pre-
cise results are observed in the case of six-point 
operators (Q = 0.7). The latter value of Q is se-
lected due to stability purposes. As deduced from 
these examples, the accomplished accuracy 
amendment tends to concentrate toward smaller 
wavelengths. This is deemed a desirable feature, 
for high-frequency inaccuracies have the most se-
rious impact. 

Next, the (4,2 )N  schemes are investigated in a 
similar fashion. Now, the desired frequency band 
corresponds to 30-60 cells per wavelength, and the 
calculated error curves appear in Fig. 3. We can 
verify that the modified leapfrog integration leads 
to smaller error fluctuations within the prescribed 
frequency band. In addition, it can be safely con-
cluded that the extra degree of freedom provided 
by the (4, 6) scheme, compared to the (4, 4) coun-
terpart, allows further upgrade.  

 

1081 ACES JOURNAL, VOL. 25, NO. 12, DECEMBER 2010



10 20 30 40 50 60
10

-5

10
-4

10
-3

10
-2

Spatial resolution (cells per wavelength)

O
v
er

al
l 

er
ro

r
�

Standard (2,2)

Optimized (2,2) (25-35)

Optimized (2,2) (20-40)

 
(a) 

10 20 30 40 50 60
10

-5

10
-4

10
-3

10
-2

Spatial resolution (cells per wavelength)

O
v
er

al
l 

er
ro

r
�

Standard (2,4)

Optimized (2,4) (25-35)

Optimized (2,4) (20-40)

 
(b) 

10 20 30 40 50 60
10

-5

10
-4

10
-3

10
-2

Spatial resolution (cells per wavelength)

O
v
er

al
l 

er
ro

r
�

Standard (2,6)

Optimized (2,6) (25-35)

Optimized (2,6) (20-40)

 
(c) 

Fig. 2. Error   versus spatial grid resolution for 
(2,2 )N  schemes: (a) 1N  , (b) 2N  , (c) 

3N  . Optimization is performed within either 
25-35 or 20-40 cells per wavelength. 

 
As mentioned in the introduction, a known 

property of schemes with lower temporal than spa-
tial error (such as the standard (2,4) method) is the 
capability to improve their performance, when 

small time-step sizes (down to a specific limit) are 
selected. It is now examined whether the opti-
mized (4, 6) technique exhibits an improved re-
sponse, provided that small values for t  are 
used. If we refer to Fig. 4, we may verify that this 
distinct feature is exhibited by the optimized (4,6) 
scheme as well, since a denser temporal sampling 
can lead to a quite equally distributed error sup-
pression over the designated frequencies of inter-
est. 
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Fig. 3. Error 

 
versus spatial resolution, in the 

case of the (4,4) and (4,6) schemes. The optimiza-
tion bandwidth is 30-60 cells per wavelength. 
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Fig. 4. Error 

 
versus spatial resolution for vary-

ing time-step size, in the case of the (4,6) scheme. 
 

IV. NUMERICAL RESULTS 
In the first examples, the performance of 

(2,2 )N
 
schemes is investigated. We initially test 

the narrowband optimization ensured by (7)-(10), 
by calculating the maximum L2 error regarding the 
Hz component, when single-mode excitation is 
enforced in a 10 cm  5 cm rectangular cavity with 
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perfectly conducting boundaries. The selected 
mode is TE22, with a resonant frequency of 6.704 
GHz. Standard as well as optimized techniques are 
tested considering grids with different resolutions, 
and the results are presented in Fig. 5. It is noted 
that maximum allowable time steps are selected in 
all cases. As anticipated, the Taylor-based algo-
rithms exhibit second-order behavior even when 
extended stencils are utilized, as their low tempor-
al accuracy dominates. On the other hand, the op-
timization practice treats the combined space-time 
errors efficiently, hence resulting in higher con-
vergence rates. For reference, we mention that 
when Δh = 0.568 mm, the computational times for 
N = 2, 4, 6 is 48.8, 57.3, and 62.4 sec, respectively. 
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Fig. 5. Maximum L2 error versus spatial-step size 
in the cavity problem with single-mode excitation. 

 
Next, multi-modal excitation is introduced into 

the cavity of the previous example. Specifically, 
the excited modes are: TE11 at 3.352 GHz, TE31 at 
5.405 GHz, and TE12 at 6.181 GHz. Now, the wi-
deband optimization based on the least-squares 
approach is applied. The results depicted in Fig. 6 
are consistent with the theoretical findings, and 
indicate that all schemes converge at a second-
order rate (maximum time steps are again chosen). 
The level of error reduction in the case of Yee’s 
method is approximately 25%. When N = 2, the 
performance upgrade appears more considerable, 
as 10-time lower errors are produced, compared to 
the conventional solution. The wideband (2, 2) and 
(2, 4) schemes produce the same computational 
times as the standard ones (9.1 and 11.3 sec, re-
spectively, when Δh = 1.14 mm). Even better re-
sults are computed when N = 3; yet, the six-point 
operators call for reduced time steps when finer 

lattices are considered, which slightly increase the 
computational burden. Specifically, the simulation 
time increases from 12.5 sec to 18.9 sec, when Δh 
= 1.14 mm. Nevertheless, the accuracy gain is 
high, and the optimized (2,6) algorithm remains 
more efficient than the standard version.  
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Fig. 6. Maximum L2 error versus spatial-step size 
in the cavity problem with multi-modal excitation. 

 
We, also, investigate the achievable rates of 

convergence, when the errors due to the low-order 
leapfrog updating are controlled with the use of 
sufficiently small time steps. For instance, the 
standard (2, 4) method can be fourth-order accu-
rate, provided that the reduction of Δh by a factor 
of  is combined with a time-step reduction by 

2 . We use the previous numerical test to deter-
mine whether the new (2, 4) and (2, 6) algorithms 
possess this property as well. As illustrated in Fig. 
7, high convergence rates (consistent with the size 
of the spatial stencil) are recovered for standard as 
well as optimized schemes. Yet, the latter exhibit 
extra accuracy enhancement, which is estimated 
close to a factor of 10 in this example. 

Proceeding with the (4,2 )N  techniques, a 50 
cm  5 cm parallel-plate waveguide is modeled. In 
this configuration, three different modes are ex-
cited: TM1 at 4.5 GHz, TM2 at 7.5 GHz, and TM3 
at 10.5 GHz. The accuracy of various schemes is 
tested with grids of 200  20 cells, 400  40 cells, 
and 800  80 cells. Comparisons are made against 
the standard (4, 4) method. The results shown in 
Table 1 verify fourth-order convergence in all cas-
es. However, error improvement by 6.8 and 8.8 
times is reported, when the standard (4, 4) method 
is compared to the optimized (4, 4) and (4, 6) algo-
rithms, respectively. In the case of the denser grid, 
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the computational time is practically the same for 
the standard and optimized (4,4) schemes, while 
the wideband (4,6) method slightly increases the 
simulation’s duration by approximately 6 %, due 
to smaller time step. 
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Fig. 7. Maximum L2 error versus spatial-step size 
in the cavity problem with multi-modal excitation, 
when sufficiently small time steps are used. The 
convergence rates are also shown. 

 
Table 1: Maximum L2 errors in the parallel-plate 
waveguide problem 

Δh 
(mm) 

Standard 
(4,4) 

Opt. (4,4) Opt. (4,6) 

2.5 3.15e–5 4.61e–6 3.72e–6 
1.25 1.98e–6 2.88e–7 2.25e–7 

0.625 1.24e–7 1.80e–8 1.39e–8 

 
In the last test, a 5 cm  5 cm cavity is consi-

dered, whose resonant frequencies within the band 
2.998 GHz – 18.961 GHz are detected. The se-
lected mesh comprises 25  25 cells, and the total 
simulation time corresponds to 131,072 time steps. 
A sufficiently narrow Gaussian pulse is used for 
the introduction of electromagnetic energy in the 
cavity. The errors concerning the (2,2 )N  methods 
are shown in Fig. 8a, while Fig. 8b plots the cor-
responding error curves in the case of the (4,2 )N  
schemes. Moreover, an explicit reference to the 
numerical error values is made in Table 2. As 
seen, the theoretically predicted wideband upgrade 
of the algorithms’ performance is verified, as high-
frequency components are now modeled in a more 
reliable fashion. Note that the error of the opti-
mized (4,6) scheme is dictated by the resolution of 
field samples in the frequency domain, rather than 
the – highly accurate – discretization process. 
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Fig. 8. Errors in the calculation of a cavity’s reso-
nant frequencies: (a) (2,2 )N  schemes, (b) (4,2 )N  
schemes. 
 

Table 2: Errors of various algorithms in the detec-
tion of a cavity’s resonant frequencies 

Method  max f  

(MHz) exact

max 100%
f

f

    
  

 

Standard (2,2) 217.9 1.21 
Opt. (2,2) 172.4 0.96 
Opt. (2,4) 57.35 0.34 
Opt. (2,6) 35.95 0.21 

Standard (4,4) 12.5 0.069 
Opt. (4,4) 2.5 0.014 
Opt. (4,6) 1 0.023 

 
V. CONCLUSION 

We have presented a systematic methodology 
that facilitates performance control of FDTD ap-
proaches over a selected frequency range. It has 
been pointed out, both theoretically and computa-
tionally, that algorithms based on the leapfrog in-
tegrator can be optimized within designated fre-
quency bands, by solving an over determined sys-
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tem with the least-squares method. In this way, 
FDTD schemes with (2,2 )N  structure have been 
rendered efficient, even when operated close to 
stability limits. Moreover, high-order convergence 
has been exhibited by optimized (4,2 )N  tech-
niques in multi-frequency problems, ensuring im-
provement over standard counterparts. Compared 
to classic analogues, the new operators suppress 
errors in a broadband fashion, without extra com-
putational burden. The proposed practice is gener-
ic and can be applied to several FDTD schemes, as 
long as the proper error analysis is performed. 
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Abstract ─ In this paper, designs and development 
of a small dual purpose UHF RFID planar antenna 
and an RFID tag antenna for small wireless 
application devices are presented. The planar 
antenna resonates at both the European and US 
RFID bands. It has a reasonable gain on both 
RFID bands with an omni-directional radiation 
pattern. The RFID tag antenna is designed for the 
European UHF RFID band. Experimental results 
for radiation pattern, input impedance reflection 
coefficient, and tag antenna realized gain 
confirmed the validity of the designs based on 
numerical simulations. 
  
Index Terms ─ Antenna, dual band 
antennas, microstrip, miniaturized, planar, reader 
antenna, RFID, tag antenna. 
 
 

I. INTRODUCTION 
The growing demand for small compact 

wireless devices has increased the need for small 
antennas that can be integrated while providing 
acceptable overall performance. Apart from the 
size of the antenna and the wireless device, the 
cost is one of the most important aspects to 
consider in developing a wireless system. Thus, 
small low-cost antenna models are needed. The 
European RFID band (865 MHz - 868 MHz) and 
the US RFID band (902 MHz - 928 MHz) can also 
be used for small wireless applications. This 
includes various wireless sensor networks and 
other small indoor consumer electronic systems.  

Throughout the antenna design process in this 
paper, the main objective was to develop a low-
cost small antenna model, with reasonable 
performance, for the UHF RFID European and US 
bands. This work is an extension to the previous 
antenna designed and presented in [1]. The current 
antenna design can be useful for developing reader 
antennas, as well as RFID tags [2-5].  
Directionality of the antenna is a result of the 
patch part of the antenna which radiates more than 
the rest of the antenna components. Since the 
antenna operates for both European RFID and US 
RFID bands, it becomes a good candidate for use 
in low-cost global wireless devices. It is small in 
size and can be embedded and integrated in 
several small wireless units.  

Similarly, the same antenna design can be 
utilized to operate as a tag antenna, with an omni-
directional radiation pattern and reasonable gain. 
The tag antenna is designed by mirroring the top 
part of the planar antenna and eliminating the 
ground plane, leading to a symmetric dipole type 
structure. The tag antenna is designed to operate at 
the European UHF RFID band. The structure of 
the tag antenna makes it highly sensitive to any 
geometrical or dielectric change. This sensitivity 
behavior can be exploited to make the antenna 
work as a sensor tag. The antenna can also be 
tuned to work on other frequency bands, as well as 
multiple frequency bands, by changing some of its 
configuration parameters. 

Planar antenna design techniques are 
discussed in Section II. Section III concentrates on 
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utilizing the same design to make a UHF RFID tag 
antenna. This is followed by the simulation and 
measurement process and results of the planar 
antenna and the RFID tag antenna in Section IV. 
Section V discusses the sensitivity of the RFID tag 
antenna relative to its geometrical parameters. 
This is followed by the conclusions in Section VI. 
 

II. ANTENNA DESIGN 
The antenna is designed and simulated with 

the help of Ansoft HFSS V. 12 [6]. A 1.6 mm 
thick FR-4 double-sided substrate with a relative 
dielectric constant of 4.1 is used. The outer 
dimension of the antenna is 42 mm in height and 
30 mm in width. The patch or lower part of the 
antenna has copper on both sides of the substrate, 
whereas the upper part of the antenna has no 
copper under the substrate. The feed of the 
antenna (using SMA connector) is connected 
between the feeding block of width ‘a’ and height 
‘b’ and the ground plane as shown in Fig. 2.  

 The antenna structure is fabricated on a low-
cost FR4 substrate to provide a low-cost solution. 
Various miniaturization techniques were used to 
tune the microstrip antenna design to the desired 
frequency [7]. Extra lumped components, such as 
capacitors and inductors were avoided in order to 
reduce the anticipated gain and efficiency losses 
from these elements. This also simplifies the 
manufacturing process and reduces the cost of the 
antenna production. 

The antenna design uses the miniaturization 
technique of shorting the antenna structure with 
the ground plane, similar to PIFA designs 
presented in [8-9]. The shorted antenna models 
have a great dependency on the ground plane, 
which itself works as part of an asymmetrical 
dipole structure. 
      Therefore, designing a small shorted antenna 
model, with a small ground plane, makes the 
ground plane a more effective radiator. This fact is 
exploited in the design to achieve an antenna that 
radiates more on one of its poles towards the 
negative ‘y’ axis. The upper part of the antenna, 
along the positive ‘y’ axis, which consists of 
microstrip lines, helps in matching the antenna to 
the desired operating frequencies [10]. For 
example, line ‘k’, is divided into two microstrip 
lines ‘m1’ and ‘m2’, enabling the antenna to 
resonate at two different frequency bands. 

             

                                                                    
Fig. 1. Antenna configuration. 

 
 

 
 

Fig. 2. Fabricated antenna model. 
 
Furthermore, line ‘m2’ is divided into two 

lines, ‘o1’ and ‘o2’. The distance between the 
lines, at various places, plays a major role in 
matching the antenna. This also helps in lowering 
the resonance frequency of the antenna, by 
utilizing the current-vector alignment technique 
[11]. According to this, closely coupled lines with 
a current vector in-phase and in the same 
direction, increase the self-inductance of the 
antenna. This eventually reduces the resonance 
frequency of the antenna. 
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Table 1: The geometrical dimensions of the 
antenna in Fig. 1 
 

Line 
(mm) 

Length 
(mm)

Width 
(mm)

a 4  
b 3  
c 1.75  
d 2.5 0.5 
e 8 0.5 
f 3.45 0.5 

g1 2  
g2 0.9 0.5 
h1 20  
h2 21.5  
k 14.6 0.5 

m1 24.25 0.5 
m2 22.45 0.5 
n1 20.5 0.5 
n2 18.3 0.5 
n3 17 0.5 
o1 5.5 1 
o2 6.7 0.5 
o3 5 0.5 
w 30  

 
III. TAG ANTENNA DESIGN 

The RFID tag antenna is an extension of the 
small antenna design presented above [12]. The 
tag is designed using a 3.175mm thick Rogers 
RT/duroid 5880 [13] with a relative dielectric 
constant of 2.2 and 35µm copper cladding. Higgs 
3 IC, manufactured by Alien Technology [14], is 
used in this tag antenna design. The antenna’s 
configuration parameters were determined using 
numerical simulation based on Ansoft HFSS V.12. 
The size of the antenna is 44mm (height) x 30mm 
(width). The design of the tag antenna is similar to 
the planar small antenna, presented in Fig. 1 with 
slight changes in the structure. The changes are 
required to tune the tag antenna to the desired   
European UHF RFID frequency band (865 MHz - 
868 MHz).  

Figure 3, shows the design of the tag antenna, 
achieved by mirroring the planar antenna in Fig. 1. 
This makes the tag antenna a quasi symmetric 
dipole structure. There is no copper under the 
substrate, to achieve an omni-directional radiation 
pattern.  The IC of the tag antenna lies in the 
middle of the two ‘a’ lines. Line ‘g’ connects both 

arms of the dipole to enhance the input inductance 
of the antenna. Some parameters of the planar 
antenna are modified to match the tag antenna to 
the desired frequency band and the input 
impedance of the IC. The resonance frequency of 
the tag antenna can be tuned to the desired 
frequency by changing the length of the tuning 
lines ‘o’ and ‘i’. The length of line ‘g’ also plays a 
great role in changing the resonance of the antenna 
and improving the antenna’s return loss. Similar to 
the antenna design shown in Fig. 1, the coupling 
between the parallel lines reduces the size of the 
antenna. The closely coupled parallel lines 
increase the self inductance of the antenna, when 
the current vector is in-phase and in the same 
direction. The tag antenna design can also be 
tuned to operate on multiple frequency bands. This 
tuning can be done by varying the lengths of ‘l’ 
and ‘o’. The dimensions of the tag geometrical 
parameters are listed in Table 2. 

 

 
Fig. 3. UHF RFID tag antenna design. 

 
The transfer of power between the IC (complex 

load impedance) and the tag antenna (complex 
source impedance), can be analyzed based on 
equation (1). The ratio of power available from the 
tag antenna (Ptag) and the power reflected back 
(Prfl) is called the power reflection coefficient [15], 
[16]. 

                 

2*

.rfl ic a

tag ic a

P Z Z

P Z Z





    (1) 
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Table 2: The geometrical dimensions of the 
antenna in Fig. 3 

Line 
(mm) 

Length 
(mm) 

Width 
(mm)

a 0.5 1 
b 3  
c 1.75  
d 1.75  
e 1.5 0.5 
f 3.45 0.5 
g 12 0.5 
h 15.6 0.5 
i 15.5 0.5 
j 24.3 0.5 
k 20.5 0.5 
l 3 0.5 

m 22.45 0.5 
n 16 0.5 
o 3.3 0.5 
p 0.3  
q 1  
r 18.3 0.5 
s 0.9 0.5 
H 44  
W 30  

 
In equation (1), Za=Ra+jXa is the  impedance of 

the tag antenna, whereas Zic=Ric+jXic is the 
impedance of the tag chip. The superscript (*) 
denotes the complex conjugate. For optimal power 
transfer and maximum read range, it is desirable to 
have a lower value for the power reflection 
coefficient at the operating frequency band. 

 
IV. RESULTS 

 

A. Planar antenna design 
The antenna is fabricated with the help of a 

milling machine, and the S11 is measured by an 
Agilent 8358 (VNA series) Network Analyzer 
[17]. The radiation pattern and gain of the antenna 
are measured by Satimo’s StarLab [18]. In Fig. 4, 
the simulated and measured S11 of the antenna are 
shown with resonances at both the European and 
the US RFID bands. 

 

 
Fig. 4. Simulated and measured S11 (dB) of the 
planar antenna. 
 
     Figures 5 and 6 show the radiation patterns of 
the H (x-z) and E (x-y) planes of the antenna, 
respectively, for both 865MHz and 915MHz 
operating frequencies.  No significant variations 
can be considered between the patterns at these 
two frequencies. Furthermore, one can observe 
that the directional characteristics of the antenna 
pattern lies in the half space below the x-z plane.  
The maximum deviation from the omni-directional 
characteristics in the H-plane is about 4dB. For the 
E-plane patterns, the side lobe level is in the order 
of -8dB, and the back lobe level is about -10dB, 
and -14dB for 865MHz and 915MHz, 
respectively.   Figures 7 and 8 show the measured 
3-D gain radiation patterns of the planar antenna at 
865MHz and 915MHz, respectively. Similar 
patterns are observed, but with higher gain value 
at the higher frequency.  

Fig. 5. Measured H-plane normalized gain (dB) of 
the planar antenna at 865 and 915MHz. 
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Fig. 6. Measured E-plane normalized gain (dB) of 
the planar antenna at 865 and 915MHz. 
 

Fig. 7. Measured 3-D gain (dBi) radiation pattern  
of the planar antenna at 865MHz. 
 
B. Tag antenna design 
      Figure 9 shows the power reflection coefficient 
of the tag antenna, resonating at the European 
UHF RFID band (865 MHz – 868 MHz). The 
centre frequency is set to 866 MHz. The figure 
illustrates that the tag antenna has a narrow 
bandwidth. This feature can be useful in 
applications where sensitive RFID tags are 
required. These applications include some of the 
RFID sensor applications, such as temperature and 

humidity sensors [19]. The input impedance of the 
chip and the tag antenna are shown in Fig. 10. 
 

 
Fig. 8. Measured 3-D gain (dBi) radiation pattern 
of the planar antenna at 915MHz. 
 
 

 
 
Fig. 9. Simulated power reflection coefficient of 
the tag antenna. 
 
      Figure 10 shows how the tag antenna 
parameters are carefully designed to provide a 
good conjugate match with the chip impedance. 
This is required to minimize the reflection loss at 
this junction, and hence improve the power 
transmission and maximize the read range. 

The simulated normalized radiation patterns of 
the tag antenna are shown in Figs. 11 and 12 for 
the E and H planes, respectively. The radiation 
patterns show that the tag antenna has the typical 
radiation pattern of a dipole antenna. 
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                                         (a) 

 
 
                                          (b) 
Fig. 10. Impedance versus frequency (a) chip 
impedance, (b) tag impedance. 

 

 
Fig. 11. Simulated E-plane (xy-plane) normalized 
gain (dB) of the radiation pattern of the tag 
antenna at 866MHz. 

 
 

Fig. 12. Simulated H-plane (xz-plane) normalized 
gain (dB) of the radiation pattern of the tag 
antenna at 866MHz. 

 
In Fig. 13, a 3-D view of the simulated 

radiation pattern of the tag antenna is shown, at 
866MHz. As shown in the figure, the maximum 
simulated realized gain of the tag antenna at 866 
MHz is approximately 1.4dBi, with asymmetric 
doughnut shape. The radiation pattern is not 
perfectly round, radiating slightly more along the x 
axis than that along the z axis. 

 

 
Fig. 13. 3-D view of the simulated realized gain 
(dBi) at 866MHz. 
 
      The fabricated model of the UHF RFID tag 
antenna model is shown in Fig. 14. This prototype 
was fabricated on Rogers 5880 substrate, with a 
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dielectric constant of 2.2. There is no copper on 
the opposite side of the substrate. This enables the 
tag antenna to achieve an almost omni-directional 
radiation pattern as shown in Fig. 13.  
 

 
Fig. 14. Fabricated UHF RFID tag antenna. 
 
      A Tagformance RFID measurement device 
was used to measure the tag antenna in a 
specialized  anechoic chamber suited for UHF 
RFID tag antennas [20]. The chamber contains a 
linearly polarized reader antenna, with a rotating 
disc to measure the radiation pattern of the tag. A 
linearly polarized reader antenna is connected to 
the Tagformance measurement device by 
Voyantic. 
      The theoretical read range of the tag antenna 
was calculated by using the measured results from 
the Tagformance, with the help of the following 
equation [23]: 
 

           
thfwd

ERP
tag PL

P
d

64.1

4


 .         (2) 

 
      In the above equation, ‘dtag’ is the theoretical 
read range of the tag antenna. ‘Lfwd’ is the 
measured path loss from the generator’s output 
port to the input port of a hypothetic isotropic 
antenna placed at that tag’s location. The forward 
path loss was achieved from the measured 
calibration data using the Tagformance 
measurement. The European effective radiated 
power ‘PERP’ value was considered equal to 2W 
(33dBm) according to   [21]. The parameter ‘Pth’ 
is the measured threshold power in the forward 
direction from the transmitter to the tag. This is the 
minimum continuous wave power transmitted to 
enable the tag to send a response to EPC Gen 2 
protocol’s query command. The resulting 
theoretical read range of the tag antenna, 

calculated based on measured results, is shown in 
Fig. 15.  
  

 
Fig. 15. Theoretical read range [dtag] of the tag 
antenna. 
 
      In Fig. 15, the maximum read range is 
approximately 10.5m and is slightly shifted from 
866MHz to 850MHz. This tag antenna is meant to 
be highly sensitive to structural changes. This 
nature of the tag antenna can be responsible for the 
shift of the frequency. The structural change can 
reasonably be caused by the inaccuracy of the 
fabrication process. Several other factors might 
also be responsible for the frequency shift 
including the process of attaching the IC strap to 
the tag antenna. This can be tuned by reducing the 
size of the two lines with length ‘o’, by 1 - 2mm.  

The maximum measured realized gain of the 
tag antenna can be analyzed by utilizing the path 
loss measurement data from the Tagformance 
measuring equipment. This can be described as 
[23], 

 

௥ܩ        = ௉೔೎௅೑ೢ೏ .  ௉೟೓,                     (3) 

 
where ‘ ௜ܲ௖’ is the sensitivity of the IC, which is 
equal to -18dBm, ‘Lfwd’ is the forward path loss 
from the transmitter to the tag antenna, and ‘Pth’ 
represents the threshold power. The estimated 
maximum simulated and measured gain of the tag 
antenna can be seen in Fig. 16. The difference 
between the simulated and measured realized gain 
can be due to several reasons. This includes the 
difficulty of simulating the actual substrate losses, 
and the inaccuracy of fabricating the tag. 
However, it is obvious that the maximum 
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measured gain is almost the same as the simulated 
gain at the desired operating frequency, 850MHz. 
 

 
Fig. 16. Measured and simulated maximum 
realized gain of the tag antenna. 
 
      The measured normalized gain patterns at the 
E and H planes of the tag antenna are shown in 
Figs. 17 and 18, respectively. These measured 
radiation patterns resemble the simulated radiation 
patterns in Figs. 11 and 12, respectively, although 
at a slightly different frequency.  
 

 
Fig. 17. Measured E-plane (xy-plane) normalized 
gain (dB) radiation pattern of the tag antenna at 
850MHz. 
 

 
Fig. 18. Measured H-plane (xz-plane) normalized 
gain (dB) radiation pattern of the tag at 850MHz. 
 
      The measured normalized gain radiation 
pattern shown in Figs. 17 and 18, show an almost 
omni-directional radiation pattern as required for 
this application. 
 

V. TAG SENSITIVITY ANALYSIS 
Several parameters are useful for tuning the 

antenna to the desired frequency. Some of these 
are the substrate thickness, the shorting line ‘g’, 
and the tuning lines ‘l’ and ‘o’. 

In Fig. 19, the resonance shift of the tag 
antenna, due to different substrate thicknesses is 
shown. According to the figure, reduction in the 
substrate thickness increases the resonance 
frequency of the tag antenna and vice versa. The 
rate of change of the resonance frequency is 
higher, with a decrease in the substrate thickness.  

The length of the shorting line ‘g’ can also be 
very useful in tuning the antenna. In Fig. 20, the 
effect of various lengths of the shorting line on the 
resonance frequency of the tag antenna is shown. 
According to the figure, a slight change in the 
length of the shorting line ‘g’, directly influences 
the inductance and thus affects the resonance of 
the tag antenna.  
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Fig. 19. Simulated power reflection coefficient of 
the tag antenna, due to various substrate 
thicknesses. 
 

 
Fig. 20. Simulated power reflection coefficient of 
the tag antenna, due to various lengths of shorting 
lines ‘g’. 
 

The tuning lines of length ‘l’ and ‘o’, can 
greatly help in fine tuning of the tag antenna. In 
Fig. 21, there is a gradual decrease in the 
resonance frequency, with an increase in the 
length of the tuning line ‘l’. 

Similarly, the length ‘o’ of the lines, can also 
be useful in tuning the tag antenna operating 
frequency. This effect is shown in Fig. 22, where 
the resonance frequency gradually changes with 
the increase in the length ‘o’. The lengths of the 
two lines equal to ‘o’ are always kept same. The 
gap ‘p’ between the two lines is also kept constant. 

The above numerical results based on 
parametric study show that an antenna with small 
thin lines and small spacing between the lines 
helps miniaturize the antenna structure. However, 
such tag antennas exhibit narrowband 
characteristics and become sensitive to structural 

changes. These types of tag antennas can be useful 
for various sensing applications [22]. 
 

 
Fig. 21. Simulated power reflection coefficient 
shift of the tag antenna, due to various lengths of 
tuning line ‘l’. 

 

 
Fig. 22. Simulated power reflection coefficient of 
the tag antenna, due to various lengths of line ‘o’. 
 

VI. CONCLUSION 
In this paper, a small dual purpose planar 

RFID antenna design was discussed. The same 
antenna design is used as a shorted planar antenna, 
and as an RFID tag antenna. The planar shorted 
antenna works on both European and US RFID 
bands. Different miniaturization techniques helped 
in reducing the resonance frequency of the 
antennas. In the planar antenna model, the shorting 
technique and the close coupled lines helped in 
reducing the size of the antenna. The RFID tag 
antenna design’s self inductance was increased 
with the help of the shorting line (loop) and the 
closely coupled lines, using current vector 
alignment technique. This indicates that the 
antenna structure can be reduced with the help of 
thin closely coupled lines. However, it makes the 
antenna more narrowband and sensitive. The 
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sensitivity of the antenna to the structural 
deformations can be utilized for various sensing 
tag antenna applications. 

 
ACKNOWLEDGMENT 

This research work has been funded by the 
Finnish Funding Agency for Technology and 
Innovation (TEKES), the Academy of Finland and 
the Centennial Foundation for Finnish Technology 
Industries, Finnish Cultural Foundation, Nokia 
Foundation and High Technology Foundation of 
Satakunta, Finland. The authors would also like to 
thank Toni Björninen for his assistance in 
conducting the measurements of the UHF RFID 
tag antenna. 

 
REFERENCES 

[1] A. A. Babar, L. Ukkonen, A. Z. Elsherbeni, 
and L. Sydanheimo, “Miniaturized Dual Band 
Planar Antenna,” 26th Annual Review of 
Progress in Applied Computational 
Electromagnetics, April, 2010. 

[2] J. Landt, “The history of RFID,” IEEE 
Potentials, vol. 24, no. 4, pp. 8-11, Oct. - Nov. 
2005. 

[3] K. Finkenzeller, RFID Handbook, Radio-
Frequency Identifications Fundamentals and 
Applications, 2nd Ed. New York: Wiley, 2003. 

[4] J.-P. Curty, N. Joehl, C. Dehollain, and M. J. 
Declercq, "Remotely powered addressable 
UHF RFID integrated system," Solid-State 
Circuits, IEEE Journal, vol. 40, no. 11, pp. 
2193- 2202, Nov. 2005. 

[5] W. C. Brown, “The history of power 
transmission by radio waves,” IEEE Trans. 
Microwave Theory Tech., vol. MTT-32, no. 9, 
pp. 1230-1242, Sept., 1984. 

[6] ANSYS, Ansoft HFSS,  
http://www.ansoft.com/products/hf/hfss/ 

[7] P. Bhartia, I. Bahl, R. Garg, and A. Ittipiboon, 
Microstrip Antenna Design Handbook, Artech 
House, Inc. 2001. 

[8] A. K. Skrivervik, J. –F. Zurcher, O. Staub, and 
J. R. Mosig, “PCS Antenna Design: The 
Challenge of Miniaturization,” IEEE Antennas 
and Propagation Magazine, vol. 43, no. 4 
August 2001. 

[9] T. Taga and K. Tsunekawa, “Performance 
analysis of a built-in planar inverted-F antenna 
for 800MHz hand portable hand units,” IEEE 

J. Select. Areas Commun., vol. 5, pp. 921-929, 
June 1987. 

[10] K. –L. Wong, Planar Antennas for Wireless 
Communications, Wiley series in Microwave 
and Optical Engineering, 2003. 

[11] S. R. Best and J. D. Morrow, “On the 
Significance of Current Vector Alignment in 
Establishing the Resonant Frequency of Small 
Space-Filling Wire Antennas,” IEEE Antennas 
and Wireless Propagation Letters, vol. 2, 
2003. 

[12] D. M. Dopkins, The RF in RFID: Passive 
UHF RFID in Practice, Newline, 2008. 

[13] Rogers corporation, Rogers RT/duroid 5880 
high frequency laminates datasheet, 
http://www.rogerscorp.com/documents/606/ac
m/RT-duroid-5870-5880-Data-Sheet.aspx 

[14] Alien  technologies, Higgs 3 datasheet. 
[15] http://www.alientechnology.com/docs/product

s/DS_H3.pdf 
[16] K. Kurokawa, "Power Waves and the 

Scattering Matrix," Microwave Theory and 
Techniques, IEEE Transactions on, vol. 13, 
no. 2, pp. 194-202, Mar. 1965. 

[17] P. V. Nikitin, K. V. S. Rao, S. F. Lam, V. 
Pillai, R. Martinez, and H. Heinrich,  "Power 
reflection coefficient analysis for complex 
impedances in RFID tag design," Microwave 
Theory and Techniques, IEEE Transactions, 
vol. 53, no. 9, pp. 2721- 2725, Sept. 2005. 

[18] Agilent Technologies, http://www.agilent.com 
[19] Satimo Starlab, http://www.satimo.com 
[20] J. Virtanen, L. Ukkonen, T. Björninen, and L. 

Sydänheimo, “Printed humidity sensor for 
UHF RFID systems,” IEEE Sensors 
Applications Symposium (SAS), pp. 269-272, 
23-25 Feb. 2010, Limerick, Ireland. 

[21] Voyantic, RFID measurements solutions, 
http://www.voyantic.com 

[22] EPC frequency regulations UHF, 
http://www.epcglobalinc.org/tech/freq_reg/RF
ID_at_UHF_Regulations_20100824.pdf 

[23] A. Rida, L. Yang, and M. Tentzeris, RFID- 
Enabled Sensor Design and Applications, 
Artech House, Inc. 2010. 

[24] J. Virtanen, T. Björninen, L. Ukkonen, and L. 
Sydänheimo, “Passive UHF Inkjet Printed 
Narrow Line RFID Tags,” IEEE Antennas and 
Wireless Propagation Letters, vol. 9, pp. 440-
443, May 2010. 

1095 ACES JOURNAL, VOL. 25, NO. 12, DECEMBER 2010



Abdul Ali Babar received his 
M.Sc. in Radio Frequency 
Electronics (Electrical 
Engineering), from Tampere 
University of Technology in 
2009 and works as a Research 
Scientist in RFID research 

group, Tampere University of Technology. He is 
currently working on his Ph.D. degree in the 
Department of Electronics in Tampere University 
of Technology. His area of research includes RFID 
systems, RFID reader and Tag antennas, 
miniaturized antenna and other Radio Frequency 
systems and their integration in wireless systems. 
 

Leena Ukkonen received the 
M.Sc. and Ph.D. degrees in 
Electrical Engineering from 
Tampere University of 
Technology (TUT) in 2003 and 
2006, respectively. She is 
currently leading the RFID 
research group at TUT 

Department of Electronics, Rauma Research Unit. 
She, also, holds Adjunct Professorship in Aalto 
University School of Science and Technology. She 
has authored over 90 scientific publications in the 
fields of RFID antenna design and industrial RFID 
applications. Her research interests are focused on 
RFID antenna development for tags, readers, and 
RFID sensors. 
 

Lauri Sydänheimo received 
the M.Sc. and Ph.D. degrees in 
Electrical Engineering from 
Tampere University of 
Technology (TUT). He is 
currently a Professor with the 
Department of Electronics, 

TUT, and works as the Research Director of 
Tampere University of Technology’s Rauma 
Research Unit. He has authored over 120 
publications in the field of RFID tag and reader 
antenna design and RFID system performance 
improvement. 
His research interests are focused on wireless data 
communication and radio frequency identification 
(RFID), especially RFID antennas and sensors.  
 
 
 

Dr. Atef Z. Elsherbeni is a 
Professor of Electrical 
Engineering and Associate Dean 
of Engineering for Research and 
Graduate Programs, the Director 
of The School of Engineering 
CAD Lab, and the Associate 
Director of The Center for 

Applied Electromagnetic Systems Research 
(CAESR) at The University of Mississippi.  In 
2004, he was appointed as an adjunct Professor, at 
The Department of Electrical Engineering and 
Computer Science of the L.C. Smith College of 
Engineering and Computer Science at Syracuse 
University. In 2009, he was selected as Finland 
Distinguished Professor by the Academy of 
Finland and Tekes.  
      Dr. Elsherbeni is the co-author of the book 
“The Finite Difference Time Domain Method for 
Electromagnetics With MATLAB Simulations”, 
SciTech 2009, the book “Antenna Design and 
Visualization Using Matlab”, SciTech, 2006, the 
book “MATLAB Simulations for Radar Systems 
Design”, CRC Press, 2003, the book 
“Electromagnetic ScatteringUsing the Iterative 
Multiregion Technique”,  Morgan & Claypool, 
2007, the book “Electromagnetics and Antenna 
Optimization using Taguchi's Method”, Morgan & 
Claypool, 2007, and the main author of the 
chapters “Handheld Antennas” and  “The Finite 
Difference Time Domain Technique for Microstrip 
Antennas” in Handbook of Antennas in Wireless 
Communications, CRC Press, 2001.  
      Dr. Elsherbeni is a Fellow member of the 
Institute of Electrical and Electronics Engineers 
(IEEE) and a Fellow member of The Applied 
Computational Electromagnetic Society (ACES). 
He is the Editor-in-Chief for ACES Journal and an 
Associate Editor to the Radio Science Journal.   
 
 
 
 
 
 
 
 
 
 
 

1096BABAR, UKKONEN, ELSHERBENI, SYDANHEIMO: A SMALL DUAL PURPOSE UHF RFID ANTENNA DESIGN



Evaluation of EM Absorption in Human Head with Metamaterial 
Attachment 

 

Mohammad Rashed I. Faruque 1, 2, Mohammad Tariqul Islam 1, and Norbahiah Misran 1, 2 
 

1Institute of Space Science (ANGKASA) 
 

2Dept. of Electrical, Electronic and Systems Engineering 
Faculty of Engineering and Built Environment 

Universiti Kebangsaan Malaysia, 43600 UKM, Bangi, Selangor, Malaysia  

rashedgen@yahoo.com, titareq@yahoo.com, bahiah@vlsi.eng.ukm.my 
 

  
Abstract ─ The reduction of electromagnetic (EM) 
absorption with metamaterial is performed by the 
finite-difference time-domain method with lossy-
Drude model by CST Microwave Studio in this 
paper. The metamaterials can be achieved by 
arranging split ring resonators (SRRS) 
periodically. The SAR value has been observed by 
varying the distances between head model to 
phone model, different distance, different 
thickness, and different size of metamaterial 
design. Metamaterial has achieved 53.94% 
reduction of the initial SAR value for SAR 10 gm.  
  
Index Terms ─ Antenna, human head model, 
lossy-Drude model, metamaterial, symmetry, 
SAR, SRRS. 
 

I. INTRODUCTION 
       Radio frequency (RF) safety guidelines have 
been issued to stop undue electromagnetic-field 
exposure. The guidelines are given in terms of the 
specific absorption rate (SAR). The revelation of 
the human head to the near field of a mobile phone 
has been evaluated by measuring the SAR in a 
human-head phantom, or by calculating it using a 
human-head numerical result. 

The interaction of handset antennas with the 
human body is a great consideration in cellular 
communications. The user’s body, especially the 
head and hand, influence the antenna voltage 
standing wave ratio (VSWR), gain, and radiation 
patterns. Furthermore, thermal effects, when 
tissues are exposed to unlimited electromagnetic 

energy, can be a serious health hazard. Therefore, 
standard organizations have set exposure limits in 
terms of SAR [1, 2] 

Specifically, the problems to be solved in SAR 
reduction need to be a correct representation of the 
cellular phone; anatomical representation of the 
head; alignment of the phone and the head and 
suitable design of metamaterial [3-10]. 

In [7], for the SAR in human head, an 
effective approach is the use of a planar antenna 
integrated onto the back side (away from the head) 
of a phone model, but it brings additional design 
difficulties especially in achieving the required 
frequency bandwidth and radiation efficiency. 
Another approach is the use of a directional or 
reflectional antenna [10-15]. 

SAR is a measure of the rate at which radio 
frequency (RF) energy is absorbed by the body 
when exposed to radio-frequency electro-magnetic 
field. SAR is used to measure exposure to field 
between 100 KHz and 10 GHz [16-20]. It is 
commonly used to measure power absorbed from 
mobile phones and during MRI scans. The value 
will be defined heavily on the geometry of the part 
of the body that is exposed to the RF energy and 
on the exact location and geometry of the RF 
source. Metamaterials have inspired great interests 
due to their unique physical properties and novel 
application [10, 12].  

Recently, there are many interests on 
metamaterial with split ring resonators (SRRS) 
structure were proposed to reduce the SAR value 
[4-12]. The SRRS was introduced by Pendry et al. 
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in 1999 [3] and subsequently used by Smith et al. 
for synthesis of the first left-handed artificial 
medium [7-9], [12-16]. A lot of effort worldwide 
has been spent studying single negative 
metamaterials, double negative metamaterials, 
their properties [12], applications in antennas [13], 
and other microwave devices. The negative 
permittivity can be obtained by arranging the 
metallic thin wires periodically [9]. On the other 
hand, an array of SRRS can exhibit negative 
effective permeability.  

Some numerical results have implied that the 
peak 1 gm averaged SAR value (SAR 1 gm) may 
exceed the safety limits when a portable telephone 
is placed extremely close on reducing the SAR 
distribution in human head. At first, metamaterials 
are placed between an antenna and a human head. 
In order to study SAR reduction of antenna 
operated at the GSM 900 band, the effective 
medium parameter of metamaterials is set to 
negative at 900 MHz. Different positions, sizes, 
and negative medium parameters of metamaterials 
for SAR reduction effectiveness are also analyzed. 
 

II. SIMULATION MODEL AND 
TECHNIQUES 

      The simulation model which includes the 
handset with the helix type of antenna and the 
SAM phantom head provided by CST Microwave 
Studio (CST MWS) is shown in Figure 1. 
Complete handset model composed of the circuit 
board, LCD display, keypad, battery, and housing 
was used for simulation. The relative permittivity 
and conductivity of individual components were 
set to comply with industrial standards. In 
addition, definitions in [18-22] were adopted for 
material parameters involved in the SAM phantom 
head. In order to accurately characterize the 
performance over a broad frequency range, 
dispersive models for all the dielectrics were 
adopted during the simulation [18]. The electrical 
properties of materials used for simulation are 
listed in Table 1. Helix type antenna constructed in 
a helical sense operating at 900MHz for GSM 
application was used in the simulation model. In 
order to obtain high-quality geometry 
approximation for such helical structure, a 
predictable meshing scheme used in FDTD 
method usually requires a large number of 
hexahedrons which in turn makes it extremely 

challenging to get converged results within a 
reasonable simulation time. 
 

 
 
 
 
 
 
 
 
 

 
 
Table 1: Electrical properties of materials used for 
simulation 

    Phone Materials         r   )/( mS  

     Circuit Board         4.4   0.05 
     Housing Plastic         2.5   0.005 

    LCD Display         3.0   0.02 
     Rubber         2.5   0.005 
 SAM Phantom 
Head 

  

         Shell         3.7   0.0016 
    Liquid @ 
900MHz 

        40   1.42 

 
CST MWS, which adopted the finite integral 

time-domain technique (FITD) proposed by 
Weiland in 1976 [19], was used as the main 
simulation instrument In permutation of the 
perfect boundary approximation (PBA) and thin 
sheet technique (TST), significant development in 
geometry approximation with computation speed 
is achieved with squashy highly accurate results. 
The non-uniform meshing scheme was adopted so 
that major computation endeavor was dedicated to 
regions along the inhomogeneous boundaries for 
fast and perfect analysis. The minimum and 
maximum mesh sizes were 0.3mm and 1.0 mm, 
respectively. A total of 2,097,152 mesh cells were 
generated for the complete model, and the 
simulation time was 1163 seconds (including mesh 
generation) for each run on an Intel Core TM 2 Duo 
E8400 3.0 GHz CPU with 4 GB RAM system. 

Figure 2 shows a portable telephone model at 
900 MHz for the present study. It was considered 

Fig. 1. Complete model used for simulation 
including handset and SAM phantom head. 
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Fig. 2. The head and antenna model for SAR 
calculation. 
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Fig. 3. The structure of SRRS. 

to be a quarter wavelength PIFA antenna mounted 
on a rectangular conducting box. The conducting 
box was 10 cm tall, 4 cm wide, and 3 cm thick. 
The PIFA antenna was located at the top surface 
of the conducting box. A space domain enclosing 
the human head and the phone model is also 
shown in Fig. 2. The time-stepping was performed 
for about eight sinusoidal cycles in order to reach 
a steady state. To absorb the outgoing scattered 
waves, the second order Mur absorbing boundaries 
acting on electric fields were used.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The analysis workflow started from the design 

of the antenna with complete handset model in 
free space. The antenna was designed such that the 
S11 response was less than -10 dB over the 
frequency band of interest. SAM phantom head 
was then included for SAR calculation using the 
standard definition as 

SAR = 2 ,
2

E



 

 
where E is the induced electric field (V/m);   is 
the density of the tissue (kg/m3) and   is the 
conductivity of the tissue (S/m). The resultant 
SAR values averaged over 1 gm and 10 gm of 
tissue in the head were denoted as SAR 1 gm and 
SAR10 gm, respectively. These values were used 

as a benchmark to appraise the effectiveness in 
peak SAR reduction. 

 
III. REDUCTION OF SAR USING 

METAMATERIAL 
      The SAR in the head can be reduced by 
placing the metamaterial between the antenna and 
the human head. The metamaterial is on a scale 
less than the operating wavelength. The structures 
are resonant due to internal capacitance and 
inductance. The stop band can be designed at 
operation bands of cellular phone radiation. The 
metamaterial are designed on a printed circuit 
board so it may be easily integrated to the cellular 
phone. By arranging sub-wavelength resonators 
periodically, we get the metamaterial.  
 
A. SRRS configuration 
      We establish that metamaterials can be used to 
reduce the peak SAR 1gm and SAR 10gm in the 
head from the FDTD analysis. In this section, the 
metamaterials operated at 900 and 1800 MHz 
bands of the cellular phone were considered.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      The SRRS structure consists of two concentric 
annular of conductive material. There is a gap on 
each ring, and each ring is situated opposite to the 
gap on the other ring. The schematics of the SRRS 
structure that we used in this study are shown in 
Figure 3. The significant frequency of SRRS can 
be varied toward higher or lower frequency band 
by appropriately choosing these structure 
parameters. 
 
 

1099 ACES JOURNAL, VOL. 25, NO. 12, DECEMBER 2010



B. SRRS design and simulation 
      The metamaterials with a negative 
permeability medium can be obtained by arranging 
SRRS periodically. The resonant frequency ω is 
very sensitive to small changes in the structure 
parameters of SRRS. The frequency response can 
be scaled to higher or lower frequency depending 
on properly choosing these geometry parameters 
by utilizing the following equation (1) in [9]: 
 

2
2 0

3

3
.

2
l n

l c
c

r
d




             (1) 

 
Numerical simulations could predict the 

transmission properties depending on various 
structure parameters of this system. Simulations of 
this complex structure are performed with the 
FDTD method. To construct the SRRS for SAR 
reduction, the SRRS that lie in the x-z plane are 
considered. The EM wave propagates along the y 
direction. The electric polarization is kept along 
the z-axis, and magnetic field polarization is kept 
along x axis. Periodic boundary conditions are 
used to reduce the computational domain and 
absorbing boundary condition is used at the 
propagation regions. The total-field/scatter-field 
formulation was used to excite the plane wave. 
The region inside of the computational domain 
and outside of the SRRS was assumed to be 
vacuums.  

From this study, it is found that both of the 
two incident polarizations can produce a stop 
band. As shown in [23-27], the stop band 
corresponds to a region where either the 
permittivity or permeability is negative. When the 
magnetic field is polarized along the split ring 
axes, it will produce a magnetic field that may 
either oppose or enhance the incident field. A 
large capacitance in the region between the rings 
will be generated and the electric field will be 
powerfully concentrated. There is strong field 
coupling between the SRRS and the permeability 
of the medium will be negative at the stop band. 
Because the magnetic field is parallel to the plane 
of SRRS, we imagine the magnetic effects are 
small, and that permeability is small, positive, and 
slowly varying. In this condition, these structures 

can be viewed as arranging the metallic wires 
periodically.  

The stop bands of SRRS are designed to be 
900 MHz and 1800 MHz. The periodicity along x, 
y, z axes are Lx = 63mm, Ly = 1.5mm and Lz = 
63mm, respectively. On the other hand, to obtain a 
stop band at 1800 MHz, the parameters of SRRS 
are chosen as c =1.8mm, d = 0.6mm, g =0.6mm, 
and r =12.9mm.The periodicity along x, y, z axes 
are Lx =50mm, Ly =1.5mm, and Lz = 50mm, 
respectively Both the thickness and dielectric 
constant of the circuit boards for 900 MHz and 
1800 MHz are 0.508mm (Rogers 4003) and 3.38, 
respectively. After properly choosing geometry 
parameters, the SRRS medium can display a stop 
band around 900 MHz and 1800 MHz, 
respectively. From FDTD simulation, it is 
observed that the ring size is an important factor 
for operating frequency. The stop band can be 
shifted towards the lower frequency band by 
increasing the ring size.  

We have tried to use a high impedance surface 
configuration [21] to reduce the peak SAR. 
However, we found that when these structures 
operate at 900 MHz, the sizes of these structures 
are too large for cellular phone application. A 
negative permittivity medium can also be 
constructed by arranging the metallic thin wires 
periodically [26-29]. However, we found that 
when the thin wires operate at 900 MHz, the size 
is also too large for practical application. Because 
the SRRS structures are significant due to internal 
capacitance and inductance, they are on a scale 
less than the wavelength of radiation. In this study, 
it is established that the SRRS can be designed at 
900 MHz while the size is similar to that of a 
cellular phone.  

 
IV. IMPACT OF SAR BY 

METAMATERIAL ATTACHMENT 
      The SAR reduction effectiveness and antenna 
performance with different positions, sizes, and 
materials properties of metamaterials will be 
analyzed. The head models used in this study was 
obtained from the MRI-based head model through 
the whole brain Atlas website. Six types of tissues, 
i.e., bone, brain, muscle, eye ball, fat, and skin 
were involved in this model [9-10]. 

Numerical simulation of SAR value was 
performed by the FDTD method. The parameters 
for FDTD computation were as follows. In our 
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calculation.  
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Fig. 5. SAR value compared the distance between 
phone model and human head model without 
metamaterial.

lossy-Drude simulation model, the domain were 
128   128   128 cells in FDTD method. The cell 
sizes were set as  x = y = z = 1.0 mm. The 
computational domain was terminated with 8 cells 
PML. A helix antenna was modeled for this paper 
by thin-wire approximation. Simulations of 
materials and metamaterials are performed by 
FDTD method with lossy-Drude model [12]. The 
method is utilized to understand the wave 
propagation characteristics of metamaterials. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
       Figure 4 shows the simulation model which 
includes the handset with a monopole type of helix 
antenna and the SAM phantom head that was 
provided by CST Microwave Studio® (CST 
MWS).  

The dispersive models for all the dielectrics 
were adopted during the simulation in order to 
accurately characterize the metamaterials. The 
antenna was arranged in parallel to the head axis; 
the distance is varied from 5 mm to 20 mm; and 
finally, 20 mm was chosen for comparison with 
metamaterial. Besides that, the output power of the 
mobile phone models need to be set before SAR is 
simulated. In this paper, the output power of the 
cellular phone is 500 mW at the operating 
frequency of 0.9 GHz. In the real case, output 
power of the mobile phone will not exceed 250 
mW for normal use, while the maximum output 
power can reach till 1W or 2W when the base 
station is far away from the mobile station 
(cellular phone). The SAR simulation is compared 
with the results in [11], for validation, as shown in 
Table 2. The calculated peak SAR 1 gm value is 

2.002 W/Kg, and SAR10gm value is 1.293W/Kg 
when the phone model is placed 20mm away from 
the human head model without metamaterial. This 
SAR value we achieved is better compared with 
the result reported in [11], which is 2.43W/Kg for 
SAR 1 gm. The metamaterial is utilized in 
between the phone and head models, and it is 
found that the simulated value of SAR 1 gm is 
1.16079 W/Kg, but in [11] they have reported 1.89 
W/Kg. It is found that the use of metamaterials in 
this paper can reduce the peak SAR 1 gm by about 
42.12% compared with the result of the SAR 
without attaching metamaterial where as the 
design reported in [11] has been achieved 22.63%. 
This is realized due to the consideration of 
different antenna, and different size of 
metamaterial and different positions, and it is 
because the electromagnetic source is being 
moved away from the head. Figures 5-9 show the 
SAR value in the distance between phone and 
head models without metamaterial, with 
metamaterial, distance between antenna and 
metamaterial 3-6 mm, thickness of metamaterial  
 
Table 2: Comparisons of peak SAR without 
metamaterial 
               Tissue   SAR value (W/kg) 

SAR value for [11]          
SAR value in this work 
for 1 gm 

             2.43 
             2.002 
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Fig. 6. SAR value compared the distance 
between phone model and human head model 
with metamaterial. 
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between 6-3 mm and size of metamaterial between 
48   48 to 56 × 56 mm, respectively. 
     The reduction efficiency of the SAR depends 
on its thickness and ring size of metamaterials. In 
order to definitely confirm this, 1 gm and 10 gm 
average SARs versus distance, thickness, and sizes 
are plotted in the Figs. 5-9. In Figure 5, it is shown 
that if the distance between phone and human head 
models is varied then SAR value decreases. This is 
because dielectric constant, conductivity, density, 
and magnetic tangent losses are also varied. In 
Figure 6, it can be observed that the SAR value 
reduces with the attachment of metamaterial.  
       As shown in Figure 7, the distance between 
the antenna and metamaterials was changed from 
3 mm to 6 mm. Figure 8 shows that the 
metamaterial thickness was reduced from 6 mm to 
3 mm. It is found that both the peak SAR 1 gm 
and power absorbed by the head increase with the 
increase of distance or the decrease of thickness. 
The results imply that only suppressing the 
maximum current on the front side of the 
conducting box contributes significantly to the 
reduction of spatial peak SAR. This is because the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 decreased quantity of the power absorbed in the 
head is considerably larger than that dissipated in 
the metamaterial and it is because the 
electromagnetic source is being moved away from 
the head. Figure 9 shows that, the size of the 

metamaterial was increased from 48 mm   48 mm 
to 56 mm   56 mm. It can be noted that the peak 
SAR 1 gm is reduced significantly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
      The metamaterials can be obtained by 
arranging SRRS periodically [9-11]. The 
metamaterials were placed between the antenna 
and the human head. The distance between the 
antenna feeding point and the edge of 
metamaterials was 3 mm. The size of 
metamaterials in x-z-plane was 48 mm  48 mm 
and the thickness was 6mm. 
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Fig. 9. SAR value compared the size of the 
metamaterial. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       Different negative medium parameters for 
SAR reduction effectiveness were analyzed. We 
placed negative permittivity mediums between the 
antenna and the human head. First, the plasma 
frequencies of the mediums were set to be 

pe 9.30910 9  rad/s, which give mediums 

with   = 1 and   = -3 at 900 MHz. The mediums 

with larger negative permittivity µ= 1, and  = -5; 
µ= 1, and  = -7 were also analyzed. We set e = 

1.210 8  rad/s, suggesting the mediums have 
losses. The peak SAR 1 gm becomes 1.0697 W/kg 
with   = 1 and   = -3 mediums. Compared to 
the condition without metamaterials, the radiated 
power is reduced by 13.9% while the SAR is 
reduced by 53.43%. With the use of and mediums, 
the SAR reduction effectiveness is decreased. 
However, the radiated power from the antenna is 
less affected. 

Comparisons of the SAR reduction 
effectiveness with different positions and sizes of 
metamaterials were analyzed. Simulation results 
are shown in Table 3. In case 1, the distance 
between the antenna and metamaterial was 
changed from 3 mm to 6 mm. In case 2, the 
metamaterial thickness was reduced from 6 mm to 
3 mm. It is found that both the peak SAR 1 gm 
and power absorbed by the head increases with the 
increase of distance or the decrease of thickness. 
In case 3, the size of the metamaterial was 
increased from 48 mm   48 mm to 56 mm   56 

 
Table 3: Effects of sizes and positions of 
metamaterials on antenna performances and SAR 
values 

  
    ZR (Ω) 
 

 
PR 

(mW) 

 
Pabs 

(mW) 

 
SAR 1 
gm 
(W/Kg) 

 
Without 
material 
 

 
63.39+j94
.53 

 
600 

 
268.83 

 
2.002 

 
µ=1, =-
3 
 

 
51.43+j99
.68 

 
514.6 

 
211.95 

 
1.0697 
 

 
Case 1 
 

 
58.37+j95
.35 

 
539.4 

 
253.53 

 
1.6105 

 
Case 2 
 

 
62.19+j96
.86 

 
557.2 

 
258.74 

 
1.6893 

 
Case 3 
 

 
69.15+j10
7.38 

 
573.3
3 

 
216.83 

 
1.2346 

 
mm. It can be noted that the peak SAR 1 gm is 
reduced significantly while the terrible conditions 
on the radiated power due to metamaterial is 
insignificant. To further examine whether the 
metamaterial affected the antenna performance or 
not, the radiation pattern of the PIFA antenna with 
the   = 1 and   = -3 metamaterial was analyzed.  

 
Table 4: Comparisons of SAR reduction 
techniques with different materials 

 ZR (Ω) 
 

PR 

(mW) 
SAR 1 gm 
(W/Kg) 

µ= 1, = -3 
 

51.43+j99.68 514.6 1.0697 
 

PEC 
reflector 
 

66.83+j32.23 509.3 4.6803 

Ferrite sheet 
 

169.33+j153.69 519.3 1.043 

 
The use of metamaterials was also compared 

with other SAR reduction techniques. A PEC 
reflector and a ferrite material are commonly used 
in SAR reduction. The PEC reflector and ferrite 
sheet were analyzed. The relative permittivity and 
permeability of the ferrite sheet were  =7.0-j0.58 
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and  =2.83-j3.25, respectively. Numerical results 
are shown in Table 4.  

A PEC placed between the human head and 
the antenna is studied. It can be found that the 
peak SAR 1 gm is increased with the use of a PEC 
reflector. This is because the EM wave can be 
induced in the neighbor of a PEC reflector due to 
scattering. When the size of the PEC sheet is small 
compared to the human head, the head will absorb 
more EM energy. Similar results of peak SAR 
increase with PEC placement were also reported in 
[14]. The use of a ferrite sheet can reduce the peak 
SAR 1 gm effectively. However, the degradation 
on radiated power from the antenna is also 
significant. In addition, compared to the use of a 
ferrite sheet, the metamaterials can be designed on 
the circuit board so they may be easily integrated 
to the cellular phone.  

To study the effect of SAR reduction with the 
use of metamaterials, the radiated power from the 
PIFA antenna with  =1 and  = -3 mediums was 
fixed at 600 mW. Numerical results are shown in 
Table 5. It is found that the calculated SAR value 
at 900 MHz, without the metamaterial, is 2.002 
W/kg for SAR 1 gm and with the metamaterial, 
the reduction of the SAR 1 gm value is 1.16079 
W/kg and SAR 10 gm value is 0.737 W/kg. The 
reduction is 42.12% for SAR 1 gm and 53.94% for 
SAR 10 gm.  
 
Table 5: Effects of comparisons with 
metamaterials on SAR reduction (PR = 0.5 w for 
900 MHz) 

 900MHz 

 
 

SAR 1 gm value for [11] 
SAR 1 gm value in this 

work 

Without 
material 

µ=1, є =-3 

2.43 
2.002 

 

1.89 
1.16079 

 
 

To study the effect of SAR reduction with the 
use of metamaterials, it can be observed that the 
metamaterials can reduce peak SAR effectively 
and the antenna performances can be less affected. 
The metamaterials resonate due to internal 
capacitance and inductance. 

 
V. CONCLUSION 

       The EM interaction between the antenna and 
the human head with metamaterials has been 

discussed in this paper. Utilizing metamaterial 
SAR value is achieved about 1.16079 W/Kg for 
SAR 1gm and 0.737 W/kg for SAR 10 gm. Based 
on the 3-D FDTD method with the lossy-Drude 
model, it is found that the peak SAR 1 gm of the 
head can be reduced by placing the metamaterials 
between the antenna and the human head. 
Metamaterials were designed from periodical 
arrangement of SRRS. Numerical results can 
provide useful information in designing 
communication equipment for safety compliance. 
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Abstract ─ Upgrading successful processes of 
microwave-assisted organic synthesis to the level 
of industrial technology is currently slowed by 
difficulties in experimental development of large-
scale and highly-productive reactors. This paper 
proposes to address this issue by developing 
microwave chemistry reactors as microwave 
systems, rather than as black-box-type units for 
chemical reactions. We suggest an approach based 
on the application of a neural network 
optimization technique to a microwave system in 
order to improve its coupling (and thus energy 
efficiency). The RBF network optimization with 
CORS sampling introduced in our earlier work 
and capable of exceptionally quick convergence to 
the optima due to a dramatically reduced number 
of underlying 3D FDTD analyses, is upgraded 
here to account for an additional practically 
important condition requiring optimal design of 
the reactor for different reactants. Viability of the 
approach is illustrated by three examples of 
finding the geometry of a conventional 99% 
energy efficient microwave reactor for 3/3/6 
different materials; with 1/5/1 liter reactants, 
seven-parameter optimization yields the best 
configurations taking only 16/38/115 hours of 
CPU time of a regular PC.   
  
Index Terms ─ FDTD simulation, microwave 
reactor, neural network, optimization, scaling up.  
 

 I. INTRODUCTION 
Microwave (MW)-assisted organic synthesis 

(MAOS) has recently become a frontline methodo-

logy in chemistry programs of pharmaceutical, 
agrochemical, and biotechnology industries due to 
its ability to significantly speed up chemical 
reactions [1-3]. With specialized systems for MW 
chemistry now available, particular attention is 
currently paid to the problem of development of 
controlled MAOS featuring new reaction routes 
for organic synthesis resulting in large-scale 
production of chemical substances [3]. In order for 
MAOS to become a widely accepted industrial 
technology, there is a need to develop techniques 
routinely producing new chemical entities on a 
scale of dozens/hundreds of kilograms. However, 
surveying the contemporary literature, one may 
notice that progress in this direction is fairly slow. 
While scaling up successful processes of MW 
chemistry is commonly acknowledged to be a key 
issue of the current state of the field, this problem 
is being addressed via essentially trial-and-error 
experiments aiming, with no way to measure the 
temperature inside the reactant, to catch 
correlation between the input parameters of the 
scaled up MW reactors and the output chemical 
characteristics of the products [4].  

Comprehensive modeling of interactions of the 
reactants with the electromagnetic field in closed 
systems appears to be a powerful tool applicable to 
the MW chemistry reactors. Specifically, mode-
ling can be used for determining reflections (i.e., 
for finding energy efficiency of the reactors) as 
well as spatial distributions of dissipated power in 
the reactant; application of an appropriate compu-
tational procedure to MW systems suitable for 
MAOS is exemplified, e.g., in [5]. There are also 
electromagnetic modeling techniques that compute 
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temperature fields in the processed materials by 
taking into account thermal dependence of materi-
al parameters [6]. Some multiphysics computa-
tional technologies couple electromagnetic and 
thermodynamic simulations of heated materials 
with temperature-dependent electromagnetic and 
thermal material parameters [7, 8]. Moreover, 
there are modeling-based procedures that optimize 
MW applicators for energy efficiency [9] and 
synthesize optimal processes, resulting in 
homogeneous temperature fields [10, 11]. Despite 
being known and used in other MW power 
applications, these advanced computational 
approaches seem to not be utilized in microwave 
chemistry. Examples of employing computer 
simulation in design of MAOS reactors as MW 
systems are rare [12, 13] and limited to 
insufficiently accurate analysis (rather than 
optimization or synthesis) of the reactor’s 
operational regimes.  

Computational schemes using neural network 
techniques and allowing for direct designing MW 
devices (by providing the system geometry for a 
given electromagnetic specification) have been 
described in [14-17]. In this paper, we present an 
original technique for direct computer-aided de-
sign (CAD) of MW reactors of a desirable scale 
and sufficiently high energy efficiency to process 
different reactants. The approach is based on the 
radial basis function (RBF) network optimization 
algorithm originally introduced in [14] and princi-
pally upgraded in [16], featuring  

(i) an objective function (OF) measuring the 
bandwidth of the frequency characteristic 
of the reflection coefficient over a speci-
fied frequency range and 

(ii) the constrained optimization response sur-
face (CORS) technique [18] selecting ad-
ditional sample points in the dynamic 
training of the network.  

This algorithm, backed by 3D FDTD data, is 
characterized by very quick convergence to the 
optima and a dramatic reduction in the required 
number of underlying analyses. Due to these featu-
res, it has strong potential for viable optimization 
of complex MW systems and/or structures with a 
large number of design variables.  
 Here, the technique [16] is upgraded by incor-
porating an additional practically important condi-
tion requiring optimality of the reflection coeffici- 
ent for different processed materials. Functionality 

of the resulting algorithm is illustrated by finding 
the optimal designs of a conventional reactor con-
taining vessels with 1 and 5 liter reactants. It is 
shown that for finding the best configurations of 
the system (suitable for three and six different 
reactants) from seven-parameter optimizations, 
only a few dozen/hundred simulations are 
required. 

 

 
 

Fig. 1. Architecture of a decomposed RBF ANN 
with  hidden neuron [14, 16]. 
 
II. OPTIMIZATION TECHNIQUE: RBF 

NETWORK AND OBJECTIVE 
FUNCTIONS 

In accordance with [16], the decomposed RBF 
artificial neural network (ANN) shown in Fig. 1 
and denoted as F: X→Y works with input vectors 
Xi = [x1 x2 … xN], where x1, …, xN are design 
variables for i = 1, …, P, and P is the number of 
input-output pairs of modeling data. In the 
upgraded version of the algorithm proposed in this 
paper, the network output is obtained by taking 
frequency characteristics of an S-parameter over 
specified frequency range(s) (f1, f2) given by the 
formula  

 

  ]1),([max 1

1




 TSBWY kr

Lk
i ,           (1) 

 

where  
 

),,,( 21 kkik XfffSS   , 
 

and T is the tolerance defined for the jth frequency 
interval. The function BWr (associated with the 
system’s  bandwidth  BW)  is  calculated  over  the 
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specified frequency interval and outputs relative 
bandwidth in the range [0, 1], and L is the number  
 

 
 

Fig. 2. Parameters of objective function (1) 
with S representing S11. 

 

 
 

Fig. 3. RBF network optimization algorithm  
with CORS sampling. 
 

 
 

Fig. 4. Modules of the algorithm’s MATLAB 
implementation. 

 
of materials for which the system is to be opti- 
mized; we maximize over k to use the worst of the 
L samples with the dielectric constant ′ and 
electric conductivity . This OF represents a 
typical pract-ical need of MW optimization to 
search not just the minimum of S, but rather the 

maximum BWr in a certain frequency range (as 
illustrated in Fig. 2). Motivations for the choice of 
the shape of the optimality zone (i.e., the values of 
f1, f2, and T) for problems of MW power 
engineering are discussed in [9]. The RBF used in 
the network is a thin plate 
 spline defined as 

 









,0||||,0

,0||||),||log(||||||

2

22
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l
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
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where l = 1, …, Nc, Nc is the number of RBFs, cl 
are the centers of )(i

l . The training set is the set of 
centers chosen. The network is coupled with a 
linear model, and the weights are constructed by 
solving the corresponding linear system.  

A brief general description of the algorithm is 
given by the flow chart in Fig. 3. Given some 
initial data, we construct and train the RBF net-
work F(X), perform CORS sampling, simulate the 
sampled point, check stopping criteria, and repeat 
the cycle, if necessary. The critical part of the 
algorithm is the choice of additional points: CORS 
sampling balances the goal of finding the 
minimum with exploring unknown regions of the 
domain [18]. This is accomplished by selecting a 
parameter  (0 ≤  ≤ 1) and finding the minimum 
of F(X), subject to ||X – Xi|| ≥  for 1 ≤ i ≤ P, 
where maxX(min1≤i≤P||X – Xi||). The  is appro-
ximated by picking the maximum from a random 
sampling of points in the domain. This seems to be 
sufficient because the aim of  is to measure the 
spacing of points in the current database. In other 
words, the algorithm searches for minima forced 
away from previously sampled points based on the 
percentage (or fraction) given by .  

The stopping criteria chosen to be a set maxi-
mum number of database points are applied if the 
solution has 100% BWr or some lower predefined 
value.  
 

III. COMPUTER IMPLEMENTATION 
The option of RBF network optimization for a 

number of different materials that is formulated in 
the OF (1) has been realized in this work as an up-
graded MATLAB code implementing the algo-
rithm [16].  

Data for the network are generated by an 
FDTD model of a MW device; with an appropria-
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tely applied pulse excitation, the model produces 
frequency responses of S-parameters. In our im-
plementation, the data is produced with the use of 
the 3D conformal FDTD simulator QuickWave-3D  

 

(a) 

  
                        (b)                              (c) 
 

Fig. 5. General 3D view (a) and geometrical 
parameters of the considered reactor (b), (c).  
 
(QW-3D) [19]; all CPU times are given below for 
a 64-bit Windows XP Intel Xeon 3.2-GHz PC. 

The code consists of two modules as shown in 
Fig. 4. Database Generation calls QW-3D and 
constructs an initial database (DB) for the speci- 
fied optimization problem and stopping criteria. 
This module produces a problem-specific mat-file 
which is then used as input data for network 
operations. The latter module runs optimization 
iterations for the chosen/specified OF, sampling 
technique, and RBF. 
 

IV. NUMERICAL RESULTS: A MAOS 
REACTOR OPTIMIZED FOR 

DIFFERENT REACTANTS  
Here, we consider a MW system resembling 

the shape of a typical MAOS reactor (Fig. 5). The 

cavity is constructed by combining a hemisphere 
and cylinder. Inside the cavity, there is a thin-wall 
hemisphere-bottom cylindrical vessel with a liquid 
reactant whose volume V is assumed to be speci- 

 
Table 1: Material parameters of the reactants at 
2.45 GHz (adapted from [1]). 
 
Reactant 

Dielectric 
constant, 

Electric 
conductivity, 
 (S/m) 

(A) Ethyl acetate 6.2 0.1468 
(B) Methylene  
      chloride 

 
9.1 

 
0.0582 

(C) Acetone 20.6 0.1178 
(D) Ethanol 24.6 0.1808 
(E) Methanol 32.7 4.1882 
(F) Acetonitrile 36.0 3.2291 

 
fied. The reactor is excited by a rectangular wave-
guide which may be offset in the x- and y-direc-
tions by fx and fy, respectively. The vessel also may 
be offset from the z-axis by vx and vy, and is lo-
cated a distance s from the top of the cavity. The 
CAD goal is: given the height of the system H and 
a set of L reactants to be processed in the reactor, 
find the configuration of the whole system, i.e., 
diameter D, internal dimensions of the vessel (d 
and h), its position in the cavity (s, vx and vy), and 
a position of the waveguide (fx and fy), that yields 
less than T % of reflected microwave energy (i.e., 

the reflection coefficient |S11| < 0.1 T ) in 
k

rBW % (k = 1, …, L) of the frequency range     
(f1, f2) for reactants A, …, L, respectively.  

 
A. One liter load and three reactants  

In the first illustration, we solve this problem 
for a load of V = 1 liter and with the height of the 
reactor H = 300 mm. We consider L = 3 (the 
materials (A), (B), and (D) specified in Table 1), T 

= 1 % (i.e., energy efficiency 99 %), A
rBW = … = 

D
rBW  = 100 %, f1 = 2.4 GHz, and f2 = 2.5 GHz. 

While the waveguide dimensions are considered 
constant (a = 72 mm, b = 36 mm), seven design 
variables are allowed in the intervals:  
 

-35 ≤ fx, fy ≤ 35 mm, -24 ≤ vx, vy ≤ 24 mm,  
80 ≤ d ≤ 110 mm, 75 ≤ s ≤ 110 mm,  

200 ≤ D ≤ 300 mm.                    (3) 
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The procedure starts with a generation of an 
initial DB of 50 random points in the specified 
domain for each of the three reactants. Aiming to 
keep CPU time in this illustrative optimization 
reasonable, the chosen underlying FDTD model is 

 

 
 

Fig. 6. Typical non-optimized characteristics of 
the system in Fig. 5 with Reactant (D): design 
variables chosen at the left-end (Design (3l)), mid-
(3m), and right-end points (3r) of the intervals (3).  
 
Table 2: Reactor configurations optimized for 
reactants (A), (B), and (D) 

V (liters) 1 5 
fx, mm -23.4 75.8 
fy, mm 11.0 83.2 
vx, mm -5.3 50.0 
vy, mm 20.0 -36.0 
d, mm 108.0 164.0 
s, mm 94.8 145.4 
D, mm 209.0 395.2 
DB size/No of 
FDTD analysis 

99/297 65/195 

 
relatively rough: built with a non-uniform con-
formal mesh, it consists of 308,000 to 555,000 
cells with size ranging from a maximum of 2.7 
mm in the reactant to 7 mm in air. The cell size of 
the load is selected for materials with high 
dielectric constants ((D)-(F) in Table 1) and is kept 
the same for the materials with low . The 
analysis of the system involves 10,000 time-steps 
(1.7 to 3.0 min of CPU time).  

Characteristics of the reflection coefficient in 
the non-optimized reactor computed for all the 
reactants yield energy efficiency of about 75-85 % 
(see, e.g., Fig. 6). Our optimization procedure 

achieves what seems to be the “best” solution 

producing 99 % efficiency ( A
rBW = 79 %, B

rBW = 

83 %, and D
rBW = 100 %) with 99 × 3 = 297 

FDTD analyses (Fig. 7). Corresponding design 
 

 
 

Fig. 7. Optimization convergence for the reactor 
designed for T = 1% and three one-liter reactants 
(A), (B), and (D); 99th iteration is marked by (○).  

 

 
 

Fig. 8. Reflection coefficient in the reactor 
optimized for three one-liter reactants  
(A), (B), and (D). 
  
variables are given in Table 2 and frequency 
characteristics of |S11| resulting from this geometry 
are shown in Fig. 8: it is seen that, for the reactants 
(A), (B), and (D), this optimized configuration 
provides the desirable efficiency in 79 % of the 2.4 
to 2.5 GHz frequency range. 

 
B. Five liter load and three reactants  

The next example illustrates a capability of the 
proposed optimization technique in situations 
when scaling up of a successful MAOS process is 
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of key interest. Here, we solve the optimization 
problem for a reactor of the same design and con-
structed for the same reactants (L = 3), but of  a  5- 

liter volume. With H = 513 mm, T = 1 %, A
rBW  = 

… = D
rBW = 90 %, f1 = 2.4 GHz, and f2 = 2.5 

 

 
 

Fig. 9. Optimization convergence for the reactor 
designed for T = 1% and three five-liter reactants 
(A), (B), and (D); 65th iteration is marked by (○).  
 

 
 

Fig. 10. Reflection coefficient in the reactor 
optimized for three five-liter reactants (A), (B), 
and (D). 
 
GHz, the seven design variables are allowed in the 
intervals:  

 

-85 ≤ fx, fy ≤ 85 mm, -50 ≤ vx, vy ≤ 50 mm,  
159 ≤ d ≤ 172 mm, 80 ≤ s ≤ 300 mm,  

340 ≤ D ≤ 510 mm                    (4) 
 

Similarly, the procedure starts with an initial DB 
of 50 random points in the domain (4). The model 
consists of 1,380,000 to 2,394,000 cells of maxi-
mum size 3 mm in the reactant to 7 mm in air – 

due to the larger volume of the reactant, the do-
main discretized with 3 mm cells is also larger. 
Likewise, the analysis requires 10,000 time-steps 
(8.6 to 14.4 min of CPU time).  

In the case of a 5-liter reactant, as seen from 

Fig. 9, the best solution ( A
rBW = 80 %, B

rBW = 77 

%, and C
rBW = 70 %) is achieved with 119 DB 

points, but for the preceding very close result 

(with the worst C
rBW = 68 %) the procedure needs 

only 65 points (195 analyses). Corresponding de-
sign variables are also given in Table 2 and |S11| 
characteristics resulting from this geometry are 
shown in Fig. 10: this optimized configuration 
provides 99 % energy efficiency for all three reac-
tants in the 70 % of the 2.4 to 2.5 GHz frequency 
range. 

It is seen that the optimized geometry of the 5 
liter reactor is fairly different from a proportional-
ly increased one of the 1 liter system, and the 
“qualities” of both best solutions are not alike. 
This appears to be consistent with theoretically ex-
pected (and observed in many experiments [13]) 
strongly non-linear alterations in a reactor’s 
performance with variations of its geometrical 
parameters and material characteristics of the 
reactants.  

 
C. One liter load and six reactants  

In the last illustration, the proposed CAD tech-
nique is tested with double the number of reactants 
(L = 6), i.e., all the materials specified in Table 1 
and differing in a dielectric constant by about 6 
times and in the conductivity by about 70 times. 
We assume V = 1 liter, H = 300 mm, f1 = 2.4 GHz, 

f2 = 2.5 GHz, and set the goal values A
rBW = … = 

F
rBW = 100 %. The same seven design variables 

are allowed in the intervals given by (3). The un-
derlying FDTD model and its CPU times are the 
same as in the first example above (sub-section 
IV.A).  

First, we solve the problem for T = 2.5 %. The 
procedure starts with a generation of an initial DB 
of 50 points for each of the six reactants. The 
“best” optimal solution producing 97.5 % 

efficiency ( A
rBW = … = D

rBW = 100 %, E
rBW = 

93 %, and F
rBW  = 95 %) is achieved very quickly 

with only 14 additional DB points; this requires a 
total of 384 FDTD analyses. The convergence to 
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this solution is illustrated in Fig. 11 for each 
reactant. Corresponding design variables are given 
in the last column of Table 3 along with the values 
produced from the previous 4 optimization 
iterations. Frequency characteristics of |S11| 
resulting from the 64th optimal solution are shown 

 

 
 

Fig. 11. Optimization convergence for the reactor 
designed for T = 2.5% and six one-liter reactants 
(A)-(F). 

 

 
 

Fig.12. Reflection coefficient in the reactor 
optimized for six one-liter reactants (A)-(F). 

 
Table 3: Optimal solutions of the final stage of 
optimization for 97.5% energy efficiency with six 
reactants (A)-(F).  
Iter. 60 61 62 63 64 
fx, mm -1.3 -2.6 -3.1 -2.9 -2.6 
fy, mm -24.5 -22.1 -22.8 -22.3 -22.5 
vx, mm -19.8 -19.6 -18.0 -18.4 -17.9 
vy, mm -9.1 -9.0 -8.6 -8.5 -10.0 
d, mm 101.6 101.4 101.2 100.9 101.2 
s, mm 81.2 81.6 83.2 82.2 82.3 
D, mm 242.3 242.6 242.3 242.6 243.4 

in Fig. 12: for all the  reactants (A)-(F), this 
optimized configuration provides desirable 
efficiency in 93 % of the 2.4 to 2.5 GHz frequency 
range.  

 

 
 

Fig. 13. Optimization convergence for the reactor 
designed for T = 1 % and six one-liter reactants 
(A)-(F). 

 

 
 

Fig. 14. Reflection coefficient in the reactor 
optimized for three 1-liter reactants (A)-(F). 

 
Table 4: Optimal solutions of the final stage of 
optimization for 99 % energy efficiency with six 
reactants (A)-(F) . 
Iter. 572 573 574 575 576 
fx, mm 10.6 10.5 9.6 9.6 9.4 
fy, mm -22.1 -22.1 -22.2 -22.2 -22.1 
vx, mm -21.7 -22.1 -21.9 -21.8 -21.8 
vy, mm 4.5 4.4 4.2 4.2 4.1 
d, mm 92.8 93.0 92.5 92.4 92.5 
s, mm 95.2 95.0 94.9 94.9 95.1 
D, mm 250.6 250.2 249.6 249.6 249.6 
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With only a 64-point DB required to find the 
geometry of a 97.5% efficient reactor, in another 
test we attempt the more challenging task of 
finding the optimal solution for T = 1 %. By 
applying this more tough constraint (and 
simultaneously keeping the bandwidth goal values 
set to 100%), we are interested in seeing the 
capability of the optimization technique in 
searching for an optimal solution with bigger BWr. 
Here, an initial DB, also, contains 50 points for 
each of the six reactants. The “best” optimal 

solution producing 99 % efficiency is A
rBW = 

80%, B
rBW = 79 %, C

rBW = 91 %, D
rBW = 79 %, 

E
rBW = 95 %, and F

rBW = 97 %, and it is 
achieved with 527 DB points requiring 3,456 
FDTD simulations. Graphs in Fig. 13 show the 
natural effect of quicker convergence for the 
reactants with higher loss factors ((E) and (F)) 
than with a lower one (B). Corresponding design 
variables are given in the last column of Table 4 
which also shows how the “best” optimal solution 
was finally approached in the course of 
optimization. Frequency characteristics of |S11| 
resulting from the 576th solution are shown in Fig. 
14: for all the reactants (A)-(F), this configuration 
provides 99 % efficiency in the 79 % of the 2.4 to 
2.5 GHz frequency range.  

 
V. CONCLUSION 

In this paper, we have introduced an original 
modeling-based approach for CAD and scaling up 
of MAOS reactors. A computer code implement-
ting the proposed technique allows for finding the 
geometry of a large-scale reactor that guarantees 
the highest possible energy efficiency for different 
reactants. The procedure of RBF ANN optimiza-
tion backed by full-wave (3D conformal FDTD) 
simulations has been applied to a conventional 
MW reactor to find the best design for processing 
of 1- and 5-liter reactants. It has been demonstra-
ted that, with the developed technique, seven-
parameter optimization of this system that aims to 
guarantee 99 % efficiency takes only 297 and 195 
FDTD analyses (i.e., about 16 and 37.5 h of CPU 
time of a regular PC), respectively. The optimiza-
tion technique remains operational and viable 
when it is used for a larger number of materials – 
e.g., it requires 3,456 simulations when working 

with the same seven design variables for six differ-
rent reactants.  

The advanced functionality of the presented 
optimization technique is eloquently illustrated by 
the output of our earlier paper [20] showing, with 
the use of the technique [16], that a MW applicator 
optimized for only one load may behave 
unsatisfactorily for the other ones. On the other 
hand, our RBF optimization procedures are 
straightforwardly applicable to those systems with 
loads whose material parameters strongly depend 
on temperature. This has been already shown, in a 
simplified manner, in [21] where the technique 
[16] was applied to loads with different values of 
uniformly distributed complex permittivity. In a 
more accurate way, the temperature dependence 
can be handled by the optimization technique 
described in this paper if it is backed by QW-3D 
which pro-vides a regime of operating the FDTD 
solver with a cell-by-cell modification of media 
parameters as a function of dissipated power.  

The results, presented in this paper, stay in 
strong favor of CAD of high-productive large-
scale MAOS reactors and suggest that application 
of the developed modeling-based optimization 
procedure in efficient designing of systems of MW 
chemistry may be useful and practical.  
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Abstract ─ The development of new and efficient 
control methodologies demands the availability of 
mathematical models for the electromagnetic 
device under control. These models must be 
solved with great accuracy and speed. The finite 
element method (FEM) gives truthful results but 
computational demanding increases with device 
geometrical complexity. This paper proposes a 
new method for dynamic behavior simulation that 
uses FEM software at its early stage, to obtain the 
co-energy map for devices concerning static 
positions for different excitation currents. 
Inductance and force maps are derived from the 
co-energy map. A numerical model of a case study 
is built with Matlab© to obtain device dynamic 
response. The software implementation procedure 
is described in detail. The achieved results are 
compared with the ones obtained from the FEM 
tool analysis. The small computation effort 
required by the proposed analysis method makes 
possible that complex control methodologies can 
be developed and tested based on the proposed 
model.  
 
Index Terms ─ Co-energy maps, dynamic 
behavior, electromagnetic actuator, numerical 
method. 
 

I. INTRODUCTION 
The electromagnetic actuators behavior 

analysis is nowadays, as in the past [1], a 
concerning subject for control in engineering areas 
as robotics or precision actuation. With the 
introduction of some simplifications, as ignoring 
material magnetic non-linearity, the analytical 
analysis of electromagnetic devices is possible 
only for the simplest geometries. The analysis 
tasks of actuators with higher structural 
complexity, with multi-excitation, or intricate 
geometry is very complex, and it is difficult to 

obtain an analytical solution. For these situations, 
the option is always to find the solution through 
the application of methodologies based on 
numerical analysis [2-10]. The dynamic behavior 
of an actuator can also be obtained through the 
experimental knowledge of the magnetic 
characteristics, as proposed in [11, 12]. 

The design of electromechanical devices 
requires the prediction of the developed force. 
This knowledge is often derived from field 
solutions obtained through numerical analysis, 
based upon different approaches, such as in [13-
16]: (1) classical virtual work; (2) Maxwell stress 
tensor; (3) Coulomb’s virtual work. These 
methods are currently used within the application 
of finite element analysis [17], but some care must 
be observed in their application. The mentioned 
methods can be classified depending on the 
number of required solutions. The classic method 
of virtual work requires two or more solutions, 
turning it computationally demanding. The 
Maxwell stress tensor and the Coulomb virtual 
work methods both require only one solution of 
the problem, making them more computationally 
efficient. 

An issue with the application of the classic 
virtual work method is that if the moving part of 
the device performs a small displacement, the 
variation observed in the co-energy of the system 
is also small; as a result, a round-off error is 
introduced. On the other hand, if the displacement 
is large, a substantial error in the differentiation 
process is also introduced. These two problems 
cannot be simultaneously minimized, because one 
of them cannot be minimized without penalizing 
the other. 

The choice of the method to be used is 
conditioned by factors such as the computational 
cost, data consistency, and precision requirements 
for the results. 
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The finite element analysis is a widely used 
numerical method to study electromagnetic 
problems with irregular and not homogeneous 
geometries. Finite element algorithms 
implementations are extremely efficient and 
commercially available. Nevertheless, these 
software tools are very expensive and require a 
large computation time. As a result, these 
characteristics make the execution of a high 
number of simulations difficult, with the aim of 
developing an optimal control strategy. 

The aim of the presented work is the 
development of a new methodology that, applied 
to an electromechanical device, allows its 
electrodynamics study. Applying the method 
proposed here, it is possible to obtain a device 
dynamical model, based on the co-energy map 
[18-19]. The method is called dynamic modeling 
co-energy map (DMC). 

This paper is structured as follows: in Section 
II, a theoretical analysis, based on device 
electromechanical energy conversion, is presented. 
The theoretical model possesses two components 
that describe the energy conversion process. The 
first one characterizes the electromagnetic process, 
taking into account the variation in magnetic 
induction depending on both mechanical 
displacement and current value. The second one 
describes the mechanical system. Section III 
presents a numerical analysis of the 
electromagnetic actuator, based on a 2D FEM, for 
the specific knowledge of the device. Several 
static simulations, for each device’s relative 
position and for different current levels are 
performed, allowing the construction of a three-
dimensional co-energy map. This map is the basis 
for the knowledge of the attraction force, magnetic 
flux, and inductance, which define the device 
numerical model, required for the development of 
the DMC method. Section IV presents the 
development details in Matlab© of the proposed 
method used to observe device dynamical 
response, in which computation demands are 
completely independent of the model geometry 
complexity. In Section V, the results obtained with 
the application of the proposed methodology, to a 
chosen case study, are presented. That analysis 
allows the comparison of the obtained results with 
the ones obtained with the application of the finite 
elements tool, when the iron losses are ignored. 
This allows the validation of the proposed method. 

Section VI outlines the conclusions. 
 

II. ELECTROMECHANICAL ENERGY 
CONVERSION 

An electromechanical device can convert 
electrical energy into mechanical energy, or vice- 
-versa. This process is made through the device 
magnetic field. Different kinds of devices appeal 
to this principle, and operate according to similar 
physical processes, for example: transducers used 
in instrumentation, as the linear variable 
differential transformer, or actuators used in the 
electromechanical drives, generally called motors, 
if they produce force or torque, or generators, in 
case of producing electrical energy. 

Some of the methods to produce force through 
the use of the electric energy are the following 
ones: interaction of two magnetic fields, such as a 
conductor carrying current in a magnetic field; 
ferromagnetic materials that moves to reduce the 
reluctance of the magnetic circuit; 
magnetostriction or deformation of a 
ferromagnetic material in a magnetic field; 
piezoelectric effect in the application of an electric 
potential to a piezoelectric crystal. 

The magnetic actuator can be considered as a 
complete system composed by three sub-systems: 
(1) the electrical system; (2) the mechanical 
system; and (3) the coupling field. Note that in 
spite of the here adopted case study (electrovalve) 
only allowing longitudinal motion, the device 
possesses the three previously mentioned sub- 
-systems, and its analysis can provide valuable 
information about the operation of more complex 
electro-magneto-mechanical devices. 

Looking to the operation principles of an 
electromechanical device, and the respective 
process of energy conversion, it can be assumed 
that, from the energy point of view, three main 
advantages are presented [20]: (1) the problem 
formulation is simplified; (2) the analysis 
methodologies can easily be deduced; and (3) the 
experimental analysis can be made in order to 
confirm adopted analysis. For beyond the previous 
advantages, the application of the classic method 
of virtual work makes the problem formulation 
independent from the geometric complexity of the 
actuator, which can be considerable in some 
devices. 

A mechanical component, free to be moved, 
develops mechanical work by the action of a force 
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produced by electrical means [21]. The energy 
conservation law, together with governing laws of 
magnetism, electrical and mechanical equations, 
makes this possible to obtain the energy balance 
equation for the system, as follows: 

 
 ,e le fe emW W W W    (1) 

 
where eW  is the input energy, leW  the energy 

losses, feW  the stored magnetic field energy, and 

emW  the mechanical energy output. Note that the 
expressed mechanical and electrical quantities are 
positive for motor operation and negative for 
generator operation. Because frequency and speed 
are relatively low, a quasi-stationary 
electromagnetic field can be assumed and 
electromagnetic radiation losses can be neglected. 
Some fraction of the mechanical output is lost 
( fwW ), while the other part is stored in the 

mechanical system as kinetic energy ( smW ). Thus, 

the effective mechanical energy output is mW , and 

is expressed as:  
 

 .m em fw smW W W W    (2) 

 
The losses in the system can be caused by 

distinct causes, like losses in electrical conductors 

( RI 2  losses), friction and ventilation (mechanical 
losses) and magnetic losses in the coupling field. 
A small and therefore ignored fraction of the loss 
is caused by the dielectric effect in the electrical 
insulating material. Thus, the following expression 
is obtained for the final energy balance equation: 
 

     .e le fw fe sm mW W W W W W      (3)  

 
Differential energy edW  supplied by the 

source, neglecting magnetic losses, is given in (4), 
where voltage e  is the reaction from the coupling 
field over the electrical system, su  the coil supply 
voltage, R  a resistance connected in series with 
the coil, and i  the circuit current. Equation (4) 
shows also the relation between voltage e  and 
magnetic linkage flux   as follows: 

 

  2 .e sdW u i R i dt iedt i d     (4) 

Thus, as can be seen, if a change in flux 
linkage occurs, the system energy will also 
change. This variation can be promoted by means 
of a variation in excitation, a mechanical 
displacement, or both. The coupling field can be 
understood as a reservoir of energy, that receives it 
from the entrance system, the electrical system, 
and delivers it to the exit system, the mechanical 
system. Coupling field energy intakes brings on a 
reaction expressed by an induced voltage as: 

 

 .
d

e
dt


  (5) 

 
Energy is a state function on a conservative 

system. If losses are ignored, balance energy can 
be written as in (6), where emf  is the mechanical 

force that produces the mechanical work emdW , 

when a differential displacement dx  occurs. 
Energy eW , in a lossless device, with only one 

coil, depends on  and x, as follows: 
 

.e fe em fe emdW dW f dx dW i d f dx     (6) 

 
A different energy entity, defined as co-energy 

feW  , with no physical meaning, can be expressed 

as follows: 
 

  , .fe feW i x i W    (7) 

 
After mathematical manipulation of (7) and 

considering (6), one obtains (8), where it can be 
seen that the co-energy feW   depends on current i  

and position x : 
 

 
 
   
,

, ,
.

fe em

fe fe

dW i x di f dx

dW i x dW i x
di dx

i x

  

 
 

 

 (8) 

 
Because i  and x  are independent variables, 

  and emf  are given by the following equations, 
where L  is the device magnetic inductance: 
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 

 

,

.
,

fe

fe
em

dW i x
L

i i
dW i x

f
x




   
   

 (9) 

 
III. FINITE ELEMENTS MODELLING 

For validation purposes, the proposed 
numerical methodology is used to analyze an 
electrovalve as a case study. The device is 
modelled through Flux2D, from Cedrat [22]. It 
is assumed that the coil of the electrovalve has 
1136 turns, with a resistance of 43 . An exploded 
view of the device can be observed in Fig. 1. The 
axial view and respective physical dimensions are 
shown in Fig. 2. 

 
 

Fig. 1. Electrovalve exploded view. 
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Fig. 2. Electrovalve axial view with physical 
dimensions. 

 

A constructive detail of the finite element model is 
shown in Fig. 3. The different regions that 
compose this model are identified on it. 

Concerning the introduction of materials 
connected with the different elements of the 
model, it is possible to recourse to a set of 
properties. For magnetic steels, the magnetization 
curve B - H  is defined by means of the following 
relation: 

 

 







 


s

rs

J

H
tana

J
H)H(B

2

12 0
0




 , (10) 

 
where 0  is the magnetic permeability of free 

space, r  the relative permeability and sJ  the 
saturated magnetization. The expression is 
generally valid, but some errors can appear for 
curve values corresponding to the transition from 
the linear to the saturation region.  

The finite element model has an infinite region 
with a half-circular form due to the device 
symmetry characteristic (see Fig. 4a), which is 
automatically generated as an extension of the 
classic analysis domain. The circular infinite 
region automatically receives cyclical conditions, 
making it physically dependent on the model 
limits; simultaneously, the inner part of the infinite 
region must present null Dirichlet conditions. 

It is necessary to assign a specific property for 
each model region. All magnetic circuit parts are 
assumed as being steel made, while the screw 
thread and surrounding air regions are assumed as 
having the properties of vacuum (r = 1), without 
any kind of associated current source. The coil 
region was also assigned the properties of vacuum, 
differing from the previous referred ones in the 
fact that a current source was considered. Each 
shell region (designated as 1 and 2 in Fig. 2) was 
assigned a constant and uniform thickness of 
0.03 mm, with properties identical to the ones of 
the vacuum. Boundary conditions were also 
imposed for the analysis of the domain limit. 
Magneto-static problems formulation uses 
Dirichlet or Newmann boundary conditions, as in 
Fig. 4b. The circular infinite region automatically 
receives cyclical conditions, making it physically 
dependent on the model limits; simultaneously, the 
inner part of the infinite region must present null 
Dirichlet conditions. 
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Fig. 3. Electrovalve FEM constructive detail. 

 

 

Fig. 4. Finite element mesh and boundary 
conditions: a) infinite region; b) electrovalve 
domain analysis. 

The problem that authors intend to solve is a 
magneto-static problem, being all the computation 
carried out considering a steady-state situation. 
This fact means that neither the current nor the 
model geometry change during problem solving. 
Several static simulations have been performed. 
For each relative position x of the plunger, the 
finite elements model was analyzed, considering 
different excitation currents i. This task was 
performed using batch file programming under 
Flux2D, which automatically reconfigures model 
parameters like plunger position x and current i, 
redefines model geometry and elements mesh, and 
collects the obtained data from the simulation 
process, saving it on computer hard disk for later 
processing proposes.  

Data collected from simulations allowed the 

construction of a three-dimensional co-energy 
map, and from it, the attraction force, flux and 
inductance maps are properly derived, using (9). 
These characteristics are shown in Fig. 5, and can 
completely characterize the device behavior. 
Based on them, device numerical model can also 
be constructed and used to carry out the dynamical 
analysis. Each point of the co-energy map requires 
a static FEM simulation that takes approximately 
one minute. Notice that the case study is very 
simple, more complex geometries obviously will 
require more time. Another detail that must be 
observed is the co-energy map resolution. Some 
devices could require more points than others to 
define the map surface with a good resolution. 

If devices geometrical parameters do not 
change, with the exception of the airgap length, 
there is no need to run the finite elements 
simulation again. Because the numerical model is 
implemented in a programming language 
(Matlab) [23], simulation is more versatile and 
fast, in contrast with the finite elements tool. 
 

IV. DMC NUMERICAL MODEL 
DEVELOPMENT 

The proposed numerical model is based on the 
obtained values of the inductance and force maps. 
Using a representation of order O(h4) it is possible 
to obtain the centered difference expression (11) 
for the first derivative [24]. 

 

         2 1 1 28 8
.

12
i i i i

i

f x f x f x f x
f x

h
     

  (11) 

 
Derivative results can be improved either 

diminishing the step h or using a problem 
formulation of higher order with more points. 
Alternately, Richardson extrapolation uses two 
derivative values, obtained with different steps, to 
determine a third result. According to that, the 
extrapolation from expression (12) uses step 

212 hh  . 
 

      2 1

4 1
, , .

3 3i i if x f x h f x h     (12) 

 
The applied differentiation procedure returns 

as a result the force, flux, and inductance maps, 
which are shown in Fig. 5. The device non-  
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Fig. 5. Electrovalve three-dimensional maps: co-energy, force, flux and inductance. 
 

linearity characteristic is shown in the previously 
referred maps. It is observable that inductance 
 x,iL  and force  x,iF  change not only with 

position x , but also with current i , exhibiting a 
strong influence of the magnetic circuit saturation. 
If these maps are used for device modeling, then 
simulation will take into account the actuator non-
linearity. 

The equation (13) describes the 
electromagnetic electrovalve behavior, being R  
the coil resistance and su  the applied voltage: 

 

      ,
.s

dL i x i t
u R i t

dt
   (13) 

 
Because the inductance  x,iL  is a function of 

the current i  and position x , and in turn both 
function of time, the differentiation is carried 
through t , being terms dtdi  and dtdx  placed in 
evidence, resulting: 

 

 

   

 

,
, ( ) .

( , )
( )

s

L i xdi
u L i x i t

dt i

di L i x
i t Ri t

dt x

 
    

    

 (14) 

Introducing parameters  and  as in: 
 

 
   

 

,
,

,
,

L i x
L i x i

i
L i x

i
x






  


  

 (15) 

 
equation (14) becomes: 

 

  tiR
dt

dx

dt

di
us   . (16) 

 
Mathematical expressions (17) and (18) 

describe the dynamics of the electromechanical 
actuator, in which x , y , and a  are, respectively, 
the plunger position, the velocity, and the 
acceleration, being M  the plunger mass and F  
the produced attraction force. 
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1 1

.
dy

a F F
M dt M

    (17) 

 

 .
dx

y
dt

  (18) 

 

The problem here under consideration is 
solved with Matlab© in two distinct steps. First, 
the plunger is allowed to move freely, and begins 
to do it from the considered initial position; this 
situation is described through the differential 
equations system (19). After, when stroke reaches 
its final position, it is considered that the 
movement is absent, and the velocity and 
acceleration will be zero. This situation is 
described by the differential equations system 
(20).  

 
1

.

s

dx
y

dt
dy

F
dt M

v y R idi

dt




 

 


   

 (19) 

 

 

0
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s

dx

dt
dy

dt
v y R idi

dt




 

 


   

 (20) 

 
The traditional solving methods for differential 

equations do not keep memory of the past 
solutions. Others, like the Adam family formulas 
for non-stiff problems and backward differences 
for stiff problems, take advantage from 
remembering past solutions. This formulations 
interpolate not only the solutions iy , 1iy , piy  , 

previously found, but also the new solution 1iy  

using a polynomial )t(P . The solution at 1it  is 
approached by the derivative of the following 
polynomial:  

 

    
1

1 1 1 1, , .
i

i i i i
t t

dP
f t P t f t y

dt


   


      (21) 

 
The backward difference finite (BDF) family of 

formulas is obtained substituting the polynomial 
derivative at 1it , introducing coefficients p : 

 

 1 1 0 1 1 1, .i i i i p i ph f t y y y y          (22) 

 
The numerical differentiation formulas (NDF), 

defined by (23), and very close to the BDF, 
introduces some advantages. Here, k  is a scalar 
parameter and the coefficients k  are given by 





k

j
k j1

1 . Matlab software implements NDF 

solving methodology in function ODE15S. 
 

   (0)
1 1 1 1 1

1

1
, 0.

n
m
m n n k n n

m

h F t y k y y
m

    


    
 (23) 

 
 This function, or others like the ODE23, 

beyond solving with efficiency stiff problems, also 
has a good performance in solving non-stiff 
problems [23-25]. For each problem solving 
iteration, the values of  and  are obtained 
applying Spline interpolation and differential 
methods to the induction map. The dynamic 
simulation problem is solved using  

 
[t,u,tev,uev,ie] = ode15s(@odemodelo_val1, 

[0 tfim],uev,options,[],M,R,V1,interp_met); 

 
where the parameter odemodelo_val1 identifies 
the file that contains the numerical formulation 
made by a system of differential equations 
describing problem first phase.  Before the system 
of differential equations can be evaluated, it is 
necessary to compute parameter a(i,x) (α 
parameter), b(i,x) (β parameter) and attraction 
force f(i,x) for a specific system status (i,x). These 
operations are performed by the function 
@odemodelo_val1 applying the previously 
described theoretical formulation. The 
determination of these parameters solves the 
system of differential equations for each problem 
phase. Equations (19) and (20) are described in 
Matlab as follows: 
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Problem phase I 

dudt=zeros(size(u)); 

dudt(1)=u(2); 

dudt(2)=f/M; 

dudt(3)=(V1-u(2)*b-R*u(3))/a; 

 
Problem Phase II 

dudt=zeros(size(u)); 

dudt(1)= 0; 

dudt(2)= 0; 

dudt(3)=(V1-u(2)*b-R*u(3))/a; 

 

The integration range is defined by vector  
[0 tfim], being the simulation end defined by tfim. 
Initial conditions are defined by the vector  
uev = [x0 v0 i0], where x0 is the piston initial 
position, v0 is the piston initial velocity, and i0 the 
current in the solenoid coil at t = 0. The options of 
the ODE15s function are set with the odeset 
function: 

 
options = odeset('OutputFcn',@odeplot, 

'events',@events,'MaxStep',1e-4); 

 
This function defines the output function 

odeplot that will represent the results graphically. 
The simulation process can be stopped by an event 
that is defined by the function events. This 
function is executed whenever it is necessary to 
check if the piston position reached the end of 
problem phase I, defined by Vxcomuta.  

 
function [value,isterminal,direction] = 

events(t,u,varargin) 

 global VXcomuta; 

 value = u(1)-VXcomuta; 

 isterminal=1; 

 direction=0 

 
Finally, the parameter MaxStep defines the 

maximum integration step allowed. The 
odemodelo_val1 also receives piston height (M), 
coil resistance (R), voltage source (V1), and the 
interpolation method to be used to collect data 
form maps.  
      At the end of problem phase I the following 
solution vectors are obtained: time (t), solution (u), 
event time (tev), last values of solution (uev), and 
wish event was occurred (ie). This information is 
saved and used as initial conditions of problem 
phase II. Now, the ODE15S function is used with 
the following configuration. 

 
[t,u] = ode15s(@odemodelo_val2, 

[tev tfim],uev,options,[],M,R,V1,interp_met); 

 
This new problem stage is described by function 
odemodelo_val2.  
      After solving, the problem is possible to 
compute temporal evolution of the remaining 
variables associated with the electromechanical 
process of energy conversion. This task is 
performed applying interpolation methods in the 
respective variable map for each system state 
(t,i,x). This process allows us to compute the co-
energy (cw), inductance (l), attraction force (f), 
and magnetic flux (fl). 
Matlab application ends with the graphical 
exhibition of the dynamical results simulation. The 
solving process is shown in Fig. 6. 
The process starts by loading the problem data and 
the initial approach to solve the problem, which 
corresponds to the plunger movement. When the 
plunger’s stroke ends, another situation starts, and 
from this point forward to the end of the 
simulation, the plunger remains immobilized. Both 
problem stages are solved using ODE15S.  
 

V. RESULTS ANALYSIS 
The results obtained from the application of 

the proposed methodology to the case study can be 
visualized and compared with the ones obtained 
with the application of the finite elements tool, 
ignoring magnetic and iron losses. The results 
obtained considering the losses are also presented. 
The simulation was carried out considering a 
plunger mass M  of 0.2 kg, an airgap length of 
2.5 mm, and a DC voltage source of 30V, feeding 
a coil with 1136 turns and a resistance of 43 . 
The plunger was initially considered immobilized, 
so that initial velocity and current were null. The 
established time for simulation was 70 msec, being 
0.1 msec the maximum time step allowed in the 
FEM tool. 

Results obtained from the proposed numerical 
model simulation are shown in Fig. 7, being also 
shown the ones obtained from Flux2D 
simulation. The comparison between these results 
allows us to conclude that the first ones are closely 
fitting the second ones, corresponding to when the 
losses are neglected. 

The DMC method allows that, after a non- 
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Fig. 6. Problem solving flowchart. 

-geometric parameter change, like in voltage or 
coil resistance, the simulation can easily be 
repeated without solving the FEM model again. 
The proposed method is computationally efficient, 
taking less than two minutes, while the FEM tool 
takes about one hour to give equivalent results. 
Because the DMC problem is implemented using a 
high level programming language, changes can 
easily be introduced, allowing the validation of the 
device control strategy, for example. 

The application of this methodology to a more 
complex device analysis, with more coils and/or a 
higher geometry complexity is not difficult, and 
the computation demands are completely 
independent from those complexities. From the 

analysis of Fig. 7, it can be noticed that the initial 
plunger movement is very small. As can be seen, 
current increases very quickly at this stage, but 
inductance stays almost constant. After reaching a 
first maximum, current decreases because 
inductance increases very quickly. When plunger 
movement stops, the current starts to increase 
again until it reaches a steady-state value, and 
because saturation effects are taken into account, 
inductance value decreases. 

 
V. CONCLUSION 

Dynamical simulation of electromagnetics 
actuators is usually accomplished with finite 
element tools. These kinds of tools appeal for high 
computational performance, are expensive, and 
take a long time to accomplish the simulation. 
Furthermore, FEM model complexity has high 
influence in the computation time and depends 
from the device’s geometrical complexity. The 
previously described context turns the 
development and improvement of control 
methodologies hard to accomplish with FEM 
tools. Moreover, the development of advanced 
control methodologies could take advantage from 
an integration of electromagnetic device 
simulation with a numerical programming 
language. 

This work proposes a simulation method to 
perform the dynamic behavior analysis of the 
electromagnetic actuators. This methodology uses 
a FEM software package at an early stage. After 
FEM model generation, several static simulations 
are performed to obtain the device co-energy map. 
The co-energy map must be obtained for each 
specific device. This approach is application 
specific to the electromagnetic actuator. 
      The co-energy map could be obtained through 
other methods like tube flux or experimentally. If 
device geometrical structure does not change, 
there is no need to run a new finite element model 
again. This data is used to make a device 
numerical model that, after being implemented in 
Matlab, is used to observe the dynamical 
response of a case study device. From method 
implementation, we can conclude that computation 
effort to solve the problem is completely 
independent from the model geometry complexity. 
Introducing small changes, the proposed model 
could be easily applied to an actuator with a more  
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Fig. 7. Results as functions of time for a stroke of 2.5mm, with su  = 30V, R  = 43 Ω and M  = 0.2 Kg: 
a) current; b) force; c) flux; d) position; e) velocity; f) inductance. 

 
complex geometry or with several excitation coils. 
The results can contribute to optimize actuator 
control methodology, with less computational 
effort. The mechanical load subsystem can be 
easily changed to simulate different mechanical 
loads or introduce friction effects. 
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Abstract ─ In this paper, the radiation 
characteristics and the mutual coupling between 
two identical cylindrical dielectric resonator 
antennas embedded in a cylindrical structure in 
different configurations are calculated. To reduce 
the mutual coupling between the two antennas, the 
surface of the cylinder ground plane is defected by 
cutting slots, or inserting quarter wavelength 
grooves between the two antennas. The finite 
element method and the method based on the finite 
integration technique are used to calculate the 
radiation characteristics of the antenna. 
   
Index Terms ─ Antenna arrays, dielectric 
resonator antenna, finite element method, mutual 
coupling. 
 

I. INTRODUCTION 
       Dielectric resonator antennas (DRAs) 
have been widely discussed since they were 
introduced by Long et al. [1] in 1983. DRAs 
have many attractive features in terms of high 
radiation efficiency, light weight, small size, 
and low profile [2-7]. A comparison between 
the DRA and the microstrip antenna was 
presented in [8]. The development of antennas 
on curved surfaces is of great interest in 
aerospace and modern communication 
applications. Analysis of mutual coupling 
between elements mounted on cylinders using 
high-frequency or more analytical techniques 
are introduced in [9,10]. The mutual coupling 
or isolation between closely packed antenna 
elements is important in a number of 
applications [11]. Researchers have found that 

mushroom-like electromagnetic band gap 
structures (EBG) and the defected ground 
structure (DGS) are able to reduce the mutual 
coupling between elements [12, 13]. The 
objective of this paper is to analyze the 
radiation characteristics as well as the mutual 
coupling reduction between DRAs embedded 
in a cylindrical structure. The finite element is 
used to calculate the radiation characteristics 
of the antenna and the method based on finite 
integration technique is used to validate the 
results.  

 
 

II. METHOD OF SOLUTION 
 
A. Finite element method (FEM) 

FEM is a numerical method that is used to 
solve boundary-value problems characterized by 
partial differential equations and a set of boundary 
conditions [14]. The geometrical domain of a 
boundary-value problem is discretized using sub-
domain elements, called the finite elements (often 
triangles or quadrilaterals in 2D and tetrahedral, 
bricks, or prisms in 3D), and the differential 
equation is applied to a single element after it is 
brought to a “weak” integro-differential form. A 
set of shape functions is used to represent the 
primary unknown variable in the element domain. 
A set of linear equations is obtained for each 
element in the discretized domain. A global matrix 
system is formed after the assembly of all 
elements. FEM is one of the most successful 
frequency domain computational methods for 
electromagnetic simulations. It combines 
geometrical adaptability and material generality 
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for modeling arbitrary geometries and materials of 
any composition. More details about FEM can be 
found in [15]. 

 
B. Finite integration technique (FIT) 

The finite integration technique (FIT) with the 
perfect boundary approximation (PBA) is a 
generalization of the finite-difference time-domain 
(FDTD). In this method, the integral form of 
Maxwell’s equations in time domain is discretized 
instead of the differential ones. The PBA mesh has 
excellent convergence properties. The simulation 
doesn't require a huge memory to be carried out. 
Accordingly, using the PBA mesh is suitable to 
simulate the large structures as the simulated 
results can be obtained in a very short time [16, 
17]. Comparing the PBA with the staircase mesh 
and the tetrahedral mesh, it is considered the best 
one in terms of the low memory requirements. The 
tetrahedral mesh, also, has excellent convergence 
properties but it requires large memory and a long 
computing time if large structures are to be 
simulated. As for the staircase mesh, it is suitable 
for simple structures without curved structures as 
it will not converge in a reasonable computing 
time. 

The FEM is used for the parametric study as it 
uses the tetrahedral mesh which is accurate 
because the simulation is repeated at each 
frequency. In FIT (i.e. time domain method), a 
wideband pulse is used to excite the antenna, and 
the solution is transformed to the frequency 
domain to determine the input impedance over a 
wide band of frequencies [18]. 

 
 

III. NUMERICAL RESULTS 
Figure 1 shows the two identical CDRA 

embedded in a hollow circular cylindrical ground 
plane. A single-element cylindrical dielectric 
resonator antenna (CDRA) embedded in a hollow 
circular cylindrical ground plane with a shallow 
cavity is shown in Fig.1a and Fig.1b. A CDRA 
with dielectric constant (εr ) 12 is used. It has 
radius, “a” of 4.2 mm and a height, “b” of 3 mm. 
A coaxial probe with radius of 0.2 mm excites the 
antenna and is located off the center by distance df 
= 3.5 mm and height, “hf” of 2.4 mm. The coaxial 
cable is located inside the hollow circular 
cylindrical ground plane. This CDRA is designed 
to operate around 10.36 GHz. The CDRA is 

centrally housed in a shallow cavity with radius r 
=8.4 mm and depth H = 4 mm. The length of the 
circular cylindrical ground plane, “L” is 100 mm, 
with radius RC of 15mm. The thickness of the 
cylindrical conductor sheet is 0.6 mm.  

Figure 2 shows the magnitude of S21 plotted as 
a function of separation, in wavelength, for both E 
– plane coupling and H – plane coupling at 
f=10.32 GHz. The coupling decreases faster for 
the H – plane configuration than for the E – plane 
with increasing separation between them “S”. 
Figure 3 shows the magnitude S21 versus 
frequency with RC=15mm and S=14.53 mm. The 
radiation patterns for the coupled antennas, 
CDRAs, in different orientations using the same 
input voltage excitations at f= 10.32 GHz are 
plotted in Fig. 4. 
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Figure 5 shows two identical CDRA 

embedded in a hollow circular cylindrical shape 
with defected ground plane structure (DGS). The 
DGS is composed of cutting slots in surface of the 
cylinders (case 1). The axis of the slot is 
perpendicular to the cylinder axis. The slot radial 
length Ls, width Ws, depth Hs, and the slots 
separation ds. These dimensions are designed for 
their stop-band around 10.32 GHz. The mutual 
coupling coefficient S21 between two identical 
CDRAs (with dimensions as in Fig.1) versus 
frequency for one slot, two slots, and three slots is 
shown in Fig. 6. The optimized dimensions are 
Ls=0.5λ, Ws=0.01λ, ds=0.05 λ, S=0.5 λ, and RC=15 
mm at the operating frequency 10.32 GHz. The 
results are compared with that calculated with a 
solid conventional cylindrical ground plane 
(without defect ground plane). It is observed that, 
the isolation of the defected ground plane provides 
a significant improvement of isolation of 5.46 dB 
for one slot, 6.66 dB for two slots, and 5.53 dB for 
three slots in the cylindrical ground plane at 10.32 

Fig. 3. Mutual coupling coefficient (S21) 
versus frequency for the E-plane coupling and 
H-plane coupling two identical embedded 
CDRAs at S=14.53mm.  
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Fig. 1. The construction of two identical CDRAs 
embedded in a hollow circular cylindrical ground plane 
in E-plane and H-plane. 
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Fig. 4. The radiation pattern for two identical 
embedded CDRAs with tilted defected ground 
plane structure at 10.32 GHz.  
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b. H- plane coupling. 
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GHz. The mutual coupling is increased in the case 
of using three slots due to the redistribution of the 
surface current on the cylinder between the two 
DRAs. Figure 7 shows the radiation patterns in 
different planes for one slot, two slots, and three 
slots at 10.32 GHz. Little effect on the radiation 
patterns for different numbers of the slots is 
observed.  
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Fig. 6. The mutual coupling coefficient S21 between two 
identical embedded CDRAs versus frequency.    
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Fig. 5. The construction of two identical CDRA 
embedded in a hollow circular cylindrical shape 
with defected ground plane structure. 
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Another shape for the cutting slots (with 

metallic grooves) are shown in Fig.8. The cutting 
slot (quarter wavelength groove) is tilted and its 
bottom is made cylindrical with the same axis of 
the ground cylinder (case 2). The depth Hs= 
λ/4(the metallic grooves depth) and θs=60.3o with 
Ws=0.02λ, and ds=0.1λ at the center frequency 
10.32 GHz.  Figure 9 shows S21 versus frequency 
for one slot and two slots. The separation distance 
S=14.53 mm, cylinder radius RC=15 mm. An 
isolation of 4.07 dB for one slot and 12.14 dB for 
two slots over the solid conventional ground plane 
is obtained. The radiation patterns at 10.32 GHz 
and RC=15 mm for one slot in different planes are 
plotted in Fig. 10.  
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Fig. 7. The radiation pattern for two identical 
embedded CDRAs with tilted defected ground 
plane structure at 10.32 GHz.  
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Fig. 8. The construction of two identical CDRAs 
embedded in a hollow cylindrical shape with tilted 
defect cylindrical ground plane. 
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IV. CONCLUSION 
This paper presented the simulated results for 

the mutual coupling between two identical CDRAs 
embedded in a metallic hollow circular cylindrical 
structure in E-plane coupling and H- plane 
coupling. Two methods of solutions are used, the 
FEM and FIT. The coupling decreases faster for 
the H- plane coupling than for the E- plane 
coupling. In case 1, the surface of the cylinder is 
defected by using slots to decrease the mutual 
coupling between the two CDRAs. The S21 is 
decreased by 5.46 dB for one slot and 5.53 dB for 
three slots at the center frequency f=10.32 GHz. 
While in case 2, the cutting slot (quarter 
wavelength groove) is tilted and its bottom is 
made cylindrical with the same axis of the ground 
cylinder. The S21 is decreased by 4.07 dB for one 
slot and 12.14 dB for two slots at the center 
frequency f=10.32 GHz.    
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PUBLICATION CRITERIA 

Each paper is required to manifest some relation to applied 
computational electromagnetics.  Papers may address 
general issues in applied computational electromagnetics, 
or they may focus on specific applications, techniques, 
codes, or computational issues.  While the following list is 
not exhaustive, each paper will generally relate to at least one 
of these areas: 

1. Code validation.  This is done using internal checks or 
experimental, analytical or other computational data.  
Measured data of potential utility to code validation 
efforts will also be considered for publication. 

2. Code performance analysis.  This usually involves 
identification of numerical accuracy or other limitations, 
solution convergence, numerical and physical modeling 
error, and parameter tradeoffs.  However, it is also 
permissible to address issues such as ease-of-use, set-up 
time, run time, special outputs, or other special features. 

3. Computational studies of basic physics.  This involves 
using a code, algorithm, or computational technique to 
simulate reality in such a way that better, or new 
physical insight or understanding, is achieved. 

4. New computational techniques or new applications for 
existing computational techniques or codes. 

5. “Tricks of the trade” in selecting and applying codes 
and techniques. 

6. New codes, algorithms, code enhancement, and code 
fixes.  This category is self-explanatory, but includes 
significant changes to existing codes, such as 
applicability extensions, algorithm optimization, problem 
correction, limitation removal, or other performance 
improvement. Note: Code (or algorithm) capability 
descriptions are not acceptable, unless they contain 
sufficient technical material to justify consideration. 

7. Code input/output issues.  This normally involves 
innovations in input (such as input geometry 
standardization, automatic mesh generation, or 
computer-aided design) or in output (whether it be 
tabular, graphical, statistical, Fourier-transformed, or 
otherwise signal-processed).  Material dealing with 
input/output database management, output interpretation, 
or other input/output issues will also be considered for 
publication. 

8. Computer hardware issues.  This is the category for 
analysis of hardware capabilities and limitations of 
various types of electromagnetics computational 
requirements. Vector and parallel computational 
techniques and implementation are of particular interest.  

Applications of interest include, but are not limited to, 
antennas (and their electromagnetic environments), networks, 
static fields, radar cross section, inverse scattering, shielding, 
radiation hazards, biological effects, biomedical applications, 
electromagnetic pulse (EMP), electromagnetic interference 
(EMI), electromagnetic compatibility (EMC), power 
transmission, charge transport, dielectric, magnetic and 
nonlinear materials, microwave components, MEMS, RFID, 
and MMIC technologies, remote sensing and geometrical and 
physical optics, radar and communications systems, sensors, 
fiber optics, plasmas, particle accelerators, generators and 
motors, electromagnetic wave propagation, non-destructive 
evaluation, eddy currents, and inverse scattering. 

Techniques of interest include but not limited to frequency-
domain and time-domain techniques, integral equation and 
differential equation techniques, diffraction theories, physical 
and geometrical optics, method of moments, finite differences 
and finite element techniques, transmission line method, 
modal expansions, perturbation methods, and hybrid methods.   

Where possible and appropriate, authors are required to 
provide statements of quantitative accuracy for measured 
and/or computed data.  This issue is discussed in “Accuracy 
& Publication: Requiring, quantitative accuracy statements to 
accompany data,” by E. K. Miller, ACES Newsletter, Vol. 9, 
No. 3, pp. 23-29, 1994, ISBN 1056-9170. 

SUBMITTAL PROCEDURE 

All submissions should be uploaded to ACES server through 
ACES web site (http://aces.ee.olemiss.edu) by using the 
upload button, journal section. Only pdf files are accepted for 
submission. The file size should not be larger than 5MB, 
otherwise permission from the Editor-in-Chief should be 
obtained first. Automated acknowledgment of the electronic 
submission, after the upload process is successfully 
completed, will be sent to the corresponding author only. It is 
the responsibility of the corresponding author to keep the 
remaining authors, if applicable, informed. Email submission 
is not accepted and will not be processed. 

PAPER FORMAT (INITIAL SUBMISSION) 

The preferred format for initial submission manuscripts is 12 
point Times Roman font, single line spacing and single 
column format, with 1 inch for top, bottom, left, and right 
margins.  Manuscripts should be prepared for standard 8.5x11 
inch paper. 

EDITORIAL REVIEW 

In order to ensure an appropriate level of quality control,
papers are peer reviewed.  They are reviewed both for 



technical correctness and for adherence to the listed 
guidelines regarding information content and format.   

PAPER FORMAT (FINAL SUBMISSION) 

Only camera-ready electronic files are accepted for 
publication. The term “camera-ready” means that the 
material is neat, legible, reproducible, and in accordance 
with the final version format listed below.   

The following requirements are in effect for the final version 
of an ACES Journal paper: 

1. The paper title should not be placed on a separate page.  
The title, author(s), abstract, and (space permitting) 
beginning of the paper itself should all be on the first 
page. The title, author(s), and author affiliations should 
be centered (center-justified) on the first page. The title 
should be of font size 16 and bolded, the author names 
should be of font size 12 and bolded, and the author 
affiliation should be of font size 12 (regular font, neither 
italic nor bolded). 

2. An abstract is required.  The abstract should be a brief 
summary of the work described in the paper. It should 
state the computer codes, computational techniques, and 
applications discussed in the paper (as applicable) and 
should otherwise be usable by technical abstracting and 
indexing services. The word “Abstract” has to be placed 
at the left margin of the paper, and should be bolded and 
italic. It also should be followed by a hyphen (�) with 
the main text of the abstract starting on the same line. 

3. All section titles have to be centered and all the title 
letters should be written in caps. The section titles need 
to be numbered using roman numbering (I. II. ….)   

4. Either British English or American English spellings 
may be used, provided that each word is spelled 
consistently throughout the paper. 

5. Internal consistency of references format should be 
maintained. As a guideline for authors, we recommend 
that references be given using numerical numbering in 
the body of the paper (with numerical listing of all 
references at the end of the paper). The first letter of the 
authors’ first name should be listed followed by a period, 
which in turn, followed by the authors’ complete last 
name. Use a coma (,) to separate between the authors’ 
names. Titles of papers or articles should be in quotation 
marks (“ ”), followed by the title of journal, which 
should be in italic font. The journal volume (vol.), issue 
number (no.), page numbering (pp.), month and year of 
publication should come after the journal title in the 
sequence listed here. 

6. Internal consistency shall also be maintained for other 
elements of style, such as equation numbering.  As a 
guideline for authors who have no other preference, we 
suggest that equation numbers be placed in parentheses 
at the right column margin. 

7. The intent and meaning of all text must be clear.  For 
authors who are not masters of the English language, the 
ACES Editorial Staff will provide assistance with 
grammar (subject to clarity of intent and meaning). 
However, this may delay the scheduled publication date. 

8. Unused space should be minimized.  Sections and 
subsections should not normally begin on a new page. 

ACES reserves the right to edit any uploaded material, 
however, this is not generally done. It is the author(s) 
responsibility to provide acceptable camera-ready pdf files.  
Incompatible or incomplete pdf files will not be processed for 
publication, and authors will be requested to re-upload a 
revised acceptable version.  

COPYRIGHTS AND RELEASES 

Each primary author must sign a copyright form and obtain a 
release from his/her organization vesting the copyright with 
ACES. Copyright forms are available at ACES, web site 
(http://aces.ee.olemiss.edu). To shorten the review process 
time, the executed copyright form should be forwarded to the 
Editor-in-Chief immediately after the completion of the 
upload (electronic submission) process.  Both the author and 
his/her organization are allowed to use the copyrighted 
material freely for their own private purposes.

Permission is granted to quote short passages and reproduce 
figures and tables from and ACES Journal issue provided the 
source is cited.  Copies of ACES Journal articles may be 
made in accordance with usage permitted by Sections 107 or 
108 of the U.S. Copyright Law.  This consent does not extend 
to other kinds of copying, such as for general distribution, for 
advertising or promotional purposes, for creating new 
collective works, or for resale.  The reproduction of multiple 
copies and the use of articles or extracts for commercial 
purposes require the consent of the author and specific 
permission from ACES.  Institutional members are allowed to 
copy any ACES Journal issue for their internal distribution 
only.

PUBLICATION CHARGES 

All authors are allowed for 8 printed pages per paper without 
charge.  Mandatory page charges of $75 a page apply to all 
pages in excess of 8 printed pages. Authors are entitled to 
one, free of charge, copy of the journal issue in which their 
paper was published. Additional reprints are available for a 
nominal fee by submitting a request to the managing editor or 
ACES Secretary. 

Authors are subject to fill out a one page over-page charge 
form and submit it online along with the copyright form 
before publication of their manuscript.  

ACES Journal is abstracted in INSPEC, in Engineering 
Index, DTIC, Science Citation Index Expanded, the 
Research Alert, and to Current Contents/Engineering, 
Computing & Technology. 




