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A Subgridding Scheme Based on the FDTD Method and HIE-FDTD Method

Juan Chen and Anxue Zhang
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Abstract- To reduce the computer memory and time of the finite-difference time-domain (FDTD) method when the problems are simulated with fine structural features, the subgridding scheme that applies higher resolution only around critical areas is often used. In this paper, a new subgridding scheme is proposed which is based on the hybrid implicit-explicit finite-difference time-domain (HIE-FDTD) method and FDTD algorithm. The field components in fine local grids are updated using the HIE-FDTD method, and in the coarse main grids conventional FDTD method is utilized. Due to the weakly conditional stability of the HIE-FDTD method, the technique achieves the same time marching step in the whole domain as employed in the coarse FDTD scheme, and the need for the temporal interpolation of the fields in the fine grids is obviated, hence, the hybrid HIE-FDTD subgridding scheme is less time consuming and easy to implement. Practical application of hybrid algorithm in the simulation of the shielding effectiveness of an enclosure is reported.

Index Terms- FDTD method, HIE-FDTD method, subgridding scheme, weakly conditional stability.

I. INTRODUCTION

The finite-difference time-domain (FDTD) method [1] has been proven to be an effective means that provides accurate predictions of field behaviors for varieties of electromagnetic interaction problems. When there exists a fine structural feature compared with other parts in the computational domain, the intuitive approach is to discretize the whole computational domain with a very fine spatial increment in order to achieve enough spatial resolution. This will lead to excessive use of computation resources including computer memory and CPU time. To circumvent this problem, the subgridding method for local mesh refinement is proposed as an efficient tool to enhance the FDTD algorithm [2-7]. The subgridding method uses a fine mesh only in the geometrically critical or electrically small areas and a coarse mesh elsewhere. Inside the fine grid region, the temporal step size must be adjusted to a smaller value in order to meet the stability criterion. Therefore, to synchronize the timing between the two regions, many time steps need to be executed in the fine grid region within a time step of the coarse grid region.

A novel subgridding scheme using the hybrid implicit-explicit finite-difference time-domain (HIE-FDTD) method [8-12] to process the fine grid region is proposed in this article. The HIE-FDTD method is weakly conditionally stable, such the step size in the fine grid region can be set equal to that in the coarse grid region to speed up the computation. Temporal interpolation at the fine and coarse grids interface is no longer necessary. Accuracy of the proposed approach is verified by comparing with FDTD method and HIE-FDTD using a fine spatial increment for the total computational domain, and the memory requirements of all these methods are compared. Practical application of the hybrid subgridding algorithm in the simulation of the shielding effectiveness of an enclosure is reported.

II. THEORY

A. HIE-FDTD method

Without loss of generality, assume that the fine mesh is along the z-direction. Figure 1 shows the interface between the fine and coarse grid regions and the corresponding field components in each region. The ratio between spatial increments in the two regions is denoted by \( m = \Delta Z / \Delta Z_f \), where \( \Delta z \) and \( \Delta z_f \) are the spatial increments along the
$z$-axis in the coarse grid region, and in the fine grid region, respectively. The ratio $m$ is set to 3 as an illustrating example in Figure 1. $E_z$, $E_x$, and $H_y$ represent field components in the coarse grid region, and $E_{zf}$, $E_{xf}$, and $H_{yf}$ represent field components in the fine grid region.

![Diagram](image)

Fig. 1. The field components around the fine and coarse grid interface.

The HIE-FDTD scheme is employed in the fine grid region to update the field components where $n$ and $\Delta t$ are the index and size of time-step, $\Delta x$ and $\Delta y$ are the spatial increments respectively in $x$- and $y$-directions, $\varepsilon$ and $\mu$ are the permittivity and permeability of the surrounding media, respectively. The $E_{xf}$ and $H_{yf}$ components in the HIE-FDTD method are expressed in equations (1) and (2).

Updating of the $E_{zf}$ component, as shown in eq. (1), needs the unknown $H_{yf}$ component at the same time, thus the $E_{zf}$ component has to be updated implicitly. By substituting (2) into (1), the equation for $E_{zf}$ field can be represented by equation (3).
Temporal synchronization is then easily achieved, and only spatial interpolation is needed to be taken care of at the interface.

B. Spatial interpolation at the interface

Field components in the fine and coarse grid regions are updated using different schemes. For nodes located near the fine and coarse grid interface, proper care must be taken in order to avoid the discontinuity in fields which will lead to instability of the computation. Suppose the interface is set at \( i = i_f, j = j_f, \) and \( k = k_f \), as shown in Figure 1.

In Figure 1, the coarse and fine grid ratio \( m \) is equal to 3. At the interface \( j = j_f \), electric field

\[
E_z(i_f + n, j_f, k_f + \frac{1}{2}) \quad (0 \leq n \leq 3)
\]

is obtained from \( E_z \) at each time step through a simple interpolation as:

\[
\sum_{m=0}^{2} E_z(i_f + n, j_f, k_f + m + \frac{1}{2}) \Delta z_f(k_f + m) / \sum_{m=0}^{2} \Delta z_f(k_f + m)
\]

\[(0 \leq n \leq 3). \quad (5)\]

The \( E_z \) components at the interfaces \( i = i_f \) and \( j = j_f \) are calculated as follows:

\[
E_z(i_f, j_f, k_f + m + \frac{1}{2})
\]

\[
E_z(i_f, j_f, k_f + m + \frac{1}{2})
\]

\[
+ \Delta t / \varepsilon \Delta x H_z^n(i_f + \frac{1}{2}, j_f, k_f + m + \frac{1}{2})
\]
Similarly, at the interface \( j = j_f \), the magnetic field \( H'_y(i_f + n + \frac{1}{2}, j_f, k_f + \frac{1}{2}) \) \((0 \leq n \leq 2)\) is obtained from \( H_{sf} \) at each time step as:

\[
H_y(i_f + n + \frac{1}{2}, j_f, k_f + \frac{1}{2}) = \frac{\sum_{m=0}^{2} H_{sf}(i_f + n + \frac{1}{2}, j_f, k_f + m + \frac{1}{2}) \Delta z_f(k_f + m)}{\sum_{m=0}^{2} \Delta z_f(k_f + m)}
\]

\((0 \leq n \leq 2).\) (7)

The \( H_{sf} \) components are updated by using eq. (2).

The flowchart of the algorithm procedure is shown in Figure 2.

It should be noted that, the scheme above is only suitable to the question with fine mesh along \( z \)-direction. If the fine mesh is along \( y \) (or/and \( x \))-direction, the scheme can be derived by following the same analysis.

### III. SIMULATION RESULTS

To demonstrate the accuracy and efficiency of the proposed subgridding method, a simulation of the shielding effectiveness of an enclosure is employed. The geometric configuration of the enclosure is shown in Figure 3. The length, width, and height of the enclosure are 30 cm, 30 cm, and 12 cm, respectively. A thin slot is cut on the front side of the enclosure. The length and width of the slot are 20 cm and 3 cm. A uniform plane electromagnetic wave, polarized in the \( \hat{z} \) direction, incident on the aperture. The time dependence of the excitation function is as follows,

\[ E^z_{in}(t) = \exp[-\alpha(t - t_0)^2], \] (8)

where \( \alpha \) and \( t_0 \) are constants. Here, we choose \( \alpha = 0.31 \times 10^{19} \text{ s}^{-2} \), and \( t_0 = 2.0 \times 10^{-9} \text{ s} \). In such a case, the highest frequency of interest is 1 GHz.

To model the slot precisely, a fine mesh must be utilized in the region around the slot, as shown in Figure 4. Here, we choose \( \Delta x = \Delta y = 3 \text{ cm} \), \( \Delta z = 2.25 \text{ cm} \), \( \Delta z_f = 0.6 \text{ cm} \). To satisfy the stability condition of the FDTD algorithm, the time-step size for the FDTD in the fine grid region is \( \Delta t \leq 19.24 \text{ ps} \). To improve the computation efficiency, we utilize the HIE-FDTD method in the fine grid region, thus, the step size in the fine grid region can be set equal to that in the coarse grid region, that is, \( \Delta t = 51.45 \text{ ps} \). Six perfectly matched layers are used to terminate all six sides of the lattice.

Applying the new subgridding scheme to compute the electric field component \( E_z \) and the shielding effectiveness (SE) at the central point of the enclosure, the results are shown in Figures 5 and 6. For the sake of comparison, we also present the results at the same position obtained by using the FDTD method and the HIE-FDTD method, respectively. In the FDTD method and the HIE-FDTD method, only the fine space increment is used. The time step sizes in the FDTD, HIE-FDTD, and subgridding schemes are 19.24 ps, 70.71 ps, and 51.45 ps, respectively. It can be seen from Figures 5 and 6 that, the results calculated by using these three methods agree well with each other, which shows that the subgridding scheme has high accuracy.

The computation time and the memory requirements of the FDTD, HIE-FDTD, and subgridding scheme in this simulation are shown in Table 1. Apparently, the proposed subgridding scheme consumes less computer memory and much less computation time compared to the conventional FDTD method and HIE-FDTD method which discretize the whole computation domain with a fine grid.
Fig. 2. The flowchart of the subgridding scheme.

Fig. 3. Geometric configuration of the numerical simulation.

Fig. 4. Spatial increments of the front side of the enclosure.

Fig. 5. Comparison of $E_z$ component calculated by different methods.
To demonstrate the accuracy of the proposed subgridding method further, the relationship between the relative error and the grid size ratio $m$ is shown in Figure 7. For the sake of comparison, the relative error of hybrid alternating direction implicit (ADI)-FDTD subgridding scheme [5] is also shown in this figure. Relative error is defined as,

$$
err(\%) = \frac{\sum_{t=0}^{T} |E'_z(t) - E_z(t)|}{T},
$$

(9)

here, $E'_z(t)$ is the result calculated by the proposed subgridding method or hybrid ADI-FDTD subgridding scheme; $E_z(t)$ is the result calculated by the FDTD method; $T$ is the total time steps.

It can be seen from Figure 7 that, as the increase of the ratio $m$, the errors both of the proposed subgridding method and the hybrid ADI-FDTD subgridding scheme are decreased, and the accuracy of the proposed subgridding method is higher than that of hybrid ADI-FDTD subgridding scheme. It is due to that the accuracy of HIE-FDTD method is over the ADI-FDTD method [9].

IV. CONCLUSION

A novel subgridding scheme combining the HIE-FDTD method and the conventional FDTD method is presented. The HIE-FDTD scheme is used for the subgridding regions and the FDTD scheme is employed for the coarse grid regions. With the weakly conditional stability of the HIE-FDTD algorithm, the subgridding scheme achieves the same time-step size in the entire computational domain. Hence, this technique is very simple to implement and saves considerable simulation time. The hybrid HIE-FDTD subgridding scheme can be used to all those cases where the conventional subgridding FDTD method is applicable, but with less computer memory and much less computation time.
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Abstract — In this paper, a novel two phase double layer switched reluctance generator (DLSRG) under static eccentricity fault is introduced and analyzed. The proposed generator consists of two magnetically independent stator and rotor layers. There is a stationary reel, which has the field coils wrapped around it and is placed between the two-stator sets. This paper then continues with modeling this generator in the field assisted mode for healthy condition as well as motor with static rotor eccentricity utilizing three-dimensional finite element analysis (3-D FEA). The results of the numerical analysis for a (4/2)×2 DLSRG including flux linkages, mutual inductances per phase in each layer and radial force for various eccentric generator conditions by considering the end effects and axial fringing fields for simulating reliable model are obtained and compared. Consequently, Fourier analysis is carried out to study the variations of mutual inductance as a diagnosis index. The obtained results present useful information as good candidates for fault indicators as well as the amount of eccentricity fault and the direction of fault occurrence.

Index Terms — Eccentricity, fault diagnosis, switched reluctance generator (SRG), 3-D finite element method.

I. INTRODUCTION

Switched reluctance generators (SRG) have been gradually engaged in variable-speed applications due to its fundamental advantages of low manufacturing cost, simple and rigid structure, easiness of maintenance, excellent speed regulation, simple converter circuit, no rotor windings or permanent magnet, and easy cooling feature, etc [1-3]. The SRG has been proved as a good alternative for some applications like wind turbine generator, battery charger, and as an alternator for automotive applications [4-6].

On the other side, one of the most common types of fault in electrical machines is the eccentricity fault. Eccentricity exists in a machine when there is an uneven air gap between the stator and the rotor [7, 8]. Static eccentricity is caused by different factors such as, weight of the rotor/load or interconnecting rotor belt. The end result can cause electrically induced vibration that reduces the life of bearings and also increases the potential for stator/rotor rubbing and damages to the insulation systems.

The effect of eccentricity fault on the torque profile of an SR motor with 2-D FEM has been considered in [9] and the result shows the static torque does not change much with relative eccentricity up to 50%. It is also shown with an increase in the eccentricity; there will be an increase in the fundamental, 8th, 10th, 14th, and 15th torque components. In [10], it is shown that with the increase in eccentricity, the average overall torque increases along with an increase in all of ripple contents. Dorrell et al. in [11] have investigated the effect of eccentricity on torque profile with respect to the switching angle. A method is presented in [12] for computing the radial magnetic forces in SR motor which includes iron saturation and eccentricity. Also, the unbalanced forces were evaluated using three different methods, namely static 2-D FEM, an analytical model, and a simplified analytical model. In [13], a dynamic response of motor under static and dynamic eccentricities has been studied using coupled 2-D FE in Matlab environment.
In the previous works, the authors have analyzed the SRG [14, 15] and SRM [16] under healthy mode utilizing 2-D and 3-D FEM. In [17], [7], and [18], the static, dynamic, and mixed eccentricity faults in the SRM are considered, respectively. Afterward, the intervals for different modes of motor operations (normal and faulty) are calculated by hybrid method in [8]. In this paper, static eccentricity in SRG is considered, for the new generator configuration.

The eccentricity fault has been studied in other generators and different applications such as [19-21], while almost there is no literature for considering the effects of eccentric rotor on the performance of SRG. This paper is an attempt to achieve this purpose.

This paper is organized as follows: the DLSRG modeling and geometrical parameters of implemented generator are presented in Section II. Section III discusses the definition of static eccentricity in generator operation. In Section IV, the finite element results of the generator profiles under normal and eccentricity fault are obtained and discussed. Results of harmonic components analysis utilizing fast Fourier transform for various eccentricities are presented in Section V. Consequently, some concluding remarks are provided in Section VI.

II. FINITE ELEMENT MODELING OF DLSRG

Accurate modeling of electrical systems is necessary in performance prediction and verification of the systems, hence to evaluate properly the generator performance a reliable model is required. The finite element method can be one of the best choices for the providing precise model for such a purpose. Therefore, a three dimensional finite element analysis is being used to determine the magnetic field distribution in and around the generator. In order to present the operation of the motor and to determine the main machine profiles at different rotor positions, the field solutions are obtained.

It has been shown that the 3-D FE approach is a precise and realistic method in comparison with the 2-D FE approach from the results obtained by the authors in [16]. The variations between 3-D/2-D FE results are due to the consideration of the end effects and also the axial fringing field in 3-D FE analysis.

The field analysis has been performed based on the variational energy minimization technique to solve for the electric vector potential. In this method, electric vector potential known as $T - \Omega$ formulation was explained by authors in [8].

The proposed generator for this study consists of two magnetically dependent stator and rotor sets (layers). The two layers are exactly symmetrical with respect to a plane perpendicular to the middle of the motor shaft. Where each stator set includes four salient poles having 45º arc length with windings wrapped around them (Fig. 1a) while, the rotor comprises of two salient poles that have different arc lengths (Fig. 1b) without any windings. The arc of each rotor pole is the same as stator pole (45º) in one side and twice as much in the other side. The side view of complete generator assembly is depicted in Fig. 1c.

There is a stationary reel, which has the field coils wrapped around it and is placed between the two-stator sets over the rotor shaft which is named as an assisted field. The motor shaft passes through a hole in the middle of the stationary reel and acts as a core for the field coil assembly.

In this format, the developed magnetic field produced by the field travels from the motor shaft to the rotor then to the stator assembly and finally completes its path via the generator housing. The cut view of the generator system with the flux path is depicted in Fig. 2 that will be analyzed using the three dimensional finite elements.

The proposed DLSR generator dimensions are listed in Table I.

The significant features in the new configuration of SR generator that make it distinct from other types of SRG are: a) the new DLSRG consist of two layers to produce South poles in one layer and the North Pole in the other layer; b) the new rotor comprises of two salient poles with different arc lengths. The rotor is shaped in such a way to produce starting torque as well as having rising inductance in all of 90º rotor arc length; c) existence of a field assisted coil on the stationary reel between two layers produces an independent field; d) due to existence of assisted field, this generator can produce higher output power than a standard self excited SRG.

It has been assumed that each analysis is carried out with four-node tetrahedral blocks for the present study.
Fig. 1. a) Front view of 1st layer in DLSRG, b) rotor shape, c) a side view of DLSRG assembly (without coils).

Fig. 2. A cut view of DLSRG with the flux path.

The schematic figure showing the meshes in the simulation study is illustrated in Fig. 3. In this analysis, the usual assumptions such as the magnetic field outside of an air box in which the generator is placed, is considered to be zero. Also, the analysis includes a 360 degree rotation of the rotor for the analysis of SRG behavior at the different rotor positions. Due to symmetrical behavior of the field in and around the generator, only the rotor movement of the 1st layer from unaligned to unaligned position is considered. The rotor of 2nd layer moves from fully unaligned to fully aligned position as well; therefore, all machine parameters for these points and the points in between can be computed. In this study, assisted field winding consists of 300 turns with a current magnitude of 0.5 A.

Layer one of the machine includes coils 1, 2, 3, and 4 in which coils 2, 3 belong to phase A, and coils 1, 4 belong to phase B. In layer two coils 5, 7 belong to phase A, and coils 6, 8 belong to phase B.

Table 1: DLSR generator dimensions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator core outer diameter</td>
<td>72mm</td>
</tr>
<tr>
<td>Stator core inner diameter</td>
<td>62mm</td>
</tr>
<tr>
<td>Stator arc</td>
<td>45deg</td>
</tr>
<tr>
<td>Air gap</td>
<td>0.25mm</td>
</tr>
<tr>
<td>Rotor core outer diameter</td>
<td>39.5mm</td>
</tr>
<tr>
<td>Rotor shaft diameter</td>
<td>10mm</td>
</tr>
<tr>
<td>Rotor larger arc</td>
<td>90deg</td>
</tr>
<tr>
<td>Rotor smaller arc</td>
<td>45deg</td>
</tr>
<tr>
<td>Stack length</td>
<td>35mm</td>
</tr>
<tr>
<td>Number of turns per pole</td>
<td>110</td>
</tr>
<tr>
<td>Number of turns for field coil</td>
<td>300</td>
</tr>
</tbody>
</table>

III. STATIC ECCENTRICITY DEFINITION

In this type of eccentricity, the air gap distribution around the rotor is not uniform, and is
time-independent. It occurs when the rotational axis of the rotor is identical to its symmetrical axis but has been displayed with respect to the stator symmetrical axis. The degree of static eccentricity or relative eccentricity is defined as follows

\[ \varepsilon_s = \left( \frac{r}{g} \right) \times 100 \% \]

where, \( \varepsilon_s \) is the percentage eccentricity between the stator and rotor axes, \( g \) is the radial air gap length in the case of uniform air gap in healthy generator or with no eccentricity, and \( r \) is the displacement of the rotor in the horizontal direction to the excited stator poles in aligned position.

Manufacturers normally keep the total eccentricity level as low as possible in order to minimize unbalanced magnetic pull (UMP) as well as the reduction of vibration and noise. An air gap eccentricity of up to 10% is permissible as mentioned in the references. Also, due to the collision of the rotor pole with the stator pole, the relative eccentricity of more than 60% is not considered in this study.

IV. NUMERICAL RESULTS AND ANALYSIS OF DLSRG UNDER ECCENTRIC CONDITION

The reluctance variation of the generator has an important role on the performance; hence, an accurate knowledge of the flux distribution inside the generator for different excitation currents and rotor positions are essential for the prediction of machine performance.

In order to evaluate these characteristics and also investigate the effects of static eccentricity on the two-phase switched reluctance generator behavior, the generator is simulated utilizing the 3-D finite element analysis. In this analysis, the static eccentricity fault is considered in phase A direction. Hence, the rotor pole is closer to coil 3 and further away from coil 2.

A. Influence of eccentricity upon DLSR generator radial force

The eccentricity fault leads to a radial force on the rotor which tries to pull it even further away from the stator bore center. On the other hand, this phenomenon causes an unbalanced electromagnetic force in the generator. Figure 4 shows the normal radial force exerted on the rotor poles from unaligned to fully aligned and then to unaligned positions for different eccentricities.

![Fig. 4. Radial force in pole 2 from phase A in field assisted mode.](image)

As shown in Fig. 4, the radial force is almost zero in healthy mode due to the magnetic pull compensation of the opposite poles.

Figure 4 shows about 140 times larger radial force when 60% eccentricities are occurred in comparison with healthy mode. Also, the radial force has increased by a factor of 3 when the eccentricity has changed from 40% to 60%. It has also been shown that, the maximum force is produced when the rotor poles are fully aligned with the stator poles. It is also evident from the figure, when the amount of eccentricity fault increases, the exerted force will also go up as well.

B. Influence of eccentricity upon DLSR generator mutual flux

In the field assisted mode of operation, the stationary reel that is placed between the two-stator layers is set at 0.6A, and the stator coils are not excited. In this format, the developed magnetic field from the stator poles travels to the rotor then to the shaft and finally completes its path via the generator housing. In this mode of operation, the power generation is obtained by energizing the proper stator coils during the negative inductance periods. Therefore, the flux linkage of phase A and B are calculated from unaligned to fully aligned and then to unaligned positions (the fully aligned position is at 1.57 radian). Regarding to the occurrence of fault in direction of phase A, the variations of flux in coils 1 and 4 from phase B are
negligible, while, the variation of flux in coils 2, 3 of phase A are noticeable. Fig. 5 and Fig. 6 show the flux variations for a healthy generator and a generator with various eccentricities. In these figures, the flux data points have been estimated with second order functions using least squares method, for better illustration.

The non-uniformity of air gap is time invariant when static eccentricity exists; therefore, the distribution of air gap does not change as the rotor turns. Hence, the flux for each phase is repeated identically in every cycle.

The so called “effective” mutual inductance has been defined as the ratio of each phase flux linkages to the exciting current of assistant field \((\lambda(\theta)/I_f)\). Based on this definition, the mutual inductance value of coil 2 in phase A versus rotor position is presented in Fig. 7 for healthy motor as well as the motor with a range of eccentricity faults. In Fig. 7, the shape of mutual inductance from aligned position to unaligned position (1.57 rad-2.5 rad) is depicted and also linear approximation is utilized for more accuracy and clarity.

As seen from curves in Fig. 7, the slopes of mutual inductance decrease when the eccentricity levels go up, and also the magnitudes of mutual inductance for each eccentricity level reduces, as the rotor move into the unaligned position. It is also observed that amplitude of mutual inductance of the A-2 has 45%, 32%, 18%, and 9% reduction with 60%, 40%, 20%, and 10% eccentricities compared with healthy generator in fully aligned position, respectively as shown in Fig. 7. Also, as shown in this figure, the slopes of mutual inductance in A-2 for 60%, 40%, 20%, and 10% fault is about 2.2, 1.8, 1.3, and 0.5 times lower than the slope of mutual inductance in a healthy generator.

These reductions are due to air gap length increases between the stator and rotor poles in front of coil 2. On the other hand, the eccentricity phenomenon caused to reduce the difference between maximum and minimum mutual

**C. Influence of eccentricity upon DLSR generator mutual inductance**

It is imperative to look at the field coil inductance curve at this point to see how it varies as the rotor turns. It can provide useful information for explaining the influence of fault in generator operation.
inductance values in coil 2. Since the produced torque and induced voltage in SR machines are directly proportional to the variation of inductance with respect to rotor position, then the torque and voltage production profiles in motoring and generating modes of operation will vary accordingly. The following formulas for the SR machine in the linear mode of operation will prove the above statement.

\[ T = \frac{1}{2} i \frac{dL}{d\theta} \]  \hspace{1cm} (2)

\[ e_{\text{ind}} = \omega \frac{d\lambda}{d\theta} \]  \hspace{1cm} (3)

where, \( T \) is the torque, \( i \) is phase current, \( L \) is phase inductance, \( \theta \) is rotor position, \( e_{\text{ind}} \) is generated voltage and \( \omega \) is angular speed.

Figure 8 shows the calculated mutual inductance versus rotor position obtained by the ratio of flux linking coil 3 to the field current.

As depicted in this figure, the magnitude of mutual inductance has been increased, for each rotor position. As the eccentricity levels go up, the slope of mutual inductance will also change noticeably. The slopes of mutual inductance in A-3 for eccentric generator under 60%, 40%, 20%, and 10% fault has almost 47%, 36%, 16%, and 8% higher value than the slope of mutual inductance in a healthy generator.

Also, as demonstrated in this figure, amplitude of mutual inductance of the A-3 has 56%, 28%, 16%, and 4.8% increase with 60%, 40%, 20%, and 10% eccentricity compared with a healthy generator in the fully aligned position, respectively as shown in Fig. 8. These changes are due to the decrease in the air gap length between the stator and rotor poles in front of coil 3.

Therefore, variation of mutual inductances, as well as the area under their curves can be addressed as a fine index for eccentricities diagnosis.

The mutual inductance in other coils such as 1, 4 do not experience noticeable changes. The calculated results and the shape of mutual inductance in Fig. 7 and Fig. 8 point to two fundamental achievements: first, the variations of each coil and its magnitude present the fault occurrence and the level of eccentricity. Second, the increased mutual inductance magnitude of coil 2 and the reduction of mutual inductance magnitude of coil 3 shows that the rotor pole is near coil 3 and further away from coil 2, therefore the direction of fault can also be detected in this manner.

V. Fourier Analysis of Mutual Inductance/Rotor Angular Position Characteristics

The fast Fourier transform (FFT) is a classical spectral estimation technique which is an efficient algorithm and one of the most robust ones. Therefore, the analysis based on FFT has been proposed to extract frequency information from the mutual inductance as a diagnostic index in order to detect the rotor misplacement.

Results of the harmonic components analysis for the mutual inductance profile in phase A (faulty phase) in the field assisted mode using 3-D FEM for various eccentricities are presented in Fig. 9 and Fig. 10. As depicted in Fig. 9 with an increase in the eccentricity level, there is a decrease in the fundamental harmonic and other components of mutual inductances in coil 2. These changes obtained from the mutual inductance curve behavior in time domain. As shown in this figure, the amplitude of the fundamental component in coil 2 for healthy motor is almost 1.5 times higher than those of fundamental components in a faulty motor with 60% eccentricity. Also, in eccentric motor with 10%, 20%, and 40% faults, these components are faced with 7%, 12%, and 25% drop in their amplitudes. It is observed that variations of other components are also the same as the fundamental component.
Figure 10 illustrates that the fundamental harmonic as well as other harmonic components of mutual inductance in coil 3 have increased with raising the eccentricity level. These changes are due to reduction of the corresponding air gap size in the time domain, which affects the amplitude of the frequency components. As shown in this figure, the amplitude of fundamental component in coil 3 for faulty generator with 60% eccentricity is almost 1.5 times higher than those of fundamental component in a healthy motor. In addition, this component experiences 4.5%, 16.7%, and 29.6% rise in its magnitude in eccentric motor with 10%, 20%, and 40% faults. It is also observed that the variations of other frequency components are the same as the fundamental component.

VI. CONCLUSION

This paper analyzes the eccentricity fault diagnosis in a new two phase switched reluctance generator. For this purpose, the static eccentricity was modeled and analyzed using 3-D-FEM by considering the end effects and axial fringing fields for implementation of a reliable model. With occurrence of fault, it is observed that the amplitude of mutual inductance of coils 2 and 3 from faulty phase (A) with 60% eccentricity will show 45% reduction and 56% increase compared with a healthy generator in the fully aligned position. Also, the slopes of the mutual inductance in coils 2 and 3 from faulty phase (A) for 60% fault are about 2.2 times lower and 0.47 times higher than the slope of mutual inductance in a healthy generator.

The amplitude and slope of mutual inductance in time domain and its amplitude of a fundamental component in frequency domain were used for fault diagnosis and then proposed as a diagnostic index. Regarding to the fault detection in DLSRG, useful results can be obtained by just evaluating only one of the phases from each layer, moreover this procedure and diagnosis can be applied to other types of SRG as well. On the other side, the calculated results show that the direction of static eccentricity fault can be effectively detected by evaluation of this index from two coils in one phase.
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Abstract — An efficient hybrid UV method and the multilevel fast multipole algorithm (MLFMA) is proposed for the analysis of scattering by arbitrary three-dimensional (3-D) perfect electric conductor (PEC) targets above a lossy half-space. The proposed method modifies the MLFMA based on the real-image representation of the half-space dyadic Green’s function. Unlike the original MLFMA, the interaction matrix of the UV/MLFMA is split into the “near” terms, the “intermediate” terms, and the “far” terms. The “near” terms are handled via the method of moments (MoM), the “intermediate” terms are handled via the UV method, and the “far” terms are handled via the MLFMA. The error arising from the approximation to the half-space dyadic Green’s function via the real-image representation in the “intermediate” terms can be avoided by using the UV matrix compression. The memory requirement and computational time of the “near” terms are also decreased significantly compared with the original MLFMA.

Index Terms — Half-space, multilevel UV method, MLFMA, and real-image.

I. INTRODUCTION

There is much interest in scattering from conducting objects situated above a lossy half-space, as there are many applications such as communications, target identification, and remote sensing. The MoM is the preferred method, since by using the integral equation (IE) and the half-space dyadic Green’s functions, it only discretizes the metallic surface, which leads to a relatively small number of unknowns. The most challenging aspect of such a problem is the evaluation of the spatial domain half-space dyadic Green’s functions which are expressed in terms of the Sommerfeld integrals (SI’s). There is much research to solve the SI’s, including the steepest-descent path (SDP) approach [1], and the discrete complex image method (DCIM) [2].

The implementation of the MoM requires $O(N^3)$ operations and $O(N^2)$ memory storage, where $N$ is the number of unknowns. The size of the MoM matrix increases so rapidly that the computation will be intractable for a large number of unknowns. The difficulty can be overcome by use of Krylov iterative methods, and the required matrix-vector multiplication can be accelerated by the MLFMA [3-6]. The MLFMA is based on the addition theorem and the plane wave expansion, which are primarily in the context of the free space Green’s function. It is not directly applicable to the half-space problem due to the complex form of the spatial domain Green’s functions of half-space. In [7], a steepest-descent fast multipole method (SDFMM) was proposed for analysis of the quasi-planar structures whose transverse dimensions are much larger than the height. The SDFMM relies on a representation of the 3-D Green’s functions to a steepest-descent integral coupled with a two-dimensional (2-D) fast multipole method. Therefore, it was applied to solve the problems concerning quasi-static structures such as scattering from the rough surface [8] and radiation from the microstrip antennas [9] etc efficiently. In [10-11], the MLFMA has been extended for general targets in the presence of a lossy half-space.
space. Since the “far” interactions between distant groups are less sensitive to accurate evaluation, the spatial domain Green’s functions are approximated by both the direct-radiation term and the radiation term from a single real-image [10-11]. Then the computation of the “far” terms can be accelerated by the MLFMA. Due to the advantage of this technique, the MLFMA based on real-image approximation is extended to analyze the EM scattering by the arbitrary chiral objects above a lossy half-space [12].

The real-image representation of the Green’s function is appropriate for expansion when the source and observation points are separated by a wavelength or more [13]. This determines the large minimum group size of the MLFMA, which leads to a low efficiency, as the minimum group size of the MLFMA at mid frequency in free space is around 0.2 wavelength. In [11], a higher order approximation for efficient evaluation of the half-space Green’s function based on the large-argument approximation of Bessel function and Taylor series expansion is considered. The method can analyze targets in direct contact with the interface of a lossy half-space. However, the formula is complex and complicated to implement. In [14], the half-space dyadic Green’s function is split into a term representing the “direct” radiation between source and observation points and a remaining “reflect” term accounting for interactions with the interface. The expansion coefficients of the “reflect” term are obtained by the sampling points in the source and observation groups. This approximation is easy to implement. However, the error of the approximation may be uncontrollable, since it is difficult to determine the appropriate sampling points.

The drawback of the MLFMA is its dependence on the integral kernel. For complex Green’s functions, the application of the MLFMA is much more involved than in the free space. Thus, a large number of fast integral equation algebraic methods have already been developed. The matrix decomposition based methods such as IES3 (ice cube) [15], hierarchical (H) matrices method [16], adaptive cross approximation (ACA) [17], and UV method [18] are kernel function independent. They are easy to be applied in the existing MoM code without a large change of the algorithms. However, the above methods are only efficient for moderate size problems, for large scale problems or at a high level of the tree structure in the algorithms the actual complexity is higher [19]. Therefore, in this paper, the multilevel UV method [16] is only used in the “intermediate” terms to overcome the difficulties for the approximation to the half-space Green’s function and to avoid the higher computational complexity in the “far” terms. The computational complexity and memory requirement of the multilevel UV method is \( O(rN^\log N) \), where \( r \) is the typical (average) rank at the largest level [16, 18]. The half-space Green’s function in the “intermediate” terms is evaluated via DCIM rigorously, and the multilevel UV method needs to only deal with the final low-ranked interaction matrix. Thus, the approximation error is controllable via the threshold in the UV matrix compression [16]. Since we focused on the analysis of the PEC targets by the hybrid UV/MLFMA, the MLFMA based on the real image approximation will not be described in this paper. The details can be found in references [8-10].

The remainder of the paper is organized as follows. Section II describes the essential algorithms for the analysis of the PEC targets above a lossy half-space. The half-space MoM formulation is described in Section II-A; the multilevel UV method based on the octree structure is described in Section II-B and the hybrid UV/MLFMA is described in Section II-C. Numerical results in Section III demonstrate the validity of the proposed method. Finally, a brief final conclusion is given in Section IV.

II. THEORY

A. Integral equation and half-space MoM formulation

For solving scattering by a PEC target located above a lossy half-space, the electric-field integral equation (EFIE) is utilized:

\[
\int_{\Omega} \left( \nabla \cdot \nabla r + \frac{1}{k_0^2} \right) \tilde{G}^{ij} \cdot \mathbf{dS}' = \mathbf{E}'(r),
\]  

where \( \tilde{G}^{ij} \) is the spatial domain dyadic Green’s function and can be expressed as follows:

\[
\tilde{G}^{ij} = G_{\mu}^4 (\hat{x}\hat{x}) + G_{\mu}^4 \hat{y}\hat{y} + G_{0}^4 \hat{x}\hat{z} + G_{0}^4 \hat{y}\hat{z} + G_{0}^4 \hat{z}\hat{z}.
\]
The spatial expressions of the above Green’s functions are often expressed in terms of SIs. In this paper, DCIM combined with the two-level generalized-pencil of function method (GPOF) [20] is employed to evaluate efficiently the Greens’ function for a half space.

B. Multilevel UV method

The multilevel UV method is a rank-based method. Generally, the interaction matrix is full-ranked when the observation groups are in the near field of the source group, while the interaction matrix between them is low-ranked when the observation groups are in the far field. Application of the UV decomposition to the low-ranked impedance matrix will result in significant memory and computational time savings. The classification of the interaction groups in this paper is based on the octree structure. A three level octree structure is demonstrated in Fig. 1.

Considering a 2-D target locating within a square region as an example (for the 3-D targets, it will be located within a cube, and the principle of classification of the interaction groups is the same as the 2-D). The square region is spitted into levels using the octree algorithm until there are some dozens of RWG functions in the minimum groups. For the observation block (block 1) at level-1, the impedance matrix can be decomposed into \( P \) sparse matrices, where \( P \) is the number of levels.

\[
Z = Z_0 + Z_1 + \cdots + Z_{p-1}. \tag{3}
\]

Fig. 1. A three level octree structure.

\( Z_0 \) is the impedance matrix for the interactions of self and neighboring blocks (the hatched blocks and the self interaction block in Fig. 1) at level-1. The region of \( Z_0 \) is defined as the near field of block 1 at level-1. \( Z_1 \) and so forth are the impedance matrices for the interactions of the far field which is defined as the parent block’s near field and the current block’s far field. As shown in Fig. 1, for level-1, the far field of block 1 at level-

1 is the region of blocks 5, 6, 2 at level-2 with the region of the near field of block-1 at level-1 excluded, since the block 1 at level-2 is the parent block of block 1 at level-1 and the blocks 5, 6, 2 are the neighbors of block 1 at level-2. Similarly, for level-2, the far field of block 1 at level-1 is the region of blocks 3, 4, 2 at level-3. Accordingly, all the interactions to block 1 at level-1 can be computed.

\( Z_0 \) is full-ranked and is stored directly. For \( Z_i \) and so forth, the matrices are operated in two different ways according to their size when applying the UV method. When the size of the matrix is small, it will be computed directly and its rank is evaluated by singular value decomposition (SVD), after which the \( U \) and \( V \) matrices can be obtained. When the size of the matrix is large, column and row sampling according to rank estimates is performed and SVD on the sampled matrix is implemented instead. The \( m \times n \) matrix is then decomposed into \( U \) and \( V \) matrices, which leads to significant time and memory savings when the matrix is low-ranked [21, 22]. It should be note that the process of the rank estimation spends no extra time compared with the process of the rank-revealing process of the ACA [17], since the \( U \) and \( V \) matrices are formed simultaneously within the SVD process.

C. The hybrid multilevel UV method and MLFMA

In this paper, the UV method is used to evaluate the “intermediate” terms to avoid the real-image representation of the half-space Green’s function in this region. The UV/MLFMA method is similar to the multilevel UV method in that the impedance matrix is decomposed into \( P \) sparse matrices, where \( P \) is the number of levels.

\[
Z = Z_q + Z_i + \cdots + Z_{p-1}. \tag{4}
\]

The hybrid method classifies the impedance matrix to the “near” terms, the “intermediate” terms, and the “far” terms as shown in Fig. 2. The “near” terms (\( Z_q \)) are the same as described in section 2.2 and are evaluated by MoM. The “intermediate” terms are between the near terms and the half wavelength group size in the tree structure (\( Z_i \), \( Z_{p-1} \)), and are evaluated by the multilevel UV method. The half-space Green’s functions in the above two terms are evaluated.
rigorously by the DCIM [2]. The “far” terms are the region where the group size is larger than half a wavelength ($Z_{q+1}$ and so forth), and are evaluated by the MLFMA based on real-image approximation technique.

**Fig. 2. The classification of the impedance matrix in the UV/MLFMA.**

### III. RESULTS AND DISCUSSIONS

Some numerical results of the PEC targets above a lossy half-space are shown in this section. The double floating point precision is used in the code to enhance the accuracy of the simulated results. All the numerical examples are computed on an Intel® Core™ 2 with 3.0 GHz CPU’s (the results are computed by only one processor) and 4 GB RAM. In this section the label “MoM” represents the simulated results by MoM rigorously, the “MLFMA” represents the simulated results by MLFMA based on the real image approximation, and the “UV/MLFMA” represents the simulated results by hybrid UV/MLFMA proposed in this paper. First, we analyze the scattering from a conducting sphere located at 0.7m above the lossy half-space characterized by $\varepsilon_{\text{half}} = (5.0, 0.2)$, $\mu_{\text{half}} = 1.0$ and $\sigma_{\text{half}} = 0$. The radius of the sphere is 0.5m and 2, 656 triangle patches are used to discretize its surface [14]. The incident and scattered directions are $(\theta^i = 0^\circ, \phi^i = 0^\circ)$ and $(0^\circ \leq \theta^s \leq 90^\circ, \phi^s = 0^\circ)$, respectively. The frequency of the incident plane wave is 300MHz. Figures 3 and 4 show the bistatic RCS computed by the MoM, the proposed method (one level UV method), and the MLFMA. First, we analyze the scattering from a conducting sphere located at 0.7m above the lossy half-space characterized by $\varepsilon_{\text{half}} = (5.0, 0.2)$, $\mu_{\text{half}} = 1.0$ and $\sigma_{\text{half}} = 0$. The radius of the sphere is 0.5m and 2, 656 triangle patches are used to discretize its surface [14]. The incident and scattered directions are $(\theta^i = 0^\circ, \phi^i = 0^\circ)$ and $(0^\circ \leq \theta^s \leq 90^\circ, \phi^s = 0^\circ)$, respectively. The frequency of the incident plane wave is 300MHz. Figures 3 and 4 show the bistatic RCS computed by the MoM, the proposed method (one level UV method), and the MLFMA. The minimum group size for the octree structure is $0.5 \lambda_0$ and $0.25 \lambda_0$, respectively. It can be found that when the minimum group size is $0.5 \lambda_0$, the results simulated by the MLFMA and the hybrid UV/MLFMA agree well with the results obtained by the MoM. But, when the minimum group size is minimized to $0.25 \lambda_0$, the results simulated by the hybrid UV/MLFMA agree better with the results obtained by the MoM than the results obtained by the MLFMA.

Thus, the proposed method has a clear advantage of reducing the region of the “near” interactions that must be evaluated rigorously using the MoM. The total solution time for the MoM is 304.6 s, while the total solution time for the UV/MLFMA and MLFMA is 284.3 s and 97.3 s respectively. The proposed UV/MLFMA is more accurate than MLFMA when the minimum group size is smaller than $0.25 \lambda_0$.

Figure 5 shows the bistatic RCS of a PEC cylinder of height 3m and diameter 1m situated 20cm above Yuma soil of 10% water content. The metallic surface is discretized with 10, 404 triangle patches and the number of unknowns is 15, 606. The incident and scattered directions are $(\theta^i = 60^\circ, \phi^i = 0^\circ)$ and $(\theta^s = 60^\circ, -180^\circ \leq \phi^s \leq 180^\circ)$, respectively. It is found that the results computed by the proposed method (one level UV method and three level MLFMA) agree well with the results in [10]. The minimum group size of the UV/MLFMA is $0.25 \lambda_0$ and the average number of RWG functions in the groups with minimum group size is 20. The “intermediate” term interactions are evaluated at the lowest level via the UV method and the “far” terms interactions are evaluated at level-2, level-3, and level-4 via the MLFMA. Figure 6 shows the comparison of the ranks and the column dimensions of the interaction matrices produced by the first group at the minimum level and its interaction groups. The number of the unknowns in the first group is 22. It is found that the dimensions of the interaction matrices are around 20 while the ranks are around 8 with the threshold of $10^{-4}$ in the matrix decomposition, which demonstrate the rank deficiency of the sub matrices in the proposed UV/MLFMA. By using the UV method in the “intermediate” terms, the size of the near field in the original MLFMA is decreased and its memory requirement is decreased from 226MB to 95MB, and the total solution time is decreased from 6929.1s to 4524.6 s.

Figures 7 and 8 show the memory requirement and CPU time respectively for the “near” terms of
the MLFMA and the “near” and “intermediate” terms of the UV/MLFMA versus frequency for a tank model above a lossy half-space characterized by \( \varepsilon_{\text{half}} = (5.0, -0.2) \), \( \mu_{\text{half}} = 1.0 \), and \( \sigma_{\text{half}} = 0 \). The length of the tank is 10.3m, the width is 3.3m, and the height is 2.3 m. The incident frequency of the plane wave is changed from 0.12GHz to 0.36GHz and the number of unknowns is changed from 21, 354 to 79, 008. It is found that significant memory requirements and CPU time are both saved in the “near” terms compared with the MLFMA for the proposed method in the simulated frequency band, which demonstrate the validity of the UV/MLFMA method. Figures 9 and 10 show the bistatic RCS for the VV- and HH-polarization of the tank model at the frequency 120 MHz. The incident and scattered directions are \((\theta' = 0', \phi' = 0')\) and \((\theta' = 60', 0 \leq \phi' \leq 180')\). Good agreement can be found.

---

Fig. 3. Bistatic scattering cross section for VV-polarization of the conducting sphere at \( \phi = 0' \). The minimum group size is 0.5 \( \lambda_0 \) for both the hybrid UV/MLFMA and the MLFMA based on real-image approximation.

---

Fig. 4. Bistatic scattering cross section for VV-polarization of the conducting sphere at \( \phi = 0' \). The minimum group size is 0.25 \( \lambda_0 \) for both the hybrid UV/MLFMA and the MLFMA based on real-image approximation.

---

Fig. 5. Bistatic scattering cross section for VV- and HH-polarization of a PEC cylinder of height 3m and diameter 1m situated 0.2m above Yuma soil of 10% water content.
Fig. 6. The rank of the interaction matrix and the column dimensions of the first group at the minimum level. The horizontal axis represents the local group number of the observation groups in the “intermediate” field of the first group. And the vertical axis represents the number of unknowns in the observation groups, i.e. the column dimensions of the interaction sub-matrices. And the number of unknowns in the first group is 22.

Fig. 7. Memory requirement for the “near” terms of the MLFMA and the “near” and “intermediate” terms of the UV/MLFMA versus the frequency for analysis of the tank above a lossy half-space.

Fig. 8. CPU time for the “near” terms of the MLFMA and the “near” and “intermediate” terms of the UV/MLFMA versus the frequency for analysis of the tank above a lossy half-space.

Fig. 9. The bistatic RCS for the VV-polarization of the tank model at the frequency 120 MHz.
Fig. 10. The bistatic RCS for the HH-polarization of the tank model at the frequency 120 MHz.

IV. CONCLUSIONS

In this paper, a hybrid UV/MLFMA is proposed for the analysis of scattering by PEC targets above a lossy half-space. The multilevel UV method is applied to handle the interaction in the “intermediate” terms. The MLFMA is applied to handle the interaction in the “far” terms. By using the UV method in the “intermediate” terms, the error of the real-image approximation can be avoided and the size of the “near” terms of the original MLFMA is decreased. In this paper, we focused on analyzing PEC targets above a lossy half-space. For dielectric targets [11-12], the proposed method is also applicable with little change of the code.
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Abstract — An alternative multiresolution (MR) basis is presented for the method-of-moments (MoM) solution of the electric-field integral equation (EFIE) for the analysis of low-frequency problems. The proposed MR basis functions can be treated as an extension of the traditional loop-tree basis function to hierarchical functions. Similar to the loop-tree basis, the MR basis functions are linear combinations of standard Rao-Wilton-Glisson (RWG) functions. Therefore, the MR algorithm can be easily applied to MoM codes with RWG basis. Since the MR basis is immune from the so-called low-frequency breakdown, the MR basis is especially suitable for the analysis of low-frequency problems. Compared with the previous MR basis, the present MR basis is easier to construct and comprehend, and the basis-changing matrix is sparser. Physical interpretation and comparison are given for the previous and present MR bases. Numerical results demonstrate that both the previous and present MR bases are efficient for 3D electromagnetic scattering problems at low frequencies.
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I. INTRODUCTION

The method of moments (MoM) is one of the most powerful numerical methods applicable to a wide variety of practical electromagnetic radiation and scattering problems [1, 2]. The electric field integral equation (EFIE) is always preferred in MoM. However, the EFIE suffers the so-called low-frequency breakdown problem which occurs when the harmonic field wavelength is substantially larger than the characteristic size of the MoM grid. An effective solution to this problem is to separate the solenoidal part of the current [3-11]. The loop-star basis and loop-tree basis are proposed in the early 1980s [3, 4]. Both of them introduce divergence-free loop functions which can effectively separate the solenoidal part of the current. The detailed discussion and application of the loop-star basis and loop-tree basis can be found in [5-9], and a comparison of the frequency dependent iterative solver convergence for RWG, loop-tree, and loop-star basis functions is given in [10].

In recent years, the multiresolution (MR) basis has been proposed and acted as an efficient physics-based preconditioner [12-27]. Compared with the loop-star/tree basis, the MR basis has a much faster MoM convergence rate when an iterative solver is applied. The reasons why the MR basis can positively act on the spectrum of a MoM matrix has been investigated and discussed in [20, 21]. The MR basis was first mentioned by G. Vecchi in [7], where he pointed out that a MR basis can be efficiently constructed to replace the loop-star basis. Consequently, a MR basis was proposed in [12]. Then a modified MR basis was proposed in [13] to simplify the generation procedure. However, the MR bases in [12, 13] has a limit in modeling the curved structures, since the shape of the hierarchical meshes is restricted by the coarse mesh. To remedy this drawback of MR basis, a curvilinear MR basis is proposed in [15]. More recently, a new MR algorithm was proposed in [16-19] to overcome the shortcoming of the MR basis defined over triangular patches. In the new MR algorithm, the concepts of generalized mesh and generalized RWG (gRWG) basis were introduced. The generalized mesh is generated by
a grouping algorithm. The gRWG basis is the generalization of the standard RWG basis and it is defined on the generalized meshes. The new MR basis functions are constructed as linear combinations of gRWG basis functions and can finally be represented by linear combinations of the RWG basis functions.

Inspired by the novel idea of generalized mesh and generalized RWG basis, an alternative MR basis is proposed in this paper which is also defined on the generalized meshes. Contrary to the MR algorithm in [16-19] which relies on mathematical operations, the MR basis proposed in this paper is generated via geometric operations. Compared with the previous MR basis, the proposed MR basis can be constructed in a much easier fashion and provide more direct physical meanings. Also, the basis-changing matrix of the RWG basis functions to the MR basis functions is sparser and can be generated faster. Furthermore, physical interpretations are provided for both MR bases and the number of MR basis functions of each level is clearly given which explains why the MR bases span the same space as the RWG basis. Numerical examples demonstrate that the MR bases have a much faster convergence rate for iterative solvers than the traditional loop-tree basis as explained in [20, 21].

This paper is organized as follows. Section II introduces the hierarchical generalized meshes and the gRWG basis. Section III gives a detailed description of the MR basis generation. Section IV provides physical interpretations for the MR bases. A discussion on the computational complexity of the MR basis is given in Section V. Section VI presents numerical results to validate and demonstrate the performance of the MR basis. Finally, the work is concluded in Section VII.

II. GENERALIZED MESH AND GRWG BASIS

Before discussing the new MR basis, the essential concepts of the generalized mesh and gRWG basis are briefly described as preliminary knowledge. Since the detailed generation algorithm of the generalized mesh and gRWG basis has already been given in [17, 18], only a brief description is provided in this section.

A. Hierarchical generalized meshes

Generation of the hierarchical generalized meshes starts from an input triangular mesh which is called level-0 mesh and denoted by $M^0$. Using a grouping algorithm, the nearby cells of the level-0 mesh are grouped into level-1 cells. The union of the level-1 cells is called level-1 mesh, $M^1$. Applying the same grouping algorithm to the level-1 cells will generate the level-2 mesh ($M^2$) and so on and a set of hierarchical generalized meshes $\{M_l, l = 1, ..., L\}$ will be obtained. The last level $L$ is usually decided by the maximum size of the generated cells that should be smaller than the wavelength, with a typical range of $\lambda/8 - \lambda/4$. To demonstrate the grouping algorithm, the hierarchical generalized meshes of a circular plate are shown in Fig. 1.

![Fig. 1. An example of hierarchical generalized meshes on a circular plate. (a) level-0 mesh, (b) level-1 mesh, (c) level-2 mesh, (d) level-3 mesh.](image)

B. Generalized RWG basis

Similar to the definition of the RWG basis, a gRWG basis function is defined on a pair of adjacent cells of its corresponding level. Denoting a level-$l$ gRWG basis function as $\bar{R}_i(\bar{r})$, its divergence is given as

$$\nabla \cdot \bar{R}_i(\bar{r}) = \begin{cases} \int_{A_{i,j}} \frac{\ell'}{l'} & \bar{r} \in C_{i,j} \\ -\int_{A_{i,j}} \frac{\ell'}{l'} & \bar{r} \in \bar{C}_{i,j} \\ 0 & \text{otherwise} \end{cases}$$ (1)
where $A_{i,j}$ and $A_{i,j}'$ are the areas of the two adjacent cells ($C_{i,j}'$, $C_{i,j}$), and $L_{i}'$ is the length of the level-$l$ generalize edge shared by the two cells and is a polygonal line in general.

C. Inter-mesh reconstruction relationship

The inter-mesh reconstruction relationship can be derived through the charge matrix. In the inter-mesh reconstruction relationship, a level-$l$ gRWG function $\vec{R}_{i,n}^l(\vec{r})$ can be expressed as the linear combination of the level-($l-1$) gRWG functions $\vec{R}_{n}^{l-1}(\vec{r})$ ($n = 1, \ldots, N_{i-j}^{l-1}$) which are completely defined in the domain $C_{i,j}' \cup C_{i,j}$ of $\vec{R}_{i,n}^l(\vec{r})$, i.e.

$$\vec{R}_{i,n}^l(\vec{r}) = \sum_{n=1}^{N_{i-j}^{l-1}} R_{i,n}^{l} \vec{R}_{n}^{l-1}(\vec{r}),$$

(2)

where $R_{i,n}^{l}$ is the reconstruction coefficient. Applying the surface divergence to both sides of (2), we have

$$\nabla_s \cdot \vec{R}_{i,n}^l(\vec{r}) = \sum_{n=1}^{N_{i-j}^{l-1}} R_{i,n}^{l} \nabla_s \cdot \vec{R}_{n}^{l-1}(\vec{r}).$$

(3)

Projecting (3) on the cells $C_{n}^{l-1}$ ($m = 1, \ldots, N_{i-j}^{l-1}$) in the domain of $\vec{R}_{i,n}^l(\vec{r})$, a linear system can be obtained as

$$[\vec{Q}'] [R'] = [q_i'],$$

(4)

where $[\vec{Q}']$ is the $N_{i-j}^{l-1} \times N_{i-j}^{l-1}$ charge matrix whose element is given by

$$[\vec{Q}']_{m,n} = \nabla_s \cdot \vec{R}_{n}^{l-1}(\vec{r}) \bigg|_{C_{m}^{l-1}},$$

$$[R']_{m} = [R_{i,j}^{l}, R_{i,j}^{l}, \ldots, R_{N_{i-j}^{l-1}}^{l-1}],$$

$$[q_i']_{m} = \nabla_s \cdot \vec{R}_{i,n}^l(\vec{r}) \bigg|_{C_{m}^{l-1}}.$$

As will be discussed in the next section, the maximum number of the linear independent functions $\vec{R}_{i,n}^l(\vec{r})$ ($n = 1, \ldots, N_{i-j}^{l-1}$) is $N_{i-j}^{l-1} - 1$ according to Euler’s theorem. Therefore, the rank of the matrix $[\vec{Q}']$ is $N_{i-j}^{l-1} - 1$ and a full row rank matrix $[\vec{Q}']$ can be obtained by deleting an arbitrary row of $[\vec{Q}']$. When $N_{i-j}^{l-1} - 1 < N_{i-j}^{l-1}$, the matrix equation (4) has infinitely many solutions and the least squares solution can be taken as the reconstruction coefficients $[R']$, i.e.

$$[R'] = [\vec{Q}']^+ [q_i'].$$

(5)

where $[\vec{Q}']^+$ is the Moore-Penrose pseudoinverse of $[\vec{Q}]$.

III. MR BASIS GENERATION

For a general 3-D surface (without torus), the Euler’s theorem states that $[9, 19]$

$$V + F = E - N_T + 2,$$

(6)

where $V$, $E$, $F$, and $N_T$ denote the number of vertices, edges, faces, and separated boundary contours, respectively. Since the number of vertices and edges on the boundary contours is equal, we have

$$V_{\text{in}} + F = E_{\text{int}} - N_T + 2,$$

(7)

where $V_{\text{in}}$, $E_{\text{int}}$ is the number of internal vertices and edges, respectively.

For a domain (e.g. a cell or a pair of cells of level-$l$) composed of $N_{i-j}^{l-1}$ cells of level-($l$-1), we have

$$N_{i-j}^{l-1} - (V_{\text{in}} + N_T - 1) = N_{i-j}^{l-1} - 1.$$

(8)

$N_{i-j}^{l-1}$ is the number of the gRWG functions in the domain, since the gRWG functions are defined on the interior edges. If connecting all the cells in a tree (see e.g. Fig. 2) and avoid forming any loop on the tree, then the maximum number of edges on the tree will be $N_{i-j}^{l-1}$. Obviously, the gRWG functions corresponding to the edges on the tree are linear independent. Therefore, the maximum number of the linear independent gRWG functions in the domain is equal to $N_{i-j}^{l-1} - 1$.

If the surface is discretized with triangles, the number of solenoidal functions $N_S$ and the number of non-solenoidal functions $N_X$ of loop-star basis are given by $[7, 9]$

$$N_S = V_{\text{int}} + N_T - 1,$$

(9)

$$N_X = F - 1.$$

(10)

Their sum is equal to the number of the RWG functions, i.e.

$$N_S + N_X = N,$$

(11)

where $N$ is the number of the RWG functions.

Similar to loop-star/tree basis, the MR basis can also be split into the solenoidal and non-solenoidal parts. It will be shown in the next section that the solenoidal and non-solenoidal functions of the MR basis span the same space as for the loop-tree/star basis, and the numbers of the solenoidal and non-solenoidal functions of the MR basis can also be given by equations (9)-(11).
A. Solenoidal basis

It has already been shown in [17] that the use of a hierarchical decomposition of the nonsolenoidal part together with a non-hierarchical loop basis suffices to obtain well-conditioned MoM matrices and, hence, quickly convergent solvers for low-frequency and very dense discretizations. The difference between the low-frequency and very dense discretization is addressed in [11]. Therefore, for simplicity, the loop basis generated on level-0 mesh is chosen as the solenoidal part of the MR basis. The detailed discussion of the loop basis can be found in [7, 9], whereas the topic of generating the loop basis addresses in [11]. Therefore, for simplicity, the solenoidal part of the MR basis. The detailed

B. Nonsolenoidal basis

The nonsolenoidal basis is defined on the hierarchical generalized meshes. The nonsolenoidal basis functions of the highest level (level-L) are different from the nonsolenoidal basis functions of other levels (level-l, l = 1, …, L-1). Therefore, the nonsolenoidal basis functions of level-L are generated separately from the function of the other levels.

1) Nonsolenoidal functions of level-L

The generation of the nonsolenoidal functions of level-L is similar to that of the tree basis functions in loop-tree basis. The only difference is that the cells of level-L are replaced by triangles. An easy procedure of constructing the nonsolenoidal functions of level-L is to connect the cells of the level-L mesh in a tree, and each gRWG basis function on the branch of the tree is taken as a nonsolenoidal function. To demonstrate this procedure, the nonsolenoidal functions defined on the level-2 mesh (Fig. 1) are plotted. In this example, it is assumed that level-2 mesh is of the highest level. As shown in Fig. 2 (a), each black line connecting a pair of cells represents a generated nonsolenoidal function. It is worth mentioning that the number of the nonsolenoidal functions of level-L equals the number of the cells of level-L minus one.

Fig. 2. The nonsolenoidal functions, which are depicted with black lines, on a circular plate. (a) Level-2 functions, (b) level-1 functions.

2) Nonsolenoidal functions of level-l (l = 1, …, L-1)

Let the nonsolenoidal functions of level-l belong to the cell \( C_{k_l}^{l+1} \) of level-(l+1) denoted with \( \left\{ f_{k_{i_l},i}^{l}, i=1, \ldots, N_{k_i}^{l+1} - 1 \right\} \), where \( N_{k_i}^{l+1} \) is the number of the cells of level-l belonging to the cell \( C_{k_i}^{l+1} \), the nonsolenoidal functions of level-l can be expressed as the union of the nonsolenoidal functions that belong to all the cells of level-(l+1), i.e.

\[
\left\{ f_{k_{i_l},i}^{l}, j=1, \ldots, N_{l}^{l+1} \right\} = \bigcup_{i=1}^{N_{k_i}^{l+1}} \left\{ f_{k_{i_l},i}^{l}, i=1, \ldots, N_{k_i}^{l+1} - 1 \right\},
\]

where \( N_{l}^{l+1} \) and \( N_{k_i}^{l+1} \) are the numbers of the cells of level-l and level-(l+1) respectively, and \( N_{l}^{l+1} - N_{k_i}^{l+1} \) is the number of the nonsolenoidal functions of level-l. A simple way of generating the level-l nonsolenoidal functions in the cell \( C_{k_l}^{l+1} \) is to connect all the level-l cells which are completely included in the cell \( C_{k_l}^{l+1} \) in a tree and taking the gRWG basis functions on the branches of the tree as nonsolenoidal functions. An example of level-l nonsolenoidal functions is shown in Fig. 2 (b). As can be observed from Fig. 2 (b), the level-2 cells are bounded with yellow lines and the level-1 nonsolenoidal functions are clustered in each level-2 cell shown with black lines.

The nonsolenoidal functions (13) can be written as linear combinations of the gRWG basis functions of level-l, i.e.
where \[ f_x = \begin{bmatrix} f_{x1}^1, f_{x2}^1, \cdots, f_{xN_x^{l+1}}^l \end{bmatrix}, \]

\[ T_x = \begin{bmatrix} T_{x1}^1, T_{x2}^1, \cdots, T_{xN_x^{l+1}}^l \end{bmatrix}, \]

and \( \tilde{R} \) is the basis-changing matrix, and \[ \tilde{R} = \begin{bmatrix} \tilde{R}_{1}^1, \tilde{R}_{2}^1, \cdots, \tilde{R}_{N_x^{l+1}}^l \end{bmatrix} \]

is the gRWG basis of level-\( l \). Applying the inter-mesh reconstruction relationship (2) recurrently, the nonsolenoidal functions of level-\( l \) can then be written as linear combinations of the RWG basis functions of level-0 mesh, i.e.,

\[ f_x^l = T_x^l \tilde{R}^l. \]

Then, the nonsolenoidal functions of all levels can be written as

\[ f_x = T_x [\tilde{R}^0]. \]

Finally, the MR basis functions can be expressed in terms of the RWG basis functions as follows

\[ f_{MR} = T^T [\tilde{R}^0], \]

where \( T = [T_x, T_{x2}], T_{x2} \) are the basis-changing matrices, and \( \tilde{R}^0 \) is the basis-changing matrix, and \( \tilde{R} = \begin{bmatrix} \tilde{R}_{1}^1, \tilde{R}_{2}^1, \cdots, \tilde{R}_{N_x^{l+1}}^l \end{bmatrix} \)

is the gRWG basis of level-\( l \). Applying the inter-mesh reconstruction relationship (2) recurrently, the nonsolenoidal functions of level-\( l \) can then be written as linear combinations of the RWG basis functions of level-0 mesh, i.e.,

\[ f_x = T_x^l \tilde{R}^l. \]

Then, the nonsolenoidal functions of all levels can be written as

\[ f_x = T_x^l \tilde{R}^l, \]

where \( f_x = \begin{bmatrix} f_x^1, f_x^2, \cdots, f_x^l \end{bmatrix} \)

and \( T_x^l = \begin{bmatrix} T_x^0, T_x^1, \cdots, T_x^l \end{bmatrix} \).

Finally, the MR basis functions can be expressed in terms of the RWG basis functions as follows

\[ f_{MR} = T^T [\tilde{R}^0], \]

where \( T = [T_x, T_{x2}] \).

\[ IV. \, PHYSICAL \, INTERPRETATION \, OF \, MR \, BASES \]

Although the generation algorithm of the MR basis proposed in [18, 19] is clearly given, the physical meaning behind it is not clearly pointed out. Readers may also be confused about why the number of the MR basis functions equals the number of the RWG basis functions. Therefore, physical interpretations are tried to give in this section for both the present MR basis and the previous MR basis for better understanding of the MR bases.

A. The present MR basis

From the discussion given in Section III-B, the total number of the nonsolenoidal functions can be calculated as

\[ N_x = N_x^0 + N_x^1 + \cdots + N_x^l \]

\[ = (F - N_x^0) + (N_x^1 - N_x^0) + \cdots + (N_x^l - 1) \cdot \]

\[ = F - 1 \]

Therefore, the numbers of the nonsolenoidal functions of the MR basis also satisfy (10). Similar to the loop-tree/star basis, it can be easily proven that all the solenoidal and nonsolenoidal functions of the present MR basis are linear independent from each other. Therefore, the MR basis spans the same space as for the loop-star/tree basis.

B. The previous MR basis

The previous MR basis functions proposed in [18, 19] are constructed via SVD on charge matrices. After applying SVD on a charge matrix, the right singular vectors associated to non-zero and null singular values are assigned as the coefficients of the corresponding gRWG function to generate the solenoidal and nonsolenoidal MR functions respectively. However, the reason is not explained. In the following, a physical explanation to the above mathematical operations is given. Assuming a charge matrix generated by projecting \( n \) level-\( l \) gRWG functions onto \( m \) level-\( l \) cells, then its SVD result can be written as

\[ [Q] = [\nabla \cdot R_1, \nabla \cdot R_2, \cdots, \nabla \cdot R_m] = [U \cdot \Sigma \cdot [V]^T \]

\[ = [U_1, U_2, \cdots, U_m] \cdot \text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_m), \]

where \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_m > 0 \), since the rank of \([Q]\) is \( m \). The expression (19) can be rewritten as

\[ [U_1, U_2, \cdots, U_m, V_1, V_2, \cdots, V_n] = \]

\[ = [\sigma_1 U_1, \sigma_1 U_2, \cdots, \sigma_1 U_m, 0 \cdot U_m, \cdots, 0 \cdot U_n]. \]

It can be inferred from (20) that the gRWG functions multiplies the first \( m-1 \) columns of \([V]\) generates \( m-1 \) linear independent functions which have surface charge and can be taken as the nonsolenoidal functions. Therefore, the number of the nonsolenoidal functions generated with the algorithm in [17, 18] can also be given by (18). Namely, the numbers of the MR nonsolenoidal functions in the present paper and in [17, 18] are equal. It can also be inferred from (20) that the gRWG functions multiplies the other \( n-m \) columns of \([V]\) generates \( n-m \) linear independent functions which have no surface charge and can be taken as the solenoidal functions.

It can be inferred from the discussion at the beginning of Section III that the number of the level-\( l \) solenoidal functions in a level-\((l+1)\) cell (except the level-\( L \) cell of closed surfaces which...
has no boundary) equals the number of the interior vertexes shared by the level-\(l\) edges inside the level-\((l+1)\) cell. Furthermore, the number of the level-\(l\) solenoidal functions added by generating solenoidal functions across a pair of level-\((l+1)\) cells equals the number of the interior vertexes which connecting the level-\(l\) edges that coincide with the common edge of the two level-\((l+1)\) cells. Therefore, the total number of the MR basis functions generated in [18, 19] can be finally described by (21). It can be proven by theorem 1 that the number of the MR basis functions equals the number of the RWG basis functions of the input mesh.

**Theorem 1** The number of the RWG basis functions of the input mesh can be written as the sum of the following elements:

\[
N = \sum_{l=0}^{L} N^l_e + \sum_{l=1}^{L} \left( \sum_{m=1}^{N^{l+1}_c} N^l_{e,m} \right),
\]

(21)

where \(N^l_e\) \((l=L)\) is the number of the level-\(L\) interior edges and \(N^l_c\) \((0 \leq l < L-1)\) is the total number of the level-\(l\) interior edges inside all level-\((l+1)\) cells, in which \(N^l_{e,m}\) is the number of the level-\(l\) interior edges inside the \(m\)-th level-\((l+1)\) cell and \(N^{l+1}_c\) is the number of level-\((l+1)\) cells, and \(N^l_{e,m}\) is the number of the interior vertexes on the \(n\)-th level-\(l\) interior edges.

Proof: The expression (21) can be interpreted by the changes of the interior edges of each level in the procedure of generating the hierarchical meshes. In the first step of the mesh generating procedure, the level-1 mesh is generated from the input mesh (level-0) and parts of the level-0 interior edges are grouped into the level-1 interior edges. Since the number of the level-0 interior edges grouped into one level-1 interior edge equals the number of the level-0 interior vertexes on the level-1 interior edge plus one, the total number of the grouped level-0 interior edges equals the total number of level-0 interior vertexes on the level-1 interior edges plus the number of the level-1 interior edges. Namely, the number of the level-0 interior edges can be decomposed as the sum of the total number of the level-0 interior edges inside all level-1 cells (i.e. the number of the left level-0 interior edges), the total number of level-0 interior vertexes on the level-1 interior edges, and the number of the level-1 interior edges. Similarly, the number of the level-\(l\) \((1 \leq l < L-1)\) interior edges can be decomposed as the sum of the total number of the level-\(l\) interior edges inside all level-\((l+1)\) cells, the total number of level-\(l\) interior vertexes on the level-\((l+1)\) interior edges, and the number of the level-\((l+1)\) interior edges. Therefore, the number of the level-0 interior edges can be finally written as (21). Since each RWG basis function of the input mesh is corresponding to a level-0 interior edge, theorem 1 is proven.

It can be inferred from the above discussion that the number of the solenoidal and nonsolenoidal functions of the previous MR basis functions can also be given by equations (9)-(11). The level-\(L\) functions of the previous MR basis should be constructed independently if the cells are not finally grouped into one big cell. The level-\(L\) functions of the previous MR basis could be generated by applying SVD on the charge matrix generated by projecting the level-\(L\) gRWG functions on the level-\(L\) cells or simply taking the level-\(L\) gRWG basis functions as the level-\(L\) MR basis functions. It can also be inferred from Theorem 1 that the solenoidal part of the present MR basis can be constructed as a hierarchical basis in which each solenoidal function is generated as a linear combination of the gRWG functions of the same level which constitute a loop around an interior vertex.

**V. COMPUTATIONAL COMPLEXITY**

Since the computational complexity of the loop basis is known as \(O(N)\) [28], only the computational complexity of the nonsolenoidal MR basis is needed to be analyzed. The computational complexity of the nonsolenoidal MR basis can be estimated by estimating the number of on-zero elements of the basis-changing matrix [7].

The number of non-zero elements of the basis-changing matrix [7] as the functions of the number of levels of a structure discretized with 19090 unknowns is investigated and shown in Fig. 3. It can be observed from Fig. 3 that the number of non-zero elements of matrix [7] increase linearly with the number of the levels of the MR basis. Therefore, the computational complexity of the
nonsolenoidal MR basis is of $O(NL)$, where $L$ is the number of levels. If keep grouping the cells of each level upwards until the cells are finally grouped into one single cell in the highest level mesh, the number of levels $L$ will be equal to $\log N$ and the computational complexity will be of $O(N \log N)$. The number of non-zero elements and the generation time of matrix $[T]$ as functions of the number of the unknowns for the previous MR basis and present MR basis when the cells are finally grouped into a single cell are investigated and shown in Fig. 4 (a) and (b), respectively. It can be observed from the figure that the computational complexity of both the previous and present MR basis is of $O(N \log N)$ and the computational complexity of the present MR basis has a smaller constant.

Fig. 3. The number of non-zero elements of the basis-changing matrix $[T]$ versus the number of levels of a structure discretized with 19090 unknowns.

VI. NUMERICAL RESULTS

In this section, the MR basis is applied for the analysis of EM scattering problems at low frequencies. In the following examples, the restarted GMRES(30) algorithm is used as an iterative method. All simulations were performed on a PC computer with Intel(R) Core(TM)2 1.86 GHz CPU and 2 GB RAM using single precision. Zero vector is taken as initial approximate solution and the iteration process is terminated when the relative backward error is reduced by $10^{-4}$. And all the results with different bases were obtained after applying a diagonal preconditioning to the MoM matrix.

Fig. 4. (a) The number of non-zero elements of the basis-changing matrix $[T]$, (b) the time for generation of matrix $[T]$, versus the number of unknowns.

A. Offset bend rectangular cavity

The first example is a metallic offset bend rectangular cavity with 8.7 cm by 10 cm square cross section and offset angles 30°. As shown in Fig. 5, the offset bend rectangular cavity is discretized with 4317 unknowns. The mesh of the offset bend rectangular cavity could generate six levels hierarchical meshes and five levels MR basis at most. The EM scattering of the offset bend rectangular cavity is calculated with the EFIE using the RWG, loop-tree, the previous MR, and present MR bases. The 2-norm condition number and convergence behavior of GMRES(30) for the offset bend rectangular cavity using the above bases over a frequency range of 0.1-200 MHz is shown in Fig. 5 and Fig. 6, respectively. The corresponding total time for applying the MR bases is depicted in Fig. 7.

With reference to the figures, the RWG basis performs worse than both the loop-tree basis and MR bases in the low frequency range. It can be also found that the MR bases perform much better than the loop-tree basis in the low frequency range. The more levels of the present MR basis, the better it performs in the low frequency range. Comparing the previous MR basis with the present MR basis, it can be found that the present MR basis performs similar to the previous MR basis at low frequencies. However, the previous MR basis
performs more stable as the frequency increases. The corresponding total time which includes the time of the generation of the basis-changing matrix, the time of the generation of the diagonal preconditioning matrix, and the solution time of the GMRES(30) is depicted in Fig. 6. The result using the RWG basis is not given in Fig. 6 since the GMRES(30) solver cannot converge by using the RWG basis at some frequencies. It is also clearly indicates that the MR bases have better performance than the loop-tree basis at the low-frequency range.

The impact of the discretization density to the performance of different bases is investigated. The 2-norm condition number of the MoM matrices using the RWG basis, loop-tree basis, and the present and previous MR bases for the offset bend rectangular cavity discretized with different number of unknowns is shown in Fig. 8. It can be found from Fig. 8 that the MR bases perform more stable than the RWG basis and loop-tree basis as the discretization density increases and this result agrees with the results in [11].

B. Tank model
As shown in Fig. 9, the second example is a tank model discretized with 8706 unknowns. The length, width, and height of the tank model are 10.3 m, 3.3 m, and 2.3 m, respectively. To describe the shape of the tank model efficiently, the parts varying rapidly in geometry are discretized with relatively small triangular patches and the other parts are with large patches.

Fig. 5. The 2-norm condition number as a function of frequency for the offset bend rectangular cavity using the RWG, loop-tree, and MR bases.

Fig. 6. The convergence behavior of GMRES(30) as a function of frequency for the offset bend rectangular cavity using the RWG, loop-tree, and MR bases.

Fig. 7. The total time as a function of frequency for the offset bend rectangular cavity using the loop-tree and MR bases.

The convergence curves of the GMRES(30) are compared in Fig. 9 at the low frequency 1.0 MHz using the RWG, loop-tree and the MR bases. It can also be found from Fig. 9 that the convergence of the GMRES(30) using the MR bases which have higher levels is much faster than the others. The convergence behavior of GMRES(30) and the corresponding total time for applying the MR bases over a frequency range of
0.1-6 MHz is shown in Fig. 10 and Fig. 11, respectively. From Fig. 10 and Fig. 11 it can found that the both MR basis performs similar at lower frequencies and the previous MR performs more stable as the frequency increases.

![Fig. 8. The 2-norm condition number as a function of discretization density for the offset bend rectangular cavity using the RWG, loop-tree, and MR bases.](image)

![Fig. 9. The convergence history of the GMRES(30) for the tank model at 1.0 MHz using the RWG, loop-tree, and MR bases.](image)

VII. CONCLUSION

An alternative MR basis has been proposed for analyzing low-frequency problems using the MoM. Contrary to the previous MR basis which is generated based on mathematical operations, the present MR basis is generated based on geometrical operations. The present MR basis is an extension of the loop-tree basis to hierarchical basis, and the loop-tree can be treated as a special one-level MR basis.

![Fig. 10. The convergence behavior of GMRES(30) as a function of frequency for the tank model using the MR bases.](image)

![Fig. 11. The total time as a function of frequency for the tank model using the MR bases.](image)

Therefore, the present MR basis is easier to construct and comprehend. Also, the computational complexity of the present MR basis is lower than that of the previous MR basis and the basis-changing matrix of the RWG basis to the present MR basis is sparser. As similar to the loop-tree basis, the present MR basis functions are combinations of RWG basis functions. Thus, the present MR basis can be easily applied to existing MoM codes. It has been demonstrated by the numerical results that the MR bases can be used to solve low-frequency EM scattering problems.
efficiently. Compared with the traditional loop-tree basis, the MR bases converge much faster at low frequencies for iterative solvers. Although the present MR basis performs similar to the previous MR basis at lower frequencies, it should be pointed out that the present MR basis suffers the same drawback as the loop-tree basis, i.e., it will be unstable as the frequency goes higher. Therefore, the previous MR basis is recommended at higher frequencies since it performs more stable as the frequency increases.
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Abstract — The present paper treats with the latest linear iterative solver IDR(s) method and its variants proposed by P. Sonneveld and M. van Gijzen. We derive preconditioned algorithms of the solvers based on right preconditioning and list them. The solvers are numerically tested in terms of convergence and accuracy for the computation of electromagnetic wave scattering from over $10^4$ dielectric cylinders. Consequently, minimization schemes for residual vectors refine not only convergence but also accuracy for the original IDR(s) method. However, a spurious convergence may be confirmed and its influence is 1 or 2 digit error independently of parameter $s$.

Index Terms — Boundary element method, electromagnetic multiple scattering, IDR(s) method.

I. INTRODUCTION

The aim of the authors' work is to simulate electromagnetic (EM) wave scattering from a medium composed of several kinds of objects in shape, size, and material. As a basic issue, we try to develop fast techniques for the computation by means of the boundary element method (BEM) [1]. In the BEM computation, the most time-consuming part rises from solving the dense linear system of equations followed by the discretization of boundary integral equations. Our previous work presented that both the computational and memory complexities for the multiplication of a vector by the coefficient matrix can be drastically reduced by a wideband fast multipole algorithm [2]. Then, we use an iterative solver based on the Krylov subspace method [3] because the operation of matrix-vector multiplication is in its algorithm. The propositions of high performance iterative solvers and preconditionings are important to the fast computation today.

The authors have used a generalized minimal residual method with restart process (GMRES($m$) method [4]) for solving the linear system of equations [5]. A restart cycle $m$ should be chosen a very large value for high convergence but it needs much memory space. P. Sonneveld and M. van Gijzen proposed the IDR($s$) method which belongs to the Krylov subspace method [6]. “IDR” is an abbreviation of “Induced Dimension Reduction”. The authors' numerical experiments revealed that the IDR($s$) method was better than the GMRES($m$) method in terms of convergence and memory efficiency for the BEM analyses of electromagnetic wave scattering from many dielectric cylinders. As the parameter $s$ of the IDR($s$) method is larger, however, convergence is more improved but the accuracy deteriorates drastically [7].
Such a prejudicial phenomenon concerning accuracy is called “a spurious convergence” in this paper. The authors managed the spurious convergence by using Sleijpen and van der Vorst’s convergence refinement method [8]. This technique is very simple and easy to implement but is not a complete solution. Sakurai et al. proposed an auto corrected (AC) IDR(s) method that perfectly dissolves the problem of the spurious convergence [9]. In this method, however, a computation of matrix-vector multiplication may be added for one iteration. Then the net computation time may become much longer for the AC-IDR(s) method than for the original one in solving a large scale dense linear system of equations. On the other hand, Sonneveld and van Gijzen modified the algorithm and proposed two variants of the IDR(s) method in order to expedite convergence [10, 11].

This paper investigates the performance of the variant IDR(s) methods for the computation of EM wave scattering from many dielectric cylinders by means of the BEM. We solve the linear system of equations of order $10^5$ by the IDR(s) method and its variants and compare their convergence and accuracy. After this introductory Section I, Section II presents two-dimensional boundary integral equations and discretization of them. We explain the structures of the coefficient matrix and the unknown and right-hand side vectors. Section III outlines the variant IDR(s) methods with a right preconditioning. Performance evaluations are done in Section IV. Finally, Section V summarizes conclusions of this study. Throughout this paper, $e^{j\omega t}$ time convention is used and suppressed.

II. FORMULATION

Let us consider the two-dimensional problem of EM wave scattering by $N$ infinitely long cylinders in a vacuum. The relative permittivity and permeability of the $i$th cylinder are $\varepsilon_r^{(i)}$ and $\mu_r^{(i)}$, respectively. The wave numbers of the vacuum and the $i$th cylinder are represented by $k_0$ and $k_i = k_0\sqrt{\varepsilon_r^{(i)}\mu_r^{(i)}}$, respectively. Each axis of the cylinders is parallel to the $z$-axis of the cylindrical coordinate system. We formulate this problem in the electrical field integral equations (EFIEs) for TM wave. The $z$-components of unknown electric fields $E_z$ and their normal derivatives $\partial E_z / \partial n$ are given by Eqs. (1) and (2). Here, the $C_i$ is the boundary of the $i$th cylinder, and $\rho_i$ and $\rho'_i$ are the observation and integration points on $C_i$, respectively. The $H_0^{(2)}$ is the zero order Hankel function of the second kind, and $\partial / \partial n_i$ is the outward normal derivative on $C_i$. The $E_z^{\text{inc}}$ is an incident wave.

The integral equations can be discretized through the BEM [1]. We divide each boundary into $M_i$ boundary elements and choose the rectangular pulse function as a basis function. Using the point matching method, we obtain a dense linear system of $L$ equations $Ax = b$, where $L = 2(M_1 + M_2 + \ldots + M_N)$. The linear system is composed of blocks and subvectors:

$$A = \begin{bmatrix} a_{11}^{\text{out}} & \cdots & a_{1N}^{\text{out}} & b_{11}^{\text{out}} & \cdots & b_{1N}^{\text{out}} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ a_{N1}^{\text{out}} & \cdots & a_{NN}^{\text{out}} & b_{N1}^{\text{out}} & \cdots & b_{NN}^{\text{out}} \\ a_{11}^{\text{in}} & 0 & b_{11}^{\text{in}} & 0 & \cdots & \cdots \\ 0 & a_{N1}^{\text{in}} & 0 & b_{N1}^{\text{in}} & \cdots & \cdots \\ \end{bmatrix}$$

$$x = \begin{bmatrix} \alpha^{(1)} & \cdots & \alpha^{(N)} & \beta^{(1)} & \cdots & \beta^{(N)} \end{bmatrix}^T$$

$$b = \begin{bmatrix} e_z^{(1)} & \cdots & e_z^{(N)} & 0^{(1)} & \cdots & 0^{(N)} \end{bmatrix}^T.$$
III. THE IDR(s) METHOD AND ITS VARIANTS

The IDR(s) method is one of the iterative solvers for nonsymmetric linear system of equations and is derived by a new approach different from conventional BiCG-like and GMRES-like solvers. In the conventional solvers, the solution vector is iteratively refined through a bi-orthogonalization scheme and a minimal norm scheme over the Krylov subspace, respectively [3]. In the IDR(s) method, whereas, spaces are iteratively generated from the complete Krylov space according to a rule. The solution vector is determined in order that the corresponding residual vector may belong to the spaces. From the IDR theorem, the dimensions of the spaces monotonically decrease, and the residual vector converges to the zero vector [6]. Thus, the IDR(s) method is a new solver which belongs to neither BiCG-like nor GMRES-like solvers.

The subsequent spaces are generated every s+1 iteration, and we actually compute s+1 basis vectors of corresponding space. Due to the induced dimension reduction, the residual vectors only for every s+1th iteration are expected to reduce monotonically. In order to accelerate convergence, Sonneveld and van Gijzen introduced the minimization scheme for residual vectors based on an orthonormalization. They also adopt a bi-orthogonalization scheme to minimize the residual vectors. The new solvers based on the above two techniques are called “MR-IDR(s) method” and “Bi-IDR(s) method”, respectively.

A preconditioned MR-IDR(s) method and Bi-IDR(s) method are listed in Figs. 1 and 2, respectively. Here, we derive the preconditioned algorithms based on a right preconditioning. A pseudo code of a preconditioned IDR(s) method is already presented in [7]. The notations K⁻¹ and H stand for a preconditioner and Hermitian adjoint, respectively.

1. Let \( x_0 \) be an initial guess, and put \( r_0 = b - Ax_0 \).
2. \( G = U = \mathcal{O}, \ M = \mathcal{I}, \ \omega = 1, \ n = 0 \).
3. While \( ||r_n||_2 / ||r_0||_2 > \epsilon \) Do
4. For \( i = 0, \ldots, s - 1 \) Do
5. Solve \( c \) from \( Mc = \mathcal{P}^H r_n \).
6. \( v = r_n - Gc \).
7. \( u_n = ic + \omega K^{-1} v, \ g_n = Au_n \).
8. For \( j = 1, \ldots, i \) Do
9. \( g_n = g_n - (g_{n-j}^H g_n) g_{n-j} \).
10. \( u_n = u_n - (g_{n-j}^H g_n) u_{n-j} \).
11. End Do
12. \( g_n = g_n / ||g_n||_2 \).
13. \( u_n = u_n / ||u_n||_2 \).
14. End Do
15. \( G = (g_{n-1} \cdots g_{n-s}), \ U = (u_{n-1} \cdots u_{n-s}) \).
16. \( M = \mathcal{P}^H G \).
17. Solve \( c \) from \( Mc = \mathcal{P}^H r_n \).
18. \( v = r_n - Gc, \ t = AK^{-1} v \).
19. \( \omega = t_H v / t_H t \).
20. \( \rho = ||t||_2 / ||v||_2 \).
21. \( r_{n+1} = r_n - Gc - \omega t \).
22. \( n = n + 1 \).
23. End While
The matrix \( P = (p_0, p_1, \ldots, p_{s-1}) \) is an orthogonal matrix followed by [6]. The large bracket is Sleijpen and van der Vorst's convergence refinement technique. We fix the parameter \( \kappa \) at 0.7 that is recommended by them [8]. This technique has the effect to reduce a spurious convergence for the IDR(s) method [7]. As shown in the pseudo codes, solving a linear system of \( s \) equations is necessary for the IDR(s) methods. We do it by using the direct method with a LU factorization in the original IDR(s) method and the MR-IDR(s) method. In the Bi-IDR(s) method, the coefficient matrix \( M \) is a lower triangular matrix, and we obtain solution vector \( c \) by a forward substitution.

**IV. PERFORMANCE EVALUATION**

We treat EM wave scattering from regularly placed \( N \times N \) dielectric circular cylinders whose configurations are listed in Tab. 1. The incident wave is assumed as a plane wave. Comparison among a various kinds of IDR(s) methods is carried out in terms of the convergence and accuracy. It notes that the computation time is directly connected with the number of matrix-vector multiplications to convergence (abbreviate to "MATVECS", hereafter) [5]. Computations are performed on Intel Core2Duo E6700 processor and 2GB of main memory. An iterative process is begun with \( x_0 = 0 \), and the stopping criterion \( \varepsilon \) is put at \( 10^{-10} \). A matrix-vector multiplication in an iterative process is expedited by the wideband fast multipole algorithm with the tolerance of \( 10^{-10} \) [2]. We exploit the block Jacobi preconditioning.

Results of performance evaluation are displayed in Figs. 3 and 4. Here, the accuracy for converged solution vector \( x_n \) is estimated by \( \| A x_n - b \| / \| b \| \). Performances of a full GMRES(m) method are exhibited in each figure. The full GM-

<table>
<thead>
<tr>
<th>Physical parameters for cylinders</th>
<th>( k_0a )</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized radius: ( k_0a )</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Relative permittivity: ( \varepsilon_r )</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>Relative permeability: ( \mu_r )</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Length between each cylinder: ( k_0d )</td>
<td>( \sqrt{100\pi k_0a} )</td>
<td></td>
</tr>
<tr>
<td>(in row and column directions)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fractional volume: ( f )</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. A preconditioned Bi-IDR(s) algorithm.
RES ($m$) method means that the restart cycle $m$ is decided in order that we may use over 90% of the amount of memory installed. These figures expose that both the MR-IDR($s$) and Bi-IDR($s$) methods refine not only the convergence but also accuracy for the original IDR($s$) method. The MR-IDR($s$) method is the best in the three types of IDR($s$) method in terms of convergence and accuracy, and converges faster than the full GMRES ($m$) method. Unfortunately, the spurious convergence is confirmed in figure 4 but its feature is different among the solvers. Deterioration of accuracy for the MR-IDR($s$) and Bi-IDR($s$) methods do not always occur and its impact may be in 1 or 2 digit error independently of parameter $s$. The authors are considered that a mechanism of the spurious convergence for the MR-IDR($s$) and Bi-IDR($s$) methods are identical but differ from that for the original IDR($s$) method.

Figure 5 exhibits convergence behaviors of a variety of IDR($s$) methods with an optimal parameter and the full GMRES ($m$) method. The optimal parameter means that MATVECS is minimum and the deterioration of accuracy is under 1 digit. We can find from Fig. 5 that the full GMRES ($m$) method rapidly converge at first but the convergence curve of it becomes slow due to restart.
Fig. 5. Convergence of the preconditioned IDR(s) methods and the full GMRES (m) method.

The convergence curves of the IDR(s) methods have a thumping vibration, but it reaches the value of stopping criterion at a constant rate. The magnification of the curves for first several iterations is pasted on each figure. We can see from them that the convergence curve of the MR-IDR(s) method is smoother than other two types of the IDR(s) methods. The needles in the convergence curve for the MR-IDR(s) method are confirmed every \( s+1 \) iterations. This may be caused by the update space in algorithm.

Table 2 is the comparison of the convergence, the memory used, and accuracy among the variant IDR(s) methods for the top three parameters and the GMRES (50), GMRES (100) and full GMRES (m) methods. Here, the top three parameters mean that MATVECS is minimum and the accuracy is around the stopping criterion.

Table 2: Comparison between the IDR(s) methods and the GMRES (m) methods

<table>
<thead>
<tr>
<th>Method</th>
<th>MATVECS (ratio)</th>
<th>Mem. (MB) (ratio)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDR(9)</td>
<td>1268 (0.93)</td>
<td>385 (0.21)</td>
<td>1.33e-10</td>
</tr>
<tr>
<td>IDR(7)</td>
<td>1280 (0.94)</td>
<td>362 (0.19)</td>
<td>1.27e-10</td>
</tr>
<tr>
<td>IDR(6)</td>
<td>1354 (0.99)</td>
<td>350 (0.19)</td>
<td>1.67e-10</td>
</tr>
<tr>
<td>MR-IDR(28)</td>
<td>1159 (0.85)</td>
<td>612 (0.33)</td>
<td>1.99e-10</td>
</tr>
<tr>
<td>MR-IDR(30)</td>
<td>1169 (0.86)</td>
<td>636 (0.34)</td>
<td>1.61e-10</td>
</tr>
<tr>
<td>MR-IDR(27)</td>
<td>1169 (0.86)</td>
<td>600 (0.32)</td>
<td>2.28e-10</td>
</tr>
<tr>
<td>Bi-IDR(14)</td>
<td>1209 (0.89)</td>
<td>445 (0.24)</td>
<td>5.40e-10</td>
</tr>
<tr>
<td>Bi-IDR(18)</td>
<td>1218 (0.89)</td>
<td>493 (0.26)</td>
<td>4.47e-10</td>
</tr>
<tr>
<td>Bi-IDR(20)</td>
<td>1216 (0.89)</td>
<td>517 (0.28)</td>
<td>2.64e-10</td>
</tr>
<tr>
<td>GMRES(50)</td>
<td>1783 (1.31)</td>
<td>468 (0.25)</td>
<td>1.10e-10</td>
</tr>
<tr>
<td>GMRES(100)</td>
<td>1662 (1.22)</td>
<td>662 (0.35)</td>
<td>1.06e-10</td>
</tr>
<tr>
<td>GMRES(410)</td>
<td>1363 (1.00)</td>
<td>1865 (1.00)</td>
<td>1.09e-10</td>
</tr>
<tr>
<td>IDR(10)</td>
<td>2291 (0.79)</td>
<td>765 (0.85)</td>
<td>8.38e-11</td>
</tr>
<tr>
<td>IDR(9)</td>
<td>2320 (0.80)</td>
<td>744 (0.82)</td>
<td>9.80e-11</td>
</tr>
<tr>
<td>IDR(8)</td>
<td>2351 (0.81)</td>
<td>723 (0.80)</td>
<td>7.96e-11</td>
</tr>
<tr>
<td>MR-IDR(25)</td>
<td>2020 (0.70)</td>
<td>1080 (0.58)</td>
<td>1.01e-10</td>
</tr>
<tr>
<td>MR-IDR(24)</td>
<td>2046 (0.71)</td>
<td>1059 (0.57)</td>
<td>9.90e-11</td>
</tr>
<tr>
<td>MR-IDR(29)</td>
<td>2067 (0.71)</td>
<td>1164 (0.62)</td>
<td>9.98e-11</td>
</tr>
<tr>
<td>Bi-IDR(27)</td>
<td>2129 (0.74)</td>
<td>1122 (0.60)</td>
<td>8.98e-11</td>
</tr>
<tr>
<td>Bi-IDR(25)</td>
<td>2143 (0.74)</td>
<td>1080 (0.58)</td>
<td>1.06e-10</td>
</tr>
<tr>
<td>Bi-IDR(24)</td>
<td>2146 (0.74)</td>
<td>1059 (0.57)</td>
<td>9.33e-11</td>
</tr>
<tr>
<td>GMRES(50)</td>
<td>3661 (1.26)</td>
<td>905 (0.48)</td>
<td>1.06e-10</td>
</tr>
<tr>
<td>GMRES(100)</td>
<td>3291 (1.14)</td>
<td>1262 (0.67)</td>
<td>1.07e-10</td>
</tr>
<tr>
<td>GMRES(185)</td>
<td>2895 (1.00)</td>
<td>1870 (1.00)</td>
<td>1.06e-10</td>
</tr>
<tr>
<td>IDR(10)</td>
<td>3639 (0.59)</td>
<td>1146 (0.63)</td>
<td>1.70e-10</td>
</tr>
<tr>
<td>IDR(5)</td>
<td>3702 (0.61)</td>
<td>977 (0.53)</td>
<td>1.30e-10</td>
</tr>
<tr>
<td>IDR(9)</td>
<td>3710 (0.61)</td>
<td>1112 (0.61)</td>
<td>1.64e-10</td>
</tr>
<tr>
<td>MR-IDR(24)</td>
<td>3249 (0.53)</td>
<td>1620 (0.89)</td>
<td>4.14e-10</td>
</tr>
<tr>
<td>MR-IDR(29)</td>
<td>3261 (0.53)</td>
<td>1789 (0.98)</td>
<td>3.45e-10</td>
</tr>
<tr>
<td>MR-IDR(28)</td>
<td>3269 (0.53)</td>
<td>1755 (0.96)</td>
<td>8.29e-10</td>
</tr>
<tr>
<td>Bi-IDR(3)</td>
<td>4349 (0.71)</td>
<td>909 (0.50)</td>
<td>4.08e-10</td>
</tr>
<tr>
<td>Bi-IDR(2)</td>
<td>4655 (0.76)</td>
<td>875 (0.48)</td>
<td>4.57e-10</td>
</tr>
<tr>
<td>Bi-IDR(1)</td>
<td>7827 (1.28)</td>
<td>841 (0.46)</td>
<td>6.46e-10</td>
</tr>
<tr>
<td>GMRES(50)</td>
<td>6647 (1.09)</td>
<td>1366 (0.75)</td>
<td>1.06e-10</td>
</tr>
<tr>
<td>GMRES(95)</td>
<td>6117 (1.00)</td>
<td>1820 (1.00)</td>
<td>1.07e-10</td>
</tr>
<tr>
<td>GMRES(100)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
</tr>
</tbody>
</table>
Here, we cannot execute the GMRES \( (100) \) method for \( N = 153 \) case due to the shortage of memory space. The ratio to the results of the full GMRES \( (m) \) method is written in the columns of MATVECS and Mem. in Tab. 2.

Figures 2 and 3 and Tab. 2 disclose that the optimal parameters for the IDR(\( s \)) and MR-IDR(\( s \)) methods may be in \( 5 \leq s \leq 10 \) and \( 25 \leq s \leq 30 \), respectively. However, that for the Bi-IDR(\( s \)) method is hard to determine because the top three parameters are quite different in each problem. The amount of used memory of the IDR(\( s \)) methods increases proportional to parameter \( s \). Then the MR-IDR(\( s \)) method with optimal parameters needs more memory space than the IDR(\( s \)) and Bi-IDR(\( s \)) methods.

The IDR(\( s \)) methods with the optimal parameter converge faster than the full GMRES \( (m) \) method, and the difference of MATVECS becomes larger accordingly to the enlargement of problem size. The amount of used memory is less for the IDR(\( s \)) methods than for the full GMRES \( (m) \) method. Therefore, we conclude that IDR(\( s \)) method is better than the GMRES \( (m) \) method in terms of not only convergence but also the amount of memory used in the large scale computation of EM wave scattering from many objects. Especially, the MR-IDR(\( s \)) method is the best among the three types of IDR(\( s \)) method in terms of convergence and accuracy. However, spurious convergence may occur, and the user has to check the accuracy for convergent solution.

**V. CONCLUDING REMARKS**

This paper remarks variants of IDR(\( s \)) method. Preconditioned MR-IDR(\( s \)) and Bi-IDR(\( s \)) algorithms are presented. Performance evaluations are done for the computation of the dense linear system of equations of order \( 10^5 \) followed by the BEM analysis of EM wave multiple scattering. As a consequence, the MR-IDR(\( s \)) method is the best among the three types of IDR(\( s \)) method in terms of convergence and accuracy. Optimal parameter for the MR-IDR(\( s \)) method may be in \( 25 \leq s \leq 30 \). The MR-IDR(\( s \)) method with optimal parameter converges faster and spends less memory space than the full GMRES \( (m) \) method. However, the accuracy the MR-IDR(\( s \)) method may deteriorate in \( l \) digit independently of parameter \( s \). The investigation and provision of it are important subjects.
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Abstract — A search-and-track algorithm is proposed for controlling the number of guided modes of planar optical waveguides with arbitrary refractive index profiles. The algorithm starts with an initial guess point in the parameter space that supports a specific number of guided modes. Then, it searches for, and tracks, the boundaries of this space or another space supporting a different number of modes. It does so by monitoring the sign of a unified cutoff dispersion function. The algorithm is applied to both symmetric and asymmetric silicon-based parabolic-index waveguides. It shows that unlike asymmetric waveguides, the single-mode condition of symmetric waveguides is controlled by TM-, as opposed to TE-, polarization. This abnormal polarization control is strongest for high index contrast waveguides of sub-micrometer core sizes. The results are verified by the full-vectorial beam propagation method.
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I. INTRODUCTION

Identifying the optical waveguide parameters which support a specific number of modes is a key step that precedes the design of any photonic integrated circuit. In a few special cases, exact analytical expressions of these parameters are available [1]. In most of the other cases, they are only identified by approximate or numerical computational approaches [2-11]. The inherent assumptions and/or approximations in many of these approaches limit their application to specific regions of the parameter space. Other numerically intensive computational approaches [11] consume a considerable amount of time in generating design curves which map waveguide parameters to the number of guided modes.

The purpose of this paper is to develop an algorithm for controlling the number of modes of planar waveguides of an arbitrary refractive index profile, which combines simplicity and generality. The algorithm applies to both strong- and weak-guiding conditions and discriminates between TE and TM polarizations. It starts with a priori knowledge of waveguide parameters which support an initial number of guided modes. Then, it monitors the sign of a unified cutoff dispersion function to allocate the boundaries of the parameter space which supports the required number of modes. It identifies this space without direct solution of the dispersion equation. The algorithm reveals an abnormal TM-polarization dependence of the single-mode condition (SMC) of symmetric parabolic-index waveguides. This dependence is verified by computations done by full-vectorial beam propagation method (FV-BPM) [12]. To the best of our knowledge, this peculiar result has not been previously reported. It mainly affects the design of high index contrast waveguides with sub-micrometer core sizes.
II. BACKGROUND THEORY

A. Differential mode counting

The number of guided modes supported by an optical waveguide may change by changing any of its geometrical or refractive index parameters. The requirement that the effective refractive index, \(n_e\), of each guided mode must cross-over the substrate refractive index, \(n_s\), as the mode becomes guided or leaks into the substrate, implies a change in the sign of the corresponding dispersion function at cutoff [3]. It allows counting the number of modes at any point of the parameter space in terms of the number of modes at another reference point by counting the number of changes in the sign of the cutoff dispersion function along an arbitrarily chosen path between these points. This count must exclude the changes in this sign due to poles of the dispersion function, which may crossover the cutoff dispersion function along an arbitrarily chosen path. It is the basis of the search-and-track (SAT) algorithm presented in this paper.

B. Discretization model

Consider the case of a planar waveguide with core thickness \(t\), upper cladding thickness \(h\), and a semi-infinite substrate. Its cover and substrate refractive indexes are \(n_a\) and \(n_s\), respectively. Its core refractive index has a maximum, \(n_e\), and a minimum, which is greater than \(n_s\). It is converted by discretization to a nonuniform stack of \(L\) step-index layers of thickness \(\Delta t_l\) and refractive index \(n_l\). The recurrence dispersion function of this stack is obtained in terms of the normalized propagation constant, \(b = (\delta_e - 1)/(\delta_f - 1)\), following the approach in [13]. Here, \(\delta_e = n_e^2/n_s^2\), and \(\delta_f = \max(n_l^2/n_s^2)\), which limits \(b\) between zero and unity. The cutoff dispersion function of this stack, \(C_L\), is obtained by taking the limit of the dispersion function as \(b \rightarrow 0\). It is given by (1) where, \(\kappa_{l+1} = \eta_{l,l+1} \csc^2(\Delta t_l)\), \(\rho_{l+1} = \cot(\Delta t_{l+1}) + \eta_{l,l+1} \cot(\Delta t_l)\), \(\eta_{l,l+1} = (\epsilon_l/\epsilon_{l+1})[(\delta_l - 1)/(-\delta_{l+1}) - 1]\), \(\hat{\kappa}_2/\kappa_2 = (1 + \sigma^2)/(1 + \gamma_a) + (\sigma - \gamma_a)\cot(\Delta t_1)\), \(\hat{\rho}_2 = \rho_2 + (\hat{\kappa}_2 - \kappa_2)/C_1\), \(\sigma = H/\epsilon_1 + 1/\epsilon_a\sqrt{a}\), and \(\gamma_a = (1 - a\epsilon_a^2)/2\epsilon_a\sqrt{a}\). The cutoff dispersion function, \(C_1 = \cot(\Delta t_1) - \sigma\). The normalized parameters, \(\Delta T_l = (2\pi/\lambda_0)\Delta t_l\sqrt{n_l^2 - n_s^2}\), and \(H = (2\pi/\lambda_0)\hbar\sqrt{n_e^2 - n_s^2}\), where \(\lambda_0\) is the free-space wavelength. The asymmetry parameter, \(a = (n_s^2 - n_a^2)/(n_e^2 - n_s^2)\), the stack-layer refractive index parameter, \(\delta_l = n_l^2/n_s^2\), and the polarization parameters, \(\epsilon_l = \epsilon_a = 1\) for TE modes, while \(\epsilon_l = \delta_l\) and \(\epsilon_a = n_l^2/n_s^2\) for TM modes.

C. Interference of pole crossing with mode counting

The dispersion function has two groups of poles. The poles of the first group are given by, \(b_{1,l,p}^{(1)} = (\delta_l - 1)/(\delta_f - 1)\). Each stack layer generates one of these poles. They never cross the cutoff point \((b=0)\) due to changing any of the waveguide parameters. The poles of the second group are given by, \(b_{2,l,p}^{(2)} = b_{1,l,p}^{(1)}(1 - p^2\pi^2/\Delta T_l^2)\), where \(p = 1,2,\ldots\), \([\Delta T_l/\pi]\), for each stack layer of \(\Delta T_l \geq \pi\). Here, \([x]\) denotes the floor of \(x\). One of these poles crosses the cutoff point each time \(\Delta T_l\) equals an integer multiple of \(\pi\) along any path in the parameter space. To investigate the effect of this crossing on the sign of \(C_L\), the normalized thickness of the \(l\)th layer in the vicinity of \(q\pi\) is expressed as, \(T_l = q\pi \pm \Delta\), where \(q\) is a positive integer and \(\Delta\) is infinitesimally small. Only \(C_{l+1}\) (the minor indicated in (1)) depends on \(T_l\) through the \(\cot(T_l)\) and \(\sec^2(T_l)\) terms of the three parameters, \(\rho_l\), \(\rho_{l+1}\), and \(\kappa_{l+1}\). These terms become infinitely high when \(\Delta\) tends to zero. Therefore, with the assumption that no other normalized thickness is an integer multiple \(\pi\), they dominate over other terms, which results in, \(\rho_l = \pm 1/\Delta\), \(\rho_{l+1} = \pm \eta_{l+1}/\Delta\), and \(\kappa_{l+1} = \eta_{l+1}/\Delta^2\).
where we have used \( \cos(\Delta) \approx 1 \) and \( \sin(\Delta) \approx \Delta \). These approximations become exact in the limit when \( \Delta \to 0 \). Now, \( C_{i+1} = (\pm \eta_{i+1}/\Delta) C_i - (\eta_{i+1}/\Delta^2) C_{i-1} \) while \( C_i = (\pm 1/\Delta) C_{i-1} - \kappa_i C_{i-2} \). Therefore, \( C_{i+1} = (\mp \eta_{i+1}/\Delta) C_{i-2} \), which changes its sign when \( T_i \) crosses \( q\pi \). Next, filtering out \( C_{i+1} \) from the determinant of (1), allows writing \( C_L \) as the product of \( C_{i+1} \) and the matrix,

\[
U_L^i = \begin{vmatrix} \rho_L & \kappa_L & \kappa_{L-1} & \cdots & \kappa_{L-2} \\ 1 & \rho_{L-1} & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 1 & \rho_{i+2} & \cdots & \cdots & \cdots \end{vmatrix}, \tag{2}
\]

where we have used \( 1/C_{i+1} = (\pm \Delta/\eta_{i+1}/\kappa_i) (1/C_{i-2}) \to 0 \) as \( \Delta \to 0 \).

Since \( U_L^i \) is independent of \( T_i \), then the limit,

\[
\lim_{\Delta \to 0} C_L = \lim_{\Delta \to 0} (\lim_{\Delta \to 0} C_{i+1}) (\lim_{\Delta \to 0} U_L^i) = \pm \infty,
\]

which shows that \( C_L \) must change its sign when \( T_i \) crosses \( q\pi \). This change in sign does not correspond to an increase or a decrease in the number of supported modes.

### III. PROPOSED ALGORITHM

#### A. Search-and-track approach

In order to identify the closed space of generalized waveguide parameters \( u \) and \( v \), which support a specific number of guided modes, \( M \), the proposed algorithm starts with an initial guess of a point that either belongs to this space (see point 1 in Fig. 1) or to a space supporting \( M_0 \) modes, which is different from \( M \). For example, a point in the \( n_c-t \) space with an initial maximum core refractive index, \( n_{c0} \), and an initial thickness, \( t_0 \). This initial guess may either be obtained using different physical and/or mathematical bounds (see below).

After choosing the initial guess point (IGP), the algorithm searches for a point on the space boundaries. For example, the boundary between the spaces supporting \( M \) and \( M+1 \) modes shown in Fig. 1. It does so by moving along a single dimension in the horizontal or the vertical direction of the \( u-v \) space in infinitesimally small steps starting from the IGP, keeping the other space dimension unchanged, see Fig. 1. In moving along either of the horizontal or vertical search paths, it monitors the sign of \( C_L \). Any unwanted sign changes due to function poles crossing the cutoff point are filtered out, as described below. Once the number of sign changes exceeds the absolute difference between \( M \) and \( M_0 \), the motion along the horizontal (or vertical) dimension stops and the preceding point along the search path represents a point on the boundary that encloses the target space, which supports the required number of modes, \( M \). See the flow chart in Fig. 2(a) for a description of the search loop.

The boundary point 2, allocated by the search loop, is the origin of a staircase path that tracks that boundary, see Fig. 1. It is created by a step decrease (or increase) in the vertical (or horizontal) parameter of the \( u-v \) space starting from this origin point, followed by a search for a new boundary point along the horizontal (or vertical) search dimension of the \( u-v \) space. This step-and-search process continues until sufficient points are allocated to reconstruct the space boundary within a predefined computational window. It requires \textit{a priori} knowledge of the
Fig. 2. (a) A flow chart description of a horizontal-search and downward-tracking algorithm. It assumes that \( u \) and \( v \) have opposite tracking directions. The index \( j \) counts the number of sign changes along the search path between points 1 and 2 of Fig. 1. The index \( k \) counts the boundary points. The parameter \( L_{\text{c}} \) represents the number of discretization layers at the IGP, which, in general, may change to \( L \) as \( u \) or \( v \) changes. The vectors \( u_{\text{b}} \) and \( v_{\text{b}} \) are the \( u \)- and \( v \)-coordinates of the space boundary. Vertical search interchanges \( u \) and \( v \) in the search loop while upward tracking interchanges them in the tracking loop.

shape of the boundary to determine the directions of increasing or decreasing \( u \) and \( v \) along the track. These directions are governed by a general rule, which is described below. The staircase tracking loop is described in the flow chart of Fig. 2(a).

If the search path increases with the tracking steps, for example as in the \( n_e^{-1} \) space, then the

Fig. 2. (b) A flow chart description of linear downward tracking that substitutes the flow chart in (a) in going from A to B. Staircase tracking is initially followed (when \( k=1 \)) until two or more boundary points (\( k>1 \)) are allocated.

computations of the space boundary may be speeded up by using linear tracking. This tracking interpolates between the last two boundary points to predict the location of the third boundary point. Then, it searches for the actual boundary point starting from this predicted point, which is closer to the space boundary compared to the staircase tracking approach, see Fig. 1. It may be regarded as a modification of the staircase tracking in which a horizontal step is added to the vertical step in going from an actual boundary point to a predicted boundary point (a bottom boundary point of the stair). The horizontal step equals the difference in \( u \) between the last two boundary points, as shown by the flow chart of Fig. 2(b). This interpolation process continues along the track, which shortens the overall search length and reduces the CPU computational time.

B. Tracking rule
As a preliminary step towards developing a tracking rule which specifies the directions of increasing or decreasing \( u \) and \( v \) along the boundary between two spaces, we classify waveguide parameters into two types depending on whether their increase may add modes to, or

conditions, \( n_e \to n_0 \) when \( t \to \infty \) and \( n_e \to \infty \) when \( t \to 0 \). These conditions, in addition to the monotonic change of \( t \) and \( n_e \) along the boundary, imply that \( \partial t / \partial n_e < 0 \) and \( \partial^2 t / \partial n_e^2 > 0 \). Thus, the search path along \( n_e \) increases as \( t \) decreases along the track.
subtract modes from the waveguide. Next, the number of modes supported by the array is expressed as a two dimensional function \( M(u,v) \) in the \( u\)-\( v \) space. The dependence of \( M \) on other waveguide parameters is suppressed for simplicity. Let \( Y(u,v) \) be a randomly selected continuous differentiable function associated with \( M \), which satisfies the relation, \( [Y] = M \). The value of \( Y \) at the upper or lower boundary of the space supporting \( M \) modes is denoted by \( Y_B \). In the vicinity of this boundary, \( Y = Y_B + \Delta Y \), where \( \Delta Y \) represents a first-order perturbation from \( Y_B \). This perturbation may be expanded by the first-order terms of a Taylor series, \( \Delta Y = (\partial Y/\partial u)_B \Delta u + (\partial Y/\partial v)_B \Delta v \), around the boundary. For all functions \( Y \), which satisfy \([Y] = M\), their derivatives in this expansion must be positive for mode-adding parameters and negative for mode-subtracting parameters. If this is not the case, then it would contradict the definition of these derivatives which are computed at the boundaries of the space where \( u \) and \( v \) have their extreme values (minima (maxima) for mode-subtracting parameters and maxima (minima) for mode-adding parameters at the upper (lower) boundary). The relation between \( \Delta u \) and \( \Delta v \) at the boundary (upper or lower) is obtained by setting \( \Delta Y = 0 \) in the Taylor expansion. It gives,

\[
\Delta v = -\frac{(\partial Y/\partial u)_B}{(\partial Y/\partial v)_B} \Delta u. \tag{3}
\]

According to (3), \( \Delta u \) and \( \Delta v \) must have opposite (similar) signs whenever \((\partial Y/\partial u)_B\) and \((\partial Y/\partial v)_B\) have similar (opposite) signs. This result leads to a simple tracking rule, which states that: two waveguide parameters of the same type must have opposite tracking directions (if one decreases, then the other increases and vice versa) while those of different types must have the same tracking direction (both increase or decrease) along the boundaries of the parameter space supporting a specific number of modes. For example, the increase in either of the thickness \( t \) or the maximum core refractive index \( n_c \) of an optical waveguide never decreases the number of guided modes. It either increases it or keeps it constant. Therefore, \( t \) and \( n_c \) must have opposite tracking directions along the boundaries of a specific space. Inspection of the waveguide design parameters leads to the conclusion that, except for the substrate refractive index, \( n_s \), all other parameters (including \( t \), \( h \), \( n_c \), and \( n_s \)) are mode-adding parameters. Note that the cover refractive index is constrained by, \( n_s \leq n_c \). Since the free-space wavelength is a mode-subtracting parameter, normalization of any of the mode-adding parameters by \( \lambda_o \) does not change their type.

C. Filtering out sign changes due to poles

In order to filter out sign changes due to poles, it is sufficient to flip the sign of \( C_L \) at each crossing of a pole during the search loop; see the flow chart of Fig. 2(a). If these sign changes are not filtered out, they result in a premature termination of the search path and faulty locations of the boundary points of the parameter space. An alternative approach eliminates the crossing of poles by satisfying the condition, \( \max \Delta t < \lambda_o / 2 \sqrt{n_c^2 - n_s^2} \), which ensures that all the layers of the stack are single moded (\( \Delta T_l < \pi \)). This elimination is only possible in graded-index waveguides. In other more general cases of refractive index profiles, which include step-index layers, e.g. in [14], the thickness of the step-index layers may exceed the maximum imposed by this condition. Hence, the above rule of flipping the sign of \( C_L \) at the crossing of each pole must be applied.

IV. APPLICATIONS

A. Modal maps

In this section, the SAT algorithm identifies waveguide parameters, which support different number of TE and TM modes. Since the number of modes supported by a step-index waveguide whose core refractive index is \( n_c \) (and shares all other waveguide parameters) represents an upper bound, the algorithm starts by choosing an IGP, which belongs to the space supporting the minimum number of modes (zero for asymmetric guides and one for symmetric guides). This choice allows selecting any combination of \( u \) and \( v \) of this step-index waveguide as an IGP. Next, the algorithm allocates the upper boundary of the space, which supports the initial number of modes, as explained in Section III. Then, the computations follow a sequential approach in allocating the
boundaries of the subsequent spaces. In these sequential computations, the upper boundary of one space is the lower boundary of the subsequent space. Thus, allowing sequential generation of the IGPs of the successive spaces, as their boundaries are constructed. The accuracy of the generated IGPs is verified by monitoring the flip in the sign of the cutoff dispersion function between successive spaces excluding those due to pole crossings. The final outcome is a two-dimensional modal map of selected waveguide parameters, which support different number of modes.

B. Asymmetric profiles

Consider the case of an optical waveguide made of a-SiO$_x$:H [15]. The waveguide parameters are $h=0$, $n_a=1$, $n_s=1.45$, $n(x)=1.6\sqrt{1-0.062(\frac{x}{t_1}-1)^2}$ for $0<x<t_1$, and $n(x)=2.0$ for $t_1<x<t_1+t_2= t$, where the x-axis has its origin at the cover-cladding interface and points towards the substrate. Its modal map was computed in the $t_2$-$t_1$ plane (replacing $u$ with $t_2$ and $v$ with $t_1$) using a MATLAB code which employs a vertical search with a downward staircase-tracking algorithm and follows the sequential approach described above. The algorithm starts with an IGP ($t_1=0.1$ $\mu$m, $t_2=0.1$ $\mu$m) in the space supporting zero modes. The computational steps along $t_1$ and $t_2$ are both equal to $10^{-2}$ $\mu$m. The choice of a uniform stack layer thickness of $10^{-3}$ $\mu$m in the graded-index layer eliminates the crossing of poles as $t_1$ increases. The pole filtering rule switches the sign of the cutoff dispersion function each time the normalized thickness of the step-index layer crosses $q\pi$ as $t_2$ increases. The resultant modal map is shown in Fig. 3. It identifies combinations of $t_1$ and $t_2$ which support different number of TE and TM modes.

As an example of the computations of the modal map in the $\eta$-$t$ plane (replacing $u$ with $\eta=\left(\frac{n_c^2-n_s^2}{2n_c^2}\right)$ and $v$ with $t$), consider a truncated parabolic-index waveguide with $h=0$, $n_o=1$, $n_s=1.45$, and $n(x)=n_c\sqrt{1-2\eta(x/t)^2}$ for $0<x<t$. Its modal map was computed at $\lambda_o=1.55$ $\mu$m as described above, however, horizontal search was used, as opposed to vertical search, starting from an IGP ($t=5$ $\mu$m, $n_s=1.45001$). The results are shown in Fig. 4. It identifies combinations of $t$ and $\eta$ which support different number of TE and TM modes. The overall CPU times for these computations are 638 s and 659 s for the TE- and TM-modes, respectively. If linear tracking is used (see Section III-A) with the same IGPs to generate this modal map, then the CPU times reduce to 332 s and 380 s, for the TE- and TM-modes, respectively. This reduction represents 45% saving in the overall computational time.

The accuracy of the above modal maps has been verified using a FV-BPM simulator, which employs an iterative mode computational technique [12]. Because of the unlimited time needed to scan the parameter spaces of the entire modal maps, computations of the number of modes were carried out by changing the horizontal parameter of each map in steps at arbitrarily selected values of its vertical parameter ($t_1$ in the modal map of Fig. 3 and $t$ in the modal map of Fig. 4). The results (not shown) show excellent agreement between these modal maps and the FV-BPM computations for both TE and TM polarizations.
C. Symmetric profile

To investigate the effect of symmetry on the modal map, a symmetric parabolic-index waveguide is considered. Its core refractive index is
\[ n(x) = n_s \sqrt{1 - 8\eta(x/t - 1/2)^2} \]
for \( 0 < x < t \) while \( n_s = 1.45 \). The SAT algorithm starts with the same IGP (\( t = 5 \mu m \), \( n_s = 1.45001 \)), which now belongs to the parameter space supporting a single mode. It uses the same numerical parameters and free-space wavelength as in the previous section. The computed modal map is plotted in Fig. 5. The CPU computational times of the TE and TM modes, using staircase tracking, are 666 s and 684 s, respectively. Again, linear tracking reduces these CPU times to 349 s and 360 s, respectively, which saves 47% of the overall computational time. The modal map of Fig. 5 shows that the splitting in cutoff boundaries between the TE and TM modes is inverted. Namely, unlike the asymmetric waveguides, the cutoff \( t \) (or \( \eta \)) of the TM modes is smaller than that of the TE modes at any \( \eta \) (or \( t \)). This inversion means that, under SMC, the maximum waveguide thickness equals the cutoff thickness of the first-order TM\(_1\), as opposed to TE\(_1\) mode. Therefore, operating under single TE-mode condition does not ensure simultaneous single-mode operation of both modal polarizations in symmetric parabolic-index waveguides. This result has not been previously reported by various approximate methods which analyzed these symmetric waveguides, e.g. in [2, 5, 6].

D. FV-BPM computations

In order to verify this abnormal polarization dependence of the SMC, a symmetric parabolic-index waveguide parameters, \( n_s = 2.55 \) (\( \eta = 0.34 \)) and \( t = 0.5 \mu m \), were selected, which support two TM modes and a single TE mode. They correspond to a point between the cutoff boundaries of the TM\(_1\) and the TE\(_1\) modes in the modal map of Fig. 5. Next, the FV-BPM simulator used in Section IV-B computed the modes of this guide at \( \lambda_o = 1.55 \mu m \). The results of these computations show that the waveguide supports two TM modes and a single TE mode. The computed modal field profiles are shown in Fig. 6. While these results are in agreement with the modal map computations, further verification was carried out to exclude any error in the mode excitation conditions of the FV-BPM computations. It is done by selecting a design point (\( n_s = 2.55 \) and \( t = 0.6 \mu m \)) from the modal map of Fig. 5, just above the cutoff boundary of the TE\(_1\) mode. Then computing the effective index of the TM\(_1\) mode (\( n_e = 1.470229 \)) and verifying that it is, indeed, greater than the effective index of the TE\(_1\) mode (\( n_e = 1.460989 \)).
Full dispersion information was obtained by repetitive FV-BPM computations of \( n_1 \), as the waveguide thickness increased in steps from 0.1 \( \mu m \) to 1.5 \( \mu m \), at \( \lambda_o=1.55 \mu m \). The resultant dispersion curves are plotted in Fig. 7. It shows that, starting from the first-order mode \( (m=1) \), the dispersion curves of the TM and TE polarizations intersect near cutoff. This intersection leads to lower cutoff thickness of the higher-order TM modes compared to TE modes. Above the intersection thickness, the dispersion curves follow their normal behavior where the effective index of the TE modes is greater than the TM modes. Below this thickness, this relation is inverted and a range of thickness arises (between the cutoffs of the higher-order TM and TE modes) where an extra TM mode is supported. This range is where the modes of Fig. 6 were computed. This result is, again, consistent with the modal map computations and is a logical outcome of the inversion of the modal cutoff, which verifies the utility of the proposed algorithm.

**E. Abnormal parameter space**

In order to investigate the effect of the upper cladding layer thickness on the TM polarization dependence of the SMC, we consider an asymmetric parabolic-index waveguide with fixed \( n_s = 1.45, n_a = 1, \eta = 0.1 (n_v=1.62) \), and a variable \( h \). It becomes a symmetric waveguide (as in

Full dispersion information was obtained by repetitive FV-BPM computations of \( n_s \), as the waveguide thickness increased in steps from 0.1 \( \mu m \) to 1.5 \( \mu m \), at \( \lambda_o=1.55 \mu m \). The resultant dispersion curves are plotted in Fig. 7. It shows that, starting from the first-order mode \( (m=1) \), the dispersion curves of the TM and TE polarizations intersect near cutoff. This intersection leads to lower cutoff thickness of the higher-order TM modes compared to TE modes. Above the intersection thickness, the dispersion curves follow their normal behavior where the effective index of the TE modes is greater than the TM modes. Below this thickness, this relation is inverted and a range of thickness arises (between the cutoffs of the higher-order TM and TE modes) where an extra TM mode is supported. This range is where the modes of Fig. 6 were computed. This result is, again, consistent with the modal map computations and is a logical outcome of the inversion of the modal cutoff, which verifies the utility of the proposed algorithm.

Section IV-C in the limit as \( h \to \infty \). The cutoff thickness of the TE1 and TM1 modes of this guide were computed at different \( h \) at \( \lambda_o = 1.55 \mu m \). The computations applied a vertical search with a downward stair-tracking algorithm to the \( h-t \) plane (replacing \( u \) with \( h \) and \( v \) with \( t \)). They started from an IGP (\( h=0.1 \mu m \) and \( t=0.1 \mu m \)) which supports zero modes \( (M_o=0) \), skipped a single sign change on the search path (corresponding to \( j=1 \) in the flow chart of Fig. 2(a)) to reach a point on the upper boundary of the target parameter space, which supports a single mode \( (M=1) \). Next, they followed opposite tracking directions along that boundary, according to the tracking rule of Section III-B. Figure 8 plots the computed cutoff waveguide thickness of the first-order TE and TM modes versus \( h \). As expected, the cutoff thickness of the TM1 mode starts higher (at low \( h \)), gradually decreases (with increasing \( h \)), and ends up lower than the cutoff thickness of the TE1 mode. The upper cladding thickness \( h=730 \) nm at the point of intersection is the minimum \( h \) which results in an abnormal TM-polarization control of the SMC in this specific example. For further understanding of this abnormal polarization control, recomputations of the modal map of Fig. 4 (in the \( \eta-t \) space) were carried out replacing \( h=0 \) with \( h=730 \) nm. The new modal map (not shown) shows an intersection between the cutoff thickness of the TE1 and TM1
modes (upper boundaries of the $M=1$ space) at $\eta=0.1$ and $t=1.7 \mu m$. They show that at any $t>1.7 \mu m$ ($\eta<0.1$) the SMC is controlled by the TE mode, otherwise ($t<1.7 \mu m$ and $\eta>0.1$) it is controlled by the TM mode. Thus, the common waveguide cutoff thickness at the intersection point in Fig. 8 represents the maximum $t$ which results in abnormal TM-polarization control of the SMC at $h=730$ nm.

In order to identify the boundary between the normal and abnormal spaces in the $t-h$ plane, Fig. 9(a) plots $h$ against this common cutoff thickness of the TE$_1$ and TM$_1$ modes, as $\eta$ changes between 0.04 and 0.4. It identifies the combinations of $t$ and $h$ where the SMC is controlled by the TE (normal) or the TM (abnormal) mode. Figure 9(b) plots the same $h$ against $\eta$ to identify the same boundary between the normal and abnormal spaces in the $\eta-h$ plane. Both figures show that the minimum $h$ of the abnormal space decreases with decreasing $t$ or increasing $\eta$. This decrease in the minimum $h$ implies the need of a lower $h$ in the case of high-index contrast waveguides of sub-micrometer core sizes to sustain the normal TE control of the SMC.

**V. CONCLUSION**

A numerical algorithm has been proposed for the design of planar optical waveguides with arbitrary refractive index profiles. The algorithm identifies the waveguide parameters, which support different number of modes. It is exact in the sense that the discretization error may arbitrarily be minimized by increasing the number of stack layers. It may be combined with genetic algorithms [16, 17] to optimize the performance of planar integrated optical devices under the constraint of supporting a specific number of modes using the appropriate cutoff function.

Application of the algorithm to symmetric and asymmetric parabolic-index waveguides reveals a fundamental difference between the modal polarizations which control the number of their guided modes. If the upper cladding thickness is greater than some critical thickness, which decreases under high index contrast and/or small core sizes, then this number is controlled by TM polarization. Otherwise, it is controlled by TE polarization.
REFERENCES


Tarek A. Ramadan was born in Eldakahlia, Egypt, in 1966. He received the B.S. and M.S. degrees from the Electronics and Electrical Communication Engineering Department, Ain Shams University, Cairo, Egypt, in 1989 and 1994, and the Ph.D. degree from the Electrical Engineering Department, Columbia University, New York, in 2000.

From 1989 to 1990, he spent his military service at the Military Technical College, Cairo.
From 1990 to 1995, he was a Demonstrator and Assistant Lecturer at the Electronics and Electrical Engineering Department, Ain Shams University. From 2000 to 2007, he was an Assistant Professor at the Electronics and Electrical Communication Engineering Department, Ain Shams University. Since 2007, he has been an Associate Professor in the same department. In September 2004, he joined the Physics Department, Kuwait University, Kuwait. His research interests include analytical and numerical analysis of integrated optical components.

Dr. Ramadan was included in the 22nd edition of Marquis Who’s Who in the World in 2005. He is a Member of IEEE Photonics society and the Optical Society of America.
Systems for Homogeneous Electrical Fields Generation and Effects of External Bodies on Field Homogeneity

Zlata Cvetkovic, Bojana Petkovic, and Mirjana Peric

Department of Theoretical Electrical Engineering
Faculty of Electronic Engineering of Nis, University of Nis, Serbia
zlata.cvetkovic@elfak.ni.ac.rs, bojana.petkovic@elfak.ni.ac.rs, mirjana.peric@elfak.ni.ac.rs

Abstract — A procedure of modeling new systems consisting of thin toroidal electrodes placed at the surface of a sphere, for high homogeneity electric field generation, is presented in this paper. In order to investigate the influence of an external body shape and volume to the obtained field’s homogeneity, the external object is modeled as a sphere, prolate and oblate ellipsoidal electrode and placed in the centre of the system. Numerical results, obtained using the software Mathematica 7.0 and Femm, are compared and shown graphically.

Index Terms — Charge simulation method, ellipsoidal conducting body, homogeneous electric field, method of images, toroidal electrodes.

I. INTRODUCTION

The problems of electric and magnetic field synthesis are of a great importance in many theoretical applications, where it is necessary to generate a field with a high accuracy and of required features. Great attention over years has been devoted to the production of a uniform magnetic field. Arrangements of coils like Helmholtz’s two-coil system and Maxwell’s three coils combinations are well known devices for producing a region of an approximately uniform magnetic field [1]. This case has been extended to an arbitrary number of coils placed at a virtual spherical surface [2]. A larger region of a uniform magnetic field inside a spherical coil system is achieved in [3].

Much less attention is, up to now, paid to the dual problem, i.e. to a generation of homogeneous electrical fields. A system consisting of two equal diameter charged rings produces a uniform electrical field, [4]. A very uniform electrical field near the center of the sphere is obtained using special bowl design, [5]. This is a kind of special spherical conducting surfaces at certain potentials.

In our earlier published paper [6], we extended the problem solved in [4] and modeled complex coil systems, which consist of a larger number of primary cells. The modeling process was similar to a procedure applied in [2]. Later, we investigated an effect of an external body on achieved field homogeneity of toroidal electrodes [7]. The external body is modeled as a conducting sphere and brought into the center of the observed system.

The aim of this paper is the modeling of an external body as a prolate and oblate ellipsoidal electrode and analyzing its influence on achieved field homogeneity of a system of toroidal electrodes. Numerical results are obtained using software packages Mathematica and Femm.

II. HOMOGENEOUS ELECTRIC FIELD GENERATION

In practice, very often there is a need for getting homogeneous electric fields, with required features and of high precision. Those fields are used widely in technique: they are applied in electrical machines for high field generation, NMR spectroscopy, MHD technique, nuclear and plasma physics, so the problem of an electrostatic field is very actual from the standpoint of its realization as well as from the standpoint of its partial or complete elimination.
A. Toroidal electrodes system

By analogy to Helmholtz coils that produce an uniform magnetic field when the distance between coils is equal to the radius of the coils, it is possible to produce an uniform electrical field using two charged rings when the distance between rings is $6\times$ times the ring radius [4].

The work described here refers to a modeling of complex systems for generating a homogeneous electric field, formed by thin coaxial toroidal electrodes. A primary cell is used as a starting element in a modeling procedure. It consists of a pair of flat toroidal electrodes which have the same radius $d$, separated by a distance $2h$ as in Fig. 1. The electrodes are of absolutely equal potential values, but of opposite signs. Complex systems consist of a number of primary cells placed at a virtual sphere, Fig 2.

![Fig. 1. A toroidal primary cell.](image)

We shall take the $z$ axis of a cylindrical coordinate system as being the axis of the coils, with the origin midway between the coils. In this case, the axial potential in area $|z| < R$ can be expanded in a power series, which contains only odd powers of the axial variable $z$ [6]:

$$\phi(r, z) = \sum_{n=0}^{\infty} \phi_{2n+1} z^{2n+1},$$

where

$$\phi_{2n+1} = \frac{Q P_{2n+1}(\cos \alpha)}{2 \pi \varepsilon R^{2n+2}},$$

$P_n(x)$ is the Legendre polynomial of the first kind, $R$ denotes the electrode distance from the origin, $R = \sqrt{d^2 + h^2}$ and $\cos \alpha = h / R$.

Since the coefficients in series (1) depend on electrodes positions and dimensions, it is possible to choose primary cell dimensions to eliminate a few subsequent terms different than linear so that a linear term becomes dominant.

For further work it is necessary to introduce the following definitions. The primary cell has $N$-th order, if the term $\phi_{2N+1}$ in expression (1) is equal to zero. This condition is satisfied if $P_{2N+1}(\cos \alpha) = 0$. This equation, for $N \geq 1$, has $N$ positive roots, $\cos \alpha_k = x_{2N+1,k}$, for $k = 1, 2, ..., N$, where $x_{2N+1,k}$ are zeros of the Legendre polynomial $P_{2N+1}(x)$. Variable $k$ defines the degeneration degree of primary cells. So the primary cell of the $N$-th order has $N$ different degeneration states, i.e. shapes. All those primary cells are placed at a surface of a virtual sphere of radius $R$, Fig. 2.

![Fig. 2. An external body in the homogeneous electric field.](image)

For the primary cell of the $N$-th order, the axial potential can be shown using (1), where

$$\phi_{2N+1} = \sum_{k=1}^{N} \frac{Q_k P_{2n+1}(x_{2N+1,k})}{2 \pi \varepsilon R^{2n+2}}.$$ (3)

The term $\phi_{2N+1}$ is equal to zero.

In order to eliminate the influence of other series terms from $z^3$ to $z^{2N-1}$, the following system of equations has to be satisfied,

$$\phi_{2n+1} = 0,$$

for $n = 1, 2, ..., N-1$. (4)

Charges of electrodes, $Q_n$, are obtained solving this system of equations using the condition that all electrodes are equipotential.

The field in a central region will be highly homogeneous if the contribution from the higher order terms is as small as possible. The rest of the
higher order terms can be neglected with respect to linear one.

**B. Calculation of primary cell dimensions**

Let us first consider a system consisting of one primary cell, i.e. two thin toroidal electrodes, Fig. 1. The electrodes dimensions are being obtained after assuming that the coefficient of \( z^3 \), given by formula (2), is equal to zero, what yields:

\[
P_3(\cos \alpha) = 0.
\]

This equation has only one root, \( \cos \alpha = 0.7745966692 \), so the primary cell of the first kind has dimensions \( h = 0.7745966692 R \) and \( d = 0.632455532 R \). It is the same result as in [4].

By setting the coefficient of \( z^5 \) to zero, we get the equation that has two solutions, which define dimensions of the second order primary cell:

\[
d_1 = 0.422892524 R, h_1 = 0.906179846 R,
\]

\[
d_2 = 0.8426544122 R, h_2 = 0.538469310 R.
\]

In a general case, by setting the coefficient of \( z^{2N+1} \) to zero in (1), the primary cell of the \( N \)-th order is obtained.

Table 1 presents the dimensions of primary cells of the first to fifth order.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( d_5/R )</th>
<th>( d_4/R )</th>
<th>( d_3/R )</th>
<th>( d_2/R )</th>
<th>( d_1/R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.963</td>
<td>0.855</td>
<td>0.683</td>
<td>0.462</td>
<td>0.208</td>
</tr>
<tr>
<td>2</td>
<td>0.775</td>
<td>0.946</td>
<td>0.790</td>
<td>0.549</td>
<td>0.250</td>
</tr>
<tr>
<td>3</td>
<td>0.906</td>
<td>0.538</td>
<td>0.914</td>
<td>0.671</td>
<td>0.315</td>
</tr>
<tr>
<td>4</td>
<td>0.949</td>
<td>0.742</td>
<td>0.406</td>
<td>0.843</td>
<td>0.423</td>
</tr>
<tr>
<td>5</td>
<td>0.968</td>
<td>0.836</td>
<td>0.613</td>
<td>0.324</td>
<td>0.632</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( h_1/R )</th>
<th>( h_2/R )</th>
<th>( h_3/R )</th>
<th>( h_4/R )</th>
<th>( h_5/R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.775</td>
<td>0.946</td>
<td>0.790</td>
<td>0.549</td>
<td>0.250</td>
</tr>
<tr>
<td>0.906</td>
<td>0.538</td>
<td>0.914</td>
<td>0.671</td>
<td>0.315</td>
</tr>
<tr>
<td>0.949</td>
<td>0.742</td>
<td>0.406</td>
<td>0.843</td>
<td>0.423</td>
</tr>
<tr>
<td>0.968</td>
<td>0.836</td>
<td>0.613</td>
<td>0.324</td>
<td>0.632</td>
</tr>
<tr>
<td>0.978</td>
<td>0.887</td>
<td>0.730</td>
<td>0.519</td>
<td>0.270</td>
</tr>
</tbody>
</table>

For the system dimensions presented in Table 1, the primary cells of the first and the second order are formed.

In Fig. 3, the normalized electric field along the \( z \) axis of the system with primary cells of the first and second order is shown. It is evident that the high field homogeneity is obtained in close vicinity of the central system area.

**III. MATHEMATICAL BACKGROUND**

**A. Rings charges calculation of ellipsoidal electrode**

Consider a system presented in Fig. 2. The external body is firstly modeled as a prolate ellipsoidal electrode of semi-axes \( a \) and \( b \), \( a > b \), and placed into the central system area. Its centre coincides with the coordinate origin. In order to find the affection of the external prolate ellipsoid brought into the homogeneous electric field of the toroidal primary cell of \( N \)-th order, the charge simulation method [8] is used. Thin toroidal electrodes of radii

\[
r_n = fb_n\sqrt{1-(n/(N+1))^2}
\]

are used as fictitious sources and placed inside the conducting body at positions \( z_n = n/(N+1)fa \), where \( f \) is the coefficient, \( 0 < f < 1 \).

The potential at any point is given by the following expression:

\[
\phi = \frac{1}{2\pi^2\varepsilon} \sum_{n=1}^{N} \sum_{m=1}^{4} Q_{nm} \left( \frac{K(\pi/2,k_{nm})}{R_{nm}} \right),
\]

where \( K(\pi/2,k) \) is the complete elliptic integral of the first kind of moduli:

\[
k_{n1}^2 = \frac{4r_r}{R_{n1}}^2, \quad k_{n2}^2 = \frac{4r_r}{R_{n2}}^2,
\]

\[
k_{n3}^2 = \frac{4rd_n}{R_{n3}}^2, \quad k_{n4}^2 = \frac{4rd_n}{R_{n4}}^2,
\]

where
\[ R_{n1} = \sqrt{(r + r_n)^2 + (z - z_n)^2} \]
\[ R_{n2} = \sqrt{(r + r_n)^2 + (z + z_n)^2} \]
\[ R_{n3} = \sqrt{(r + d_n)^2 + (z - h_n)^2} \]
\[ R_{n4} = \sqrt{(r + d_n)^2 + (z + h_n)^2} \]

\( Q_{n1} \) and \( Q_{n2} \) are the charges of fictitious sources placed inside the prolate ellipsoidal electrode volume, for \( z > 0 \) and \( z < 0 \), respectively. \( Q_{n3} \) are the charges of ring electrodes of potential \( U \) and \( Q_{n4} \) are the charges of ring electrodes of potential \( -U \). After matching the total potential to the value of zero at the ellipsoidal electrode surface and to the potential \( U \) at upper electrodes, i.e. to the value \( -U \) at the lower electrodes, all the unknown charges can be determined.

**B. Rings charges calculation of spherical electrode**

We should now consider the system presented in Fig. 2 if \( a = b \). In this case, the external body is modeled as a conducting sphere and placed into the central area. Using the method of images into the sphere mirror, this problem is observed in [7]. Dimensions of \( n \)-th degenerated primary cell of \( N \)-th order are \( h_n \) and \( d_n \), and their images into the sphere mirror are \( (a/R)^2 h_n \) and \( (a/R)^2 d_n \), where \( R = \sqrt{(h_n)^2 + (d_n)^2} \). If \( Q_{n1} = Q_n \) are the charges of the toroidal electrodes of potential \( U \), \( Q_{n2} = -Q_n \) are the charges of the toroidal electrodes of potential \( -U \), then \( Q_{n3} = -Q_{n4} = -aQ_n/R \) are the charges of their images into the sphere mirror, respectively, for \( n = 1, 2, ..., N \).

The potential, which produce charges on the toroidal electrodes and their images into the sphere mirror, can be calculated using (5), where
\[
k_{n1}^2 = \frac{4d_n r}{R_{n1}^2}, \quad k_{n2}^2 = \frac{4d_n r}{R_{n2}^2},
\]
\[
k_{n3}^2 = \frac{4(a/R)^2 d_n r}{R_{n3}^2}, \quad k_{n4}^2 = \frac{4(a/R)^2 d_n r}{R_{n4}^2},
\]
are moduli of complete elliptic integral of the first kind and:

\[ R_{n1} = \sqrt{(r + d_n)^2 + (z - h_n)^2}, \]
\[ R_{n2} = \sqrt{(r + d_n)^2 + (z + h_n)^2}, \]
\[ R_{n3} = \sqrt{(r + (a/R)^2 d_n)^2 + (z - (a/R)^2 h_n)^2}, \]
\[ R_{n4} = \sqrt{(r + (a/R)^2 d_n)^2 + (z + (a/R)^2 h_n)^2}. \]

Using the condition that the toroidal electrodes are of equal potential \( U \) for \( z > 0 \), their unknown charges can be determined after matching the total potential to the potential \( U \) on them.

**IV. NUMERICAL RESULTS**

In accordance with the analysis presented above, a general numerical program has been developed using the software Mathematica 7.0 for different shapes of conducting bodies brought into the homogeneous electric field: prolate ellipsoid, oblate ellipsoid, and sphere conducting electrode. All these problem geometries are modeled using the software Femm [9] and the results are compared with analytical results.

**A. Prolate ellipsoidal electrode**

Let us observe a system consisting of a number of thin coaxial toroidal electrodes, which generate a homogeneous electric field, and prolate ellipsoidal electrode brought into the field. On the basis of a procedure presented in Section III A, numerical results for the prolate ellipsoidal electrode brought into the homogeneous electric field are obtained. A normalized value of the electric field strength along the \( z \) axis, for the case of an ellipsoidal body of normalized semi-axis \( a/R = 0.4 \) and \( b/R = 0.2 \), for primary cells of the first to fifth order is presented in Fig. 4.

It can be noticed that an excellent agreement of the results obtained using the analytical approach and the program FEMM is achieved. Equipotential lines for the same prolate ellipsoidal body and the number of primary cells \( N = 1 \) and \( N = 3 \) are presented in Figs. 5a and 5b, respectively. Only the region of \( z > 0 \) is shown as the electrical field symmetric.
B. Oblate ellipsoidal electrode

For the case of an oblate ellipsoidal electrode brought into the homogeneous electric field, of normalized semi-axes $a/R = 0.4$ and $b/R = 0.2$, normalized value of the electric field strength along $z$ axis, $|E|/R$ , is presented in Fig. 6, for a different number of primary cells, from first to fifth.

Equipotential lines for the same ellipsoidal body and the number of primary cells $N = 1$ are presented in Figs. 7a and 7b, respectively.

C. Spherical electrode

On the basis of the procedure presented in Section III B, the problem of the spherical electrode brought into the homogeneous electric field of toroidal electrodes is investigated [7].

Let us observe firstly a system consisting of one primary cell. The normalized value of the electric field strength along $z$ axis, with and without the external sphere conducting body of normalized radius $a/R = 0.1$, is presented in Fig. 8.
Presented distributions show that an external conducting body influences on field distribution only in the close vicinity of the body brought into the homogeneous electric field.

The electric field distribution along the system axis for a different number of primary cells, by application of both Mathematica and Femm, is presented in Fig. 9. A high homogeneous electric field is attained using primary cells of high order.

Fig. 9. Normalized electric field along \( z \) axis for different number of primary cells and \( a/R = 0.2 \).

The influence of the external body dimension on the achieved field homogeneity is shown in Fig. 10. An increase of sphere size disturbs realized field homogeneity.

Fig. 10. Influence of external sphere dimension on realized field homogeneity using \( N = 3 \) primary cells.

Equipotential lines for \( a/R = 0.2 \), \( N = 1 \) and \( a/R = 0.5 \), \( N = 3 \), are shown in Figs. 11(a) and 11(b), respectively.

Fig. 11. Equipotential lines for different number of primary cells, \( N \), and spherical electrode of radius \( a/R = 0.2 \), \( N = 1 \) (a) and \( a/R = 0.5 \), \( N = 3 \) (b).

V. CONCLUSION

Complex toroidal electrostatic systems for the generation of homogeneous electrical fields and effects of different external conducting bodies on the achieved field homogeneity, are observed in this paper.

A potential along the system axis between two toroidal electrodes may be presented by a series in which all the coefficients are functions of an electrodes dimensions. With an appropriate choice of coil positions and dimensions, it is possible to eliminate as many as possible subsequent terms that differ from a linear one, which represent a
desired field. The homogeneity criterion is a number of series terms that vanish.

As the number of used electrodes increase, more members in the series vanish increasing the area of the homogeneous electric field. Keeping this in mind, a primary cell of the third order, \( N = 3 \), is recommended for a practical usage.

Based on the theoretical investigation, an affection of an external body, modeled as a spherical, prolate and oblate ellipsoidal electrode, is observed. External bodies are brought into the central region of the system of toroidal electrodes. The homogeneity is disturbed mostly in the close vicinity of the body.

More primary cells will provide a larger region of the homogeneous electrical field. Decrease of the external body influence on realized field homogeneity is accomplished by an increase of the primary cells number.

A dimension of an external conducting body has a strong influence on the achieved field homogeneity. The bigger the body, the smaller the area of the homogeneous electrical field.

The further investigation will apply to the system of biconical electrodes, which also can successfully be used for a generation of electrical fields of high homogeneity. Different shaped external bodies brought into the homogeneous electrical field will be investigated, too.

In addition to the need of making a space of the homogeneous electric field, very often there is a need for space in which there is no field. When such toroidal electrodes are grounded and placed in the external electric field, then they can be used for the space protection against the overflow electrical fields strengths.
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Abstract—Compact transmission line matrix (TLM) air-vent model extension, to allow for a computationally efficient modelling of airflow arrays with rectangular or hexagonal apertures, even in the case of significant thickness of a supporting metal panel, is presented. An empirically derived model is introduced as an equivalent circuit into an otherwise coarse TLM mesh to account for the electromagnetic (EM) presence of apertures. The model accuracy and efficiency are validated on several characteristic electromagnetic compatibility (EMC) examples.

Index Terms—Empirical air-vent model, rectangular and hexagonal apertures, TLM method.

I. INTRODUCTION

Differential numerical techniques, such as the finite-difference time-domain (FD-TD) [1] and the transmission line matrix (TLM) [2], are common tools for computational analysis of numerous electromagnetic (EM) and electromagnetic compatibility (EMC) problems. However, when attempting to apply these methods, working usually in the time-domain, to describe complex practical systems, treatment of geometrically small but electrically important features, often found on these systems, presents a challenging and time-consuming task. A conventional solution of employing a very fine mesh to model these features in an otherwise large modelling space leads in some cases to a prohibitively large number of nodes and time steps. Therefore, enhancements to these techniques are required to allow for an efficient simulation of realistic multi-scale EM and EMC problems.

For some of the fine features, such as wires and slots, few enhancements to the FD-TD method [3, 4] and the TLM method [5-7] have been developed in the past. As far as the TLM method is concerned, these so-called compact models have been implemented in the form of an additional one-dimensional transmission line network running through a tube of regular nodes, allowing accounting for the EM presence of wires and slots without applying a very fine mesh around them. Compared with the conventional approach, these models yield a dramatic improvement in the computer resources required. A different type of solution has been presented in [8] in the form of several modified TLM nodes developed to accurately model the fast variation of the EM field around sharp conducting regions by coarse mesh.

Airflow aperture arrays or air-vents, often found on equipment enclosures for ventilation purposes, fall into the category of fine features. Their presence can significantly increase emission and decrease shielding effectiveness of the box [9]. Again, if conventional FD-TD and TLM as effective volume-based methods are used without any enhancement (e.g. compact model or modified node), an extremely fine mesh is required to accurately capture the strong variation of the EM field across each aperture dimension and depth of the supporting panel. Therefore, it has a cost that prediction of enclosure performances at the design stage, due to presence of air-vents, can be computationally very expensive [10].

In recent years, enhancements of the TLM method, based on Z-transform approach, have been done and applied, among other things, to model air-vents [11]. In parallel with this approach, a simple compact model solution of air-vent for square and circular apertures has been
developed and presented in [10]. This efficient solution, developed especially for air-vents, is easy for implementation and it does not require a modification of standard TLM symmetrical condensed node (SCN) and its scattering procedure. It was based on the insertion of equivalent circuit with an empirically found inductive element into an otherwise course mesh. The equivalent circuit model is often used for EM and EMC analyses, but in [10] it was implemented into the time-domain solver. Both approaches take into account the EM presence of air-vents using computational cells larger than the individual apertures and achieving significant savings in memory and run-time in comparison with the conventional TLM approach. In addition, the approach in [10] has been enhanced to allow modelling of square and circular air-vents for significant perforation depth and at higher frequencies, verified only on one artificial example of plane wave propagation through circular aperture array in a thick metal panel [12].

In this paper, the approach described in [12] is extended on air-vents with rectangular and hexagonal apertures, found on equipment boxes as often as square or circular apertures. The real usefulness of being able to model, for an example, rectangular perforations comes from the case of simulating a box full of complicated equipment. In that case, it is unknown what the dominant polarization will be; the polarization is off-axis or is different at different parts of the vent. Thus, this model will produce much more accurate results than the compact square air-vent model used sometimes to approximately describe an array of rectangular apertures. The modelling of air-vents with rectangular and hexagonal apertures is described in details in the paper.

All the models are incorporated into a three-dimensional (3D) SCN TLM mesh and implemented in 3D TLMscn solver, designed at the Microwave Lab at the Faculty of Electronic Engineering in Nis, Serbia. This TLM solver has been already successfully applied to many EM problems such as resonant cavity-based microwave applicators [13]. The ability of the presented models to accurately account for the EM presence of apertures, even in the case of significant perforation depth, and their run-time and memory efficiencies are successfully validated in several characteristic EMC environments.

Obtained results of simulated transmission through an imperfectly shielded test enclosure with different air-vents are compared with the experimental and fine TLM SCN mesh results.

II. MODEL DESCRIPTION

Perforations on thin metal screens, for a normally incident plane wave excitation, can be treated as an inductive short on the TLM link lines used to represent a thin panel. This inductive susceptance is the simplest possible arrangement acting as a perfect short at DC and allowing transmission at higher frequencies [9]. In addition, a perforation on a metal screen may be regarded as an extremely short, highly cut-off waveguide, while in a lumped component model of such a waveguide, only shunt inductance would be significant. Therefore, current flowing down the edges of apertures on a thin metal panel can be successfully represented by this shunt inductance. However, at higher frequencies, there is a requirement to accurately capture an EM field distribution inside the aperture itself, especially if there is a significant perforation depth. An equivalent circuit containing an additional capacitive element connected in shunt with an inductive short is capable to model very deep apertures while allowing easy TLM implementation (Fig.1).

![Fig. 1. Compact air-vent model based on LC network.](image)

For a TEM line of characteristic impedance \(Z_0\) with a shunt reactance \(X\) inserted at its midpoint, \(X = \omega L_e\), where \(L_e\) is an equivalent inductance expressed as \(L/(1- \omega^2 LC)\), the transmission coefficient is:

\[
T = \frac{jX}{jX + Z_0}/2, \tag{1}
\]

or for low frequency approximately proportional to the reactance \(X\). It is reasonable to expect that the break frequency \(f_{\text{break}} = (Z_0/2)(2\pi L_e)\) would correspond to the cut-off frequency of the perforation and that the transmission would reduce
in proportion to the decreasing of a fractional area of the panel occupied by the perforations and increasing of panel thickness. This reduction in transmission of a perforated metal panel, being achieved by proportional reductions in $L_e$, obviously depends on the actual geometry of the perforations.

In order to empirically determine effective reactive parameters of a perforated panel containing rectangular or hexagonal apertures, the numerical procedure similar to the one in [12] is used. The conventional TLM method with a very fine computational mesh is applied to find the transmission coefficient of a perforated panel for a normally incident plane wave. However, in the case of rectangular apertures, as explained previously, this should be done separately for horizontal and vertical polarization. Symmetry conditions were exploited to model only one period of the perforation. The results for output of the far side of the panel, obtained for different dimensions of perforations and for different panel thicknesses (up to cross-sectional dimensions of the apertures) indicate that transmission increases slightly more than proportionally to the fractional coverage of the panel by the apertures. At the same time, transmission decreases almost exponentially with increasing the perforation depth. This can be seen from Fig. 2 and Fig. 3, taken at frequency $f = 0.2 f_c$ where $f_c$ is the cut-off frequency of the considered perforation.

In addition, the results for the transmission coefficient of a panel with hexagonal apertures show that this aperture can be successfully approximated with a circular aperture of equivalent radius $r_e$, obtained from the condition of the same coverage (Fig. 4):

$$\frac{r_e^2 \pi}{p^2} = \frac{6 l_{\text{hex}} \sqrt{3}}{4} \Rightarrow r_e = l_{\text{hex}} \sqrt{\frac{3 \sqrt{3}}{2 \pi}},$$

where: $l_{\text{hex}}$ is an edge length of regular hexagonal aperture. In order to illustrate this, transmission coefficient, obtained for a perforated plate containing either hexagonal apertures with edge length of 1 mm or circular apertures with equivalent radius of 0.909 mm, is shown in Fig. 5. The thickness of a supporting metal panel was 10% of the edge length and total coverage was 53.679%.

![Fig. 2. Transmission versus coverage for rectangular (vertical and horizontal polarization) and hexagonal aperture.](image)

![Fig. 3. Transmission versus perforation depth for rectangular (vertical and horizontal polarization) and hexagonal aperture.](image)

![Fig. 4. a) Regular hexagonal aperture and b) its equivalent circular aperture.](image)

Based on these results and using Eq. (1), the equivalent inductance $L_e$ was calculated at two frequencies $f_1$ and $f_2$ chosen to bracket most of the band below perforation cut-off (e.g. $f_1 = 0.1 f_c$ and $f_2 = 0.4 f_c$).

\[ ... \]
\( f_2 = 0.8 f_c \). Then, the equivalent inductance of the panel was approximated as a product of several factors that include the shape, depth, and cut-off frequency of the perforation and the panel coverage:

\[
L_c = \text{form\_factor} \times L_{\text{cutoff}} \times \text{coverage\_factor} \times \text{depth\_factor}
\]

\[
= A_0 \times \left( \frac{Z_0}{2 \pi f_c} \right) \times \left( \sum_{i=1}^{3} A_{\text{cov}}^i \right) \times \exp \left( -A_4 \frac{t}{v/(2 \pi f_c)} \right),
\]

where: \( \text{cov} \) is the fractional area of the metal panel cut away; \( t \) is perforation depth and \( v \) is speed of light. Constants \( A_0, A_1, A_2, A_3, \) and \( A_4 \) are given in Table 1 for rectangular and hexagonal aperture shapes and for horizontal (H) and vertical (V) polarization. The previously empirically found coefficients for square and circular apertures are shown on the same table. Hexagonal and circular apertures have the same coefficients, but the value of equivalent inductance, obtained from Eq. (3), is different for these shapes due to different cut-off frequencies.

It should be said that the application of the proposed models for rectangular and hexagonal aperture shape is restricted to the range of aperture parameters that fulfill the conditions already mentioned in [12].

The model is implemented in a way that effective inductance and capacitance of the panel, \( L \) and \( C \), are chosen so that their reactance in parallel is \( 2 \pi f L_c \) at frequencies \( f_1 \) and \( f_2 \). For each polarization, they are implemented in traditional TLM mesh using additional short- and open-circuit stub lines, at the interface between two nodes (Fig. 6a). The scattering procedure for the aperture array can be then easily derived applying the Thevenin equivalent circuit (Fig. 6b).

Since, in general, apertures extend in two different directions, voltage pulses from both orthogonally polarized TLM link lines are coupling with the aperture. The total voltage at the interface, for a particular polarization, is:

\[
V_{\text{total}} = 2 \frac{Y^i_f Y^o_f + Y^i_r Y^o_r + Y^i_s Y^o_s + Y^i_o Y^o_o}{Y^i_f + Y^r + Y^s + Y^o},
\]

where: \( V^i_f \) and \( V^i_r \) are incident voltage pulses from the link lines of characteristic admittances \( Y_f \).
and $Y_r$, coupling with the aperture and $V^i_s$ and $V^i_o$ are incident voltage pulses on short and open stub lines of characteristic admittances $Y_s$ and $Y_o$, respectively. Reflected voltage pulses are then:

$$V^r_s = V_{\text{total}} - V^i_s, \quad V^r_o = V_{\text{total}} - V^i_o$$

$$V^r = -V_{\text{total}} + V^i_s, \quad V^r_o = V_{\text{total}} - V^i_o.$$  

(5)

**III. NUMERICAL RESULTS**

First, capability of the previously developed compact TLM air-vent model for square apertures to model perforated metal screen with significant thickness is illustrated in the characteristic EMC environment (rectangular test enclosure depicted in Fig. 7). The inside dimensions of the enclosure are: $a=50$ cm, $b=20$ cm, and $c=40$ cm. A thin ($t=0$ cm) or thick ($t=1$ cm) aluminium plate was used for the front face containing the array of square apertures, while five other enclosure pieces were with thickness 0.635 cm. The square aperture size was $l=1$ cm, with an edge-to-edge space of 0.5 cm. The number of apertures was 252. The model was excited by a long-wire feed at the back of the box which was modelled by a simple voltage source $V=1$ mV with 50 Ohm resistance incorporated into a single node at the feed point. The excitation had the centre conductor of the probe extended to span the width of the cavity with a 0.16 cm diameter wire, modelled using wire node [5], and terminated on the opposite cavity wall with termination of 47 Ohm. Choice of geometry, lossy material of thickness $d=1$ cm, excitation, and output was governed by experimental arrangements [14].

The compact model for square perforations was incorporated into a coarse TLM mesh (21*10*20 nodes used for enclosure modelling where $\Delta y=\Delta z=2$ cm, $\Delta x=1$ cm for lossy material, and 2.45 cm elsewhere). The same mesh size was used either for thin or thick front face as thickness of front wall was specified in the compact model. TLM simulation was performed, as for all other EMC examples considered in this section, on Intel Core 2 Duo PC machine with 2.66 GHz clock rate, 2 GB RAM, and 32-bits Windows XP OS. Numerical results for the electric field at point 3 m away from the box, for zero-thin and thick front face, have been compared to the experimental results given in [14] and an excellent agreement (Fig. 8) has been observed except at higher frequencies, probably due to neglecting the frequency dependant characteristics of the lossy material at the back of the box.

![Fig. 6. a) LC model at the interface between two TLM nodes, b) Thevenin equivalent circuit for a particular polarization.](image)

![Fig. 7. Imperfectly shielded test enclosure with an array of square apertures on front face.](image)

In reference [14], additional compensation factors, due to the insufficient number of nodes to describe the aperture, were found and applied to correct FD-TD numerical results. As compact TLM air-vent model allows for inherent modelling of the aperture shape and depth, much coarser mesh was used but no additional factors are required. Therefore, savings of two orders of magnitude in memory and run-time are achieved,
compared to the traditional fine mesh FD-TD simulation. It should be said that in the case of thick front face, where perforation depth was equal to square aperture size \((r=l)\), experimental results were scaled according to formula \(16\sqrt{\pi \frac{r}{l}}\) given in [14].

Fig. 8. Radiated electric field at 3m away from enclosure (solid line: compact air-vent model, dot line: measurements).

The developed compact TLM air-vent model for rectangular perforations has been verified simulating transmission out of an imperfectly shielded rectangular test enclosure. The dimensions of the box were: \(a=100\) mm, \(b=80\) mm, and \(c=15\) mm (Fig. 9). A \(r=0.2\) mm thin aluminium plate was used on two opposite faces of the box as a supporting panel for the array of rectangular apertures. The dimensions of rectangular perforation were 7.2 mm in \(x\)- and 4 mm in \(z\)-direction. Edge-to-edge aperture spacing was 1.8 mm in \(x\)- and 1 mm in \(z\)-direction. The number of apertures for each array was 33 giving a total coverage of 63.36%. The box was excited by a straight wire placed inside the box (position 1).

The compact model was applied on a relatively coarse mesh (61*44*10 nodes used for enclosure modelling where \(\Delta x=1.639\) mm, \(\Delta y=1.818\) mm, and \(\Delta z=1.5\) mm). The total runtime was 1.5 min, while allocated memory was 33 Mb (see Table 2). Then, a fine mesh of 112*49*16 is applied to model enclosure with these airflow arrays using only conventional TLM routines. In order to model geometry of the apertures and accurately describe EM field distribution inside and around the apertures, 8 uniform grid lines along the bigger \((\Delta x=0.9\) mm), and 4 uniform grid lines along the smaller dimension of rectangular apertures \((\Delta z=1\) mm) were used to describe their cross-section. The same grid resolution in each direction was used to describe edge-to-edge spacing. Spacing from the first and last aperture to enclosure edges were represented by two nodes of 0.7 mm in \(x\)- and one node of 0.5 mm in \(z\)-direction. Perforation depth of 0.2 mm was represented by one node. As it can be seen from Table 2, the total run time was 60 min on the same PC machine with more than two times memory resources allocation than the compact model. Electric field in front of one airflow array, obtained by these two simulations is shown in Fig. 10.

Fig. 9. Imperfectly shielded test enclosure with array of rectangular apertures on opposite faces.

Fig. 10. Electric field in front of thin rectangular airflow array (bold solid line: compact air-vent rectangular model, thin solid line: compact air-vent square model, dash line: fine mesh).
Excellent agreement between the compact air-vent model and fine mesh results can be observed. The result for electric field obtained by the compact square air-vent model and the same mesh size of 61*44*10 nodes for enclosure modelling is shown on the same figure. The number (60) and dimension of square apertures (4 mm) were defined in the compact model to represent the same coverage of imperfectly shielded faces as in the case of rectangular apertures. As it can be seen, these results are significantly below the fine mesh results. How for this particular case, electric field has a dominant z component, the compact square air-vent model might produce better results if we chose the dimension of square aperture equal to the bigger dimension of rectangular aperture. However, in many practical cases a box is full of complicated equipment and the dominant polarization of the EM wave at air-vents is often unknown. Also, the wave polarization might be off-axis or different at different parts of the airflow array. Thus, in cases when rectangular perforations are used for ventilation, the usefulness of being able to model them exactly is clearly obvious.

Table 2: Simulation cost of compact air vent model and fine-mesh TLM model generating numerical results shown in Figs. 10, 11, and 13

<table>
<thead>
<tr>
<th>Simulation cost</th>
<th>Fig.10</th>
<th>Fig.11</th>
<th>Fig.13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact model run-time</td>
<td>1.5 min</td>
<td>2 min</td>
<td>20 sec</td>
</tr>
<tr>
<td>Compact model allocated memory</td>
<td>33 Mb</td>
<td>35 Mb</td>
<td>6 Mb</td>
</tr>
<tr>
<td>Fine mesh run-time</td>
<td>60 min</td>
<td>94 min</td>
<td>22 min (fm 1)</td>
</tr>
<tr>
<td>Fine mesh allocated memory</td>
<td>68 Mb</td>
<td>132 Mb</td>
<td>41 Mb (fm 1)</td>
</tr>
</tbody>
</table>

To illustrate capability of describing perforations on a very thick supporting metal panel, the test enclosure from Fig. 9 was considered, but dimensions of each of the 16 rectangular perforations were 10.85 mm in x- and 5.08 mm in the z-direction with edge-to-edge spacing of 0.69 mm. Perforation depth of both air-vents was 5.2 mm. Wire feed was placed diagonally inside the box (position 2). In a fine TLM mesh with 156*49*24 nodes for enclosure modelling, 16 and 7 uniform grid lines along the bigger (Δx=0.678 mm) and along the smaller dimension of apertures (Δz=0.726 mm), respectively, were used to describe their cross-section. To capture EM field distribution inside the perforation more accurately, 26 uniform grid lines (Δx=0.2 mm) in y-direction were applied. A compact air-vent model was applied on a coarse TLM mesh of 51*41*15 nodes (Δx=1.96 mm, Δy=1.95 mm, and Δz=1 mm; mesh is slightly different than the coarse mesh for Fig. 9 due to modelling of a diagonal wire). Run-time and allocated memory for both meshes are shown in Table 2. The comparison of the results for the electric field in front of air-vents is presented in Fig. 11.

The calculation of shielding effectiveness (SE), for an aluminium enclosure with an array of hexagonal apertures covering one part of front face (Fig. 12, a×b×c=295×120×295 mm, b1×c1=60×190 mm), was used to verify a compact air-vent model for hexagonal apertures. The incident plane wave had an electric field polarised in y-direction. The edge length of hexagonal perforation was 6.6 mm and the number of

Fig. 11. Electric field in front of thick rectangular airflow array (solid line: compact air-vent rectangular model, dash line: fine mesh).
The supporting panel. Presented examples verify the efficiency of the developed equivalent circuit model with accuracy acceptable for most EMC applications. In addition, its implementation in comparison with other existing approaches requires very little modification of the existing traditional TLM code. The considered apertures are with regular shapes but it is clear that irregular apertures can be treated in a similar way with the same or more complicated circuits as well as long as the transmission coefficients are numerically available.

**IV. CONCLUSION**

This paper described an extension of the TLM method to allow for efficient computer modelling of EM field propagation through array of rectangular or hexagonal apertures in metal equipment boxes. It is based on insertion of equivalent circuit into otherwise coarse mesh, an approach that was often used in the area of computational electromagnetics to produce simple but accurate solutions to many EM problems. Here, this approach with empirically found elements of lumped circuit for some typical aperture shapes is applied to account for the strong variation of EM fields inside and around the apertures even in the case of significant depth of the supporting panel. Presented examples verify the efficiency of the developed equivalent circuit model with accuracy acceptable for most EMC applications. In addition, its implementation in comparison with other existing approaches requires very little modification of the existing traditional TLM code. The considered apertures are with regular shapes but it is clear that irregular apertures can be treated in a similar way with the same or more complicated circuits as well as long as the transmission coefficients are numerically available.
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Abstract — Many of today's portable communication applications require antennas that are compact, broadband, and easily integrable in a big variety of terminal geometries. This paper presents a compact wideband antenna with partially radiating coplanar ground plane. The prototype of the antenna shows a wide bandwidth (VSWR ≤ 2) of 92% (from 3.53GHz to 9.5GHz). The antenna also exhibits maximum gain of 3.5dBi and stable radiation patterns over the whole bandwidth. Nevertheless, in this paper the significance of the ground planes on the operating bandwidth are examined with the help of current distribution and discussed in detail with supporting parametric analysis.

Index Terms — Coplanar waveguide feeding, radiating ground plane, wideband antenna.

I. INTRODUCTION

Over the past decade, extensive research on broadband antennas, with low-profile, lightweight, flush mounted, and single-feed to fit the limited equipment space of the portable wireless devices, has contributed to the development of modern communication technology [1]. Wideband antennas play a key role in the faithful operation of these evolving high data rate transceivers. While the bandwidth of antennas is desired to be increased drastically, the size has to be decreased correspondingly due to the demands of portable devices. Nevertheless, polarization, radiation patterns and gains are also important factors in the application of antennas in contemporary and future broadband wireless communication systems.

In order to recover these obstructions, development, and application of cutting-edge technologies are needed that can facilitate compact broadband antennas that can be manufactured and integrated into the portable devices to provide highly survivable, yet lightweight and reliable systems. Because of the attractive features of thickness, weight, efficiency, conformability and simplicity of manufacture, microstrip antennas are widely implemented in many applications, especially in wireless communication. However, narrow bandwidth is the main limitation that restricts the scope of microstrip patch antenna technology.

The new co planar waveguide structure, used for printed antennas to attain wide bandwidth has recently attracted huge attention. Numerous advantages have been obtained by feeding a radiating element with coplanar waveguide (CPW) feeds. When compared with other printed radiating elements, CPW-fed antennas possess advantages of not only a broad bandwidth, but also a smaller mutual coupling between adjacent lines [2]. Another advantage of coplanar fed antenna is lower radiation leakage and less dispersion than microstrip lines. Moreover, this feed design eliminates the competition for surface space between the antenna elements and the feed network. Owing to the uniplanar design, with coplanar waveguide the integration capability with
solid-state active and passive components is easier, since these components can be fabricated on one side of the planar substrate, eliminating the need for via hole connections. In response to the increasing demand for compact, broadband, and easily fabricated antennas for use in various wireless communication systems, several CPW-fed printed antennas have been developed over the past decade [3–9]. However, these antennas either have inconvenient shape or difficult to fabricate, which demands miniaturized simple antennas.

In this paper, a simple and compact antenna is introduced with a wideband characteristic impedance bandwidth. The antenna consists of a coplanar waveguide fed radiating patch and two coplanar ground planes. The ground planes partially radiate and responsible for achieving a wide bandwidth with a small structure. The effect of the ground planes on the operating bandwidth are investigated with the help of current distribution and discussed in detail with supporting parametric analysis. A prototype has been fabricated and the measured results are also presented.

II. ANTENNA CONFIGURATION

The geometry of the proposed CPW-fed planar antenna for wideband operations is shown in Fig. 1. For the design studied here, the antenna is etched on the same side of a low cost FR4 substrate with the dielectric constant, $\varepsilon_r$ of 4.6 and the substrate thickness, $h$ of 1.6mm, while the other side is without any metallization. A CPW transmission line, which consists of a metal strip thickness of $W_{f1}$ and a gap distance of $d$ between the single strip and the coplanar ground plane, is used for feeding the antenna. It is important to note that here $W_{f1}$ corresponds to a 50Ω CPW feed line.

The ground planes are unsymmetrical to each other. On the right side an inverted L-shaped ground plan is positioned, which comprises an overlapped vertical and horizontal sections with dimension of $W_{r1} \times L_{r1}$ and $t_{r1} \times L_{r2}$. These two parts are overlapped on an area of $t_{r1} \times L_{r1}$. However, on the left side a U-shaped ground plane is used to attain the lower frequencies of the broadband antenna. The U-shaped ground has a length of $L_{l2}$ and the dimensions of upper and lower arm are $W_{l2} \times t_{l2}$ and $(W_{l1} - t_{l1}) \times L_{l1}$, respectively.

The basis of the antenna structure is of vertical bow-tie shaped with unequal wings. The total length of the radiating element is $L_{f2}$. The tapered transition for the lower wing is $L_{f3}$, which is $W_{f2}$ wide at that position. On the other hand, the length of upper wing is $L_{f4}$ and final breadth is $W_{f3}$. The lower wing connected at the end of the $L_{f2}$ long CPW feed line.

![Fig. 1. Schematic diagram of the antenna a) top view, b) side view.](image_url)

Table 1: Design geometrical parameters of the proposed antenna

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value in mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>${W_{l1}, L_{l1}}$</td>
<td>${3, 6}$</td>
</tr>
<tr>
<td>${W_{r1}, W_{r0}, L_{r0}, L_{r1}}$</td>
<td>${1, 5, 6.5, 1.5, 5}$</td>
</tr>
<tr>
<td>${W_{l1}, W_{l2}, L_{l1}, L_{l2}, t_{l1}, t_{l2}}$</td>
<td>${7, 19.5, 5, 20, 1.5, 1.5}$</td>
</tr>
<tr>
<td>${W_{r1}, L_{r1}, L_{r2}, t_{r1}}$</td>
<td>${12.5, 5, 20, 1.5}$</td>
</tr>
</tbody>
</table>

To investigate the performance of the proposed antenna configurations in terms of
achieving the wideband operations a commercially available full-wave, method-of-moment code based electromagnetic simulator Zeland IE3D version 12 [10], was used for required numerical analysis and obtaining the proper geometry parameters in Fig. 1, and then the optimal dimensions were determined from experiments. The details of various parameters of the antenna printed on FR4 substrate are listed in Table 1 for better convenience.

III. INVESTIGATION & ANALYSIS

In this section, the effects of the proposed slot antenna parameters are discussed and analyzed using IE3D software, to facilitate more elaboration of the design and optimization processes for readers. Primarily, with the help of the current distribution, the analysis has been carried out to investigate the partial radiation of the antenna coplanar ground planes. At the same time, to derive some mathematical equations corresponding to the current paths of resonant frequencies within the wide bandwidth. The analysis covers the influences of varying the lengths and width of the arms of the inverted L-shaped right ground and U-shaped right ground plane on VSWR, the implication of choosing the shape of vertical-bow-tie patch for the design and selecting the size of the feeding line for achieving the best performance of wide bandwidth. For better convenience of the effect on the performance of the antenna upon changing the parameters, only one parameter is changed at a time, while keeping others unchanged.

A. Current distribution

The excited surface current distributions, obtained from the IE3D simulation, on the radiating edges of the proposed antenna at the four resonant frequencies, namely 3.59GHz, 4.35GHz, 6GHz, and 8.45GHz, respectively, are presented in Figs. 2 and 3. Arrows show the direction of the current direction and the darker color shows the current intensity on that area of the antenna, while the blue color region shows the null current at that portion. As expected, four dominating current paths have been found, which primarily cause of four resonant modes. These four resonances adding side by side with each other form the broad impedance bandwidth. The path equations at each resonance are tabulated in Table 2. These equations provide the some basic information about the dependencies of resonant frequencies upon various dimensions of the antenna.

...
= 4.35GHz is more concentrated in the lower inner side of the left ground plane. The third resonance is particularly due to the monopole like behavior of the CPW-fed radiating element. The current path clearly observed by the intensity of current components and marked as CP3 in Fig. 3(a). On the other hand, the forth resonance of the antenna is due to the dipole like behavior of the left U-shaped ground plan. The dominating current path is denoted by CP3 and marked by a black dotted line in Fig. 3(b). It is noted from Table 3 that in both of the first two resonant points the current paths corresponds to a length which is slightly longer than one-quarter wavelength of the respective operating frequencies. And for the forth resonant it is also marginally longer than the one-half wavelength of the respective frequency. These deviations can be attributed to the additional effect of the loading of the particular resonant part by the remaining non-resonant part of the whole structure.

Table 2: Information derived from the current distribution analysis

<table>
<thead>
<tr>
<th>Resonance Number</th>
<th>Path Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( CP_1 = L_{r2} - L_{r1} + W_{r1} - t_{r1} )</td>
</tr>
<tr>
<td>2</td>
<td>( CP_2 = L_{r2} - L_{r1} - t_{r2} + W_{r1} - t_{r1} )</td>
</tr>
<tr>
<td>3</td>
<td>( CP_3 = L_{f1} + \sqrt{L_{f2}^2 + \left(W_{f1} - W_{f2}/2\right)^2} ) ( + \sqrt{L_{f4}^2 + \left(W_{f3} - W_{f2}/2\right)^2} + W_{f3}/4 )</td>
</tr>
<tr>
<td>4</td>
<td>( CP_4 = L_{r2} - L_{r1} + W_{r1} - t_{r1} )</td>
</tr>
</tbody>
</table>

Table 3: Current path relative to free space wavelength (\( \lambda_o \))

<table>
<thead>
<tr>
<th>Resonance Number</th>
<th>Resonant Point</th>
<th>Current Path</th>
<th>Relative to free space wavelength (( \lambda_o )) at respective resonance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.59GHz</td>
<td>CP1 (A-B)</td>
<td>0.311 ( \lambda_o )</td>
</tr>
<tr>
<td>2</td>
<td>4.35GHz</td>
<td>CP2 (C-D)</td>
<td>0.275 ( \lambda_o )</td>
</tr>
<tr>
<td>3</td>
<td>6GHz</td>
<td>CP3 (E-F)</td>
<td>0.244 ( \lambda_o )</td>
</tr>
<tr>
<td>4</td>
<td>8.45GHz</td>
<td>CP4 (D-G)</td>
<td>0.577 ( \lambda_o )</td>
</tr>
</tbody>
</table>

B. Dependence on length of right ground plane \( L_{r2} \)

In order to examine the sensitivity of \( L_{r2} \) on the first resonance frequency pointed out in the preceding section, a parametric analysis has been done. The results are presented in Fig. 4. As predicted, the increment of \( L_{r2} \) decreases the first resonance, while have some effects on the impedance matching on other resonant point. It is important to observe that upto \( L_{r2} = 15\)mm the first and second resonances coincided and could not be noted separately from each other. However, as \( L_{r2} \) increases to 20mm the current path increased and the first resonance is cleared out.
C. Dependence on lower arm length of left U-shaped ground plane $L_{l1}$

Figure 5 projects the effect of changing $L_{l1}$ on the resonances. As discussed previously, the length of $L_{l1}$ mainly influences the second ($f_2$) and forth resonance ($f_4$). As seen from the plot, both of the resonant frequencies tend to increase as $L_{l1}$ is increased from 3 to 7mm. This is also justified by the mathematical expression of CP2 and CP4 mentioned in Table 2. This may be a way to increase the overall bandwidth of the antenna. Although the increment of resonances reduces the impedance matching, it makes discontinuity in the operating bandwidth.

D. Dependence on CPW-fed radiation element parameters $W_{f2}$ & $W_{f3}$

The mathematical equation for the third current path, CP3 leads us to the effect of changing $W_{f2}$ and $W_{f3}$, which is verified by the parametric study on both of these parameters shown in Fig. 6, keeping all others the same. The value of $W_{f2}$ is increased from 0.5mm up to 5mm and the third resonant point increases from 5.85 to 6.43GHz. The contradictorily increment of $W_{f3}$ decreases the third resonant point. However, the change of these parameters also has some additional effect on other resonances, but they are mainly due to the loading mismatch.

Fig. 4. Effect on resonant frequencies due to change of $L_{r2}$.

Fig. 5. Effect on resonant frequencies due to change of $L_{l1}$.

Fig. 6. Effect on resonant frequencies due to change of (a) $W_{f2}$ and (b) $W_{f3}$. 
E. Dependence on coupling gap \( d \) between the feed line and ground plane

Additionally, an important feature of the proposed antenna is the influence of impedance matching caused from the coupling effects between the feed line and the coplanar ground plane over the whole operating band, especially over the first and forth resonances. For this, the effect of the gap distance \( d \) on the performance of the proposed antenna was also studied and presented in Fig. 7. The obtained results indicate that the VSWR increases and consequently the bandwidth of the antenna are reduced with increasing distance of \( d \). The first and forth antenna resonances tend to rise to higher frequencies with the increase in VSWR while the third resonance decreases to lower frequency. However, the second resonance seems to have no effect upon changing the coupling gap between the feed line and ground plane.

![Fig. 7. Effect on resonant frequencies due to change of \( d \).](image)

IV. RESULTS AND DISCUSSIONS

The proposed coplanar fed broadband antenna has been prototyped for the verification and measured using Agilent E9362C network analyzer. It was seen that the measured results agrees the simulated results. The prototypes are shown in Fig. 8.

The measured and simulated voltage standing wave ratios (VSWR) of the proposed antenna (denoted by a solid and dashed line, respectively) are depicted in Fig. 9. The measured VSWR curve shows that the proposed antenna produces a total bandwidth of 5.97GHz ranging from 3.53GHz to 9.5GHz below VSWR \( \leq 2 \), which is equivalent to 92% impedance bandwidth centered at 5.52GHz. Nevertheless, the simulated VSWR graph shows a bandwidth of 5.99GHz (94.5%, \( 2 \geq \text{VSWR} \)) from 3.34GHz to 9.33GHz. The slight difference of the simulated and measured results can be attributed to the fabrication and measurement limitations.

![Fig. 8. Photograph of the fabricated prototype of the proposed wideband antenna.](image)

![Fig. 9. Simulated and measured VSWR of the proposed wideband antenna.](image)
Fig. 10. Radiation pattern (XZ & XY-plane) of the proposed antenna at 4GHz, 6GHz, and 8.4GHz.
The measured E (XZ) and H (XY) plane radiation patterns of the proposed antenna at 4GHz, 6GHz, and 8.4GHz have been shown in Fig. 10. It can be seen that the designed antenna produces a nearly omni directional radiation pattern. In spite of the slight unsymmetrical structure of the antenna, an almost symmetrical radiation pattern with no back lobe radiation has been observed. One of the significant advantages of a symmetrical radiation pattern is that the maximum power direction would always be at the broadside direction and would not shift to different directions at different frequencies. Consequently, the antenna shows a broad half power beam width (HPBW) of almost ± 80, ± 85, and ± 65 degrees in the E-plane as well as ± 140, ± 95, and ± 100 degrees in the H-plane at the frequencies of 4GHz, 6GHz, and 8.4GHz, respectively. However, it was realized that the cross polarization level for the antenna is higher at low frequency, 4GHz, which is also a degenerative effect of compact antennas. For compact antennas, the ratio of width and height increases, which results in a greater surface wave to produce diffraction at the dielectric’s edge, thus contributing to higher cross-polarization levels [11]. However in the higher frequencies, the cross polarization goes lower, as the respective size of the antenna increases with the decrease in wavelength for higher frequencies.
which was not taken into account in the simulation and also the loss due to the SMA connector of the antenna. The radiation efficiency of the antenna is depicted in Fig. 11(b). Regardless of the high loss (\(\tan \delta = 0.02\)) of the FR4 substrate, the antenna shows a minimum efficiency of 50\%. It is suggested to use low loss Duroid substrate to increase the radiation efficiency and gain of the proposed antenna. But in that case, the cost of the antenna would increase. That’s what this phenomenon in not premised.

The antenna input impedance plotted in Fig. 12 displays four good quality factor resonances within the frequency band of interest which allows a wide band impedance matching. The resonances are identified as local maxima of the impedance imaginary part. The antenna shows low matching in the first resonance, which can be caused by the inductive peak of the imaginary curve. However, this peak in the inductive region is also responsible for the good radiation efficiency at the first resonance point shown in Fig. 11(b). Other than the first resonance, the capacitive behavior of the antenna prevents the imaginary part from crossing zero, particularly for good quality factor resonances [12]. The real part of input impedance literally swings around the 50\(\Omega\) line over the entire bandwidth of the antenna. It is interesting to note that when the real part of input impedance falls below 25\(\Omega\) the antenna voltage standing wave ratio goes over 2. So in a way, the whole bandwidth (VSWR \(\leq 2\)) can also be defined by the 25\(\Omega\) line of the real input impedance curve.

IV. CONCLUSION

A printed 50\(\Omega\) fed antenna for wireless communications has been presented. The proposed antenna with two unsymmetrical coplanar ground elements, namely inverted-L and U-shaped ground provides a wideband operation easily covering 5.97GHz from 3.53GHz to 9.5GHz. The effect of the partial radiating ground plane has been analyzed pointing out the mathematical expression of the current path from the simulated current distribution and was verified by means of the parametric analysis. Besides its wideband characteristics, the proposed antenna remains compact and possesses maximum 3.5\( \text{dBi}\) gain with good radiation patterns, making it a good candidate for wireless communication applications.
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Abstract — A planar inverted U-shaped patch antenna with high-gain operation applied for WLAN/WiMAX access point or base station has been proposed and investigated. It provides relatively wider impedance bandwidth of 180 MHz covering the operating bandwidth for WLAN/WiMAX system. The proposed planar patch antenna also provides the directional radiation patterns with maximum antenna peak gain and efficiency of 8.0 dBi and 80% across the operating band, respectively. Only with the antenna size of 44 × 35 × 4.0 mm³, the proposed patch antenna has the compact operation with more than 13% antenna size reduction.

Index Terms — Patch antenna, WiMAX, WLAN.

I. INTRODUCTION

In the last few years, due to tremendous development in wireless local area network (WLAN), especially for the IEEE 802.11a/b/g WLAN standards in the 2.4 GHz (2400–2484 MHz), 5.2 GHz (5150–5350 MHz), and 5.8 GHz (5725–5825 MHz) bands, dual-band operations are becoming demanding in practical applications. However, with the consideration of both market and technology ready to mass production, single-band 2.4/2.6 GHz for WLAN/WiMAX system with high-gain operation for access point (AP) or base station (BS) can specifically meet the low-cost requirements for the users. The related antenna designs have been presented by using a microstrip antenna [1], an array antenna [2], the suspended patch antenna [3], the roll monopole antenna [4], and the H-shaped slot antenna [5]. But, there is the disadvantage of having a larger antenna size for the above presented designs unable to meet the dimension consideration of the product. Therefore, in this article, by introducing the standard printed circuit board (PCB) substrate and production technology, we propose a novel printed inverted U-shaped patch antenna inset with a pair of T-shaped strips parallel coupled along the feed microstrip line to obtain 2.4/2.6 GHz operation for WLAN/WiMAX communication system. From the related results, it is found that, by properly adjusting the length and width of the T-shaped strips, the operating bandwidth is 180 MHz, which is enough for 2.4/2.6 GHz for WLAN/WiMAX communication system. Also, compared with the regular rectangular patch antenna, this proposed monopole antenna has more than 13% antenna size reduction to obtain a compact operation. The proposed inverted U-shaped patch antenna also provides antenna peak gain of 8.0 dBi with compact antenna size, which is more than that of the presented antenna designs [1-5] under the same peak gain consideration. Details of the proposed compact patch antenna designs are described, and experimental results for the obtained high-gain performance operated at the 2.4 GHz band are presented and discussed.

II. ANTENNA DESIGN

To meet the low-profile requirement for the WLAN or WiMAX access point, a novel planar compact inverted U-shaped antenna with high-gain operation has been proposed. Figure 1 illustrates the geometry of the proposed compact inverted U-shaped patch antenna. A 50Ω mini coaxial cable line is fed at the end of the
microstrip line etched on the inexpensive FR-4 substrate with the volume of $44 \times 35 \times 0.4 \, \text{mm}^3$, dielectric constant $\varepsilon_r = 4.7$, and loss tangent $\tan \delta = 0.0245$. A pair of T-shaped coupling strips are inset along the inside edge of the inverted U-shaped patch antenna, which is parallel to the microstrip line. The electromagnetic energy is transferred from the microstrip line to the proposed T-shaped coupling strips to excite the compact patch antenna. The iron plate is used as the ground plane with a volume of $58 \times 37 \times 0.1 \, \text{mm}^3$, which has the air gap of 3.5 mm under the proposed patch antenna with the FR-4 substrate in this study. For achieving the resonant mode at 2.4 GHz band (IEEE 802.11 b/g or Bluetooth), a surface current route of the patch antenna starting from the point A to the end point B is chosen to be about 35 mm corresponding approximately to a quarter-wavelength for 2.4 GHz band, which is different from the regular rectangular patch antenna design with half-wavelength resonance. Therefore, in this article, the compact patch antenna design can be easily obtained. And, by properly adjusting the length and width of the T-shaped coupling strips, good impedance matching across the operating band can easily be achieved.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

To demonstrate the above deduction and guarantee the correctness of the simulated results, the electromagnetic simulator HFSS based on the finite element method [6] has been applied for the proposed compact patch antenna design. Figure 2 shows the related simulated and experimental results of the VSWR for the proposed compact patch antenna design of Fig. 1. The related results are listed in Table 1 as comparison. Probably due to the permittivity variation of the FR4 substrate, there are slight discrepancies between the simulated and the measured results. Results show the satisfactory agreement for the proposed compact patch antenna design operating at the 2.4 GHz band. From the experimental results, the measured impedance bandwidth (VSWR ≤ 2) can reach 7.3 % (180 MHz) for 2.4 GHz band which provides much greater bandwidths than that (57 MHz, 2.3%) of the regular rectangular patch antenna ($51 \times 35 \times 4.0 \, \text{mm}^3$) to meet the 802.11 b/g specifications. To fully comprehend the excitation for WLAN band, the surface current distributions at 2.45 GHz are shown in Figure 3. It is clearly seen that the surface current path from point A to point B in this study is about 1/4 wavelength, not 1/2 wavelength distribution of the conventional rectangular patch antenna mode, which makes the proposed compact patch antenna need less material dimension to reduce the manufacture cost. Compared with the regular rectangular patch antenna of $51 \times 35 \times 4.0 \, \text{mm}^3$, to operate at 2.45 GHz band, this proposed patch antenna has more than 13% antenna size reduction to obtain compact operation.

The measured VSWR with various gap widths between the T-shaped coupling strip and the inside edge of the proposed compact patch antenna are shown in Fig. 4. The related results are also listed in Table 2 as comparison. It is easily found that the operating frequency of the resonant mode significantly decreases with the gap width increased, which means the surface current route of the patch antenna starting from the point A to the end point B increased. Figure 5 shows the measured VSWR with various inside edge lengths of the inverted U-shaped patch antenna. The operating frequency of the resonant mode significantly decreases due to the surface current path of the compact patch antenna increasing with the inside edge length increased.

| Table 1: Simulated and measured VSWR against frequency for the proposed patch antenna; $L_{s1} = 16.7$ mm, $W_{s1} = 3$ mm, $L_{s2} = 21.7$ mm, $W_{s2} = 17$ mm, $W_{t1} = 1$ mm, $L_{t1} = 3$ mm, $W_{t2} = 1$ mm, $L_{t2} = 14$ mm, $W_{p1} = 35$ mm, $L_{p} = 44$ mm, $H = 4$ mm |
|---|---|---|
| $f_i$ (MHz) | BW (MHz, %) |
| The proposed patch antenna (Simulated) | 2530 | 140, 5.5 |
| The proposed patch antenna (Measured) | 2469 | 180, 7.3 |
| The regular rectangular patch antenna (Simulated) | 2469 | 57, 2.3 |

The radiation measurement of the proposed compact inverted U-shaped patch antenna is carried out in anechoic chamber by introducing NSI 800F far-field system. Figure 6 shows the measured peak gain and efficiency across the operating band. The maximum measured peak
antenna gain and efficiency is 8.0 dBi and 80% at 2.45 GHz, respectively. The gain variation across the operating band is less than 1.0 dB. The measured 2D and 3D radiation patterns of the proposed compact patch antenna at 2.45 GHz are plotted in Fig. 7. Note that the radiation patterns are directional in the whole $x$-$z$ plane and $y$-$z$ plane.

Table 2: Performance for the proposed compact patch antenna with various gap widths; other antenna parameters are given in Table 1

<table>
<thead>
<tr>
<th>$W_{h1}$ (mm)</th>
<th>$f$ (MHz)</th>
<th>BW (MHz, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2469</td>
<td>180, 7.3</td>
</tr>
<tr>
<td>2.0</td>
<td>2403</td>
<td>214, 8.9</td>
</tr>
<tr>
<td>3.0</td>
<td>2334</td>
<td>182, 7.8</td>
</tr>
</tbody>
</table>

Fig. 1. Geometry of the proposed compact patch antenna with high-gain operation.

Fig. 2. Simulated and measured VSWR against frequency for the proposed compact patch antenna; antenna parameters are given in Table 1.

Fig. 3. Simulated surface current distribution for the proposed compact patch antenna at $f = 2450$ MHz.
Fig. 4. Measured VSWR with various gap widths between the T-shaped coupling strip and the inside edge of the proposed patch antenna; other antenna parameters are given in Table 1.

Fig. 5. Measured VSWR with various inside edge lengths of the inverted U-shaped patch antenna; other antenna parameters are given in Table 1.

Fig. 6. Measured peak gain and efficiency across the operating frequency for the proposed compact patch antenna.

Fig. 7. 2D and 3D radiation patterns for the proposed compact patch antenna at $f = 2450$ MHz.
IV. CONCLUSIONS
A planar inverted U-shaped patch antenna with high-gain operation for Wi-Fi/WiMAX applications has been proposed and investigated. It provides relatively wider impedance bandwidth of 180 MHz covering the operating bandwidth for WLAN/WiMAX system. The proposed planar patch antenna also provides the directional radiation patterns with maximum antenna peak gain and efficiency of 8.0 dBi and 80% across the operating band, respectively. Only with the antenna size of 44 × 35 × 4.0 mm³, the proposed patch antenna has the compact operation with more than 13% antenna size reduction.
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