Extended Scheme using Equivalent Dipoles for Characterizing Edge Currents Along a Finite Ground Plane
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Abstract — For the assessment of radiated fields, a simplified analytical solution that approximates the effects of the currents induced at the edges of a finite ground plane is presented. These edge currents are induced by the actual current sources on the plane. This method can be used in characterizing the electromagnetic (EM) emission from any practical PCB and avoids the need for using high-frequency techniques in evaluating effects due to diffraction.

Index Terms — Analytical solution, diffraction, edge currents, equivalent dipole model, and multipole expansion.

I. INTRODUCTION

The increasing complexities of electronic circuits and the need for a suitable way of characterizing their electromagnetic (EM) performance has become a major problem in electromagnetic compatibility (EMC). In this work, equivalent infinitesimal dipoles are used for characterizing the EM properties of a PCB. In [1-6] a similar principle was used to characterize emissions from radiating sources above an infinite ground plane. In [7-9], radiations from the edges of the PCB, which are due to the via transitions of high speed signals, have been identified as a significant contributor to the total emissions from the PCB at a given observation point. Also these edge radiations increases as the emission sources are located close to the edges. Therefore to develop a model that can fully represent a real life scenario, all the possible sources of the emissions in the PCB need to be taken into consideration. Often, this does not lead to a close form solution. In particular, this greatly increases the mathematical complexities in evaluating the contribution of diffraction to the total emission around a PCB finite ground plane. Though there are classical solutions that offer good approximation for diffraction problems [11, 12], however, they can be complicated analytically and often lead to a complex integral equations. In [13] a hybrid technique that is based on equivalent dipole model and numerical techniques was used to characterize emissions from an enclosure with an aperture.

The uniqueness of our approach is that it offers an analytical solution, based on the equivalent dipole model only, that can approximate the diffraction effects with sufficient degree of accuracy with less than -10dB error. In this approach, equivalent dipoles are aligned on and along the edges of the ground plane to emulate the radiation characteristics of the currents induced at these edges.

II. THEORY

A. Field equivalence principle

This approach is based on the field equivalence principle [14, 15] as introduced by Schelkunoff in 1936 [16] and is equivalent to Huygens’ principle [17]. In this method, the actual sources are replaced by fictitious sources placed...
on an arbitrary surface surrounding it, producing the same fields outside the bounding surface. The sources are equivalent inside a region insofar as they produce the same amount of fields inside that region.

The equivalent sources are now computed through Love's equivalent principle [18] and taking into consideration the boundary conditions for ideal conductor as,

\[
\overrightarrow{J}_{eq} = \hat{n} \times \overrightarrow{H}_1 \\
\overrightarrow{M}_{eq} = \hat{n} \times \overrightarrow{E}_1,
\]

where \( \overrightarrow{J}_{eq} \) and \( \overrightarrow{M}_{eq} \) are the equivalent electric and magnetic sources, respectively. From equations (1) and (2), only the tangential components of the electric, \( \overrightarrow{E}_1 \) or the magnetic, \( \overrightarrow{H}_1 \) fields are required in order to compute the equivalent sources (or fictitious currents). Furthermore, in our work, these sources are modeled as infinitesimal dipoles.

**B. Multipole expansion of dipole**

Through multipole expansion [19] a simple source, \( D \) can be approximately modeled by 3 orthogonal electric and (or) magnetic dipole,

\[
D = \begin{pmatrix} D_x, D_y, D_z \end{pmatrix}
\]

where \( D_x, D_y, \) and \( D_z \) are the 3 orthogonal dipoles along the \( x, y, \) and \( z \) coordinates. This has been applied in [20] and [21] and the agreement with measurements was good. The solution is further derived as follows:

The magnetic field \( H_z \) from an electric dipole is determined from equation (4),

\[
H_z = \frac{1}{\mu} \nabla \times \overrightarrow{A}
\]

and for a magnetic dipole as

\[
H_m = -j \omega F - \frac{j}{\omega \mu \varepsilon} \nabla (\nabla \cdot \overrightarrow{F})
\]

where \( \overrightarrow{A} \) and \( \overrightarrow{F} \) are the magnetic and electric vector potentials respectively and \( \mu \) and \( \varepsilon \) the permeability and permittivity of the surrounding media, respectively. For an electric dipole at \( (x_0, y_0, z_0) \) oriented along the \( z \)-axis, the magnetic \( (x, y, z) \) field at a distance \( r \) is given by,

\[
H_z = -p^z \frac{jke^{-jkr}}{4\pi r^2} \left[ 1 + \frac{1}{jkr} \right] (y - y_0)
\]

Whereas for a magnetic dipole at \( (x_0, y_0, z_0) \) oriented in the \( z \)-direction,

\[
H_x = M^x \frac{jke^{-jkr}}{4\pi r^2} \left[ (x - x_0)^2 + \frac{2}{3} \right] (z - z_0)
\]

\[
H_y = M^y \frac{jke^{-jkr}}{4\pi r^2} \left[ (y - y_0)^2 + \frac{2}{3} \right] (z - z_0)
\]

\[
H_z = M^z \frac{jke^{-jkr}}{4\pi r^2} \left[ \frac{(z - z_0)^2}{r^2} \right] \left[ j + \frac{3}{kr} + \frac{3}{jkr^2} \right]
\]

where \( p^z \) and \( M^z \) are the radiated electric and magnetic dipole moments, respectively. By taking into account the contributions from other dipole coordinates \( (x \) and \( y) \), we can formulate the relationship between the magnetic field and the dipole moments as,

\[
\begin{bmatrix} H_x \\ H_y \\ H_z \end{bmatrix} = \begin{bmatrix} G_x^c G_y^c G_z^c \\ G_x^r G_y^r G_z^r \\ G_x^m G_y^m G_z^m \end{bmatrix} \begin{bmatrix} D_x \\ D_y \\ D_z \end{bmatrix}
\]

or, compactly,

\[
[H] = [G][D].
\]

In this approach, the field \( H \) is extracted from complete circuit through simulation or measurement. Therefore once the matrix \( G \), which is a form of the dyadic Green's function is computed, the moment vector for the dipoles represented by \( D \) can then be solved through the solution to the inverse problem. This dipole moment vector can be electric, magnetic, or a combination of both.
C. Solution to inverse problem

In principle, a sufficient number of sampling points are required to properly compute the moments of the dipoles i.e.,

$$N^s \geq N^m,$$

where $N^s$ and $N^m$ are the total number of sampling points and dipoles, respectively. For

$$N^s = N^m,$$

the inverse problem involves a square matrix and basic techniques like Gaussian elimination can be used. But this becomes unfeasible as the size of the problem increases, thereby increasing the computational cost of this solution. In practice,

$$N^s \gg N^m,$$

leading to an over determined solution. Furthermore, as the positions of the infinitesimal dipoles are quite close, their dyadic Greens function with respect to the observation points are highly correlated. This accounts for the increase in the condition number of the matrix i.e.,

$$\text{cond}(A) = \infty.$$

For this reason, a more robust technique is required in solving this ill-posed and near singular inverse problem. So for a linear least square problem [22],

$$\min \|Ax - b\|_2, A \in \mathbb{R}^{m \times n}, m > n$$ (14)

the singular value decomposition (SVD) technique have been demonstrated to offer a unique solution for the inverse problem. The SVD of $A$ is given by,

$$\text{SVD}(A) = U \Sigma V^T$$ (15)

in such a way that they also satisfy,

$$A = U \Sigma V^T$$ (16)

where $U(U^TU = I)$ and $V(V^TV = V^{-1})$ are matrices with orthonormal columns and $\Sigma$ is a non-singular diagonal matrix.

In the previous work [1-3] where an infinite ground plane was assumed, only the direct and reflected fields were needed in computing the $G$ matrix. This method achieved a good accuracy in general. However, this accuracy reduces significantly when using the above method to model sources above a finite plane and worsens as the sources are located closer to the edges of the plane. This is due to the scattering at the edges leading to diffractions, whence the image theory (used in approximating the effect of the ground plane) is no longer adequate because of the additional currents induced at the edges. To simplify this approach, a number of equivalent passive dipoles are placed around the edges of the ground plane to emulate the current induced at these edges due to the active sources on the structure. Therefore, the total field, $H_T$ at any point of observation is assumed to be a result of the contributions from the passive, $H_{edge}$ and active dipoles, $H_{source}$. The set of passive dipoles are combined with the active dipoles (i.e., representing the active sources) to generate the dipole vector required for the model. Their relationship with the total field, $H_T$ is formulated as,

$$H_T = H_{source} + H_{edge}$$ (17)

$$[H_T] = [G_{source}]D_{source} + [G_{edge}]D_{edge},$$

(18)

$$H_T = [G_{source}]D_{source} + [D_{edge}].$$ (19)

The expression in equation (19) is comparable to equation (13) where $D$ comprises the $D_{source}$ and the $D_{edge}$. The model for the active dipoles compromises the direct wave and its image while the passive dipoles are modeled in free space. To show the viability of this approach, a simple PCB tract comprising, a simple copper strip (L shape transmission line) is simulated on a dielectric over a finite ground plane. This approach was used to reproduce the fields from the structure at the simulated planes and also predict fields at other planes.

III. SIMULATION PROCEDURE

A. Diffraction effects

In addition to the model used in [1, 2], the finiteness of a ground plane also results to scattering at its edges. These scattering are due to currents induced at the edges of the ground plane by the actual electromagnetic (EM) sources on the device under test (DUT). This is also known as diffraction. This diffraction effects if ignored as in [1-6], degrades the performance of the equivalent dipole modeling (EDM) especially when the EM sources are located closer to the edges. Furthermore, to evince this effect, a rectangular PCB, with a simple L trace of 30mm x 70mm, was simulated using an MoM-based numerical code [23]. Firstly, the simple L trace was positioned at the centre of a large perfect electric conducting (PEC) ground plane with dimension 100mm x...
160mm as shown in Fig. 1 (a). This is then repeated with the L trace positioned close to the bottom-right of the PEC as shown in Fig. 1 (b). A dielectric surface of the same dimension as the PEC ($\varepsilon = 4.6$) with a thickness of 1.5 mm was placed in between the trace and the PEC to represent the typical FR4 properties. Figure 1 shows the physical layout of the two cases being considered here.

For uniformity, the same discretisation as shown was used and the trace was excited with 8dBMW signal at the shorter leg while the longer leg was terminated with a 50 $\Omega$ load in both cases. The load termination ensured continuous wave propagation in one direction. The transverse magnetic field computation in the xy-plane was carried out over a range of frequencies. For consistency, the same sampling resolution and sampling height of 4 mm and 10 mm, respectively were maintained for both cases.

This sampling resolution required was deduced from the expression [24],

$$\Delta s = \frac{\lambda}{2\sqrt{1 + \left(\frac{\lambda}{d}\right)^2}}. \quad (20)$$

This was also found to be sufficient for the frequency range considered in this experiment. The transverse fields were then imported into the dipole model and were used to determine the moment vector for the equivalent dipoles required to reproduce the same fields. Similar to the approach in [1, 2], the emission of the EM sources were characterized using a number of infinitesimal dipoles, with 10 mm uniform separation, whose images accounted for the reflection due to the PEC. For the two cases, the same number of dipoles and dipole resolution were used. This is to enable clear comparison as the error in equivalent dipole modeling tends to reduce with the increase in the number of dipoles.

Figure 2 compares the error in reproducing the transverse magnetic fields using EDM for the two cases shown in Fig. 1. The error significantly increases in case 2 (i.e., Fig. 1 (b)) and has been shown to be consistent for all the frequencies considered in this problem. The error was computed as the average of the r.m.s error, $\zeta$ in reproducing the two transverse fields as given in the expression,

$$\zeta = \sqrt{\frac{\sum_{i=1}^{N} (H'_i - H''_i)^2}{\sum_{i=1}^{N} H'_i^2}} \quad (21)$$

where $H'_i, H''_i$, and $N$ are the magnetic fields from the numerical code, magnetic field reproduced using the EDM and the total number of sampling points, respectively. This increase in error, as the excited trace or the current sources are located close to the edge is often observed in complex PCBs due to diffraction. This error increases as the number of these sources increase in such a way that the image of the active sources are no longer sufficient to accurately characterize all the scattering effects due to the electric conducting ground plane. Edge dipoles are then introduced as passive sources to emulate the behaviors of the currents induced at the edges of the PEC ground plane by the actual sources. Again, to clearly distinguish the contributions of these passive dipoles from active dipoles used to characterize the active sources, another experiment was carried out.

**B. Passive dipoles**

To understand the influence of the passive dipoles, the same fields as in the two problems in section III were modeled using the EDM. However, unlike in the previous modeling, a number of infinitesimal dipoles were then introduced and positioned at the edges of the PEC.
ground plane. Sufficient number is required so as to fully emulate the current excitation at the edges. Here infinitesimal dipoles of 10mm uniform separation was used. This is in addition to the number of infinitesimal dipoles of 10mm uniform separation, used previously to characterize the actual sources.

It is necessary to distinguish the influence of the edge dipoles from just any additional dipole used for characterizing the active sources. It is expected that the increase in the number of dipoles reduces the error. However, it is important to show that the edge dipoles particularly represent the effects due to diffraction hence will only improve cases that are affected by diffraction.

The transverse magnetic fields were computed at the xy-plane for the two cases. These were then reproduced using the EDM with the additional active and passive dipoles. This implies that in addition to the number of active dipoles used in characterizing these problems previously, different dipoles (i.e., 52 passive dipoles, 31, 42, 64 active dipoles) were then added to highlight their contributions.

In case 1, the trace is located at the middle of the large ground plane with a good isolation from the edges. It is assumed that through this, there is minimal current induced at the edges of the ground plane due to the trace. Figure 3 shows the percentage improvement in the predicted transverse fields for 3 different numbers of active dipoles and also the case where passive dipoles are included. It is shown that addition of passive dipoles does not have much effect as compared with the addition of active dipoles. This is because the greater proportion of the sources of the EM emissions are located on the surface of the PCB,

\[ \text{improvement} = \frac{r.m.s_1 - r.m.s_2}{r.m.s_1} \times 100\% \]

where \( r.m.s_1 \) and \( r.m.s_2 \) are the error without and with additional dipoles, respectively.

Conversely, Fig. 4 shows the results for case 2. A significant improvement is observed for the addition of passive dipoles. Unlike case 1, there is a significant amount of current induced at the edges of the ground plane. This was as a result of moving the L trace close to the right right-angular edge of the ground plane as shown in Fig. 1 (b). Hence, we can deduce from this that these edge dipoles can sufficiently emulate the induced currents at the edges. However, for case 2 additional active dipoles only had quite small an effect. This is because the active dipoles, which are positioned in such a way to characterize the actual sources of the emissions, cannot sufficiently emulate the behaviors of the additional currents induced at the edges of the ground plane. It has been shown that whilst the active dipoles can sufficiently characterize sources isolated from the edges of a ground plane, their performance declines as the sources are located closer to the...
edge of the ground plane. The active sources with their images are used to characterize the direct radiation of EM sources including the scattering by PEC ground plane leading to reflection. This is sufficient for an infinite ground plane problem and can also give good results for problems with the EM sources well isolated from the edges of the ground plane. However, for a more realistic scenario in complex PCB designs, passive dipoles are introduced along the edges of the ground plane. This is to emulate the effects of edge currents leading to diffraction due to the finiteness of practical PCBs.

C. Practical PCB

To further show the viability of this approach, a long metallic strip over a finite ground plane (160mm × 100mm) with similar EM performance as a practical PCB was simulated using MoM code [13]. Figure 5 (a) shows the physical design with 5mm mesh size and Fig. 1 (b) the current path along the L strip. The strip is excited with 8dBmW power at the tip of the shorter leg while the longer leg is terminated with a 50 Ω load. This simulation was carried out at 900 MHz and field results were extracted 10 mm above the planes. As given in equations (1) and (2), only the transverse fields are required in order to compute the equivalent currents. Unlike the problem treated earlier, the transverse fields on all the planes surrounding the PCB are required in the model. This is to provide sufficient information required to compute the moments of the passive dipoles, which have been shown to contribute most to the diffracted fields. Samples taken from the xy-plane as used in sections III A) and III B) were sufficient because of the size of the trace and fewer edge current excitation is expected. However, for a larger trace located close to the edge, significantly more edge current excitation is expected and to properly characterize these edge currents, sufficient sampling around the PCB is required. The extracted complex-valued field are then imported into the equivalent dipole model of equation (13). The LHS of equation (13) comprises all the transverse fields extracted at each of the planes surrounding the structure. The first term on the RHS, which includes the direct, reflected, and diffracted field components, is then computed using equations (6) to (8) or equations (9) to (11) for electric or magnetic dipoles, respectively. The dipole moment vector is then calculated through the solution for the inverse problem.

As described in section II C), the singular value decomposition technique was used. Following from the multipole expansion as also mentioned in section II B), 6 dipoles comprising 3 electric $D_x^E$, $D_y^E$, $D_z^E$ and 3 magnetic $D_x^M$, $D_y^M$, $D_z^M$ were first used to model each dipole point. This is computationally expensive and requires about 25 mins to run on an Intel core i7 3 GHz processor and 6 GB RAM PC. By trying different combination of dipoles and reducing the individual dipole moment redundancies, 3 orthogonal electric
dipoles were found to be sufficient in modeling the actual sources (active sources) while a combination of electric and magnetic dipoles were required for modeling the currents at the edges of the ground plane (passive sources). This is summarized as,

\[
D_{\text{active}} = \begin{bmatrix} D_x^E \\ D_y^E \\ D_z^E \end{bmatrix}, (22)
\]

\[
D_{\text{passive}} = \begin{bmatrix} D_x^E \\ D_y^E \\ D_z^M \end{bmatrix}. (23)
\]

Though, any of the 3 orthogonal magnetic dipoles can equally be used in modeling the active sources with good accuracy, only the vertical magnetic dipoles can be used at the edges as the polarization of the horizontal magnetic dipole cannot generate currents in the direction of the actual currents induced at the edges. Initially, 468 dipoles were used, which takes approximately 5 minutes run time using the same PC. Figures 6 and 7 show the fields computed in the principal planes of the structure. Predictions were also made at far-field distances from the structure using equivalent dipole model and results were compared with those from concept-II. These also show good agreement between the fields predicted with the equivalent dipole model and those computed using the MoM based concept-II software as shown in Fig. 8. Furthermore, by retaining only the dipole moments with significant contributions, \( D_0 \) (i.e. \( D_0 \geq p \times D_{\text{max}} \)), to the total field observed at any given point, the total number of dipoles required for this model was reduced from 468 to 102, where \( D_{\text{max}} \) is the maximum dipole moment in the initial dipole moment vector and \( p \) is given proportion. Here we used a \( p \) value of 10 %. Figure 9 shows the initial dipole and optimized final dipole positions on the surface of the structure. In Fig. 9(b) the dipoles were found to be aligned along the current path as expected according to Fig. 5(b). The moments of these optimized dipoles were then calculated according to equation (13) and used to predict these fields.

\[
H_T = \sqrt{H_x^2 + H_y^2 + H_z^2},
\]

The maximum difference between the two models is found for the top plane, because sufficient number of dipoles are required to accurately model the fields parallel to the surface of the large structure. Far-fields results for the different models were also computed. As shown in Fig. 8(a) and (b), inclusion of the edge dipoles in the equivalent dipole model can closely predict radiations from finite structures in different EMC

\[
(a) \quad xy\text{-plane} \quad (b) \quad yz\text{-plane}
\]

Fig. 6. Equivalent dipole model (1st row) and simulation (2nd row) of total magnetic field \( H_z \) at 10 mm.

\[
(a) \quad (b)
\]

Fig. 7. (a) Equivalent dipole model and (b) simulation results of the total magnetic field \( H_T \) at 10 mm for xz-plane.
environments. Dipole moments computed from the information obtained only from the top plane of the structure (i.e., xy-plane) results to higher error. This is represented by the magenta line. By including the field information from all planes surrounding the structure to compute the dipole moment, a more accurate prediction is observed as represented in green.

Fig. 8. $H_z$ (1st row) and $H_y$ (2nd row).

This is quite similar to the results for 468 dipoles in Fig. 10, while the blue dash represents the simulated results in both cases. The maximum fields at far-field regions 3 m and 10 m between 468 dipoles, 102 dipoles and numerical simulation also show a good agreement. Thus for this model, the specified degree of accuracy determines the number of dipoles to be used.

**IV. CONCLUSION**

A scheme using equivalent dipoles to model radiated fields from complex radiators has been extended by including additional dipoles to represent diffraction effects. It is shown that a number of equivalent dipoles distributed along the edge of a finite ground can approximate the effects of the induced currents at its edges that leads to diffraction. The accuracy of this approach depends on the number of dipoles used. As this number increases, the time needed to evaluate the inverse problem increases correspondingly and can lead to ill-conditioning. However, techniques exist for solving ill-conditioned inverse problems. This approach will be used in the future work for predicting the coupling between different EM sources and their environments.
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