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Frequency-Domain Solution to Electromagnetic Scattering from Dispersive Chiroferrite Materials

Moamer Hasanovic, Chong Mei, Jay K. Lee, and Ercument Arvas

Department of Electrical Engineering and Computer Science
Syracuse University, Syracuse, NY 13244, USA
mhasanov@syr.edu, cmei@syr.edu, leejk@syr.edu, earvas@syr.edu

Abstract — Main purpose of this paper is to present a solution to electromagnetic scattering by bianisotropic dispersive materials. The presented solutions provide a reference baseline that can be used for comparison reasons by other researchers dealing with scattering by bianisotropic dispersive media. The solution algorithm based on the method of moments and mixed potential equations is tested through a few cases of dispersive scatterers and first known solutions to these problems are obtained. The proposed method has an advantage over the time domain methods as it does not rely on the Z-transform of the analytical expressions necessary to be used when dispersive media are present in the problem of interest.

Index Terms — Chiral, chiroferrite, dispersive, electromagnetic scattering, ferrite, and method of moments.

I. INTRODUCTION

Dispersive materials belong to the category of bianisotropic media, for which the following constitutive relations apply,

\[ \mathbf{D} = \varepsilon \cdot \mathbf{E} + \varepsilon \cdot \mathbf{H} \]
\[ \mathbf{B} = \mu \cdot \mathbf{E} + \mu \cdot \mathbf{H}, \]

where \( \varepsilon \) is the permittivity tensor, \( \mu \) is the permeability tensor, and \( \varepsilon \) and \( \mu \) are the magnetoelectric tensors. In this paper, the overbar "\( \overline{\cdot} \)" denotes a vector and the double overbar "\( \overline{\overline{\cdot}} \)" denotes a tensor.

Let us consider an inhomogeneous bianisotropic body of arbitrary three-dimensional shape characterized by the constitutive relations shown in equation (1). As shown in Fig. 1, if the body is illuminated by a time-harmonic electromagnetic wave with \( e^{j\omega t} \) dependence, the fields in the body are described by Maxwell's equations as,

\[
\begin{align*}
\nabla \cdot \mathbf{E} &= \frac{\rho_{eb}}{\varepsilon_0} \\
\nabla \cdot \mathbf{H} &= \frac{\rho_{mb}}{\mu_0}, \\
\n\nabla \times \mathbf{E} &= -j\omega \mu_0 \mathbf{H} - \mathbf{J}_{mp}, \\
\n\nabla \times \mathbf{H} &= j\omega \varepsilon_0 \mathbf{E} + \mathbf{J}_{ep},
\end{align*}
\]

where \( \mathbf{J}_{ep} \) and \( \mathbf{J}_{mp} \) are the electric and magnetic polarization currents, and \( \rho_{eb} \) and \( \rho_{mb} \) are electric bound charges and magnetic bound charges, respectively, that can be related to the electric and magnetic polarizations as given in [1].

Fig. 1. Inhomogeneous bianisotropic body in free space illuminated by an electromagnetic wave.
Separating the total fields into the incident field component \( \overline{E}^{\text{inc}}, \overline{H}^{\text{inc}} \) produced by the primary sources and the scattered component \( \overline{E}^s, \overline{H}^s \) produced as a result of scattering from the bianisotropic body, and then introducing the magnetic vector potential \( \overline{A} \), the electric scalar potential \( \overline{V} \), the electric vector potential \( \overline{F} \), and the magnetic scalar potential \( U \), the total fields can be written as in [1],

\[
\begin{align*}
\overline{E} &= \overline{E}^{\text{inc}} - j \omega \overline{A} - \nabla \overline{V} - \frac{1}{\varepsilon_0} \nabla \times \overline{F} \\
\overline{H} &= \overline{H}^{\text{inc}} - j \omega \overline{F} - \nabla \overline{U} + \frac{1}{\mu_0} \nabla \times \overline{A}.
\end{align*}
\] (3)

The surface integrals can be calculated as follows,

\[
\overline{A} = \mu_0 \int_{\overline{V}} \overline{j}_{\text{ep}}(\overline{r})G(\overline{r}, \overline{r}')d\nu',
\] (4)

\[
\overline{V} = \frac{1}{\varepsilon_0} \int_{\overline{V}} \rho_{eb}(\overline{r}')G(\overline{r}, \overline{r}')d\nu',
\] + \frac{1}{\varepsilon_0} \int_{\nu} \sigma_{eb}(\overline{r}')G(\overline{r}, \overline{r}')d\nu',
\] (5)

\[
\overline{F} = \varepsilon_0 \int_{\nu} \overline{j}_{\text{mp}}(\overline{r}')G(\overline{r}, \overline{r}')d\nu',
\] (6)

\[
U = \frac{1}{\mu_0} \int_{\nu} \rho_{mb}(\overline{r}')G(\overline{r}, \overline{r}')d\nu',
\] + \frac{1}{\mu_0} \int_{\nu} \sigma_{mb}(\overline{r}')G(\overline{r}, \overline{r}')d\nu'.
\] (7)

If the unknown quantities \( \overline{E} \) and \( \overline{H} \) in the constructed integral equations are expressed in terms of \( \overline{D} \) and \( \overline{B} \), and then RWG basis functions [2, 3] and Galerkin's method are used. Equations (3) and (4) can be transformed into the system of linear equations,

\[
\begin{bmatrix}
(C_{mn}) & (Y_{mn}) \\
(Z_{mn}) & (A_{mn})
\end{bmatrix}
\begin{bmatrix}
(D_n) \\
(B_n)
\end{bmatrix} =
\begin{bmatrix}
(E_n) \\
(H_n)
\end{bmatrix},
\] (8)

where \( Z_{mn}, A_{mn}, C_{mn}, \) and \( Y_{mn} \) are \( N \) by \( N \) matrices and \( D_n, B_n, E_n, \) and \( H_n \) are \( N \) dimensional vectors. The detailed analytical expressions for matrix elements \( Z_{mn}, A_{mn}, C_{mn}, \) and \( Y_{mn} \) are given in [1].

II. DISPERSIVE PROPERTIES OF FERRITE AND CHIRAL MEDIA

Although obtaining the analytical expressions of the material dispersion is not required by this method, the dispersion properties of the ferrites and chiral media are still given, in case researchers need to solve the problems in a time domain method for comparison in the future [4]. When the expressions modeled from the real world are evaluated, the constitutive parameters assigned to the material have some physical meaning.

When biased by a DC magnetic field \( \overline{B}_0 = \hat{z}B_0 \), ferrite materials, whose permittivity tensor \( \overline{\varepsilon} = \varepsilon_0 \overline{1} \), are characterized by their permeability tensors \( \overline{\mu} = \mu_0 \overline{\mu}_r \) where,

\[
\overline{\mu}_r = \begin{bmatrix}
\mu_1 & j\mu_2 & 0 \\
-j\mu_2 & \mu_1 & 0 \\
0 & 0 & \mu_3
\end{bmatrix}.
\] (9)

The elements in the permeability tensor are formulated as in [5],

\[
\mu_1 = 1 + \frac{\omega \omega_m}{(\omega + j\omega \alpha)^2 - \omega^2}
\]

\[
\mu_2 = \frac{\omega \omega_m}{(\omega + j\omega \alpha)^2 - \omega^2}
\]

\[
\mu_3 = 1,
\] (10)

where \( \alpha \) is the ferrite damping factor, \( \omega_0 \) is the Larmor precession frequency and \( \omega_m \) is the saturation magnetization frequency.

The Larmor precession frequency \( \omega_0 \) and the saturation magnetization frequency \( \omega_m \) are determined by the DC magnetic field bias by,

\[
\omega_0 = \gamma_m H_0 \\
\omega_m = \gamma_m M_0,
\] (11)

where \( \gamma_m \) is the gyromagnetic ratio, \( H_0 \) is the magnitude of the applied DC magnetic field, and \( M_0 \) is the magnitude of saturated magnetization vector. \( \overline{M}_0 \) is in the same direction as the applied magnetic field \( \overline{B}_0 \).

Once the Larmor precession frequency, saturation magnetization frequency, and ferrite damping factor are given, the permeability tensor...
\( \mu \) can be evaluated at any frequency. For example, if we consider a ferrite material with the parameters of \( \alpha = 0.1, \omega_0 = 2\pi \times 2 \times 10^9 \), and \( \omega_m = 2\pi \times 2 \times 10^9 \), we have, at 0.4 GHz, 
\[
\begin{bmatrix}
2.0412 - 0.0226j & 0.0087 + 0.2081j & 0 \\
-0.0087 - 0.2081j & 2.0412 - 0.0226j & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
at 0.6 GHz, 
\[
\begin{bmatrix}
2.0974 - 0.0394j & 0.0217 + 0.3286j & 0 \\
-0.0217 - 0.3286j & 2.0974 - 0.0394j & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
at 1 GHz, 
\[
\begin{bmatrix}
2.3231 - 0.1101j & 0.0879 + 0.6571j & 0 \\
-0.0879 - 0.6571j & 2.3231 - 0.1101j & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
and at 1.2 GHz, 
\[
\begin{bmatrix}
2.5346 - 0.1951j & 0.1717 + 0.9104j & 0 \\
-0.1717 - 0.9104j & 2.5346 - 0.1951j & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
The constitutive equations for dispersive chiral media can be written as, 
\[
\begin{align*}
\overline{D}(\omega) &= \varepsilon(\omega)\overline{E}(\omega) - j\kappa(\omega)\sqrt{\varepsilon_0\mu_0}\overline{H}(\omega) \\
\overline{B}(\omega) &= \mu(\omega)\overline{H}(\omega) + j\kappa(\omega)\sqrt{\varepsilon_0\mu_0}\overline{E}(\omega).
\end{align*}
\]
In most of the cases, the Lorentz model is used to characterize the dispersive nature of permittivity and permeability. The Condon model is generally used to describe the dispersive nature of chirality [6]. The Lorentz model is in the form, 
\[
\varepsilon(\omega) = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)\omega^2}{\omega_s^2 - \omega^2 + j2\omega_s\xi_s\omega},
\]
\[
\mu(\omega) = \mu_\infty + \frac{(\mu_s - \mu_\infty)\omega^2}{\omega_s^2 - \omega^2 + j2\omega_s\xi_s\omega}.
\]
The Condon model is in the form, 
\[
\kappa(\omega) = \frac{\tau_\kappa\omega^2}{\omega_\kappa^2 - \omega^2 + j2\omega_\kappa\xi_\kappa\omega}.
\]
If a chiral material with the following parameters is considered, 
\[
\begin{align*}
\varepsilon_\kappa &= 2\varepsilon_0; \quad \varepsilon_s = 5\varepsilon_0 \\
\omega_\kappa &= 2\pi \times 2 \times 10^9; \quad \xi_\kappa = 0.5 \\
\mu_\kappa &= 1.1\mu_0; \quad \mu_s = 1.8\mu_0 \\
\omega_\mu &= 2\pi \times 2 \times 10^9; \quad \xi_\mu = 0.5 \\
\tau_\kappa &= \frac{0.5}{\omega_\kappa}; \quad \omega_\kappa &= 2\pi \times 2 \times 10^9; \quad \xi_\kappa = 0.3,
\end{align*}
\]
the constitutive parameters can be evaluated at different frequencies. We have, at 0.4 GHz, 
\[
\begin{align*}
\varepsilon_r &= 4.9950 - 0.6240 j; \quad \mu_r = 1.7988 - 0.1456 j; \\
\kappa &= 0.1026 - 0.0128 j;
\end{align*}
\]
at 0.6 GHz, 
\[
\begin{align*}
\varepsilon_r &= 4.9735 - 0.9803 j; \quad \mu_r = 1.7938 - 0.2287 j; \\
\kappa &= 0.1586 - 0.0314 j;
\end{align*}
\]
at 1 GHz, 
\[
\begin{align*}
\varepsilon_r &= 4.7692 - 1.8462 j; \quad \mu_r = 1.7462 - 0.4308 j; \\
\kappa &= 0.2874 - 0.1149 j,
\end{align*}
\]
and at 1.2 GHz, 
\[
\begin{align*}
\varepsilon_r &= 4.4948 - 2.3389 j; \quad \mu_r = 1.6821 - 0.5457 j; \\
\kappa &= 0.3561 - 0.2003 j.
\end{align*}
\]
In following sections, we will investigate the scattering fields that involve the mixtures of the ferrite and the chiral materials using the above evaluated constitutive parameters.

### III. DISPERSIVE HOMOGENIZED CHIROFERRITE SPHERE

When equal volume of a ferrite material and a chiral material are mixed homogeneously, although currently there is no analytic model for the constitutive parameters of such a mixture, as an engineering approximation, one may assume that the material can be described on a macroscopic scale by the constitutive parameters, 
\[
\begin{align*}
\overline{\varepsilon} &= \frac{1}{2}\left(\overline{\varepsilon}_{\text{ferrite}} + \overline{\varepsilon}_{\text{chiral}}\right); \\
\overline{\mu} &= \frac{1}{2}\left(\overline{\mu}_{\text{ferrite}} + \overline{\mu}_{\text{chiral}}\right),
\end{align*}
\]
\[
\begin{align*}
\overline{\xi} &= \frac{1}{2}\left(\overline{\varepsilon}_{\text{ferrite}} + \overline{\varepsilon}_{\text{chiral}}\right); \\
\overline{\kappa} &= \frac{1}{2}\left(\overline{\mu}_{\text{ferrite}} + \overline{\mu}_{\text{chiral}}\right),
\end{align*}
\]
where \( \overline{\varepsilon}_{\text{chiral}}, \overline{\mu}_{\text{chiral}}, \overline{\xi}_{\text{chiral}} \), and \( \overline{\kappa}_{\text{chiral}} \) are the constitutive tensors for the chiral material, and
The constitutive tensors for ferrite material are: $\mathbf{\varepsilon}_{\text{ferrite}}$, $\mathbf{\mu}_{\text{ferrite}}$, $\mathbf{\xi}_{\text{ferrite}}$, and $\mathbf{\zeta}_{\text{ferrite}}$. Again, it is important to stress that the approximation proposed above does not have any physical or practical meaning but it is merely introduced here to test the validity of the proposed solution in the absence of a real-world material of chiroferrite nature.

For the chiral material, we have:

$$\varepsilon_{\text{chiral}} = \varepsilon_0 \varepsilon_{r,\text{chiral}} \mathbf{I}, \quad \mu_{\text{chiral}} = \mu_0 \mu_{r,\text{chiral}} \mathbf{I},$$

$$\xi_{\text{chiral}} = -j \kappa \sqrt{\varepsilon_0 \mu_0} \mathbf{I}, \quad \zeta_{\text{chiral}} = j \kappa \sqrt{\varepsilon_0 \mu_0} \mathbf{I}$$

where $\varepsilon_{r,\text{chiral}}$ is the relative permittivity of the chiral material, $\mu_{r,\text{chiral}}$ is the relative permeability of the chiral medium, and $\kappa$ is the chirality parameter of the chiral material.

For the ferrite material, we have:

$$\varepsilon_{\text{ferrite}} = \varepsilon_0 \mathbf{I}, \quad \mu_{\text{ferrite}} = \mu_0 \mu_{r,\text{ferrite}}, \quad \mathbf{\xi}_{\text{ferrite}} = \mathbf{\zeta}_{\text{ferrite}} = 0,$$

where $\mu_{r,\text{ferrite}}$ is the relative permeability tensor of the ferrite material. Mixing homogeneously the chiral material and ferrite material mentioned in section II, the corresponding macroscopic constitutive parameters of the chiroferrite material can be evaluated at any frequency.

This section presents the results of scattering from such a dispersive homogenized chiroferrite sphere shown in Fig. 2. The sphere is of radius $R = 7.2$ cm and is illuminated by a plane electromagnetic wave propagating in the $z$ direction, which has the electric field component in the $x$ direction, i.e., $E^{\text{inc}} = \hat{x} E^{\text{inc}} e^{-jkx}$ and $H^{\text{inc}} = \hat{y} H^{\text{inc}} e^{-jkx}$ where $E^{\text{inc}} = 1$ [V/m].

A sphere of radius $R$ is constructed and meshed by 520 tetrahedra and 1184 faces. As the first step of developing this mesh, the entire outer surface of sphere has been approximated by a grid of 72 triangles. Then a tetrahedral mesh has been grown from the outer triangulated surface into the sphere, producing a total of 256 tetrahedra and 548 faces. In order to achieve better accuracy of numerical results, refinement of the mesh in the close proximity of the outer surface has been undertaken, increasing the total number of tetrahedra to 520 and faces to 1184. At last, the radius of the sphere has been adjusted so that the total volume of the tetrahedral approximation of the sphere is equal to the actual volume of the initial sphere.

The numerical results are obtained at the frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz. The corresponding values of $k_0 R$ are 0.6032, 0.9048, 1.508, and 1.809, respectively. Figures 3 and 4 show the co-polarized and cross-polarized bistatic radar cross sections $\sigma_{\theta\theta}$ of $\phi = 0^\circ$ and $\sigma_{\phi}$ of $\phi = 0^\circ$. It is noticed that the RCS of such a homogenized chiroferrite scatterer is similar to that of the two-layered chiroferrite sphere presented in [1] because they are composed of the same basic materials and dimensions.
IV. DISPERSIVE HOMOGENIZED CHIROFERITE CUBE

In this section we present results for electromagnetic scattering from a dispersive homogenized chiroferrite cube illuminated by a plane electromagnetic wave. The macroscopic constitutive parameters of the chiroferrite material are obtained in section III. The length of a side of the cube is \( d = 14 \text{ cm} \). The dimension for the cube makes its size similar to that of the sphere investigated in section III. The incident plane electromagnetic wave propagates in the \( z \) direction, and it has the electric field component in the \( x \) direction, i.e., \( \vec{E}^{\text{inc}} = \hat{x} E^{\text{inc}} e^{-jk_0z} \) and \( \vec{H}^{\text{inc}} = \hat{y} H^{\text{inc}} e^{-jk_0z} \) where \( E^{\text{inc}} = 1 \) [V/m], as shown in Fig. 5.

![Fig. 5. A homogenized chiroferrite cube illuminated by an EM plane wave.](image)

A meshing process similar to that in section III is realized, resulting in a total of 768 tetrahedra and 1632 faces. The numerical results are obtained at the frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz. The corresponding values of \( k_0d \) are 1.1729, 1.7593, 2.9322, and 3.5186, respectively. Figures 6 and 7 show the co- and cross-polarized bistatic radar cross sections \( \sigma_{\theta\theta} \) of \( \phi = 0^\circ \) and \( \sigma_{\phi\phi} \) of \( \phi = 0^\circ \). It is noticed that the RCS of such a cubic scatterer is at similar level of the ones of the homogenized chiroferrite sphere in section III because both cases are made of same materials and in have similar dimensions. We also note that the angular responses (dependence on \( \theta \)) are different between the spherical and cubic scatterers. In particular, at \( f = 1.2 \text{ GHz} \), the difference is more pronounced.

![Fig. 6. Bistatic radar cross section \( \sigma_{\theta\theta} \) of a homogenized chiroferrite cube of \( d = 14 \text{ cm} \) illuminated by an EM plane wave at frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz.](image)

V. DISPERSIVE HOMOGENIZED CHIROFERITE CYLINDER

In this section we present results for electromagnetic scattering from a finite circular cylinder of dispersive homogenized chiroferrite illuminated by an EM plane wave. The macroscopic constitutive parameters of the chiroferrite material are obtained in section III. The radius of the cylinder is \( R = 7 \text{ cm} \) and the height of the cylinder is \( h = 14 \text{ cm} \). These dimensions for the cylinder make its size similar to that of the sphere investigated in section III. The incident plane wave propagates in the \( z \) direction, and it has the electric field component in the \( x \) direction, i.e., \( \vec{E}^{\text{inc}} = \hat{x} E^{\text{inc}} e^{-jk_0z} \) and
\( \vec{H}^{inc} = j \vec{E}^{inc} e^{-jkz} \) where \( \vec{E}^{inc} = 1 \text{ [V/m]} \), as shown in Fig. 8.

Fig. 7. Bistatic radar cross section \( \sigma_{\phi \theta} \) of a homogenized chiroferrite cube of \( d = 14 \text{ cm} \) illuminated by an EM plane wave at frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz.

Fig. 8. A homogenized chiroferrite cylinder illuminated by an EM plane wave.

A meshing process similar to that in section III is realized, resulting in a total of 864 tetrahedra and 1920 faces. The numerical results are obtained at the frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz. The corresponding values of \( k_0h \) are 1.1729, 1.7593, 2.9322, and 3.5186, respectively. Figures 9 and 10 show the co- and cross-polarized bistatic radar cross sections \( \sigma_{\phi \theta} \) of \( \phi = 0^\circ \) and \( \sigma_{\phi \phi} \) of \( \phi = 0^\circ \). It is noticed that the RCS of such a scatterer is at similar level of the RCS of the homogenized chiroferrite sphere or cube in sections III and IV because they are made of the same materials and in have similar dimensions.

Fig. 9. Bistatic radar cross section \( \sigma_{\phi \theta} \) of a homogenized chiroferrite cylinder of radius \( R = 7 \text{ cm} \) and height \( h = 14 \text{ cm} \) illuminated by an EM plane wave at frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz.

Fig. 10. Bistatic radar cross section \( \sigma_{\phi \theta} \) of a homogenized chiroferrite cylinder of radius \( R = 7 \text{ cm} \) and height \( h = 14 \text{ cm} \) illuminated by an EM plane wave at frequencies of 0.4 GHz, 0.6 GHz, 1 GHz, and 1.2 GHz.

**VI. CONCLUSION**

Taking advantage of the flexibility of the method presented in [1], scattering problems that involve dispersive bianisotropic materials are solved and presented in this paper. As an example, the method is applied to investigate the scattering fields from a dispersive chiroferrite material in which chiral materials and ferrite materials are mixed. Currently, these problems are difficult to solve by conventional methods. The solutions to a few of these problems are presented in [7]. This paper represents a more comprehensive report on
the same work. The combination of chirality and anisotropic property makes these problems difficult to solve by other current frequency domain methods that may handle either chirality or the anisotropic property one at a time but not both at the same time. The ferrite material and chiral material are assumed dispersive, i.e., the constitutive relations have frequency dependency.

As discussed earlier, this method has the advantage over the time domain methods. The time domain methods rely on the Z-transform of the analytical expressions that describe the dispersion properties of the material. And these analytical expressions are in many cases very difficult to obtain. When there is more than one kind of dispersive material involved, the situation becomes even more complicated for these methods. If the material is of a periodic nature, homogenization techniques may be used to simplify the problem [8]. Corresponding computer programs need to be adapted for the different dispersion properties of the materials. The solution algorithm used in this paper is based on the method of moments. In the method of moments, problems are solved in the frequency domain, and as long as the numerical values of the material properties at the operating frequency are provided, there is no need to obtain the analytic expressions of the material dispersion over a frequency band.

The main goal of this article is not to provide a comprehensive analytical solution to the problems of interest as the analytical algorithm is described and derived in detail by the same authors in [1]. Scattering by dispersive media with mixed chiral and anisotropic properties has not been extensively studied in the past. To our best knowledge, there was no research reported that would provide solution to this type of scattering problems and that can be used as a reference to check validity of proposed algorithms. This article intends to fill that gap. With this article, the authors offered a solution to a few scenarios of scattering by mixed chiral and anisotropic media that can be used by other researchers as a baseline to confirm validity of their solutions to the problems of similar nature.
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Abstract — A dissipative scheme is proposed to improve numerical dispersion and eliminate spurious modes in the unstructured grid-based discontinuous Galerkin time-domain (DGTD) method. We introduce the dissipative terms into the centered fluxes, and a backward discretization in time is applied to the dissipative part to yield a fully explicit time-stepping scheme. In order to analyze the dispersion and dissipation properties of this scheme, we perform a numerical Fourier analysis to the normalized one-dimensional Maxwell’s equations with periodic boundary conditions. In this process, the mechanism of suppression of the spurious modes is revealed for the dissipative scheme. Numerical results show that more accurate solutions can be obtained by using dissipative scheme in the DG method.

Index Terms — Backward discretization, centered fluxes, dissipative scheme, discontinuous Galerkin, fully explicit time-stepping, Fourier analysis, and periodic boundary conditions.

I. INTRODUCTION

Discontinuous Galerkin time-domain (DGTD) method is a novel numerical technique to solve time-dependent electromagnetic problems with complex geometries in which high accuracy and efficiency are required [1-4]. It employs discontinuous piecewise polynomials as basis and test functions, and then applies a Galerkin test procedure for each element to obtain the spatial discretization. The solutions are not enforced continuous across interface of any two adjacent elements. Instead, the unique fluxes are constructed to provide the coupling mechanism between elements, which gives rise to a highly parallel computation [5].

The centered fluxes coupled with a leap-frog time-stepping lead to a convergent, stable, and energy-conserving scheme [6, 12]. However, this scheme suffers from two problems: poor numerical dispersion properties and the existence of spurious modes. To improve numerical dispersion and eliminate spurious modes, a penalization of centered fluxes by dissipative terms is introduced to the DG method based on hexahedral elements [7]. With a mathematical analysis, it is shown in [7] that the dissipative scheme is less dispersive and has a better convergence than the non-dissipative one.

In practical DGTD models, the automatic mesh generation is often not feasible for building many 3D hexahedral meshes. The method of constructing an initial tetrahedral mesh and then splitting each cell into four hexahedral cells will generate a low-quality mesh [7, 8], and as a result a small time step is required due to the stability reasons. In this sense, an efficient algorithm based on tetrahedral elements may be more attractive for most problems of interest.

In this work, in order to decrease numerical dispersion error and eliminate spurious modes, the dissipative terms are introduced into the tetrahedron-based DG method as the penalization of centered fluxes. The construction of dissipative scheme is straightforward, and when employing the leap-frog algorithm, a backward discretization in time is applied to the dissipative terms to yield a fully explicit time-stepping scheme. This is distinguished from the way of directly using the upwind fluxes and employing a Runge-Kutta time-stepping method [1, 2, 10]. Numerical Fourier
analysis of the fully discrete scheme is performed to investigate dispersion and dissipation relations with the mesh size per wave length. The related diagrams illustrate that the dissipative scheme is less dispersive and has the capability of suppressing spurious modes. Finally, the given examples, including metallic cavity and scattering problems, show that more accurate solutions can be obtained by using dissipative scheme in tetrahedron-based DGTD.

II. THEORY

A. Discontinuous Galerkin method

The time-domain Maxwell's curl equations for non-conducting dielectrics can be written in conservation form,

$$\frac{\partial \mathbf{q}}{\partial t} + \nabla \cdot \mathbf{F} = 0,$$

(1)

where

$$\mathbf{Q} = \begin{bmatrix} \mu & 0 \\ 0 & \varepsilon \end{bmatrix}, \quad \mathbf{q} = \begin{bmatrix} \mathbf{H} \\ \mathbf{E} \end{bmatrix}, \quad \mathbf{F} = \begin{bmatrix} \mathbf{F}_H \\ \mathbf{F}_E \end{bmatrix}$$

and

$$\begin{bmatrix} \mathbf{F}_H^a \\ \mathbf{F}_E^a \end{bmatrix} = \begin{bmatrix} \hat{n}_a \times \mathbf{E} \\ -\hat{n}_a \times \mathbf{H} \end{bmatrix} \bigg|_{a=x,y,z}.$$ (2)

Here, $\varepsilon$ and $\mu$ are respectively, the electric permittivity and magnetic permeability in materials, $\mathbf{E}$ and $\mathbf{H}$ are respectively, the electric and magnetic vector fields, $\hat{n}_i$ signifies three Cartesian unit vectors. To solve a system of equations defined in equation (1) and pave the way for the nodal discontinuous Galerkin (DG) formulation, we assume that the computational domain $\Omega$ can be well approximated by a set $\Lambda$ of non-overlapping elements $\{\mathcal{D}^k\}_{k=1...K}$. Define the following approximate space,

$$\mathcal{V}_h = \{ \mathbf{v}(x) \in L^2(\Omega)^3 : \forall k \in \Lambda, \mathbf{v}|_{\mathcal{D}^k} \circ \mathcal{J}_k(\xi) \in \mathcal{P}_p(I) \}.$$ (3)

where $\circ$ denotes composition of functions, $\mathcal{J}_k$ denotes the conform mapping $\mathcal{J}_k : I \rightarrow \mathcal{D}^k$, $I$ is a standard tetrahedron defined by

$$I = \{ (\xi, \eta, \zeta) : (\xi, \eta, \zeta) \geq -1; \xi + \eta + \zeta \leq -1 \},$$

and $\mathcal{P}_p(I)$ represents the space of three-dimensional polynomials of maximum order $p$ on the standard element $I$. We assume that we can approximate the solution $\mathbf{q}(x,t)$ by $\mathbf{q}_h(x,t) \in \{ \mathcal{V}_h \}^2$. Within each element, we express $\mathbf{q}_h(x,t)$ in a nodal representation

$$\mathbf{q}_h(x,t) = \sum_{j=1}^N \mathbf{q}_j^h(t) \mathcal{L}_j^k(x) = \mathcal{L}_N^k \mathbf{q}_N,$$ (4)

where $\mathbf{q}_j^h(t)$ denotes the discrete solution at space point $x_j = \mathcal{J}_k(\xi_j)$, and $\mathcal{L}_j^k(x) \in \mathcal{P}_N^k(I)$ is the three-dimensional Lagrange interpolation polynomial based on $N$ nodal points, $x_j$, located in the interior as well as on the boundary of $\mathcal{D}^k$. Furthermore, $\mathbf{q}_N = [\mathbf{q}_1^h, \ldots, \mathbf{q}_N^h]^T$ and $\mathcal{L}_N = [\mathcal{L}_1^k(x), \ldots, \mathcal{L}_N^k(x)]^T$ are the vector of the local nodal solution and the vector of Lagrange polynomials, respectively.

With the test functions $\phi_i(x)$, chosen to be the same as the basis functions $L_i(x)$, the approximate solution $\mathbf{q}_h$ is obtained by requiring the strong Galerkin formulation of equation (1) be satisfied over each element $\mathcal{D}^k$

$$\int_{\mathcal{D}^k} \phi_i \left( \frac{\partial \mathbf{q}_h}{\partial t} + \nabla \cdot \mathbf{F}_h \right) dx = \int_{\partial \mathcal{D}^k} \phi_i \hat{n} \left( \mathbf{F}_h - \mathbf{F}^+ \right) dx,$$ (5)

where $\partial \mathcal{D}^k$ is the boundary of element $\mathcal{D}^k$, $\hat{n}$ is the outward unit normal vector, and $\mathbf{F}^+$ is the numerical flux depends on the values of the tangential fields at both sides of $\partial \mathcal{D}^k$. Usually, for DG methods, a common choice of $\mathbf{F}^+$ is the centered flux

$$\hat{n} \cdot \mathbf{F}^+ = \frac{1}{2} \hat{n} \times \begin{bmatrix} \mathbf{E}_h + \mathbf{E}_h^* \\ \mathbf{H}_h + \mathbf{H}_h^* \end{bmatrix},$$ (6)

where the superscript "+" refers to field values from the neighbour element.

Assuming that the materials are element wise constant, the matrix form for the semi-discrete scheme of equation (4) is obtained,

$$\frac{d \mathbf{H}_h}{dt} = -\left( \mu I \right)^{-1} \left( \mathbf{S} \times \mathbf{E}_h + \mathbf{F} \left( \hat{n}_h \times \frac{\mathbf{E}_h - \mathbf{E}_N}{2} \right) \right)|_{\partial \mathcal{D}^k},$$

$$\frac{d \mathbf{E}_h}{dt} = -\left( \varepsilon I \right)^{-1} \left( \mathbf{S} \times \mathbf{H}_h + \mathbf{F} \left( \hat{n}_h \times \frac{\mathbf{H}_h - \mathbf{H}_N}{2} \right) \right)|_{\partial \mathcal{D}^k},$$ (7)

where
\[
\mathbf{M}_0 = \int_{\Omega} L_i(x)L_j(x)dx, \\
\mathbf{S}_0 = \int_{\Omega} L_i(x)\nabla L_j(x)dx, \\
\mathbf{F}_f = \int_{\Omega_f} L_i(x)L_j(x)dx
\]

are the local mass, stiffness, and face-based mass matrices and the vectors of the local nodal solution unknowns, respectively. Since a conform mapping \( \Omega_p \) existed between elements \( D^i \) and \( I \), these matrices can be conveniently constructed using the corresponding template matrices defined on \( I \). It saves not only preprocessing time but also reduces the required storage very substantially. Efficient and accurate implementation techniques have been discussed in [1] in detail.

### B. Penalization of centered flux

It is already known for time-domain problems that the centered flux can result in a non-dissipative system when combined with a leap-frog time integration scheme, where the electric fields are evaluated at the time \( n\Delta t \) and the magnetic fields at the time \( (n+0.5)\Delta t \). Unfortunately, the DG method based on totally centered fluxes will generate numerical spurious modes, which degrades the accuracy of the solution.

Inspired by the work of E. Montseny et al [7], we introduce a penalization of the centered flux by some dissipative terms into the nodal DG method based on tetrahedral grids. Adding the dissipative terms in the numerical scheme, the new formulation of the problem on each local element becomes

\[
\begin{align*}
\frac{d\mathbf{H}_N}{dt} &= -(\mu \mathbf{M})^{-1} \left[ \mathbf{S} \times \mathbf{E}_N + \mathbf{F} \left( \hat{n}_x \times \left( \frac{\mathbf{E}_N - \mathbf{E}_N}{2} + \hat{n}_x \times \frac{\mathbf{H}_N - \mathbf{H}_N}{\lambda_N} \right) \right) \right], \\
\frac{d\mathbf{E}_N}{dt} &= (\varepsilon \mathbf{M})^{-1} \left[ \mathbf{S} \times \mathbf{H}_N + \mathbf{F} \left( \hat{n}_x \times \left( \frac{\mathbf{H}_N - \mathbf{H}_N}{2} - \hat{n}_x \times \frac{\mathbf{E}_N - \mathbf{E}_N}{\lambda_N} \right) \right) \right]
\end{align*}
\]

(7)

where \( \lambda_N = \sqrt{\mu / \varepsilon + \mu / \varepsilon} \) and \( \lambda_N = \sqrt{\varepsilon / \mu + \varepsilon / \mu} \).

Note that this is very similar with the upwind flux [1, 2, 10, 13]. For the time derivatives in equation (7), the classical leap-frog method will lead to a globally implicit time-scheme, which is very expensive to execute for computer. Alternatively, if the penalization terms are approximated in time by a backward discretization, a fully explicit time integration scheme can be obtained,

\[
\begin{align*}
\frac{d\mathbf{H}_N}{dt} &= -(\mu \mathbf{M})^{-1} \left[ \mathbf{S} \times \mathbf{E}_N + \mathbf{F} \left( \hat{n}_x \times \left( \frac{\mathbf{E}_N - \mathbf{E}_N}{2} + \hat{n}_x \times \frac{\mathbf{H}_N - \mathbf{H}_N}{\lambda_N} \right) \right) \right] + \mathbf{e}_i, \\
\frac{d\mathbf{E}_N}{dt} &= (\varepsilon \mathbf{M})^{-1} \left[ \mathbf{S} \times \mathbf{H}_N + \mathbf{F} \left( \hat{n}_x \times \left( \frac{\mathbf{H}_N - \mathbf{H}_N}{2} - \hat{n}_x \times \frac{\mathbf{E}_N - \mathbf{E}_N}{\lambda_N} \right) \right) \right] + \mathbf{e}_i
\end{align*}
\]

(8)

Reference [7] has proven that the backward discretization for the time approximation of penalization terms leads to slightly more restrictive stability condition than the one obtained with the complete centered scheme. This means that more integration steps are needed to simulate the previous time.

### C. Dispersive and dissipative properties

Fourier analysis [10] is carried out to investigate the dispersion and dissipation behavior of numerical scheme defined in section B. By introducing the normalized quantities \( \mathbf{\hat{H}} = \mathbf{H}/H_0 \), \( \mathbf{\hat{E}} = \mathbf{E}/Z_0H_0 \), and \( \mathbf{\hat{J}} = \mathbf{J}/H_0/L \), we take the normalized one-dimensional formulation

\[
\begin{align*}
\frac{d\mathbf{\hat{H}}^N}{dt} &= -\mathbf{S} \times \mathbf{E}_N^N + \frac{\varepsilon_0}{2} \left( \mathbf{\hat{E}}_N^N - \mathbf{\hat{E}}_N^N - (1-\alpha)(\mathbf{\hat{H}}_N^N - \mathbf{\hat{H}}_N^N) \right), \\
\frac{d\mathbf{\hat{E}}_N^N}{dt} &= -\mathbf{S} \times \mathbf{\hat{H}}_N^N + \frac{\varepsilon_0}{2} \left( \mathbf{\hat{H}}_N^N - \mathbf{\hat{H}}_N^N - (1-\alpha)(\mathbf{\hat{E}}_N^N - \mathbf{\hat{E}}_N^N) \right)
\end{align*}
\]

(9)

where \( x \in [x_1, x_2] \) and \( e_i \) is a \( N \) long zero vector with \( 1 \) in entry \( i \). If \( \alpha = 1 \), the scheme is non-dissipative, corresponding to the semi-discrete
system in equation (6). For \( \alpha = 0 \), it yields a dissipative scheme corresponding to equation (7).

Consider propagation of a monochromatic plane wave \( e^{j(kx - \omega t)} \). If the periodic boundary conditions (PBC)

\[
(u^+)_{x_i} = e^{j\omega t} (u)_{x_i}, \quad (u^-)_{x_i} = e^{-j\omega t} (u)_{x_i} \quad (10)
\]

are enforced in equation (9), where \( h = x_r - x_l \) and \( k \) now is the wavenumber, then the space discretized system in equation (9) can be expressed as,

\[
\frac{\partial}{\partial t} \begin{bmatrix} \tilde{H}^+_N \\ \tilde{E}^+_N \end{bmatrix} = \begin{bmatrix} A_{hh} & A_{he} \\ A_{eh} & A_{ee} \end{bmatrix} \begin{bmatrix} \tilde{H}^+_N \\ \tilde{E}^+_N \end{bmatrix}. \quad (11)
\]

Here \( A_{ee}, A_{eh}, A_{he} \), and \( A_{hh} \) are \( N \times N \) matrices, the expressions of which are straightforward but somewhat lengthy. For the non-dimensional form of Maxwell’s equations, the analytic dispersion relation is \( k^2 = \omega^2 \). In order to investigate numerical dispersion relationship for this fully discrete scheme, we introduce the numerical wave frequency \( \tilde{\omega} \) and expect it to satisfy,

\[
\begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1} \end{bmatrix} = e^{-j\tilde{\omega} \Delta t} \begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1/2} \end{bmatrix}. \quad (12)
\]

In addition, we can write equation (11) as a fully explicit scheme by a backward discretized approximation in time

\[
\begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1} \end{bmatrix} = B \begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1/2} \end{bmatrix}, \quad (13)
\]

and

\[
B = \begin{bmatrix} I + \Delta t A_{hh} & \Delta t A_{he} \\ \Delta t A_{eh} (I + \Delta t A_{hh}) & I + \Delta t A_{ee} + \Delta t^2 A_{eh} A_{he} \end{bmatrix},
\]

where \( I \) is the \( N \times N \) identity matrix. Substituting equation (12) into equation (13), we obtain the eigenvalue problem,

\[
e^{-j\tilde{\omega} \Delta t} \begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1} \end{bmatrix} = B \begin{bmatrix} \tilde{H}^+_N^{n+1/2} \\ \tilde{E}^+_N^{n+1/2} \end{bmatrix}. \quad (14)
\]

Solving this eigenvalue equation will produce \( 2N \) different values for \( \tilde{\omega}_n = \tilde{\omega}_n' + j\tilde{\omega}_n'' \). This is because an infinite set of real wavenumbers \( \pm \tilde{k}_n \) satisfying

\[
k_n = k + 2n\pi / h, \quad n = 0, \pm 1, \pm 2, \ldots \quad (15)
\]

are also supported by the periodic boundary conditions in equation (10). We will refer to \( \pm \tilde{k}_0 \) as the fundamental modes while to the others as harmonic modes.

Assume that second-order polynomials are applied for the spatial discretization (\( p = 2 \)), and for the time discretization we use

\[
\Delta t = \frac{C}{2p+1} \frac{h}{p+1}, \quad (16)
\]

as the time step size, which is equivalent to the setting in the \( p+1 \) order SSP-RK scheme [10].

The dispersion relations for the two schemes (i.e., dissipative and non-dissipative) are shown in Figs. 1 and 2, respectively. We see that for \( L \ll 1 \), only the numerical phase velocity of \( \pm \tilde{k}_0 \) is very close to the physical wave speed, but the other modes present undesired behavior on the phase speed due to the coarse discretization. These modes, which do not properly approximate any analytical one over intervals of \( L \) are treated as spurious or non-physical modes [9]. Furthermore, we also see that for the dissipative scheme, a better approximation of fundamental modes over more bandwidth is achieved than for the non-dissipative one, which exhibits unphysical behavior for the phase speed even in the well-resolved case of \( L \approx \pi / 4 \).

Fig. 1. Numerical dispersion relations for non-dissipative scheme of one-dimensional DGTD, \( L = kh / (p+1) \). The dashed lines represent analytical dispersion curves (equation (15)) and the solid lines reflect the dispersion characteristics for numerical modes.

For the non-dissipative scheme, the numerical modes do not attenuate in any case (\( \tilde{\omega}_n'' = 0 \)), so the harmonics may appear together with fundamental modes in a simulation. In contrast to this, we also show in Fig. 2 the imaginary parts of all six modes for the dissipative scheme. We see
that the spurious modes are severely damped but the fundamental modes (or physical modes) are almost reserved in the interval \( L < \pi / 3 \). This means the suppression of numerical spurious modes.

\[
\frac{\omega^2}{(p+1)} = \pm k_n, \quad k_0, k_{-1}, k_1, k_{-2}, k_2, \quad 0 \leq L / \pi \leq 1
\]

Fig. 2. Numerical dispersion (a) and dissipation (b) relations for the dissipative scheme of one-dimensional DGT, \( L = kh / (p + 1) \), \( C = h = 1 \). The solid lines reflect the dispersion or dissipation characteristics for numerical modes.

**III. NUMERICAL RESULTS**

To demonstrate the advantages of taking into account the dissipative terms in our scheme, we first consider the one-dimensional metallic cavity problem in the domain \( x \in [-1,1] \) filled with vacuum, whose analytical solution is given by,

\[
\begin{align*}
\tilde{E}_r &= \sin(\omega x) \sin(\omega t) \\
\tilde{H}_z &= \cos(\omega x) \cos(\omega t)
\end{align*}
\]

with \( \omega = n \pi \) ( \( n \in \mathbb{N}^+ \) ). We choose \( n = 2 \) and excite metallic cavity with the values at time \( t = 0 \).

There is no spurious mode arising due to this initial values setting. Figure 3 shows comparison on accuracy between the solutions obtained with the two schemes at \( x = 0 \) in a long integration time equivalent to 40 wavelengths (only a portion of the time range is displayed in Fig. 3). Considering the backward discretization in time for the penalization terms, we restrict the time step size by \( C = 0.6 \).

Fig. 3. Comparison on accuracy for two schemes, (a) \( p = 2 \) with 8 equidistant elements (b) \( p = 4 \) with 4 equidistant elements.

We note the advantage of the dissipative approach in the figure above. This benefit is mainly due to the less dispersive error than that of the non-dissipative approach. For example, in the case of \( p = 4 \) and \( K = 4 \), the numerical phase velocities, which can be measured by the locations of the zero crossings (in Fig. 4) are 1.0000495 and 1.0002971 for the dissipative and the non-dissipative approaches, respectively. In fact, for the dissipative scheme in Fig. 3, an important part
of the errors come from the decrease in amplitude with time ($\partial t < 0$). An FDTD solution with a cell size of $\lambda/40$ is added for comparison, the numerical phase velocity of which is only 0.9999985. Furthermore, we compare results obtained with the FDTD and DG methods in Table 1. The improvement is expressed in terms of storage, CPU time and the $L^2$ errors, which defines the $L^2$ norm of the difference between the exact solution and the solutions computed for each degree of freedom (DOF) in this problem at time $t = 40$. Both DGTD approaches outperform traditional FDTD in accuracy and memory usage. It can be seen from Table 1 that the dissipative scheme is more accurate than the non-dissipative one, but more time-consuming due to the rigorous restriction on stability and the extra operations to implement the dissipative terms. How to reduce the time cost of dissipative scheme is beyond the scope of this study, and will be addressed elsewhere in the future.

![Fig. 4. Comparison of DG/FDTD results at the center of the cavity ( $p = 4$ with 4 equidistant elements).](image)

Table 1: DOF, $L^2$ error and CPU time costs at $t = 40$

<table>
<thead>
<tr>
<th>Method</th>
<th>DGTD $p = 4$, $K = 4$</th>
<th>FDTD $\lambda/40$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>non-dissipative</td>
<td>dissipative</td>
</tr>
<tr>
<td>DOF</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>$L^2$ error</td>
<td>0.22</td>
<td>0.09</td>
</tr>
<tr>
<td>CPU (s)</td>
<td>0.88</td>
<td>1.16</td>
</tr>
</tbody>
</table>

The second example is to model the scattering of electromagnetic waves from a PEC sphere of radius $a = 10/2\pi$, whose analytical solution can be achieved with infinite series of Legendre and spherical Hankel functions [11]. The sphere is illuminated by a plane wave given by $\mathbf{k}_{\text{inc}} = (0,0,1)$ and $E_x(t) = \exp(-4\pi \left(t - 4.466 \times 10^{-9}\right)^2/2.233 \times 10^{-9})$. The mesh size on the surface of the sphere is 0.3 m. One observation point is located outside the sphere at (0,0,-2.2) m (the origin is at the sphere center). In Fig. 5, we compare the results obtained by using or not the dissipative terms in the DG formulation. We can see the former scheme leads to a more accurate solution than the scheme without dissipative terms at the same spatial order ($p = 2$). Little oscillation appears in the solution of the latter scheme, which certainly due to the propagation of spurious modes [7]. The use of higher order ($p = 3$) in the non-dissipative scheme improves the solution but executes approximately 4.7 times slower with a 100 % increase in the required memory. The $E$-plane bistatic cross sections obtained from the same calculation for $ka = 10$ ($f = 300$ MHz) are also shown in Fig. 6. It is in good agreement with the exact solution.

![Fig. 5. Electric fields located at (0,0,-2.2) m.](image)

The above example is not a difficult test case since the geometry of the sphere is simple and the unstructured high-quality meshes can be built with little difficulties. For complex problems, strong size-disparities and cell-distortions are usually observed in the meshes, based on which it is easier to generate numerical spurious modes for the non-dissipative scheme. The following example shows it is necessary to import the dissipative terms in
our DG scheme to obtain more accurate solutions with low spatial order approximation.

Fig. 6. Bistatic RCS for metallic sphere of $ka = 10$.

We consider plane wave scattering by a generic missile. As illustrated in Fig. 7, the thin wings of thickness 0.005 m have to be approximated by a small part of tetrahedrons with a large aspect ratio. The plane wave is given by

\[ \hat{k}_{\text{inc}} = (0,0,-1) \text{ and } E_z(t) = \exp(-4\pi \left( \frac{t - 4.466 \times 10^{-10}}{2.233 \times 10^{-10}} \right)^2) \]

The average mesh size on the surface of the missile is 0.02 m (1/5 wavelength at frequency 3 GHz). One observation point is located at a distance of 0.01 m from the top of the missile. Different solutions are obtained with the dissipative and non-dissipative DG methods, respectively. An FDTD solution with a cell size of 0.0025 m has been obtained as the reference solution. We can see the similar oscillation appears in the non-dissipative scheme while a convergent solution is achieved in the dissipative one. The $E$-plane bistatic cross sections obtained from the same calculation are shown in Fig. 9. It is in good agreement with the refined FDTD solution.

Fig. 7. Surface mesh for a generic missile.

Fig. 8. Electric fields located at a distance of 0.01 m from the top of the missile ($p = 2$).

Fig. 9. Bistatic RCS of metallic missile ($p = 2$).

IV. CONCLUSION

Compared with the method proposed in [7], it is often more convenient to capture fine geometrical details of objects for the tetrahedron-based DG algorithm. In this paper, a dissipative scheme has been introduced to improve numerical dispersion and eliminate spurious modes in the tetrahedron-based DG method. We introduce the dissipative terms into the centered fluxes, and a backward discretization in time is applied to the dissipative part to yield a fully explicit time-stepping scheme. In order to analyze the dispersion and dissipation properties of this scheme, a numerical Fourier analysis is performed to the normalized 1-D Maxwell’s equations with periodic boundary conditions. In this process, the mechanism of suppression of the spurious modes is revealed for the dissipative scheme. Some examples are given in the end. It shows that more accurate solutions can be obtained by using dissipative scheme in tetrahedron-based DGTD.
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Abstract — In this work, a circularly polarized patch antenna, designed to operate at 1.57 GHz, is used for reception of GPS signals. Its analysis is carried out at first, by means of simulation, considering the following cases: antenna without radome and antenna with acrylic radome. It is shown that the radome produces a distortion of the electric field components. The antenna performance, with radome, was analyzed on several locations on the automobile, considering the effect of the complete chassis. Two cases of basic, a simplified and a more simplified advanced car models (BCM, SACM, and MSACM) were used in order to analyze the influence of chassis shape. Simulations demonstrate that the best location of the antenna is on the roof. Fabrication, experimental and practical tests are also presented. The performance analysis of the developed antenna, using it as a replacement one, is realized using a Garmin GPS and a GPS kit.

Index Terms – Axial ratio, car model, circular polarization, patch antennas, and Rogers RT/Duroid 5880.

I. INTRODUCTION

The evolution of the automobiles has answered several demands of the users. Especially in wireless communication systems, the necessity of aesthetic and efficiency has determined several proposals of antenna designed considering different types of materials and geometries. The location of the antennas constitutes also a very interesting analysis problem [1, 2].

The automotive sector has been interested in development and implementation of navigation systems [3], which are considered as one of the most important equipment of the automobile. They are formed by a global position system (GPS), with a pre-charged base of maps and highways in order to locate the vehicle. With the increase in automobile usage, accurately determining its location has become one of the growing priorities.

The main advantages of the navigation systems are reduction in the time of journey, in consumption of combustible, and in the emission of contaminant gases [4]. Other application of the GPS technology is automatic location of vehicles (AVL) [5-6], as the medium to determine the geographic position of the vehicle and to transmit this information to the place where it can be used and exploited. This tool is extremely useful to the management of fleets of service vehicles, emergencies, construction, public transportation, recovery stolen vehicles, and public security [7].

The GPS satellites, often referred as SVs (for space vehicles), transmit on two frequencies in the L-band, designated as Link 1 (L1) at 1575.42 MHz, and Link 2 (L2) at 1227.60 MHz. The L1 band contains a civil signal and an encrypted military signal, and is available for commercial uses [8]; the L2 band contains another encrypted signal for military use [9, 10]. In Mexico the corresponding frequency segment is referred as 17, radio-navigation by satellite (space-earth, space-space) [11]. For the purposes of this paper, only the civil signal on L1 is of interest. Placement of a GPS antenna is critical; the roof of the automobile is considered as the most effective location to place an antenna, in terms of GPS signal reception, as it was experimentally demonstrated in [12]. The GPS antenna design has received special attention. Toyota central R&D laboratories of Japan has developed an antenna for
installation on the roof of an automobile [2]. They have used a dual-feed, stub loaded single patch to achieve circular polarization at the two frequencies of the satellite.

Motorola, one of the leading manufacturers of automotive GPS systems, recommends the placement of the GPS antennas at the roof, roofline or trunk [13]. On the other hand, the antenna radomes have received special attention, not only on the materials used, but also in shapes. Additionally, several companies found a niche market in the commercialization of navigation systems, because austere vehicles do not account with them [14]. The antennas contribute greatly to the total operation of the navigation systems, and they can be designed in accordance to the aesthetics and the requirements of the vehicle, to obtain totally personalized prototypes.

The satellite systems NAVSTAR-GPS [8] and Galileo [15] transmit right-hand circularly polarized signal (RHCP). Galileo provides 10 navigation signals with RHCP. Due to the antenna reciprocity, the receptor antenna must be also RCP. The main advantage of CP is that regardless of receiver orientation, it will receive a component of signal [16]. Antennas, commonly used for circular polarization, are based on corner-truncated square microstrips [17], and on square or circular patches with one or two feed points [2]. A circular polarization can, also, be obtained from a single-point square or circular patch.

In this research, the design of a circular patch antenna for GPS is realized. The interest is focused on the simulation of the antenna, due to the benefits to know the performance of the complete system. The software used for simulations is FEKO. The circular antenna is designed considering a unique feed point and a substrate of RT/Duroid 5880. Three car models, basic, simplified and more simplified advanced car models (BCM, SACM, and MSACM) were used in order to analyze also the influence of the chassis shape on simulation. In [18], two automobile similar models can be found, using monopole and multi-element antennas. The analysis of a multi-functional antenna on the automobile are carried-out in [19], using four simulation cases.

The content of this paper is organized as follows. In section II, the principles of the circular antenna design are mentioned. The simulations considering the antenna without and with acrylic radome are shown in sections III and IV. Simulations of the antenna considering three car models are presented in section V. In section VI, the fabrication process is briefly described. The simulated, experimental, and practical results are presented in section VII and discussed in section VIII. Finally, in section IX, some concluding remarks are given.

II. INDIVIDUAL PATCH ANTENNA DESIGN

A simple approximation [20] is used for the design of the circular patch antenna (CPA),

\[ r = \frac{\lambda_g}{\pi}, \quad \text{with} \quad \lambda_g = \frac{c}{f_0 \sqrt{\varepsilon_{\text{reff}}}}, \]

where \( r \) is the patch radius, \( \lambda_g \) is the group wavelength, \( c \) is the speed of light in free space, \( \varepsilon_r \) is the dielectric permittivity and \( f_0 \) is the operation frequency. The length of the square ground plane side is equal to the resonator patch diameter plus \( 6h \), where \( h \) is the substrate thickness [21]. Equation (1) is very similar to the one used for ring resonators [22]. The calculated antenna sizes of the antenna using RT/Duroid 5880 with a thickness of 3.17 mm are: patch radio, 4.19 cm, and length of the square substrate, 10.28 cm.

Coaxial type feed is used. The location of the feed point is determined in accordance to the impedance matching. Typically the input impedance of a GPS receiver is 50 ohms [8]. The simulation of the electric far field allows us to adjust the feed point location, considering the antenna impedance as a main condition. In this case, the feed point is located near to the edge of the antenna.

III. SIMULATION OF THE INDIVIDUAL PATCH ANTENNA DESIGN

Two cases were analyzed: linear and circular polarization (Fig. 1). To observe the performance of the antenna on the circular polarization, it is not necessary to modify the established values of the antenna, it is enough to select in the main menu, the component, and the values, considering the scale that we want to observe. With the selection of circular polarization, Fig. 1 (b) was obtained. The gain values are presented in Table 1. As it can be observed, the differences between linear and circular polarization values are as expected.
IV. SIMULATION OF THE ANTENNA WITH RADOME

After designing the patch antenna, it is also important to design the radome, because it prevents the early physical deterioration of the antenna and the copper oxidation, which affects lightly the performance of the antenna. It also allows easy manipulation. As a first approximation, a simple radome design of low cost, which does not affect the radiation pattern of the antenna, was chosen. Acrylic was used to implement the radome, with a thickness of 4.7 mm, due to its availability in the market. ABS (Acrylonitrile-Butadiene-Styrene) is widely used for protective housing for electronic equipment and computers, but it is more difficult to obtain and to manipulate for us. In [23], it is shown the effect of various materials on the radiation pattern of an antenna. In Fig. 2, top and cross section views of the square radome are presented. The values of the antenna gain with radome under linear and circular polarization, shown in Table 1, are slightly bigger compared to the values obtained without the radome.

Table 1: Antenna gain values.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Acrylic RHC</td>
<td>3.957</td>
</tr>
<tr>
<td>Without Acrylic LP</td>
<td>6.938</td>
</tr>
<tr>
<td>With Acrylic RHC</td>
<td>4.198</td>
</tr>
<tr>
<td>With Acrylic LP</td>
<td>6.947</td>
</tr>
</tbody>
</table>

Simulation results of the antenna gain with acrylic radome, considering linear and circular polarization are presented in Fig. 3. The axial ratio with and without radome is shown in Fig. 4. As it can be noted, the presence of the radome produces a distortion of the electric field components.
V. SIMULATION OF THE ANTENNA WITH RADOME, CONSIDERING THREE CAR MODELS

A. With a basic car model (BCM)

With the aim of observing the performance of the CPA in a more real environment, the antenna was placed on the roof of a vehicle chassis. We use a 3D drawing software that allow us to export the corresponding design in a file with extension *.x_t (parasolid files), which can be imported by CADFEKO, and after that, to realize the simulation of the complete system. The implemented car design only consists of metal layers; without doors, and other not relevant details, such as crystals, because the antenna is not closely interacting with any of them.

In order to analyze the effect of the car sizes on the antenna performance, a BCM was implemented, under two different cases (Tables 2 and 3).

Table 2: Sizes of BCMs.

<table>
<thead>
<tr>
<th>BCM Features</th>
<th>Length (m)</th>
<th>Width (m)</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small size</td>
<td>4.1</td>
<td>1.4</td>
<td>1.07</td>
</tr>
<tr>
<td>Real size</td>
<td>4.18</td>
<td>1.77</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 3: Roof sizes of BCMs.

<table>
<thead>
<tr>
<th>Roof Features</th>
<th>Length (m)</th>
<th>Width (m)</th>
<th>Height (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small BCM</td>
<td>1</td>
<td>1.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Real sizes BCM</td>
<td>1</td>
<td>1.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

With the vehicle design, the next step is implementing both the antenna system, and the metallic chassis in CADFEKO. In the corresponding simulations, the antenna was located on different places on the chassis (Fig. 5). The radiation patterns of the antenna gain with circular polarization considering the BCMs described in Table 2, are shown in Fig. 6. The gain values are shown in Table 4, where it can be observed that their gain values are very similar. As the gain difference between the two analyzed cases is minimal, it is possible to use any of the BCMs. We chose real size BCM in the following sections.

Fig. 4. Axial ratio of the antenna (a) without and (b) with radome.

Fig. 5. View of the BCM system implemented in CADFEKO, with the patch antenna and with radome, located on the rear part of the roof.
B. With a simplified and a more simplified advanced car models (SACM and MSACM).

The model cars correspond to an AUDI R8 [24]. Due to computer limitations, we simulate a SACM (Fig. 7). The maximum width is of 1.96 m, maximum length of 4.6 m and a height of 1.09 m. The roof has a maximum and a minimum width of 1.33 m and 1.19 cm, respectively; and a maximum and a minimum length of 1.48 m and 1.28 m, respectively. The obtained gain values considering a SACM with the antenna located on several places are given in Table 5. Simulation results on the central part of the roof are shown in Fig. 8.

An MSACM was also implemented (Fig. 9). The gain when the antenna is on the central part of the roof is shown in Fig. 10, using MSACM. A summary of the gain values in other locations are also given in Table 5. In both models, the biggest gain value corresponds to the antenna located on the center of the roof.

<table>
<thead>
<tr>
<th>Position</th>
<th>SACM Gain (dB)</th>
<th>Position</th>
<th>MSACM Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center</td>
<td>4.51</td>
<td>Center</td>
<td>4.76</td>
</tr>
<tr>
<td>Frontal</td>
<td>4.43</td>
<td>Frontal</td>
<td>4.7</td>
</tr>
<tr>
<td>Rear</td>
<td>4.4</td>
<td>Rear</td>
<td>4.44</td>
</tr>
<tr>
<td>On the trunk</td>
<td>4.26</td>
<td>On the trunk</td>
<td>4.34</td>
</tr>
</tbody>
</table>
VI. FABRICATION PROCESS

The antenna was fabricated using a PROTOMAT S-42 machine. After pattern transfer and drilling for the feeding point, the welding of the required connectors is realized (Fig. 10 (a)). For the laboratory tests, BNC female connectors of 50 Ohms to match the antenna with the experimental equipment were used. The soldering points are shown in Fig. 11. Unfortunately, the undesirable effects on the vertical profile are consequences of this feed type, which produce spurious feed radiation and poor polarization purity [2]. For experimental tests, a female MCX connector of 50 Ohms was used to couple the antenna to the GPS development kit, in order to compare its performance with the original antenna of the kit (Fig. 12) and Garmin GPS. The experimental set up is shown in Fig. 13.

Fig. 11. Transversal section of the antenna with coaxial connector.

(a) (b)

Fig. 12. Front (a) and rear view (b) of the CPA with acrylic radome.

Fig. 13. Experimental set-up.

Distance $d$ is at least 15 cm, since the calculation of the corresponding radio of far field $\left( R > 0.62 \sqrt{D^2 / \lambda} \right)$, where $D$ is the biggest size of the antenna and $\lambda$ is the corresponding wavelength [25].

VII. RESULTS

A. Simulation results

In Table 6, a summary of the gain values of the antenna simulated with radome, considering the cases of sections III and IV are given.

Table 6: Gain of the circular polarization of the antenna with different car models.

<table>
<thead>
<tr>
<th>Antenna location</th>
<th>Model</th>
<th>Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front part, roof</td>
<td>BCM</td>
<td>5.169</td>
</tr>
<tr>
<td>Rear part, roof</td>
<td>BCM</td>
<td>5.169</td>
</tr>
<tr>
<td>Central part, roof</td>
<td>BCM</td>
<td>4.854</td>
</tr>
<tr>
<td>Central part, roof</td>
<td>MSACM</td>
<td>4.76</td>
</tr>
<tr>
<td>On trunk</td>
<td>MSACM</td>
<td>4.7</td>
</tr>
<tr>
<td>Central part, roof</td>
<td>SACM</td>
<td>4.51</td>
</tr>
<tr>
<td>On trunk</td>
<td>BCM</td>
<td>4.51</td>
</tr>
<tr>
<td>Front part, roof</td>
<td>MSACM</td>
<td>4.44</td>
</tr>
<tr>
<td>Front part, roof</td>
<td>SACM</td>
<td>4.43</td>
</tr>
<tr>
<td>Rear part, roof</td>
<td>SACM</td>
<td>4.4</td>
</tr>
<tr>
<td>Rear part, roof</td>
<td>MSACM</td>
<td>4.34</td>
</tr>
<tr>
<td>On trunk</td>
<td>SACM</td>
<td>4.26</td>
</tr>
</tbody>
</table>

Table 6 shows the gain values in descending order. In the BCM, the simulation results show a bigger gain values at the front and rear part of the roof. This fact can be attributed to the high symmetry in the car geometry. In the case of the antenna located at the front part of the roof in the MSACM and SACM values are very near, the same happen for the rear part. On the trunk in the MSACM, the values are almost as high as the case of the central part of the roof. The simulation of the S21 parameter of the antenna with acrylic radome is shown in Fig. 14.

B. Experimental results

The transmission-reception tests were realized using a signal synthesized generator and a spectrum analyzer (AGILENT 83732B and 8563EC, respectively). The frequency range from 1.3 GHz up to 1.8 GHz was considered to observe the antenna behavior using a constant power generated by the transmitter. The antenna separation was of 15 cm. In Fig. 14, the received power is also shown.
The oscillations could be attributed to the use of the connection converters to couple the laboratory equipment, and especially by the noise given by the coaxial cable.

C. Practical results

For the test of the antenna prototype as a replacement antenna, a GPS development kit was used (Fig. 15), which accounts with a GPS development card (ER-102-J, SiRF Star-II), and the NMEAgent data (this software shows the current location).

The response of the antenna prototype with circular polarization can be analyzed in this case. Three measurement points were established at CIICAp parking (Fig. 16, and Table 7). Results are also compared with a Garmin GPS. Figure 17 shows the measurements trends. It can be noted, that the kit with replacement antenna provides the nearest values to the Garmin GPS measurements.

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude (N)</th>
<th>Longitude (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point 1</td>
<td>18°58′55.6″</td>
<td>99°14′1.4″</td>
</tr>
<tr>
<td>Point 2</td>
<td>18°58′54.05″</td>
<td>99°14′0.48″</td>
</tr>
<tr>
<td>Point 3</td>
<td>18°58′53.85″</td>
<td>99°14′1.6″</td>
</tr>
</tbody>
</table>

With Garmin GPS

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude (N)</th>
<th>Longitude (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point 1</td>
<td>18°58′54.52″</td>
<td>99°14′0.39″</td>
</tr>
<tr>
<td>Point 2</td>
<td>18°58′54.13″</td>
<td>99°14′0.54″</td>
</tr>
<tr>
<td>Point 3</td>
<td>18°58′53.95″</td>
<td>99°14′1.7″</td>
</tr>
</tbody>
</table>

With GPS kit (with its original antenna)

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude (N)</th>
<th>Longitude (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point 1</td>
<td>18°58′55.55″</td>
<td>99°14′1.46″</td>
</tr>
<tr>
<td>Point 2</td>
<td>18°58′54.21″</td>
<td>99°14′0.51″</td>
</tr>
<tr>
<td>Point 3</td>
<td>18°58′53.87″</td>
<td>99°14′1.63″</td>
</tr>
</tbody>
</table>

For the test of the antenna prototype in movement, the antenna was located on the rear roof of a Cavalier car model 95, using it as a
replacement antenna for the GPS kit (Fig. 18). The trajectory is shown in Fig. 19, and the measurement positions are points marked with arrows. The collected data are given in Table 8.

Fig. 18. Antenna location on the automobile roof.

Table 8: Measured position of several points on the university circuit.

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude (N)</th>
<th>Longitude (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>18°58'50.52&quot;</td>
<td>99°14'2.35&quot;</td>
</tr>
<tr>
<td>5</td>
<td>18°58'50.25&quot;</td>
<td>99°14'5.45&quot;</td>
</tr>
<tr>
<td>6</td>
<td>18°58'44.05&quot;</td>
<td>99°14'9.68&quot;</td>
</tr>
<tr>
<td>7</td>
<td>18°58'48.64&quot;</td>
<td>99°14'14.87&quot;</td>
</tr>
<tr>
<td>8</td>
<td>18°58'53.03&quot;</td>
<td>99°14'21.27&quot;</td>
</tr>
<tr>
<td>9</td>
<td>18°58'55.65&quot;</td>
<td>99°14'25.59&quot;</td>
</tr>
<tr>
<td>10</td>
<td>18°58'59.95&quot;</td>
<td>99°14'19.08&quot;</td>
</tr>
<tr>
<td>11</td>
<td>18°58'59.16&quot;</td>
<td>99°14'12.13&quot;</td>
</tr>
<tr>
<td>12</td>
<td>18°58'57.51&quot;</td>
<td>99°14'5.12&quot;</td>
</tr>
</tbody>
</table>

Fig. 19. Arrows indicate the place where the measurements were realized. The balloons indicate geographical locations found in Google maps.

VIII. DISCUSSION

Simulations of the antenna performance were realized considering linear and circular polarizations. For experimental tests, the available components and equipment only allow us to check the response under linear polarization. The transmission-reception test shows a peak of response in the range of GPS signals (1575.42 MHz).

It was observed in simulation of all model cases that the gain increment due to the presence of chassis is as expected without radome, with it, some variations were perceived. In the practical tests, the replacement antenna showed satisfactory results (Table 7). The measurements in fixed points, in comparison with the Garmin GPS, are nearest using the kit with the replacement antenna. In movement, as it can be observed in Fig. 19, generated using Google Maps, the measured points, except the corresponding to the CIICAp parking are located on the university circuit without invade buildings or traffic islands, which means that the measurements are useful and precise.

It is necessary to mention the following differences between the cars used in simulations and in practical tests: the model, the chassis material (in simulation, it is a perfect conductor, and in the practical tests, it was covered with black painting); and the sizes are slightly different. In experimental and practical tests, the antenna performance remains as it was expected. The symmetry influences the gain value and the pattern shape, showing in all cases a bigger gain in the central and rear part of the roof.

IX. CONCLUSIONS

Due to the presence of changes in the gain values of the antenna according to the system where it is immersed, it is desirable to perform the simulation considering the complete system elements, in order to know a more real behavior. However, it requires the combination of technological factors in order to perform these simulations and higher computer capabilities.

Surely, the antenna performance can be improved, in our BCM. This model provides a simple approximation to complex shapes. Our purpose was only to show a procedure of analysis based exclusively on the simulation results, enriching the corresponding environment, implementing a complete system.

The biggest gain values of the simulated SACM and MSACM cases generally correspond to the antenna located on the center of the roof, but
for aerodynamic behavior it is generally located on the rear part, and sometimes on the trunk. The modeling detail could be further improved, but this would increase the computer memory requirements accordingly.

The antenna performance in the reception-transmission tests shows an enough bandwidth to operate at the GPS frequency range. It was also proved that the maximum peak was very near to the designed frequency (1.57 GHz). The lightly variation can be attributed to the fabrication process. The variations in the pattern distortion of the antenna using an acrylic radome were shown. Additionally, it was possible to appreciate that the chassis contributes notably to increase the antenna gain. With the average values of the experimental tests using the GPS kit in fixed points, it can be concluded that the prototype has an adequate response as a replacement antenna, although the original antenna has a low noise amplifier.

In practical measurements on a vehicle, the result were also satisfactory, because all measured points correspond to the university circuit, as it was noted in the sampling points located using Google Maps. Some improvements could be also realized, such as: the antenna size (using alternative materials or geometries), the radome (making it with liquid acrylic or epoxy resin), and the car model (implementing additional elements or modifying shapes, but with the consequent increment of computer resources involved).
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Abstract — In this paper, a novel electrical tunable bandstop filter based on coplanar waveguide (CPW) loaded with split ring resonators (SRRs) is proposed. The unit cell of the bandstop filter is formed by etching single SRR on the CPW back substrate side, and the SRRs can be excited by the CPW slot’s magnetic field. Lumped equivalent circuit models are developed to analyze the frequency responses, and it shows that by loading the common cathode varactor diodes at the split region of the SRR outer ring, the resonant frequency of the bandstop filter can be electronically adjusted by tuning the reverse voltage of the varactor diodes. The prototype with overall size of 26.6 mm × 50 mm × 0.508 mm was designed and fabricated to validate the proposed structure. The measured tunable resonant frequency of the fabricated bandstop filter is from 2.19 GHz to 2.31 GHz while a reverse bias voltage is varying from 0 V to 30 V. It also shows that the -10 dB bandwidth is less than 45 MHz.

Index Terms — Coplanar waveguide, tunable bandstop filter, and varactor loaded split ring resonators.

I. INTRODUCTION

Recently, it is very popular to add tuning ability to conventional microwave components to realize electrical tunable/reconfigurable microwave components [1-9], which can well satisfy the requirements of modern multi-mode and programmable wireless systems. Bandstop filter is one of the most important microwave components to filter out the unwanted signals or nearby huge power signals, and avoid frequency aliasing in the intermediate frequency [8-11]. Therefore, tunable bandstop filters will play a key role in the future wireless systems. Split ring resonators (SRRs) are small resonant elements with a high quality factor at microwave frequency. Since SRRs can be easily implemented by planar technology, several compact microwave components using SRRs and complementary split ring resonators (CSRRs) have been proposed based on microstrip technology and coplanar waveguide (CPW) technology, i.e., lowpass and bandpass filter [12], metamaterial devices [13-15], and bandstop filters [16].

In this work, a novel tunable bandstop filter based on CPW loaded with SRRs is presented. The unit cell of the bandstop filter is formed by etching a single SRR on the CPW back substrate side. By loading the common cathode varactor diodes at the split region of the resonator’s outer ring, the resonant frequency of the bandstop filter can be electronically adjusted by tuning the reverse voltage of the varactor diodes.

II. FILTER DESIGN

Figure 1 shows the structure of the proposed bandstop filter with two unit cells, and a single SRR is etched in the CPW central back substrate for each unit. As a single SRR is etched in the central back substrate for each unit, it provides an opportunity for acquiring low resonant frequency by modifying the dimensions of the SRR, while the working frequency range of the conventional CPW metamaterial transmission line unit cell with a pair of SRRs is limited by the CPW strip layout [16]. To analyze the performances of this structure, Rogers 5880 substrate with a relative permittivity of 2.2, a loss tangent of 0.0009 and
thickness of 0.508 mm is chosen for our designs. Since SRR is a planar magnetic resonator, which can be excited by an axial magnetic field [17]. Therefore, the strong magnetic coupling between the CPW and the SRRs is expected in the vicinity of resonance, thereby, a stopband is generated in the frequency response. Since SRR is a subwavelength resonator, lumped circuit model can be used to study the characters of the filter. The proposed lumped-element equivalent circuit model for the bandstop filter is depicted in Fig. 2 (a). In this model, the SRR is modeled as the average inductance $L_r$, the loss resistance $R_r$ and the average capacitance $C_r$. The average capacitance $C_r$ can be approximately obtained using equation (1); [1, 18],

$$C_r = \frac{C_g}{4} + \frac{C_o + 0.4C_i}{2\pi}$$

(1)

where $C_g$ is the capacitance due to the gap of the outer and inner rings, $C_o$ and $C_i$ are the capacitance of the outer ring split region and the inner ring split region, respectively. The CPW is modeled as a low pass network that contains the inductance $L_{sin}$, $L_{ss}$ and $L_{gs}$, and the capacitance $C_{sin}$ and $C_s$. The magnetic coupling effect is denoted by $M$.

The transmission responses of the proposed bandstop filter in Fig. 1 are simulated and investigated by full-wave electromagnetics (EM) simulation software (Ansoft’s HFSS10) using finite-element method and the resonant characteristics of the filter are presented in Fig. 2 (b). The simulated resonance frequency is 2.53 GHz, and a frequency bandgap is obtained profiting from the resonant of the SRRs. By using the curve-fitting technology we have extracted the parameters from the equivalent circuit model network as shown in Fig. 2 (a). The circuit model simulated results are shown as the dash curve in Fig. 2 (b), which match the EM simulated results very well. Therefore, we can conclude that the equivalent circuit model is basically correct and is fully capable of explaining the transmission characteristics of the structure. In view of this model, the lowest resonant frequency ($f_r$) of the bandstop filter can be written as,

$$f_r = \frac{1}{2\pi \sqrt{L_rC_r}}$$

(2)

Fig. 1. Configuration of the bandstop filter. (The width of the CPW signal strip $W = 8.7$ mm, the gap of the CPW signal strip $G = 0.2$ mm, the width of the SRR strip $c = 0.9$ mm, the gap between the SRR inner and outer rings $d = 0.2$ mm, the radius of the inner ring $r = 7.1$ mm, the split of the SRR rings $s = 0.2$ mm, the distance between the SRR edge $e = 3.8$ mm, the distance between the SRR edge, and the CPW terminal $f = 4.9$ mm).

Fig. 2. EM simulated and lumped circuit model calculated results of the bandstop filter: (a) the lumped circuit model of the bandstop filter, and (b) the lumped circuit model calculated results and the EM simulated results.
Generally, the split capacitances of the SRR are ignored since they are relatively small and only the gap capacitance is taken into account when modeling the SRR. However, when a capacitor is loaded in the split region, the effect of the split capacitance gets stronger on the resonant frequency [1], and the capacitance of the SRR loaded with varactor should be written as,

\[ C'_r = C_r + \frac{C_{\text{var}}}{2\pi} \]  

(3)

where \( C_{\text{var}} \) is the varactor capacitance.

Figure 3 (a) shows the lumped circuit model of the tunable bandstop filter based on the SRR loaded with varactor, and the resonant frequency \( f_{rt} \) of the tunable bandstop filter, which can be obtained using equation (4),

\[ f_{rt} = \frac{1}{2\pi\sqrt{L_r C'_r}} = \frac{1}{2\pi\sqrt{L_r \left(C_r + \frac{C_{\text{var(max)}}}{2\pi}\right)}}. \]  

(4)

Therefore, the frequency tuning ratio of the circuit can be expressed as,

\[ R = \frac{f_{rt(max)}}{f_{rt(min)}} = \frac{2\pi C_r + C_{\text{var(max)}}}{2\pi C_r + C_{\text{var(min)}}}, \]  

(5)

where \( f_{rt(max)} \) is the maximum central frequency under the minimum varactor capacitance \( C_{\text{var(min)}} \), and \( f_{rt(min)} \) is the minimum central frequency under the maximum varactor capacitance \( C_{\text{var(max)}} \).

It can be seen from equation (5) that the tuning ratio of the central frequency of the bandstop filter is reduced by \( C_r \). However, for a constant central frequency, small \( C_r \) will increase the requirement of the inductance \( L_r \), therefore leading to a large area of SRR layout. Fig. 3 (b) shows the circuit model calculated transmission characters under different value of \( C_{\text{var}} \) (0.315 pF ~ 1.335 pF), and a 158 MHz (2.316 GHz ~ 2.474 GHz) resonant frequency tunable range is obtained. It can be seen from equation (4) and Fig. 3 (b) that the frequency performance of the bandstop filter can be tuned by placing the varactor at the split region of the SRR outer ring. Figure 3 (c) shows the configuration of the proposed tunable bandstop filter loaded with semiconductor varactor diodes. Since single varactor diode can be DC shorted by the outer ring, and a DC disconnected capacitor may reduce the tune radio of the varactor. In this work, the common cathode connection of the varactor diodes is adopted to deal with this problem. A tunable reverse bias voltage source with inductor choke is connected between the cathode and anode of the varactor diodes. The resonant frequency of the proposed bandstop filter can be adjusted by tuning the reverse bias voltage.

To electronically tune the stop-band of the bandstop filter, SMV-1405 varactor diode from SKYWORKS in SC-70 package has been adopted as a tuning element, and common cathode diode connection is used to avoid DC straightforward of the circuit. The single varactor capacitance is 0.63 pF and 2.67 pF at 30 V and 0 V reverse bias voltage, respectively, and the relative capacitance change is less than 5% while the temperature ranging from -40°C to 85°C. Figure 3 (d) shows the simulated performance of the proposed filter under different reverse bias voltages from 0 V to 30 V. The simulated tunable resonant frequency of the bandstop filter is from 2.28 GHz to 2.425 GHz.

### III. MEASUREMENT

To confirm and demonstrate the tuning characteristics of the stop-band, the structure shown in Fig. 3 (c) is fabricated on a Rogers 5880 substrate. The photograph of the fabricated filter is proposed in Fig. 4. The overall size of the prototype is 26.6 mm × 50 mm × 0.508 mm. The measurement is accomplished with Agilent E5071C network analyzer and Agilent E3634A tunable DC power supply.

Figure 5 (a) shows the simulated and measured S-parameters of the bandstop filter without loading the varactors. It can be observed that the stop-band insertion loss is better than 40 dB, the central frequency is 2.458 GHz, and the return loss of the pass-band is better than 10 dB. There is a 100 MHz frequency shift between the simulated and measured results in Fig. 5 (a) due to the inaccuracy in fabrication and implementation, and the parameters leading to skew values.
bandstop filter is from 2.19 GHz to 2.31 GHz with a -10 dB bandwidth less than 45 MHz. The results show that the rejection of the stop-band is reduced when the reverse bias decreases. From equation (6), it can be seen that this is because the large capacitance or the small inductance of the SRR, which can result in a low quality value ($Q$) due to the parasitic resistance $R_r$ of the SRR,

$$Q = \frac{1}{2\pi R_r \sqrt{\frac{L}{C_r + C_{\text{var}}/2\pi}}}.$$  (6)

Figure 5 (b) and (c) show the measured $S$-parameters of the fabricated tunable bandstop filter. The measured tunable resonant frequency of the

Fig. 3. Configuration and frequency responses of the tunable bandstop filter: (a) the circuit model, (b) the circuit model calculated tunable results, (c) the configuration of the tunable bandstop filter, and (d) the simulated $S$-parameters of the filter loaded with SMV1405 varactor diode under different reverse voltages.

Fig. 4. The Photograph of the fabricated tunable bandstop filter.
Fig. 5. The S-parameters of the fabricated filter: (a) the simulated and measured S-parameters of the bandstop filter without loading the varactors, (b) the measured S-parameters of the tunable bandstop filter under different reverse voltages, and (c) the -10 dB bandwidth, resonant frequency and insertion loss of the tunable stop-band under different reverse voltages.

IV. CONCLUSION
A novel tunable bandstop filter based on coplanar waveguide (CPW) loaded with split ring resonators (SRRs) is proposed, and lumped equivalent circuit analysis models are developed. The unit cell of the bandstop filter is formed by etching a single SRR on the CPW back substrate side. Comparing with the conventional CPW metamaterial transmission line unit cell with a pair of SRRs whose resonant frequency is limited by the CPW strip layout, the proposed structure provides an opportunity for acquiring low resonant frequency by modifying the dimensions. By loading common cathode varactor diodes at the split region of the SRR outer ring, the resonant frequency of the bandstop filter can be electronically tuned by adjusting the reverse voltage of the varactor diodes. The prototype with overall size of 26.6 mm × 50 mm × 0.508 mm was designed and fabricated. The tunable bandstop filter with a measured tunable resonant frequency from 2.19 GHz to 2.31 GHz under a bias voltage of 0 V to 30 V has been presented and the -10 dB bandwidth is less than 45 MHz.
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Abstract — This paper presents the design of a wideband microstrip branched branch line coupler (BLC). The wideband performance of the BLC means that it possesses equal coupling and difference of phases throughout the operating frequency band, from 4 GHz to 6 GHz (based on a 10 dB, i.e., VSWR ≤ 2). The compactness of the proposed design is depending on the replacement of the branched transmission lines (TL) instead of the ordinary TLs. Small and easy to fabricate microstrip layout topology for the BLC has been designed and constructed relying on a low cost dielectric material, the well-known FR4. In addition, the proposed coupler can be easily fabricated on the printed circuit board without any lumped element. The proposed BLC exhibits couplings and phase errors within −3.75 ± 1 dB and 4° over a 60 % bandwidth (BW) with a center frequency of 5 GHz (based on 15 dB).

Index Terms — Compact, coupler, microstrip, planar, and wideband.

I. INTRODUCTION

The compact BLC is an important circuit in microwave integrated circuits and can be used as a power divider/combiner or a part of a mixer [1]. The conventional BLC was composed of four quarter-wavelength TLs [2]. However, adopting the quarter-wavelength TL to design the coupler takes too much space; therefore, larger circuit area may result in higher cost. In addition, the broadband BLC takes two times more space than the normal type.

Numerous methods have been proposed to reduce the circuit size [3-7]. A number of proposed methods are as follows: based on a methodology, the asymmetrical T-structure can be exactly synthesized and then applied to implement compact planar couplers [3]. A class of the novel compact-size BLCs using the quasi-lumped elements approach with symmetrical or nonsymmetrical T-shaped structures is proposed in [5, 6]. Nevertheless, using the lumped element in the circuit design requires an empirical model, such as an inductor model, attained via precise measurement. Based on another methodology, discontinuous microstrip lines whose size is significantly reduced relative to the standard design can be used to implement a compact planar coupler [3]. By using the inter digitized capacitors shunt with the TLs, further minimization of the 3 dB branch-line hybrid coupler can be achieved compared with previously reported techniques [4].

In [3-8] microstrip lines are employed to design the compact BLC. However, only a few studies provide detailed discussion on design
procedures or formulations. In this paper, a new method for designing the microstrip BLCs with predetermined compact size and BW has been proposed and implemented. Utilizing the proposed multiple shunted open stubs shown in Fig. 1 (e), which can be realized with either high or low impedance, that can easily miniaturize the TLs of branch-line. The fabricated couplers not only occupy small space, but also reveal good circuit performances compared with that of the conventional branch-line type, and it can be used as an element of broadband Butler matrix networks to feed an array antenna. Good agreements between the results of the conventional and proposed BLC are observed.

In the next section, we will provide the transformed equation, which can synthesize the equivalent quarter-wavelength TL. Then the comparison between the theoretical predictions and measurements. Finally, conclusions are given in the last section.

II. DESIGN PROCEDURE

The desired 90° BLC should have a good performance such as return loss and isolation better than 20 dB over 50 % or wider BW (total BW measured based on 10 dB), and a small size on a single-layer circuit without using any air-bridges (planar structures) [7].

In order to enhance the BW, we choose cascaded branch line, broadband BLC as a quadrature hybrid circuit. However, it requires a large circuit area. The loaded line is a popular method to reduce the size of TL circuits such as branch-line and ring hybrids, which is important for planar integrated circuits. The results using a loaded line show good efficiency with regard to size reduction [7].

A TL and its \( \pi \)-equivalent circuit are shown in Fig. 1, and the design equations can be defined as follows [7],

\[
\tan \theta_p = \frac{\cos \theta_S - \cos \theta_0}{Z_p \sin \theta_0}, \quad (1)
\]

\[
Z_S = \frac{Z_0 \sin \theta_0}{\sin \theta_S}, \quad (2)
\]

where \( 0 \leq \theta_S \leq \theta_0 \leq 90^\circ \).

For demonstration, we select a TL of Fig. 1 (a) with the characteristic impedance \( Z_0 \) and electrical length \( \theta_0 \) as a unit line section, and it can be replaced by a \( \pi \)-equivalent circuit in Fig. 1 (b). Then each open stub can be replaced by a folded open stub with equal characteristic impedance \( Z_p \) and total electrical length \( \theta_p \) (i.e., \( \theta_p = \theta_p' + \theta_p'' \)) as shown in Fig. 1 (c) and d, and in order to approach more size reduction one of the folded stubs can be flipped vertically (with a 45° corner) as shown in Fig. 1 (d). Finally, the approached structure is a balanced \( \pi \)-equivalent with S-shaped stubs as called S-shaped equivalent as shown in Fig. 1 (e). Due to the simulated and measured results, which are presented in the next section, this structure has an acceptable frequency response within the operating band width with regard to size reduction.

Fig. 1. Conventional TL and its S-shaped equivalent structure for (a) a conventional TL, (b) quasi \( \pi \)-equivalent TL of the conventional type, (c) folded equivalent structure of the open stub, (d) flipped vertically and folded equivalent structure of the open stub, and (e) the S-shaped equivalent structure of the conventional TL.

If the TLs of the conventional (broadband) BLC shown in Fig. 1 (a) are replaced by S-shaped equivalent structure shown in Fig. 1 (e). The open stubs on the corners should be merged together, in order to avoid being the stubs on the corner, one can replace a fraction of the conventional TLs of the couplers by the S-shaped equivalent structure as shown in Fig. 1 (e). Due to simulation results, presented in the next section, by an acceptable approximation, the rest fraction of each TL can be replaced by the conventional TL with the same electrical length, but with the characteristic impedance \( Z_S \) instead of \( Z_p \). This replacement results in a flatter structure as shown in Fig. 1 (e).
The proposed circuit has been shown in Fig. 2 and each conventional TL has been replaced by an S-shaped equivalent structure. Length and width of each intersection transmission line lettered in Fig. 2 are listed in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Li</th>
<th>Wi</th>
<th>LiS</th>
<th>WiS</th>
<th>Lip</th>
<th>Wip</th>
<th>LiPP</th>
<th>Wippp</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=1</td>
<td>8.10</td>
<td>1.70</td>
<td>0.85</td>
<td>3.40</td>
<td>0.70</td>
<td>2.05</td>
<td>0.80</td>
<td>3.75</td>
</tr>
<tr>
<td>i=2</td>
<td>10.6</td>
<td>0.80</td>
<td>1.75</td>
<td>3.20</td>
<td>0.30</td>
<td>0.65</td>
<td>0.20</td>
<td>2.43</td>
</tr>
<tr>
<td>i=3</td>
<td>10.6</td>
<td>0.25</td>
<td>1.75</td>
<td>3.20</td>
<td>0.10</td>
<td>0.30</td>
<td>0.10</td>
<td>1.85</td>
</tr>
</tbody>
</table>

III. SIMULATION AND EXPERIMENTAL RESULTS

Simulation was accomplished using EM simulation software Agilent Advanced Design System (ADS), which is an electromagnetic wave simulator that provides an integrated design environment to the designers of RF electronic products. The proposed BLC is designed on an FR4 substrate with a thickness of 0.8 mm, a dielectric constant of 4.4, and a loss tangent of 0.022. Figure 2 presents the layout of the proposed microstrip BLC with S-shaped TLs and its effective size is 10.90 mm × 7.40 mm (outer stubs are neglected [7], total size is 10.90 mm × 11.40 mm). The simulation results of the return loss, isolation, and coupling and insertion loss of the proposed BLC are shown in Fig. 4 and the phase division is shown in Fig. 5. At the designed frequency, 5 GHz, the insertion loss is -3.5 ± 0.1 dB, the isolation is about 20 dB, and the phase difference is 90°. In addition, these figures show that the performance of the proposed coupler has approximately couplings and phase errors within -3.75 ± 1 dB and 4° and return loss and isolation better than 15 dB over a 60% BW. Table 2 summarizes the recently published branch-line hybrid couplers with reduced wavelength in TL and this work. In addition, it shows significant improvement in size reduction with regard to wide band performance.

(a) (b)

Fig. 2. (a) The conventional broadband BLC and (b) the proposed broadband BLC with S-shaped equivalent structure. (The figures are not scaled to the real size, the conventional type is larger.)

Fig. 3. Scattering parameters of the conventional BLC.

(a) (b)

Fig. 4. Scattering parameters of the proposed BLC, (a) simulated scattering parameters and (b) measured scattering parameters.
Fig. 5. Measured and simulated phase difference between $S_{31}$ and $S_{21}$ of the proposed BLC, and its photograph.

Table 2: Comparison of published compact BLC and this work.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Phase Error</th>
<th>Substrate</th>
<th>$f_0$ (GHz)</th>
<th>B.W. (GHz) (based on 10dB)</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>~5</td>
<td>RO4003</td>
<td>0.9</td>
<td>0.3 (0.75-1.05)</td>
<td>0.12</td>
</tr>
<tr>
<td>[4]</td>
<td>~2</td>
<td>FR4</td>
<td>0.825</td>
<td>0.15 (0.75-0.9)</td>
<td>0.26</td>
</tr>
<tr>
<td>[5]</td>
<td>&gt;5</td>
<td>RO4003</td>
<td>2.4</td>
<td>0.4 (2.2-2.6)</td>
<td>0.76</td>
</tr>
<tr>
<td>[6]</td>
<td>&gt;5</td>
<td>FR4</td>
<td>2.4</td>
<td>0.8 (2-2.8)</td>
<td>0.29</td>
</tr>
<tr>
<td>[7]</td>
<td>~5</td>
<td>RO4003</td>
<td>5</td>
<td>2 (4-6)</td>
<td>0.5</td>
</tr>
<tr>
<td>This Work</td>
<td>4</td>
<td>FR4</td>
<td>5</td>
<td>2 (4-6)</td>
<td>0.39</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This paper, the conventional broadband BLC (cascaded BLC) with seven sections of the quarter-wavelength TLs has been miniaturized easily by using the proposed S-shaped equivalent structure. The corresponding design equations, equivalent structures, and their simulated and measured results are presented as well. Table 2 reveals that using the proposed S-shaped equivalent structure is an effective approach to miniaturize the circuit size of a BLC (i.e., the reduction size is 61%) with regard to wideband performance. The proposed BLC exhibits couplings and phase errors within $-3.75 \pm 1$ dB and 4° and return loss and isolation better than 15 dB over a 60% BW with a center frequency at 5 GHz. Moreover, these couplers can be fabricated using a standard printed circuit board process, which is easily applicable to the design of microwave integrated circuits, such as broadband Butler matrix networks.
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Abstract — The new stacked-patch endfire antenna is proposed for wireless fidelity (WiFi) access point and base station. The proposed using three copper patches is presented. The new antenna uses easily fabrication. The advantage of the endfire antenna with three patches compared to the conventional Yagi antenna is a reduction in the length of the antenna and the dimension of the antenna is 0.504 \( \lambda \times 0.664 \lambda \times 0.075 \lambda \) mm\(^3\). The antenna has a gain of 9 dB, return loss better than -10 dB around the WiFi band from 2.4 GHz to 2.483 GHz and the front-to-back can achieve 15 dB. We described the antenna structure and presented the comparison of simulation results with experimental data. The proposed antenna is fabricated, and measured reflection coefficient, radiation patterns, and gain are presented.

Index Terms — Endfire antenna, stacked-patch antenna, and wireless fidelity.

I. INTRODUCTION

Wireless fidelity (WiFi) has become the standard for wireless local area network (WLAN) communication in 2.4 GHz industrial, scientific, and medical bands, with frequency ranges from 2.4 GHz to 2.483 GHz. WiFi provides wireless network communications between computers and other portable devices by fixed access points over a short distance, typically in the order of tens of meters through WLANs. The antenna is an important part in the WiFi system.

WiFi antenna can be categorized into three groups, namely, designs for mobile applications, outdoor, and indoor. For each group, the antenna design features specific requirements: antennas for mobile devices provides omnidirectional coverage with an average gain from -5 to 5 dB. The physically and electrically small antennas are required also [1-3]. Outdoor antennas include directional patch antenna arrays and highly directional Yagi antennas [4]. Indoor antennas can provide directional/omnidirectional coverage with gain from 2 dB to 6 dB. These patch or monopole antennas are usually mounted on walls and ceilings. A small-form or low-profile design is important because of the limited space and aesthetical concerns [5-7]. However, some of them do not have the directional radiation, and have low gain. The conventional directional antennas such as Yagi antennas have high gain, but they have large dimensions.

In this paper, we propose a compact endfire antenna for WiFi applications. The advantages of the proposed antenna is more compact than the conventional Yagi antenna. The proposed antenna is designed to cover the IEEE 802.n band from 2.4 GHz to 2.483 GHz with endfire performance and impedance matching. Meanwhile, the antenna configuration is simple and easy for fabrication. Also, the return loss, gain, and radiation pattern of
the manufactured prototype has been measured. From the measured results, there is agreement between simulation and measurement.

II. ANTENNA CONFIGURATION

Similar to the conventional Yagi antenna, Fig. 1 shows the geometry of the proposed antenna. The final antenna parameters are optimized using the commercial electromagnetic (EM) solver HFSS 13.0, and are given in the table 1. The antenna is designed for WiFi access point and basic station in the frequency range of 2.4 GHz - 2.483 GHz.

The theory of the proposed antenna is based on the conventional Yagi antenna. The antenna comprises of two suspended patches and a ground patch. The main radiating patch is directly fed by an SMA connector, which is connected to the RF input and simplifies the antenna structure. A parasitic patch is positioned right above the main radiating patch for enhancing the bandwidth and gain. Air substrate among three copper patches is used to achieve high gain and low cost. The main radiating patch is suspended above the ground plane. The input impedance of the patch and its resonance frequency can be tuned by adjusting the parameters of the dimension of the patches giving freedom for optimization. The antenna has directional radiation pattern, high gain, and higher terminal impedance.

Table 1: The dimensions of the antenna (in mm).

<table>
<thead>
<tr>
<th>L_g</th>
<th>W_g</th>
<th>L_m</th>
<th>W_m</th>
<th>L_p</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>83</td>
<td>53</td>
<td>56</td>
<td>53</td>
</tr>
<tr>
<td>W_p</td>
<td>L_f</td>
<td>W_f</td>
<td>h_1</td>
<td>h_2</td>
</tr>
<tr>
<td>43</td>
<td>16</td>
<td>18.5</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

III. SIMULATION AND MEASUREMENT

To verify the proposed antenna design, a prototype is fabricated as shown in Fig. 2, and the results are presented here. All the measured results are carried out in anechoic chamber using a vector network analyzer (VNA) and other microwave test instruments.

All simulations were performed by Ansoft high-frequency structure simulation (HFSS) based on the finite-element method (FEM) [8, 9]. The simulated and measured antenna magnitude of $S_{11}$ are shown in Fig. 3. The simulation was performed by HFSS 13.0 and the measurement was taken by an Agilent performance network analyzer.
As shown in Fig. 3, there is a good agreement between the simulation and measurement results and a bandwidth of 250 MHz is obtained. The measured resonance frequency is slightly shifted down in frequency compared to the simulation, owing to fabrication tolerances using the copper patches and soldering the connector. The measured XZ- and YZ- planes radiation pattern and 3D radiation at 2.4 GHz and 2.483 GHz are illustrated in Figs. 4 (a) and (b), respectively. The radiation patterns are measured in a $7 \times 3 \times 3$ m$^3$ anechoic chamber and the measurement is performed by an Agilent network analyzer along with far-field measurement software. In the measurement the connecting cables along the Bakelite support were carefully shielded by absorbers to reduce the multi-reflection interference. Meanwhile, the simulated -10 dB reflection coefficient bandwidths are from 2.32 GHz to 2.5 GHz and the corresponding measurement data are given by 2.35 GHz -2.5 GHz. The current distribution at 2.45 GHz is shown in Fig. 5. The experimental results demonstrate that the proposed design completely complies with the stringent requirement of impedance matching imposed on WiFi antenna, and the operating bandwidth with return loss is better than -10 dB and covers the whole allocated spectrum for WiFi applications.

For ease of practical applications, the studies of an important parameters of the distances between patches and is also performed by simulations. One parameter is changed, while the other parameters are kept as in table 1. Figure 6 shows the return loss (S11) and gain of the proposed antenna corresponding to different distances between the radiation patch and ground patch ($h_1$). As shown in Fig. 6 (a), it is observed that there is one resonant frequency, and the resonant frequency is decreased from 2.49 GHz to 2.35 GHz when $h_1$ is increased from 3 mm to 9 mm. Figure 6 (b) shows the gain of the proposed antenna do not change when $h_1$ increases from 1 mm to 7 mm. As the value of the distance between the parasitic patch and the main radiating patch ($h_2$) increases, as shown in Fig. 7, there is one resonant frequency, the resonant frequency decreases from 2.65 GHz to 2.25 GHz when $h_2$ increases from 1 mm to 7 mm, and the gain decreased in range from 2.4 GHz to 2.5 GHz.
The gain of the antenna was measured using the gain comparison method [10], where the received power of the antenna under test is compared with known gain of a standard horn antenna. The simulated and measured gain and efficiency are shown in Fig. 8, variation between the simulated and measured gain is within 0.5 dB, and this may be due to losses of patches. The referring to Fig. 3, measured results can be observed over the frequency band of interest. Clearly, Fig. 4 shows the radiation patterns similar to the conventional Yagi radiation characteristics.

Fig. 5. The current distribution at 2.45 GHz for (a) the parasitic patch and (b) the main radiating patch.

Fig. 6. Effect of the height of the main radiating patch $h_1$ on the antenna performance on the (a) return loss and (b) gain.

Fig. 7. Effect of the height of the parasitic patch $h_2$ on the antenna performance on the (a) return loss and (b) gain.
Fig. 8. Simulated, measured gain in the Z-direction and the simulated efficiency of the antenna.

The measured front-to-back ratio is at least 15 dB at 2.4 GHz and reaches 9 dB and remains better than 9 dB over the whole WiFi band from 2.4 GHz to 2.483 GHz. Adding director elements can increase the front-to-back ratio, but on the other hand they will increase the dimensions of the antenna. The measured bore sight gain is illustrated in Fig. 8. Referring to Fig. 8, the antenna gain steadily achieve 9 dB from 2.4 GHz to 2.483 GHz. The efficiency of the proposed antenna steadily achieve above 90%.

IV. CONCLUSIONS

In this paper, we proposed a stacked-patch endfire antenna for WiFi applications. The proposed antenna is suitable for fabrication. The antenna is based on the conventional Yagi antenna, the input impedance of the antenna can be tuned by properly adjusting the distances of three patches giving freedom for optimization. The antenna configuration, design, simulated, and measured results have been well discussed. The experimental results reveal that the proposed antenna features a compact size of $0.504\lambda \times 0.664\lambda \times 0.075\lambda$, wide -10 dB return loss bandwidth can cover 150 MHz, high gain among 8.5 dB to 9 dB and have good directional radiation patterns. Good return loss and radiation pattern characteristics are obtained and measured results are presented to validate the usefulness of the proposed antenna structure for wireless fidelity (WiFi) applications.
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Abstract – In this paper, the design of a novel printed monopole antenna is presented that operates across a super wideband frequency range (2.39 GHz to 40 GHz) and exhibits band-notch characteristic that is necessary to eradicate interference from WLAN systems operating between 5.15 GHz – 5.825 GHz. The prototype antenna consists of a radiating patch in the shape of an octagonal ring structure and embedded within ring is a rectangular strip. The antenna is excited through a microstrip feed-line and includes an elliptically shaped ground-plane that is defected with a dielectric notch in the vicinity of the patch. The proposed antenna’s structure is simple to design and is relatively inexpensive to fabricate. In addition, it is compact in size with overall dimensions of 30 × 30 × 1.6 mm³. The measured results confirm the impedance bandwidth cover a super wideband frequency range from 2.3 GHz – 40 GHz, for VSWR ≤ 2 that corresponds to a fractional bandwidth of 178 %. The radiation characteristic of the proposed antenna is approximately omni-directional.

Index Terms – Band-notched antenna, monopole antenna, microstrip fed antenna, and planar structure.

I. INTRODUCTION

Recent development in wireless technology use multiple communications standards to enable various systems, e.g., satellite, ultra-wideband (UWB), and WLAN systems, to operate through a common platform. Such communication systems necessitate the integration of various sub-systems and require the use of a single antenna to enable wireless communication. The antenna therefore needs to be designed so that its impedance bandwidth is sufficiently wide enough to cover the operating frequency of multiple wireless communication systems. In fact, since the Federal Communications Commission (FCC) launched the bandwidth defined between 3.1 GHz – 10.6 GHz for UWB usage [1-12], the UWB technology has become the most promising candidate for the short-range, high-speed indoor data communications. Since printed monopole antennas have attractive features, namely: (i) relatively...
large impedance bandwidth, (ii) ease of fabrication using conventional MIC technology, and (iii) acceptable radiation properties, hence these types of antenna find application in UWB systems [2, 3]. Unfortunately, within the UWB frequency band coexist other wireless narrowband standards such as WLAN bands (5.15 GHz – 5.35 GHz and 5.725 GHz – 5.825 GHz), which are likely to interfere with the operation of UWB systems. This necessitates the need for additional functionality from UWB systems, i.e., a stop-band filter to mitigate the interference from such systems. However, this requirement would unnecessarily increase the size of UWB systems. In order to save space, the UWB antennas possess a notch function across the band 5.15 GHz – 5.825 GHz that would provide the solution. Band-notched UWB antennas with various filtering techniques have been recently proposed, which include: using H-shaped conductor-backed plane [4], cutting two modified U-shaped slots on the patch [5], inserting two rod-shaped parasitic structures [6], embedding resonant cell in the microstrip feed-line [7], using a fractal tuning stub [8], utilizing a small resonant patch [9], and using a MAM and genetic algorithm [10].

In this paper, a new single band notched super wideband (SWB) antenna is presented that uses a radiating patch consisting of an octagonal ring, in which is embedded a rectangular-shaped strip. The ring determines the center frequency of the notch band. The structure was optimized using a commercially available EM simulation tool, and the antenna was fabricated and its performance was verified.

II. ANTENNA STRUCTURE

The proposed monopole antenna was printed on a low-cost commercial FR-4 substrate with relative permittivity of 4.4, tanδ = 0.02 and thickness of 1.6 mm. Figure 1 shows the geometry of the proposed super wideband antenna. The antenna design is terminated with a 50 Ω SMA connector for signal transmission and reception. The width of the feed-line was fixed at 2.8 mm, which corresponds to a characteristic impedance of 50 Ω. The optimal dimensions of the antenna are shown in Fig. 1.

The antenna’s structure includes a ground-plane with a notch in the shape of a semi-ellipse immediately below the octagonal ring patch. Within the patch is embedded a rectangular strip whose dimensions determine the frequency of the required notched band. Figure 2 shows the three steps employed to implement the antenna structure. The first step includes the radiating patch in the form of an octagonal ring, and ground-plane in the shape of a semi-circle. In the second step the ground-plane is defected with a semi-elliptical notch, which is located just below the octagonal ring. In the third step a rectangular strip is disposed vertically within the ring as shown in Fig. 2.

Figure 3 shows the microstrip antenna whose ground-plane is defected with a notch; provides a significantly wider impedance bandwidth match in comparison to the same antenna without the notch. In fact, super wideband impedance bandwidth is achieved between 2.39 GHz – 40 GHz, for VSWR ≤ 2. Also by inserting the rectangular strip within the octagonal ring creates a narrow-band notch between approximately 5 GHz – 6 GHz.

III. SIMULATION RESULTS AND MEASUREMENTS

In this section, the affect of the various characterizing parameters on the band notched antenna are studied. Numerical and experimental results of the input impedance and radiation characteristics are presented and discussed. The parameters of this proposed antenna are studied by changing the salient parameters one at a time.
while keeping all other parameters fixed. Full wave analyses of the proposed SWB antenna configuration was performed using commercial software, i.e., Ansoft HFSS (ver11.1). As shown in Fig. 4, adjusting the width (W1) of the rectangular strip can affect the antenna’s notch frequency and to a lesser extend its bandwidth. The strip’s length (L1) also affects the notch’s center frequency as shown in Fig. 5. The change in the notch frequency is approximately 1 GHz for the length changing from 6.5 mm to 8.0 mm. Moreover, the length of the feed-line (Lport) plays an important role in the sharpness of the stop band. This effect is shown in Fig. 6, where the bandwidth and sharpness of the stop band frequency is controllable by changing Lport.

Fig. 2. Steps to create the proposed antenna structure: Step-1 is Antenna-1 with octagonal ring shaped patch and semi-circular ground-plane, Step-2 is Antenna-2 with defected ground-plane, and Step-3 is Antenna-3 with a rectangular strip embedded in the octagonal ring shaped patch.

Fig. 3. Simulated VSWR characteristic of the antennas depicted in Fig. 2.

Figure 7 shows the simulated radiation patterns of the proposed antenna with the co- and cross-polarizations in the H-plane (x–z plane) and E-plane (y–z plane). It can be observed that the radiation patterns in the x–z and y-z planes are nearly omni-directional and bidirectional, respectively, at the frequencies of 5 GHz and 6.9 GHz.

Fig. 4. Simulated VSWR characteristics of the proposed SWB antenna for various dimensions of W1.

Fig. 5. Simulated VSWR characteristics of the proposed SWB antenna for various dimensions of parameter L1.

Fig. 6. Simulated VSWR characteristics of the proposed SWB antenna for various Lport lengths.

The measured and simulated gain of the proposed antenna over the antenna’s operating bandwidth is shown in Fig. 8. The graph shows that the measured gain reaches a peak of around
3.5 dBi at 11 GHz. The gain as required drastically drops across the notch band.

Fig. 7. Radiation patterns of the proposed antenna at (a) 5 GHz and (b) 6.9 GHz.

Fig. 8. Measured and simulated gain of the proposed SWB antenna.

The process contributing towards the SWB and notch band is explained by the current distribution density over the antenna. Figure 9 shows the current distribution at the notch’s center frequency of 5.8 GHz, which is strong over the feed-line, the base of the octangular ring and the rectangular strip. The concentration is also strong over the defected ground-plane in the vicinity of the feed-line. The photograph of the proposed SWB antenna is shown in Fig. 10. The measured reflection-coefficient, shown in Fig. 11, verifies its outstanding performance up to 40 GHz. Both the impedance bandwidth and radiation patterns were measured by using the Agilent 8722ES network analyser in its full operational span (500 MHz – 40 GHz).

Fig. 9. Surface current density distribution of the proposed SWB antenna at 5.8 GHz over the defected ground-plane, feed-line, and the patch.

Fig. 10. Photograph of the front and back side of the SWB monopole antenna.

Fig. 11. Measured and simulated return-loss of the proposed antenna.
IV. CONCLUSION
Proof of concept is reported of a novel compact printed monopole antenna for super wideband applications. The antenna possesses a single band-notch characteristic necessary to mitigate interfering signals from WLAN systems. The proposed antenna has advantages of low-cost, compact size, and ease of fabrication. The measured results show an excellent 5 GHz – 6 GHz rejection band feature, super wideband performance (2.39 GHz – 40 GHz) and good radiation patterns in the UWB operating band. These characteristics make the antenna a viable choice for future SWB wireless applications.
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Ultra-Wideband Modified CSRR Antenna with Reconfigurable Notch Band
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Abstract— A novel technique of realizing notches for a compact ultra-wideband (UWB) antenna is proposed based on a modified complementary split ring resonator (CSRR). The UWB slot antenna is in the swallow shape of a modified CSRR. The notched band centered at 5.8 GHz for upper WLAN and 3.9 GHz for C-band satellite communication systems. The proposed antenna has a compact size of 25 × 27.9 mm². The measured results show that the proposed antenna can guarantee a wide bandwidth from 2 GHz to 12 GHz (VSWR < 2) with dual unwanted band-notches successfully. The antenna demonstrates omnidirectional and stable radiation patterns across all the relevant bands. Moreover, a prototype of the dual-band-notched UWB antenna is fabricated and measured results are compared with simulated results.

Index Terms— Monopole antenna, multi-band antenna, and ultra-wideband (UWB) antenna.

I. INTRODUCTION
Ultra-wideband (UWB) links have been shown increasing applications in short-range and high-bandwidth communication and surveillance links [1]. Due to interference from other services, it is often desirable to block out narrow frequency bands from the UWB spectrum. The antenna is often tasked with providing both the wide frequency range and narrowband notch, which should be tunable within a certain range. Quarter-wavelength transmission lines or slots have been primarily used within antenna structures, ground plane or feed lines to suppress unwanted narrow-band signals [2-5]. In this paper, we present a compact printed antenna with 90 degrees rotation angle quadrilateral complementary split ring resonator (CSRR), which has an UWB operating bandwidth with a tunable dual-band-notched frequency at 3.9 GHz and 5.8 GHz [6]. Band-notched operation is achieved by embedding 90 degree rotation angle quadrilateral CSRR slots on radiated patch [7]. The CSRR under investigation can be used to implement left-hand materials. The 90 degrees rotation angle quadrilateral CSRR is promising for UWB antennas for ensuring multiple notched bands. Both dual-band-notched characteristics and compact size are achieved. The antenna has promising features, including good impedance matching performance over the whole operating frequency band, stable radiation patterns and flexible frequency notched function [8-10].

II. ANTENNA DESIGN
The proposed band-notched monopole antenna is shown in Fig. 1. The antenna consists of a notched swallow radiation patch and a trapezoidal ground plane that plays an important role in the broadband characteristics of this antenna because the electromagnetic coupling effects between the patch and the ground plane and improve its impedance bandwidth can be adjusted without any cost of size or expense [11]. To fabricate swallow-shaped antenna, a half ellipse is cut from a rectangle radiating patch firstly and then moved into the bottom side of the radiating patch. This new shape with a gradient structure has the same area as the rectangle shape radiating patch [12]. In addition, the ground of the antenna has a trapezoidal-like shape so that the ground also has a gradient structure. Since both the radiating patch and the ground have a gradient structure, the antenna can ensure a smooth transition from one
mode to another. In this case, the antenna has an excellent impedance matching within a broad bandwidth range [13]. The proposed antenna fed by a microstrip line is printed on RT5880 substrate with thickness of 0.508 mm and permittivity of 2.2. The width and length of the microstrip feed are fixed at 1.5 mm and 10.25 mm, respectively. The size of the inner-square (R₁, R₂) should be adjusted to determine the dual-band-notched frequency of antenna. With other parameters being fixed, the dual-band-notched frequency increases with decreasing R₁ and R₂. For fixed R₁ and R₂, the resonance frequency could be enhanced by increasing slit width of squares (g). For the convenience of optimization, the width of squares (d₁, d₂) and distance between squares are set to be the same as (g). Then, the distance (C₁, C₂) between these two CSRRs can also be optimized. These optimization works were managed by using commercial 3-D electromagnetic software HFSS [14].

Fig. 1. Geometry of the antenna, with dimensions, R₁ = 3.75 mm, R₂ = 4.65 mm, C₁ = 0.6 mm, C₂ = 1.5 mm, S = 1.5 mm, H = 10.2 mm, W = 25 mm, L = 27.9 mm.

Figure 2 shows the current distributions at dual center notched bands. The dimensions of two 90 degrees rotation angle quadrilateral CSRR are corresponding to dual notched bands [15]. When the antenna is working at the center of lower notched band near 3.9 GHz, the outer CSRR functions as a separator in Fig. 2 (a), which is almost in dependent of the other band-notches. Similarly, from Fig. 2 (b), the upper notched band near 5.8 GHz is ensured by the inner CSRR [16].

Fig. 2. The current distribution at (a) 3.9 GHz and (b) 5.8 GHz.

III. RESULTS AND DISCUSSION

The proposed novel 90 degrees rotation angle quadrilateral CSRR shows distinct double band gaps due to the weaker mutual coupling between inner and outer rings even though the two band gaps are adjacent [17]. Thus, 90 degrees rotation angle quadrilateral CSRR is selected to obtain adjacent dual notched bands for C-band (3.7 GHz–4.2 GHz) satellite communication systems and upper WLAN [18]. Figure 3 shows the photographs of the dual band-notch UWB antenna. It is noted that the inner opening ring and outer opening ring have just 90 degrees. Figure 4 shows the measured and simulated VSWRs versus frequency. The results show that the proposed antenna can offer sufficiently wide impedance bandwidth covering 2 GHz – 12 GHz or more with the dual notched bands. The measured dual notched bands include 3.65 GHz – 4.18 GHz and
5.7 GHz – 6.06 GHz, covering C-band satellite communication systems and upper WLAN, respectively. Therefore, by loading 90 degrees rotation angle quadrilateral CSRR with different centers, the CSRR can provide good dual band-notch performance. Owning to its dual band-notch structure, the CSRR can reduce the design space to achieve dual notched bands in comparison with the complementary edge-coupled SRR. The radiation characteristics of the frequencies across the band have also been studied [19]. Figures 5 and 6 show the simulated and measured 2-D radiation patterns, respectively at frequencies 3.5 GHz, 5 GHz, and 7.5 GHz for the proposed UWB antenna. Measurements of the radiation patterns of the prototype are carried out in an anechoic chamber. It can be seen that the radiation patterns in the xy-plane (H-plane) are almost omnidirectional and the radiation patterns in the yz-plane (E-plane) are monopole alike. Clearly, the dual notch UWB antenna has an excellent radiation performance when it operates at 3.5 GHz, 5 GHz, and 7.5 GHz. By comparing with Figs. 5 and 6, the measured radiation patterns show slight deterioration in the co- and cross-polarization electric fields. To some extent, this is due to the measurement environment. Especially, the SMA feeding connector may have interference to radiation field in the test. Distortions in the E-plane patterns begin to occur at higher frequencies because the radiating elements are no longer small relative to those wavelengths. Figure 7 shows measured gains of the proposed antenna. It is observed that the antenna keeps a stable antenna gain about 3-4 dBi, which decreases significantly to about -10 dBi and -3 dBi at the dual notched bands. This demonstrates that the antenna has great dual band-notched characteristics.
Co-polar:  
Cross-polar:  

Fig. 5. Simulated radiation patterns at (a) yz -plane and (b) xy-plane.
f = 5 GHz

f = 7.5 GHz

(b)

Co-polar: Cross-polar: Fig. 6. Measured radiation patterns at (a) yz-plane and (b) xy-plane.

Fig. 7. Measured gain of the proposed antenna.

IV. CONCLUSION
A swallow shaped microstrip patch antenna with narrow loops leading to a small size multi-band planar monopole antenna has been presented. The swallow shaped patch antenna covers the UWB frequency range. By changing the length of the added resonant loops in the notched region, the center frequency of the multi resonances below the UWB frequency can be finely tuned. Furthermore, broad bandwidth and good monopole-like radiation patterns are obtained with a rather compact antenna size. Also, the prototype has been constructed and measured to show an excellent agreement with the simulated results. Therefore, the proposed antenna is extremely useful for short-range wireless communication systems.
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Bandwidth Enhancement of Small Square Monopole Antennas by Using Defected Structures Based on Time Domain Reflectometry Analysis for UWB Applications
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Abstract — In this paper a simple printed monopole antenna with enhanced bandwidth by using defected structures for UWB applications is presented, which is designed due to time domain designing method. The proposed antenna consists of a square radiating patch with a defected microstrip feed-line by a pair of T-shaped slits and a defected ground plane by a pair of rectangular slots with a T-shaped strip protruded inside the slots, which provides a wide usable fractional bandwidth of more than 130 % (3.06 GHz - 14.27 GHz). By cutting two modified T-shaped slits with variable dimensions on the feed-line and also by inserting a pair of rectangular slots with T-shaped protruded strip inside the slots on the ground plane, additional resonances are excited and hence much wider impedance bandwidth can be produced. This large operating bandwidth is obtained by choosing suitable dimension for the proposed defected structures. To verify the validation of the proposed antenna, the equivalent circuit based on time domain reflectometry analysis is presented. Detailed simulation and numerical investigations are conducted to understand their behaviors and optimize for broadband operation. The designed antenna has a small size of 12 × 18 mm², about 0.15λ × 0.25λ at 4.2 GHz. The proposed antenna exhibits almost omnidirectional radiation patterns with low cross polarization level.

Index Terms — Defected microstrip structure (DMS), defected ground structure (DGS), square monopole antenna, and time domain reflectometry (TDR).

I. INTRODUCTION

Commercial UWB systems require small low-cost antennas with omnidirectional radiation patterns and large bandwidth [1]. It is a well-known fact that planar monopole antennas present really appealing physical features, such as simple structure, small size, and low cost. Due to all these interesting characteristics, planar monopoles are extremely attractive to be used in emerging UWB applications, and growing research activity is being focused on them.

In UWB communication systems, one of the key issues is the design of a compact antenna while providing wideband characteristic over the whole operating band. Consequently, a number of planar monopoles with different geometries have been experimentally characterized [2-3] and automatic design methods have been developed to achieve the optimum planar shape [4-5]. Moreover, other strategies to improve the impedance bandwidth have been investigated [6-8].

In this paper, a simple method for designing a novel and compact microstrip-fed monopole antenna with multi resonance performance based on time domain reflectometry for UWB applications has been presented and discussed. In this paper, for the first time, based on defected microstrip structures (DMS) and defected ground structures (DGS), for bandwidth enhancement we use a pair of T-shaped slits in the microstrip feed-line and two rectangular slots with a T-shaped strip protruded inside the slots in the ground plane (unlike other UWB antennas reported in the literature to date [4-7], this structure has an
ordinary square radiating patch configuration). Furthermore, the circuit model of different parts of the antenna based on time domain reflectometry analysis is achieved and presented. The size of the designed antenna is smaller than the UWB antennas with band-notched function reported recently [2-8]. Good return loss and radiation pattern characteristics are obtained in the frequency band of interest. Simulated and measured results are presented to validate the usefulness of the proposed antenna structure for UWB applications.

II. ANTENNA DESIGN

The square monopole antenna fed by a 50 Ω microstrip line is shown in Fig. 1, which is printed on an FR4 substrate with the width of \( W_{\text{sub}} = 12 \) mm and the length of \( L_{\text{sub}} = 18 \) mm, thickness of 0.8 mm, permittivity of 4.4, and loss tangent of 0.018. The basic antenna structure consists of a square patch, a feed line, and a ground plane. The square patch has a width of \( W = 10 \) mm. The patch is connected to a feed line with the width of \( W_f = 1.5 \) mm and the length of \( L_f = 7 \) mm, as shown in Fig. 1. On the other side of the substrate, a conducting ground plane with the width of \( W_{\text{sub}} = 12 \) mm, and the length of \( L_{\text{gnd}} = 4 \) mm, is placed. The proposed antenna is connected to a 50 Ω SMA connector for signal transmission. In order to design a novel antenna, we proposed a new compact monopole antenna with a defected microstrip feed-line and defected ground structure. In this structure, by cutting the two T-shaped slit of suitable dimensions at the microstrip feed-line, it is found that much enhanced impedance bandwidth can be achieved for the proposed antenna. In addition, the defected microstrip structure is playing an important role in the broadband characteristics of this antenna, because it can adjust the electromagnetic coupling effects between the patch and the ground plane, and improves its impedance bandwidth without any cost of size or expense. This phenomenon occurs because, with the use of a defected structure in transmission line distance, additional coupling is introduced between the bottom edge of the square patch and the ground plane [9].

Regarding defected ground structures (DGS), creating slots in the ground plane provide an additional current path. Moreover, this structure changes the inductance and capacitance of the input impedance, which in turn leads to a change in the bandwidth. The DGS applied to a microstrip line causes a resonant character of the structure transmission with a resonant frequency controllable by changing the shape and size of the slot [10]. Therefore, by cutting two T-shaped slots at the ground plane and carefully adjusting its parameters, much enhanced impedance bandwidth may be achieved.

![Fig. 1. (a) Geometry of the proposed square monopole antenna with defected structures and (b) the proposed antenna equivalent circuit.](image_url)

III. DEFECTED TRANSMISSION LINE

A. Defected structures (DGS and DMS) and its equivalent circuit models

Recently, the defected ground plane structures (DGS) and defected microstrip structure (DMS) have been proposed for suppression of spurious response in the microstrip structures [11-12]. These configurations provide band-stop characteristics. The proposed DMS and DGS with their equivalent circuit models are shown in Figs. 2 and 3, respectively, which is printed on an FR4 substrate of thickness 0.8 mm, permittivity 4.4, and loss tangent 0.018. The corresponding geometrical parameters of the proposed structures are denoted in Figs. 2 (a) and 3 (a). In this study, the defected structure on the ground plane and
feed-line will perturb the incident and return current and induce a voltage difference on the ground plane and microstrip feed-line. These two effects can be modeled as a parallel LC circuit [13]. The resistance in equivalent circuits represents the loss of the slot and slit, which is small in general. In the proposed DMS equivalent circuits, R is the series resistance due to conductor losses and dissipation arising from current flowing in the silicon substrate, also in the proposed DGS equivalent circuits, R is the parallel resistance due to substrate dissipation. The shunt parasitic results from a combination of capacitances are due to the gap distance between defected structures edges and underlying substrate. If there are multiple conducting edges, then there should be one C corresponding to each gap distance.

![Fig. 2. (a) Geometry of the proposed DMS, with \( W_T = 0.3 \) mm, \( W_{T1} = 0.4 \) mm, \( L_T = 0.4 \) mm, and \( L_{T1} = 3 \) mm and (b) equivalent circuit model.]

In this work, the final step in the design is to choose the length of the DGS and DMS resonators. A good starting point is to choose it to be equal to \( \lambda_m/4 \), where \( \lambda_m \) is the guided wavelength in the microstrip line. In this design, the optimized length \( L_{\text{resonance}} \) is set to resonate at 0.25 \( \lambda_{\text{resonance}} \), where \( L_{\text{resonance DGS}} = W_T + W_{g1} + W_{g2} + 0.5 L_{g2} + L_g \) and \( L_{\text{resonance DMS}} = 0.5 W_{T1} + W_T + L_{TI} + 0.5 (L_{TI} - L_T) \). \( \lambda_{\text{resonance DGS}} \) and \( \lambda_{\text{resonance DMS}} \) correspond to the DGS resonance frequency (12 GHz) and the DMS resonance frequency (13.9 GHz), respectively. Simulated insertion and return loss characteristics for the proposed DMS and DGS shown in Figs. 2 (a) and 3 (a), with their resonances frequencies are shown in Fig. 4.

![Fig. 3. (a) Geometry of the proposed DGS, with \( W_g = 3 \) mm, \( W_{g1} = 1 \) mm, \( W_{g2} = 1 \) mm, \( L_g = 2.6 \) mm, \( L_{g1} = 1 \) mm, and \( L_{g2} = 2 \) mm and (b) equivalent circuit model.]

![Fig. 4. Simulated insertion and return loss characteristics for the proposed DMS and DGS shown in Figures 2 (a) and 3 (a).]

### B. Time domain reflectometry analysis

In this section, the proposed defected structures with mentioned design parameters were simulated, and then the TDR results of their input impedance are presented and discussed, in both equivalent circuit and full-wave analysis cases.
The simulated full-wave TDR results are obtained using the Ansoft simulation software high-frequency structure simulator (HFSS) [15].

In order to calculate the TDR results for the proposed equivalent circuits, the impedance of these circuits in Laplace domain can be represented as in equations (1) and (2),

\[ Z_{DGS} = \frac{L_s + R}{L C_s^2 + R C_s + 1} \] \hspace{1cm} (1)

\[ Z_{DMS} = \frac{R L_s}{R L C_s^2 + L_s + R} \] \hspace{1cm} (2)

Assuming that the characteristic impedance of the microstrip line is \( Z_0 \), we can write the reflection coefficient through a defected structure as in equation (3), which is observed at the source end, i.e., port 1,

\[ \Gamma_Z(s) = \frac{Z(s)}{Z(s) + 2Z_0}. \] \hspace{1cm} (3)

Therefore, the reflected waveform for the proposed DGS and DMS can be written as,

\[ \Gamma_{DGS}(s) = \frac{L_s + R}{2Z_0L C_s^2 + (2Z_0R C_s + L)s + R + 2Z_0} \] \hspace{1cm} (4)

\[ \Gamma_{DMS}(s) = \frac{R L_s}{2Z_0R L C_s^2 + (2Z_0C + R L)s + 2Z_0R}. \] \hspace{1cm} (5)

A step voltage source with rise time \( \tau_r \) and amplitude \( V_0 \), can be expressed as in [13],

\[ V_{in}(s) = \frac{V_0}{2\tau_r s^2}(1 - e^{-\tau_r s}). \] \hspace{1cm} (6)

Therefore, the reflected waveform in Laplace domain can be written as,

\[ V_{TDR}(s) = V_{in}(s)\Gamma_{DGS,DMS}(s). \] \hspace{1cm} (7)

In TDR measurements, the impedance follows as,

\[ Z_{TDR} = Z_0 \times \frac{(V_{in}(t) + V_{TDR}(t))/(V_{in}(t) - V_{TDR}(t))}{(V_{in}(t) + V_{TDR}(t))}. \] \hspace{1cm} (8)

In which \( Z_0 \) is the characteristic impedance of the transmission line at the terminal.

Figures 4 and 5 show the simulated reflection waveform observed at port 1 of the defected structures, as shown in Figs. 2 and 3, and with a 50 termination on port 2. The excitation source is a step wave with amplitude of 1 V and rise time of 15 psec. The corresponding result predicted by the equivalent circuit model is also shown in these figures and good agreement is seen. As shown in Figs. 5 and 6, TDR curves have started from \( t = 0.4 \) nsec, with an impedance just under 50 \( \Omega \). This is indeed the characteristic impedance of the microstrip line. At impedance discontinuities, part of the input signal is reflected. These reflections, after traveling back, reach terminal port1 and are observed there [13]. From these observations, the characteristic impedances along the transmission line can be computed. The optimal dimensions of the equivalent circuit models parameters are specified in Table 1.

Table 1: Equivalent circuit model parameters.

<table>
<thead>
<tr>
<th>Element</th>
<th>DMS</th>
<th>DGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>4.8 (nH)</td>
<td>0.75 (nH)</td>
</tr>
<tr>
<td>C</td>
<td>2.05 (pF)</td>
<td>15.75 (pF)</td>
</tr>
<tr>
<td>R</td>
<td>2.5 (( \Omega ))</td>
<td>1.35 (( \Omega ))</td>
</tr>
</tbody>
</table>

Fig. 5. The reflected waveforms simulated by HFSS and predicted by equivalent circuit model of the proposed defected microstrip structure shown in Fig. 2.

Fig. 6. The reflected waveforms simulated by HFSS and predicted by equivalent circuit model of the proposed defected ground structure shown in Fig. 3.
IV. RESULTS AND DISCUSSION

The planar monopole antenna with various design parameters were constructed, and the numerical and experimental results of the input impedance and radiation characteristics are presented and discussed. The parameters of this proposed antenna are studied by changing one parameter at a time while others are kept fixed. Figure 7 shows the structure of various antennas used for simulation studies. Return loss characteristics for ordinary square patch antenna (Fig. 7 (a)), with two modified T-shaped slits with variable dimensions on the feed-line (Fig.7 (b)), and with two modified T-shaped slits with variable dimensions on the feed-line and a pair of rectangular slots with T-shaped protruded strip inside the slots on the ground plane (Fig. 7 (c)) are compared in Fig. 8. As shown in Fig. 8, it is observed that by using this modified element including two modified T-shaped slits with variable dimensions on the feed-line and a pair of rectangular slots with T-shaped protruded strip inside the slots on the ground plane, additional third and fourth resonances are excited, respectively, and hence the bandwidth is increased.

![Fig. 7. (a) The ordinary square monopole antenna, (b) the square antenna with defected ground structure, and (c) the proposed antenna.](image)

As shown in Fig. 8, in the proposed antenna configuration, the ordinary square monopole can provide the fundamental and next higher resonant radiation band at 4.2 GHz and 8.1 GHz, respectively, in the absence of these defected structures. The upper frequency is affected by using the rectangular slots with T-shaped protruded strip inside the slots on the ground plane. This behavior is mainly due to the change of surface current path by the dimensions of T-shaped slits at third resonance frequency (12.05 GHz), as shown in Fig. 9 (a). In addition, by inserting two modified T-shaped slits with variable dimensions on the feed-line the impedance bandwidth is effectively improved at the upper frequency [13]. As shown in Fig. 9 (b), the current concentrated on the interior and exterior edges of the two modified T-shaped slits at fourth resonance frequency (13.91 GHz). Therefore, the antenna impedance changes at this frequency, due to the resonant properties of the T-shaped slits. It is found that by using these slits, the fourth resonance occurs at 13.91 GHz in the simulation. Also input impedance of the various monopole antenna structures that shown in Fig. 7, on a Smith chart is shown in Fig. 10.

![Fig. 8. Simulated return loss characteristics for the antennas shown in Fig. 6.](image)

![Fig. 9. Simulated surface current distributions plane for the proposed monopole antenna (a) on the ground at the third resonance frequency (12.05 GHz) and (b) on the radiating patch at the fourth resonance frequency (13.91 GHz).](image)
The proposed antenna with optimal design, as shown in Fig. 11, was built and tested. Figure 12 shows the measured and simulated return loss characteristics of the proposed antenna. The fabricated antenna has the frequency band of 3.06 GHz to over 14.27 GHz. As shown in Fig. 12, there exists a discrepancy between the measured data and the simulated results. This discrepancy is mostly due to a number of parameters such as the fabricated antenna dimensions as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated and the wide range of simulation frequencies. In order to confirm the accuracy of return loss characteristics for the designed antenna, it is recommended that the manufacturing and measurement processes need to be performed carefully, besides, SMA soldering accuracy, and the FR4 substrate quality needs to be taken into consideration.

Figures 13 and 14 show the measured radiation patterns at resonance frequencies including the co-polarization and cross-polarization in the H-plane (x-z plane) and E-plane (y-z plane). The main purpose of presenting the radiation patterns is to demonstrate that the antenna actually radiates over a wide frequency band. It can be seen that the radiation patterns in x-z plane are nearly omnidirectional even at higher frequencies, and also the cross-polarization level is low for the four frequencies.

**V. CONCLUSION**

In this paper, a novel compact printed monopole antenna with multi-resonance characteristics with a novel time domain method to extract the RLC equivalent circuits of the defected structures has been proposed for UWB applications. The analytic formulations for the equivalent circuit models are obtained based on time-domain reflectometry theory, Laplace transform. The fabricated antenna covers the frequency range of UWB systems between 3.06 GHz to 14.27 GHz. The proposed antenna has a simple configuration and is easy to fabricate. Experimental results show that the proposed antenna could be a good candidate for UWB application.
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Abstract — In this letter, a novel balanced varactor-tuned bandpass filter (BPF) designed by using the half-wavelength microstrip resonators is proposed. The frequency-tuning mechanism of the resonator is analytically investigated for designing the proposed balanced BPF. By adding a tunable capacitor to the center of the resonator, it is noted that the common mode can be suppressed to a great extent in the frequency-tuning range of the differential-mode passband. Also, it has no effect on the differential-mode response. For demonstration, a balanced BPF is designed and fabricated. The simulated and measured results with good agreement show that the center frequency of the differential-mode passband can be tuned from 0.725 GHz to 0.811 GHz, while the common-mode suppression in this frequency range is always more than 25 dB.

Index Terms — Balanced bandpass filter (BPF), common-mode suppression, half-wavelength resonator, and tunable filter.

I. INTRODUCTION
Balanced technologies are becoming more and more attractive in the designs of RF/microwave circuits and systems because of their many advantages such as superior response performance, noise immunity and harmonic suppression. Many reports presented the effort [1-6], which was paid to achieve the desired bandpass response in differential operation and to decrease the level of common-mode noise in balanced bandpass filters (BPFs). Some of the common-mode suppression methods such as coupled-line and multi-section resonators, double-sided parallel-strip line (DSPSL), and coupled stepped-impedance resonators were reported in [1-6]. However, all of the designed filters were not tunable.

Tunable resonators and BPFs are in great demand by the current and emerging reconfigurable communication systems. The half-wavelength ($\lambda_g/2$) resonator has been widely studied for designing tunable circuits [7, 8]. Since the differential-mode frequency response of the $\lambda_g/2$ resonator corresponds to the fundamental resonance, it is highly suitable for applications in balanced tunable BPF [7]. In this case, the conventional methods can be utilized for analyzing the differential- and common-mode responses.

In this paper, the tunable $\lambda_g/2$ resonator is investigated for designing a balanced BPF. By adding a few tunable capacitors to the ends and center of the $\lambda_g/2$ resonator, the proposed BPF can be made not only tunable in its differential-mode passbands, but it has also attained high common-mode suppression in the frequency range of its differential-mode passbands. Simulated and measured results show that the center frequency of the differential-mode passband can be tuned from 0.725 GHz to 0.811 GHz, and the common-mode suppression in this frequency range is always greater than 25 dB. The input 1 dB compression point ($P_{m1dB}$) and the input third-order intercept point (IIP3) of the balanced tunable BPF are found to be 16 dBm and 26 dBm, respectively.

II. BALANCED TUNABLE BANDPASS FILTER
Figure 1 shows the configuration of the proposed balanced tunable BPF. It is composed of a pair of coupled tunable $\lambda_g/2$ resonator with loaded tunable admittances, as shown in Fig. 2 (a),
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which are realized by a combination of a varactor \( D_i \) and a DC block capacitor \( C_i \) in series (where \( i = 1 \) or \( 2 \)). As compared with the design in [7], the topology of the proposed BPF has a much simpler configuration, especially in the feeding scheme at the two differential ports. To simplify the analysis, the employed varactor \( D_i \) can be represented by a tunable capacitor \( C_i \) and a resistance \( r_i \) in series. As a result, the loaded admittances at the center and the two ends of the \( \lambda_g/2 \) resonator can be obtained using,

\[
Y_i = \frac{f_0 \omega C_i}{j \omega C_i + 1}. \tag{1}
\]

In this design, the end-loaded \( Y_1 \) is used to tune the differential-mode resonant frequency \( f_0^d \) of the resonator for designing the tunable differential-mode passband of the proposed BPF. The central-loaded \( Y_2 \) is used to change the common-mode frequency response, and to ensure that the common-mode suppression in the differential passband is continuously high.

where \( Y_c \) is the characteristic admittance, and \( \theta \) is the electrical length of the transmission line. The resonant condition is that the imaginary part of \( Y_m^d \) is equal to 0, namely, \( \text{Im}\{Y_m^d\} = 0 \), the expression of \( f_0^d \) can then be obtained as

\[
f_0^d = \frac{Y_c}{2\pi f_0 C_1 (\tan \theta - \tan \theta Y_c)}. \tag{3}
\]

In this case, it is reasonable to assume \( r_1 = 0 \), and then it is obvious that \( f_0^d \) shifts down as \( C_{1i} \) is increased.

B. Common-mode analysis

Figure 2 (c) shows the common-mode equivalent circuit of the tunable \( \lambda_g/2 \) resonator, and the common-mode input admittance \( Y_m^c \) can be expressed as,

\[
Y_m^c = Y_1 + Y_c \frac{Y_2^2 + j Y_c \tan \theta}{Y_c + j Y_2 \tan \theta/2}. \tag{4}
\]

Substituting equation (1) into equation (4) while assuming \( r_1 = 0 \),

\[
Y_m^c = j \omega C_1 + \frac{Y_c}{m} \times \{2Y_c r_2 \omega^2 C_{12}^2 (1 + \tan^2 \theta)
+ j[2Y_c \omega C_{12} (1 - \tan^2 \theta)
+ (4Y_c^2 r_2^2 \alpha^2 C_{12}^2 + 4Y_c^2 - \alpha^2 C_{12}^2) \tan \theta] \}.
\]

The common-mode unloaded quality factor \( Q_{m}^c \) can be obtained by

\[
Q_{m}^c = \left[ \frac{\cos(2\theta)}{\omega C_{12}} + \frac{m \omega C_1 + 4Y_c^3 \tan \theta}{2Y_c^2 (1 + \tan^2 \theta) \alpha^2 C_{12}^2}
- \frac{\sin(2\theta)}{4Y_c}
+ Y_c \omega C_{12} \sin(2\theta) \right]. \tag{6}
\]

From equations (3) and (6), as \( C_{1i} \) is increased, \( f_0^d \) decreases; while \( Q_{m}^c \) increases when \( C_{12} \) is fixed. Therefore, in the design of balanced tunable BPF, it is predictable that the suppression of dynamical common-mode can become a problematic issue when differential-mode passband is frequency agile. To solve this problem, \( C_{12} \) should be made variable to maintain \( Q_{m}^c \) at a low value so that the common-mode can be always highly suppressed in the tunable differential-mode passband. For demonstration, the BPF is designed on an FR4 substrate with \( \varepsilon_r = 4.6 \) and \( h = 1.0 \) mm, and the two varactors are 1SV277 (\( D_1 \)) and 1SV232 (\( D_2 \)) from Toshiba, Tokyo, Japan with two
capacitors: $C_1 = 1.5$ pF and $C_2 = 20$ pF. The dimensions of the filter are: $w_1 = 0.7$ mm, $l_0 = 4.33$ mm, $l_1 = 11.13$ mm, $l_2 = 15$ mm, $l_3 = 8.5$ mm, $g = 0.4$ mm, and $w = 1.84$ mm is the width of the 50 $\Omega$ microstrip line.

As can be seen from the simulated results in Fig. 3, the utilization of $Y_2$ can decrease the $Q_u$ value of the resonator, and the common-mode suppression of the balanced BPF in Fig. 1 is enhanced significantly (about 10 dB). However, as $V_{b1}$ is decreased, i.e., $C_{t1}$ is increased, the differential-mode passband shifts down, and the common-mode suppression gradually deteriorates when $V_{b2}$ is fixed ($C_{t2}$ is fixed). In the process of decreasing $V_{b1}$ from 9 V to 0 V, the high common-mode suppression can be maintained by decreasing $V_{b2}$ from 7 V to 4.2 V, as shown in Fig. 3.

![Fig. 2](image)

Fig. 2. (a) Equivalent model of the $\lambda_g/2$ resonator with loaded $Y_1$ and $Y_2$, (b) differential-mode equivalent circuit, and (c) common-mode equivalent circuit.

III. SIMULATED AND MEASURED RESULTS

Figure 4 shows the photo of the fabricated balanced tunable BPF, while Figs. 5 and 6 show the simulated and measured differential- and common-mode frequency responses of the balanced tunable BPF. The simulation and measurement results are accomplished using ADS software and network analyzer N5230C (both from Agilent). The analyzer is able to measure the two-port differential- and common-mode S-parameters directly. The center frequency of the differential passband shifts down from 0.811 GHz to 0.725 GHz as $V_{b1}$ is decreased from 9 V to 0 V, and the insertion loss of the passband is always less than 3 dB in the entire frequency-tuning range. Meanwhile, the common-mode suppression in the differential passband can be kept greater than 25 dB by tuning $V_{b2}$. When $V_{b1} = 6$ V and $V_{b2} = 5.4$ V, the measured $P_{1dB}$ and IIP3 are 16 dBm and 26 dBm, respectively, as shown in Fig. 7. As compared with the single-ended tunable BPFs in [9-12], the nonlinear performance of the proposed balanced tunable BPF is found to be more attractive and desirable, as shown in Table 1.

![Fig. 4](image)

Fig. 4. Photo of the fabricated tunable balanced BPF.

![Fig. 5](image)

Fig. 5. Measured and simulated differential-mode responses.
Table 1: Performance comparison with single-ended tunable BPFs.

<table>
<thead>
<tr>
<th>Performance</th>
<th>$P_{in-1dB}$</th>
<th>IIP$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref [9]</td>
<td>NA</td>
<td>10.4 dBm</td>
</tr>
<tr>
<td>Ref [10]</td>
<td>9 dBm</td>
<td>14 dBm</td>
</tr>
<tr>
<td>Ref [11]</td>
<td>NA</td>
<td>15 dBm</td>
</tr>
<tr>
<td>Ref [12]</td>
<td>NA</td>
<td>19 dBm</td>
</tr>
<tr>
<td>This work</td>
<td>16 dBm</td>
<td>26 dBm</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

A low-profile balanced tunable BPF using $\lambda/2$ resonator has been presented in this letter. The frequency tuning mechanism of this resonator has been studied and it has been used to design a balanced tunable BPF. Interestingly, it has been found that the common-mode suppression of the BPF can be kept at a high level by adding a varactor to the center of the resonator. The simulated and measured results are given and they show that the differential-mode passband can be tuned from 0.725 GHz to 0.811 GHz and the common-mode suppression is always higher than 25 dB in this frequency range.
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Abstract — In this paper, a kind of reconfigurable monopole antenna with multi-resonance and switchable band-notched function is designed and manufactured whose frequency characteristics can be reconfigured electronically to have a single-band notch function in order to block interfering signals from 5.15 GHz - 5.35 GHz HiperLAN, 5 GHz - 6 GHz WLAN or 7.25 GHz - 7.75 GHz for downlink of X-band satellite communication systems. The proposed antenna consists of a square radiating patch, feed-line, and a ground plane with a Fork-shaped conductor-backed plane. By adding an inverted T-shaped and a pair of L-shaped parasitic structures in the ground plane, additional resonances are excited and hence much wider impedance bandwidth can be produced, especially at the higher band, which provides a wide usable fractional bandwidth of more than 135% (3.05 GHz-16.51 GHz). In order to generate reconfigurable band-stop performance, we use a pair of PIN diodes within the antenna configuration. By changing the ON/OFF conditions of the PIN diodes, the antenna can be used to generate a single notch band to isolate and block any interference in the UWB frequency range. The proposed antenna has a small dimension of 12 × 18 × 1.6 mm³.

Index Terms — Band-notched performance, conductor-backed plane, PIN diode, reconfigurable monopole antenna, and UWB wireless communication.

I. INTRODUCTION

An ultra-wideband (UWB) system requires small low-cost antenna with omni-directional radiation patterns and large bandwidth [1]. In UWB communication systems, one of key issues is the design of a compact antenna while providing wideband characteristic over the whole operating band. Consequently, several planar monopoles with different geometries have been experimentally characterized and automatic design methods have been developed to achieve the optimum planar shape [2-3]. Moreover, other strategies to improve the impedance bandwidth have been investigated [4-6]. In [7] and [8], a coupled T-shaped strip in the bottom side of the FR-4 substrate acts as a conductor-backed plane, and it is created to enhance the gain of the monopole antenna at the lower and middle of the frequency band such that the gain of the proposed antenna over the complete bandwidth remains nearly constant.

The frequency range for UWB systems between 3.1 GHz – 10.6 GHz will cause interference to the existing wireless communication systems for example C-band (3.7 GHz – 4.2 GHz) systems or the wireless local area network (WLAN) for IEEE 802.11a operating in 5.15 GHz – 5.35 GHz or 7.25 GHz – 7.75 GHz for downlink of X-band satellite communication systems, so the UWB antenna with a band-notched function is required. Lately, to generate the frequency band-notched function,
modified several planar monopole antennas with band-notched characteristic have been reported [4-7]. In [4], [5] and [6], different shapes of the slots (i.e., square ring, W-shaped, and folded trapezoid) are used to obtain the desired band notched characteristics. Single and multiple [7] half-wavelength U-shaped to generate the frequency band-notch function, modified planar slits are embedded in the radiation patch to generate the single and multiple band-notched functions, respectively. In order to effectively and fully utilize the UWB spectrum and to improve the performance of the UWB system, it is desirable to design the UWB antenna with reconfigurable notch band [9-10]. It will help to minimize the interference between the systems and whenever there is no coexistence system, the structure of the antenna can be transformed in a way that leads to a whole coverage of UWB spectrum. In [9] for reconfigurable performance of rejection band, which is between 5 GHz to 6 GHz, RF MEMS is utilized while in [10] diodes are used for the same reason. That demands the use of ‘smart’ reconfigurable antennas capable of cancelling in-band interference. Hence, an UWB antenna with reconfigurable band-rejection characteristics at the WLAN or C-band satellite frequencies is highly desirable.

This paper focuses on a multi-resonance square monopole antenna with reconfigurable band-notched performance for UWB applications. In the proposed structure, multi-resonance characteristic is provided by using a pair of L-shaped and an inverted T-shaped conductor-backed plane. By implementing two PIN diodes across the parasitic structures and biasing these active elements, variable frequency band-notched function can be achieved. Good VSWR and radiation pattern characteristics are obtained in the frequency band of interest.

II. ANTENNA DESIGN

The square monopole antenna fed by a microstrip line is shown in Fig. 1, which is printed on an FR4 substrate of thickness 1.6 mm, permittivity 4.4, and loss tangent 0.018. The width $W_f$ of the microstrip feed-line is fixed at 2 mm. The basic antenna structure consists of a square patch, a feed-line, and a ground plane. The square patch has a width $W$. The patch is connected to a feed line of width $W_f$ and length $L_f$, as shown in Fig. 1. On the other side of the substrate, a conducting ground plane of width $W_{sub}$ and length $L_{gnd}$ is placed. The proposed antenna is connected to a 50 $\Omega$ SMA connector for signal transmission.

To design a novel reconfigurable antenna, the modified fork-shaped conductor-backed plane is embedded on the basic antenna structure, mentioned above. Based on the current distribution analysis in UWB frequency band, it is observed that the currents on the bottom edge of the monopole’s radiating patch, are distributed vertically at lower frequencies, while at higher frequencies this currents are distributed horizontally [11].

Fig. 1. Geometry of the proposed antenna; (a) side view, (b) square radiating patch, and (c) ground plane structure.

The modified T- and L-shaped parasitic structures are playing important roles in the broadband characteristics of this antenna, because these can adjust the electromagnetic coupling effects between the patch and the ground plane, and improve its impedance bandwidth without any
cost of size or expense [7-10]. This phenomenon occurs because, with the use of conductor-backed plane structures in air gap distance, additional couplings are introduced between the bottom edge of the square patch and the ground plane [2]. The final dimensions of the designed antenna are specified in Table 1.

Table 1: Final dimensions of the proposed antenna.

<table>
<thead>
<tr>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{Sub} )</td>
<td>12</td>
<td>( L_{Sub} )</td>
<td>18</td>
<td>( L_{gnd} )</td>
<td>3.5</td>
</tr>
<tr>
<td>( W )</td>
<td>10</td>
<td>( L )</td>
<td>0.5</td>
<td>( W_{f} )</td>
<td>2</td>
</tr>
<tr>
<td>( L_{f} )</td>
<td>7</td>
<td>( W_{1} )</td>
<td>4.5</td>
<td>( L_{1} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( W_{2} )</td>
<td>2</td>
<td>( L_{2} )</td>
<td>12</td>
<td>( W_{3} )</td>
<td>4.75</td>
</tr>
<tr>
<td>( L_{3} )</td>
<td>2.75</td>
<td>( W_{4} )</td>
<td>5.75</td>
<td>( L_{4} )</td>
<td>3.5</td>
</tr>
<tr>
<td>( W_{5} )</td>
<td>0.5</td>
<td>( L_{D} )</td>
<td>0.5</td>
<td>( W_{D} )</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### III. RESULTS AND DISCUSSIONS

In this section, the planar monopole antenna with various design parameters was constructed and the numerical and experimental results of the input impedance and radiation characteristics are presented and discussed. The parameters of this proposed antenna are studied by changing one parameter at a time and fixing the others. The simulated results are obtained using the Ansoft simulation software high-frequency structure simulator (HFSS) [12].

#### A. UWB monopole antenna with multi-resonance characteristic

Figure 2 shows the structure of the various antennas used for simulation studies. VSWR characteristics for ordinary square monopole antenna (Fig. 2 (a)), with an inverted T-shaped conductor-backed plane (Fig. 2 (b)), and with inverted T-shaped and a pair of L-shaped conductor-backed plane structures (Fig. 2 (c)) are compared in Fig. 3. As shown in Fig. 3, it is observed that by using these modified parasitic structures, additional third and fourth resonances are excited respectively, and hence the bandwidth is increased.

In the proposed antenna configuration, the ordinary square monopole can provide the fundamental and next higher resonant radiation band at 4 GHz and 8 GHz, respectively, in the absence of parasitic structures in the ground plane. The upper frequency bandwidth is significantly affected by using the inverted T-shaped conductor-backed plane in the ground plane. This behavior is mainly due to the change of surface current path by the dimensions of the inverted T-shaped structure as shown in Fig. 4 (a). In addition, by adding a pair of modified L-shaped conductor-backed plane on the other side of the substrate, the impedance bandwidth is effectively improved at the upper frequency [6]. The L-shaped structures can be regarded as a parasitic resonator electrically coupled to the square monopole.
As shown in Fig. 4(b), the currents concentrated on the edges of the interior and exterior of the pair of L-shaped conductor-backed plane at fourth resonance frequency (14.3 GHz). This figure shows that the electrical current for the fourth resonance frequency (Fig. 4(b)) does change the direction along the bottom edge of the square radiating patch. Therefore, the antenna impedance changes at this frequency, the radiating power and bandwidth will increase. Furthermore, the radiation efficiency will increase. However, the resonant resistance is decreased [9].

B. UWB monopole antenna with reconfigurable band-notched performance

Geometry of the proposed reconfigurable monopole antenna for \( D_1 \) and \( D_2 = \text{ON} \) (Fig. 5(a)), \( D_1 = \text{ON} \) and \( D_2 = \text{OFF} \) (Fig. 5(b)), and \( D_1 = \text{OFF} \) and \( D_2 = \text{ON} \) (Fig. 5(c)) were shown in Fig. 5. VSWR characteristics for the various reconfigurable structures of the proposed antenna were shown in Fig. 6. By implementing two PIN diodes across the parasitic structures and biasing these active elements, variable frequency band-notched function can be achieved.

For applying the DC voltage to PIN diodes, metal strips with dimensions of 1.5 mm \( \times \) 0.6 mm were used inside the main slot. In the introduced design, HPND-4005 beam lead PIN diodes [13] with extremely low capacitance were used. For biasing PIN diodes a 0.7 volts supply is applied to metal strips. The PIN diodes exhibit an ohmic resistance of 4.6 \( \Omega \) and capacitance of 0.017 pF in the ON and OFF states, respectively. By turning diodes ON, the metal protruded L-shaped strips are connected to the inverted T-shaped strip and become a part of it. The desired notched frequency band can be selected by varying the states of the PIN diodes, which changes the total equivalent length of the strip.

In order to understand the phenomenon behind switching electronically between band-notched function, the simulated current distributions on the ground plane for the proposed reconfigurable antenna at notched frequencies for ON and OFF statuses of the p-i-n diodes, are presented in Fig. 7. Figure 7(a) presents the simulated current distributions on the ground plane for \( D_1 = \text{ON} \) and \( D_2 = \text{ON} \) at the second notched frequency (5.5 GHz). As shown in Fig. 7(a), at the notched frequency the current flows are more dominant around of the fork-shaped conductor-backed plane structure. It is found that by changing the ON/OFF conditions of the PIN diodes the antenna can be used to generate a single notch band to isolate and block any interference in the frequency bands.

Fig. 4. Simulated surface current distribution in the ground plane for (a) the square antenna with inverted T-shaped conductor-backed plane at third resonance frequency (12.5 GHz) and (b) the proposed antenna at fourth resonance frequency (14.3 GHz).

Fig. 5. Configuration of the proposed square antenna, (a) \( D_1 = \text{ON} \) and \( D_2 = \text{ON} \), (b) \( D_1 = \text{ON} \) and \( D_2 = \text{OFF} \), and (c) \( D_1 = \text{OFF} \) and \( D_2 = \text{ON} \).

Figures 7(b) and (c) show the simulated current distributions on the ground plane for \( D_1 = \text{OFF} \) and \( D_2 = \text{ON} \) at the notched frequencies (5.25 GHz and 7.5 GHz).
As shown in Fig. 7 (b), at the first notched frequency (5.25 GHz), the current mainly concentrates on the left hand L-shaped strip, and also it can be seen that the electrical current does change its direction along the left hand L-shaped strip. Finally, the current mainly concentrates on the interior and exterior edges of the right hand L-shaped strip at the third notched frequency (7.5 GHz), as shown in Fig. 7 (c). It is found that by changing the conditions of the PIN diodes we can give a variable frequency band-notched function.

The proposed antenna with final design, as shown in Fig. 8 was built and tested. Measured VSWR characteristic of the proposed antenna with multi-resonance and reconfigurable band notched function was shown in Fig. 9. The fabricated antenna has the frequency band of 3.05 GHz to 11.5 GHz with a bad-stop function around of 5 GHz - 6 GHz. However, as shown in Fig. 8, there exists a discrepancy between measured data and the simulated results. This discrepancy is mostly due to a number of parameters such as the fabricated antenna dimensions as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated, the wide range of simulation frequencies, and also the effect of the p-i-n diode and its biasing circuit. In order to confirm the accurate return loss characteristics for the designed antenna, it is recommended that the manufacturing and measurement processes need to be performed carefully. Moreover, SMA soldering accuracy and FR4 substrate quality need to be taken into consideration.
Figure 10 shows the measured radiation patterns at resonances frequencies including the co-polarization and cross-polarization in the H-plane (x-z plane) and E-plane (y-z plane). The main purpose of the radiation patterns is to demonstrate that the antenna actually radiates over a wide frequency band. It can be seen that the radiation patterns in the x-z plane are nearly omnidirectional for the four frequencies.

In the proposed structure, multi-resonance characteristic is provided by using a pair of L-shaped and an inverted T-shaped conductor-backed plane. By implementing two PIN diodes across the parasitic structures and biasing these active elements, variable frequency band-notched function can be achieved. The fabricated antenna satisfies the 10 dB return loss requirement from 3.05 GHz to 16.51 GHz with variable band-notched function to block interfering signals from 5.15 GHz - 5.35 GHz HiperLAN, 5 GHz - 6 GHz WLAN or 7.25 GHz - 7.75 GHz for downlink of X-band satellite communication systems. The proposed antenna has a simple configuration and is easy to fabricate. Good VSWR and radiation pattern characteristics are obtained in the frequency band of interest. Experimental results show that the proposed antenna could be a good candidate for UWB application.

IV. CONCLUSION

In this letter, a novel compact printed monopole antenna (PMA) with reconfigurable function has been proposed for UWB applications.
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Abstract — A new microstrip lowpass filter with compact size and ultra-wide stopband is presented. Using triangular patch resonators and butterfly resonator with four 45° radial “wing” patches, the introduced filter can successfully realize compact design and ultra-wide stopband. To further reduce the circuit size of the filter, the meander transmission lines are also adopted in the design. A demonstration filter with 3 dB cutoff frequency at 1.6 GHz has been designed, fabricated, and measured. Measured results show that the lowpass filter has an ultra-wide stopband bandwidth of 153.9 %, which is able to suppress the 11th harmonic response. Furthermore, it also has a small size of 14 × 15 mm², which corresponds to 0.114 λg × 0.122 λg, where λg is the guided wavelength at 1.6 GHz.

Index Terms — Lowpass filter and microstrip, ultra-wide stopband.

I. INTRODUCTION

Planar lowpass filters with compact size and high performance are frequently required in many microwave communication systems to suppress harmonics and spurious signals. Conventional method to realize microstrip lowpass filter is to utilize high-low impedance lines with shunt stubs and semi-lumped element for their remarkable characteristics. However, they provide a low stopband rejection and a relative flat roll-off characteristic together with a large size [1]. Therefore, techniques to reduce the filter size and enhance the performance have been widely studied in recent years [2-11].

One method to achieve good stopband performance is by cascading multi-resonators [2-5]. For example, in order to realize sharp roll-off and wide stopband suppression, Li et al. designed a lowpass filter by cascading multiple stepped impedance hairpin resonators in [2]. Although sharp roll-off had been achieved, this brings drawbacks in terms of large size and higher loss within the passband. By cascading multiple semi-circle and semi-ellipse patch resonators, Hayati et al. designed a lowpass filter with sharp roll-off and 6th harmonic response in [3]. But it is hard to get compact size and high performance simultaneously. Therefore, to further improve the stopband performance, Ma et al. proposed a lowpass filter by cascading LC resonant structure and transformed radial stubs in [4]. Although better than 13th harmonic suppression had been realized, this method always results in large circuit size and increases design complexity.

On the other hand, filters with good stopband performance can also be realized by using modified stepped impedance resonators. In [6], the conventional low-impedance stubs are replaced by the radial stubs, which have intrinsic wide stopband characteristic to realize a wide stopband rejection. Although compact design had been realized with this method, the roll-off performance is not ideal and further improvement should be...
carried out in stopband bandwidth. Recently, a compact ellipse function microstrip lowpass filter with ultra-wide stopband is proposed in [7]. The design is based on cascading high-impedance transmission lines and low-impedance butterfly resonators with two 55° radial “wing” patches to realize compact size and harmonic suppression. Furthermore, four triangle patch resonators are also utilized to achieve wide stopband. However, the transmission performance in the passband is not ideal due to the increasing of circuit discontinuity in the design. On the other hand, defected ground structure (DGS) and multilayer technique are also utilized to realize lowpass filter in [8-10]. Small size was realized, nevertheless, this method increases the complexity of circuit design.

The motivation of this paper is to design a new compact microstrip lowpass filter with ultra-wide stopband and good transmission performance. Both triangular patches and butterfly resonator with four 45° radial “wing” patches are used in the design to achieve compact size and ultra-wide band rejection. Meander transmission lines are also adopted in the design to further reduce the filter size. Results indicate that the proposed filter exhibits an ultra-wide stopband bandwidth from 2.37 GHz to 18.2 GHz with better than 17 dB suppression degree, a good passband performance with less than 0.3 dB passband insertion loss, and a compact electrical size of 0.114 λg × 0.122 λg, where λg is the guided wavelength at 1.6 GHz.

II. CIRCUIT DESIGN

Figure 1 shows the layout of the proposed lowpass filter. The dimensions of the presented lowpass filter are listed in Table 1. The substrate used here is Duroid 5870 with a relative dielectric constant of 2.33 and a thickness of 0.7874 mm. As can be seen from Fig. 1, the proposed filter consists of high–low impedance microstrip main transmission lines and two types of resonators, i.e., resonators 1 and 2. Resonator 1 is a triangular patch. Resonator 2 is composed of a high impedance transmission line and a butterfly resonator consists of four 45° radial “wing” patches, which are connected in series. Figure 2 shows the lumped-element equivalent circuit of the presented lowpass filter. In the circuit, $C_a$ mainly represents the capacitance between the triangular patch and the ground plane while $C_b$ mainly represent the capacitance between one of the “wing” patches of the middle butterfly resonator and the ground plane. $C_{bb}$ mainly contains the coupling capacitance between the two “wing” patches of the butterfly resonator. The capacitance $C_{ab}$ is formed by the capacitive coupling between the triangular patch and the middle butterfly resonator patch. The high impedance line is mainly represented by the inductance $L$ and $L'$. It is obviously that the location of the 3 dB cutoff frequency and the stopband performance is mainly controlled by the values of $L$, $C_a$ and $C_b$, which are determined by the structure parameters of $W_2$, $l_1$ and $r$. And the capacitors and inductors values of the lumped-element equivalent circuit of the proposed lowpass filter are given as follows: $C_a = 1.1 \text{ PF}$, $C_b = 1 \text{ PF}$, $C_{ab} = 0.1 \text{ fF}$, $C_{bb} = 0.1 \text{ fF}$, $L = 8 \text{ nH}$, and $L' = 0.1 \text{ fH}$.

Figure 1. Layout of the proposed lowpass filter.

Table 1: Structure parameters of the proposed lowpass filter.

<table>
<thead>
<tr>
<th>$l_1$</th>
<th>$l_2$</th>
<th>$w_1$</th>
<th>$w_2$</th>
<th>$w_3$</th>
<th>$w_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.9</td>
<td>1.1</td>
<td>2.6</td>
<td>1.2</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>w5</td>
<td>m</td>
<td>n</td>
<td>r</td>
<td>θ1</td>
<td>θ2</td>
</tr>
<tr>
<td>2.1</td>
<td>0.5</td>
<td>0.3</td>
<td>7.5</td>
<td>7</td>
<td>45</td>
</tr>
</tbody>
</table>

Unit: mm, unless specified.

To illustrate the design theory, frequency responses with the two types of resonators are primary studied. Figure 3 (a) shows the frequency response of the filter only with resonator 1. It can be seen that the filter exhibits a wide stopband
with one transmission zero (TZ₁), which is caused by the resonance of the loaded triangular patches, and its frequency location can be controlled by the structure parameters of the triangular patch resonators. However, the roll-off performance is not ideal. Thus, butterfly resonator is also introduced to the filter to improve the roll-off and the stopband performance as shown in Fig. 3 (b). Since the loaded resonator 2 is not only enhanced by the shunt capacitance of the main transmission line but also by the couple with the neighboring triangular patches, i.e., resonator 1, and this will provide an extra finite transmission zero (TZ₂) inside the stopband. And the frequency location of the transmission zero (TZ₂) can be controlled by the structure parameters of the filter properly adjusted. Furthermore, the harmonic suppression responses of the proposed lowpass filter according to different parameter values are compared in Fig. 4. As can be seen from Fig. 4 (a), the length of the triangular patch, i.e., \( l₁ \), plays an important role in improving the stopband performance. Good stopband performance is obtained as \( l₁ \) is 3 mm. Fig. 4 (b) shows when \( θ₂ \) is different from 45°, an undesired harmonic will be generated in the stopband and the increase of \( θ₂ \) will make the first zero (TZ₂) shift closer to the cutoff frequency. So, if we place it close to the fringe of the passband by choosing proper structure parameters, a lowpass filter with a sharp roll-off and wide stopband rejection can be achieved. On the other side, the loaded butterfly resonator can also result in high slow-wave effect as the increasing of shunt capacitance of the main transmission line. So the size of the proposed lowpass filter has been reduced compared with conventional lowpass filters.

Fig. 2. Lumped-element equivalent circuit of the proposed lowpass filter.

Figure 5 shows the simulated current distributions at different frequencies to display the signal trend in the passband and stopband. The current distribution in passband is shown in Fig. 5 (a). It can be seen that the signals at 0.5 GHz can be transferred from port 1 to port 2 along the high impedance meander lines. Figure 5 (b) shows another case of frequency at 10 GHz, which is in the stopband. It is found that the signals at 10 GHz are blocked by the high impedance lines.

To further reduce the size of the filter in our design, we also use the meander transmission line to replace the high-impedance section of the main transmission line. Therefore, combine the techniques mentioned above, a new microstrip lowpass filter with compact size and high stopband performance is realized. The proposed filter is designed based on the analysis mentioned above. Figure 6 is the photograph of the fabricated filter.
suppression degree. The measured group delay in the passband is 0.23 ns – 0.5 ns, as shown in Fig. 9. Furthermore, the overall size of the fabricated filter is only 14 × 15 mm², which corresponds to a compact electrical size of 0.114 λg × 0.122 λg, where λg is the guided wavelength at 1.6 GHz. For comparison, Table 2 summarizes the performance of some recently published lowpass filters. As can be observed from the table, the presented filter has the properties of compact size, simple circuit topology, and ultra-wide stopband among the quoted filters.

III. SIMULATION AND MEASUREMENT RESULTS

Simulation was accomplished using EM simulation software Ansoft HFSS 12. The comparisons between the circuit model EM simulated results and the equivalent lumped element circuit results are given in Fig. 7. Measurement was carried out on an Agilent 8722ES network analyzer. Figure 8 shows the simulated and measured results. As we can see from Fig. 8, the measured 3 dB cutoff frequency is at 1.6 GHz. Inside the passband the insertion loss is less than 0.3 dB from DC to 1.05 GHz, which is to ensure the good transmission performance in the passband. In addition, the filter provides 11th harmonic suppression performance, as the spurious frequencies are suppressed from 2.37 GHz to 18.2 GHz with better than 17 dB suppression degree. The measured group delay in the passband is 0.23 ns – 0.5 ns, as shown in Fig. 9. Furthermore, the overall size of the fabricated filter is only 14 × 15 mm², which corresponds to a compact electrical size of 0.114 λg × 0.122 λg, where λg is the guided wavelength at 1.6 GHz. For comparison, Table 2 summarizes the performance of some recently published lowpass filters. As can be observed from the table, the presented filter has the properties of compact size, simple circuit topology, and ultra-wide stopband among the quoted filters.

Fig. 4. Simulated S-parameters of the proposed filter: (a) simulated |S21| with different l and (b) simulated |S21| with different θ2.

Fig. 5. Simulated current distribution of the proposed lowpass filter: (a) simulated current distribution at 0.5 GHz and (b) simulated current distribution at 10 GHz.

Fig. 6. Photograph of the proposed lowpass filter.
performance, and ultra-wide stopband. With all these good features, the proposed filter could be widely applied in microwave communication systems.

Table 2: Performance comparisons among published filters and the proposed one.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Circuit size</th>
<th>Insertion loss</th>
<th>Harmonic suppression</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.114 $\lambda_g \times 0.105 \lambda_g$</td>
<td>0.4 dB</td>
<td>6$^{th}$</td>
</tr>
<tr>
<td>3</td>
<td>0.395 $\lambda_g \times 0.151 \lambda_g$</td>
<td>0.33 dB</td>
<td>6$^{th}$</td>
</tr>
<tr>
<td>4</td>
<td>0.31 $\lambda_g \times 0.24 \lambda_g$</td>
<td>1 dB</td>
<td>13$^{th}$</td>
</tr>
<tr>
<td>5</td>
<td>0.141 $\lambda_g \times 0.083 \lambda_g$</td>
<td>0.5 dB</td>
<td>8$^{th}$</td>
</tr>
<tr>
<td>6</td>
<td>0.104 $\lambda_g \times 0.104 \lambda_g$</td>
<td>1.5 dB</td>
<td>7$^{th}$</td>
</tr>
<tr>
<td>7</td>
<td>0.111 $\lambda_g \times 0.091 \lambda_g$</td>
<td>0.4 dB</td>
<td>16$^{th}$</td>
</tr>
<tr>
<td>11</td>
<td>0.104 $\lambda_g \times 0.123 \lambda_g$</td>
<td>0.39 dB</td>
<td>10$^{th}$</td>
</tr>
<tr>
<td>This work</td>
<td>0.114 $\lambda_g \times 0.122 \lambda_g$</td>
<td>0.3 dB</td>
<td>11$^{th}$</td>
</tr>
</tbody>
</table>
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APPLICATIONS OF INTEREST INCLUDE, BUT ARE NOT LIMITED TO,

1. Code validation. This is done using internal checks or experimental, analytical or other computational data. Measured data of potential utility to code validation efforts will also be considered for publication.

2. Code performance analysis. This usually involves identification of numerical accuracy or other limitations, solution convergence, numerical and physical modeling error, and parameter tradeoffs. However, it is also permissible to address issues such as ease-of-use, set-up time, run time, special outputs, or other special features.

3. Computational studies of basic physics. This involves using a code, algorithm, or computational technique to simulate reality in such a way that better, or new physical insight or understanding, is achieved.

4. New computational techniques or new applications for existing computational techniques or codes.

5. “Tricks of the trade” in selecting and applying codes and techniques.
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8. Computer hardware issues. This is the category for analysis of hardware capabilities and limitations of various types of electromagnetics computational requirements. Vector and parallel computational techniques and implementation are of particular interest. Applications of interest include, but are not limited to, antennas (and their electromagnetic environments), networks, static fields, radar cross section, inverse scattering, shielding, radiation hazards, biological effects, biomedical applications, electromagnetic pulse (EMP), electromagnetic interference (EMI), electromagnetic compatibility (EMC), power transmission, charge transport, dielectric, magnetic and nonlinear materials, microwave components, MEMS, RFID, and MMIC technologies, remote sensing and geometrical and physical optics, radar and communications systems, sensors, fiber optics, plasmas, particle accelerators, generators and motors, electromagnetic wave propagation, non-destructive evaluation, eddy currents, and inverse scattering.

Techniques of interest include but not limited to frequency-domain and time-domain techniques, integral equation and differential equation techniques, diffraction theories, physical and geometrical optics, method of moments, finite differences and finite element techniques, transmission line method, modal expansions, perturbation methods, and hybrid methods.

Where possible and appropriate, authors are required to provide statements of quantitative accuracy for measured and/or computed data. This issue is discussed in “Accuracy & Publication: Requiring, quantitative accuracy statements to accompany data,” by E. K. Miller, ACES Newsletter, Vol. 9, No. 3, pp. 23-29, 1994, ISBN 1056-9170.
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