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Effective Preconditioners for the Solution of Hybrid FEM/MoM Matrix Equations using Combined Formulations

Chunlei Guo and Todd H. Hubing
Department of Electrical and Computer Engineering
University of Missouri-Rolla
Rolla, MO 65409

ABSTRACT

Hybrid FEM/MoM modeling codes generate large systems of equations that are generally solved using inward-looking, outward-looking or combined formulations. For many types of problems, the combined formulation is preferred because it does not require a direct inversion of the coefficient matrices and can be solved using iterative solution techniques. An effective preconditioner is a crucial part of the solution process in order to guarantee convergence. However, it can be difficult to generate effective, memory-efficient preconditioners for large problems. This paper investigates preconditioners that use the FEM solution and an absorbing boundary condition (ABC). Various techniques are explored to reduce the memory required by the preconditioner while maintaining effectiveness. Practical problems are presented to evaluate the effectiveness of these preconditioners in various situations.

I. INTRODUCTION

The hybrid finite-element-method/method-of-moments (FEM/MoM) combines the finite element method (FEM) and the method of moments (MoM) and has been used to analyze signal integrity (SI) [1], electromagnetic scattering, and radiation problems [2–6]. FEM is used to model structures with geometrical complexity and inhomogeneous materials. MoM is used to model larger metallic structures and to provide an exact radiation boundary condition (RBC) to terminate the FEM mesh. These two methods are coupled by enforcing field continuity on the boundary separating the FEM and MoM regions.

There are three ways of formulating hybrid FEM/MoM methods [7–9]. The outward-looking formulation incorporates an RBC from MoM and constructs an RBC from MoM and incorporates it into the FEM equations. This formulation has been used by Ji et al. [9], Jin and Volakis [10], and Ramahi and Mittra [11]. The inward-looking formulation incorporates an RBC constructed from FEM into the MoM equations. This formulation has been utilized by Jin and Liepa [12], Yuan et al. [13], and Sheng et al. [14]. These two formulations usually involve direct or indirect inversion of the FEM or MoM matrices, so they can be computationally expensive. The combined formulation, on the other hand, combines the FEM and MoM equations and solves for all unknowns at the same time using an iterative solver without requiring a direct matrix inversion. This formulation has been employed by Sheng et al. [18]. Techniques to reduce the complexity of the matrix-vector multiplication associated with the MoM part, such as the fast multipole method (FMM) [15, 28], multilevel fast multipole algorithm (MLFMA) [16], and adaptive integral method (AIM) [17], can be readily incorporated into a combined formulation.

The matrix equation generated using the combined formulation is partly full and partly sparse. This matrix is usually ill-conditioned, and the iterative solver may converge very slowly or not at all without an effective preconditioner. An effective preconditioner can reduce the necessary iterations dramatically, resulting in a significant reduction in the overall simulation time. Thus, a preconditioner is a crucial part of the iterative solution. Generally a more accurate approximation of the system results in a more effective preconditioner.

A major feature of a preconditioner is its memory efficiency. In most cases, a preconditioner which utilizes less memory can be developed using a less accurate approximation of the original system. However, this may cause the iterative solver to require more steps to converge; so there is usually a tradeoff between the speed and the memory-efficiency of a preconditioner.

For a system with a small number of unknowns (e.g. $10^3$), it is relatively easy to use the complete or incomplete LU (ILU) decomposition of the hybrid
matrix to make an effective preconditioner without exceeding the memory available on typical personal computers. For a system with a large number of unknowns (e.g. $10^6$), FMM or similar techniques can be used to reduce the memory requirement. Diagonal, block-diagonal, or near-neighbor matrices are often used to build preconditioners [17], but such preconditioners do not usually yield the most efficient solution. In [19], Liu and Jin proposed a preconditioner using a sparse matrix generated by FEM and an absorbing boundary condition (ABC). This preconditioner was shown to improve the convergence of iterative solvers greatly. This paper further investigates the FEM/ABC preconditioner and proposes a modified preconditioner for geometries with large metallic surfaces.

Section II of this paper presents the necessary formulations. Representative examples are introduced in Section III. Reordering techniques to reduce the number of fill-in elements in ILU decompositions are discussed in Section IV and a modified preconditioner that further reduces the memory requirement is proposed. Finally, conclusions from the work presented here are drawn in Section V.

II. FORMULATIONS

The Hybrid FEM/MoM Using the Combined Formulation

In the hybrid FEM/MoM, an electromagnetic problem is divided into an interior equivalent part and an exterior equivalent part. The interior part is modeled using the FEM and the exterior part is modeled using a surface integral equation method. The two parts are coupled by enforcing the continuity of tangential fields on the FEM and MoM boundary. FEM can be used to analyze the interior equivalent part and generates a sparse matrix equation of the form,

$$
\begin{bmatrix}
A_u & A_n \\
A_u & A_n
\end{bmatrix}
\begin{bmatrix}
E_i \\
E_i
\end{bmatrix} =
\begin{bmatrix}
0 & 0 \\
0 & B_u
\end{bmatrix}
\begin{bmatrix}
J_x \\
J_x
\end{bmatrix} +
\begin{bmatrix}
g_i \\
g_i
\end{bmatrix}.
$$

(1)

A detailed explanation of Equation (1) can be found in [9].

The exterior equivalent problem can be analyzed by using an electric field integral equation (EFIE), magnetic field integral equation (MFIE), or a combined field integral equation (CFIE), which is a linear combination of the EFIE and MFIE. Regardless of the choice of testing functions or integral equations, the MoM matrix equation has the following form [9],

$$
[C] [J_x] = [D] [E_i] - [F]
$$

(2)

where $J_x$ is a set of unknown complex scalar coefficients, $C$ and $D$ are dense coefficient matrices, and $F$ is the combined source term specifically given by [20],

$$
F = \int_{S} \left( f_s(r) \hat{n} \times \mathbf{H}^{inc}(r) \right) dS
$$

(3)

where $f_s(r)$ is the set of basis functions on the surface and $\hat{n}$ is a unit normal vector pointing outward from the surface $S$.

Neither Equation (1) nor Equation (2) can be solved independently. These two equations form a coupled and determined system. The combined formulation is obtained from Equations (1) and (2) as,

$$
\begin{bmatrix}
A_u & A_n & 0 \\
A_u & A_n & -B_u \\
0 & D & -C
\end{bmatrix}
\begin{bmatrix}
E_i \\
E_i \\
J_x
\end{bmatrix} =
\begin{bmatrix}
g_i \\
g_i \\
F
\end{bmatrix}.
$$

(4)

Unlike the inward-looking formulation or the outward-looking formulation, the combined formulation doesn’t require an explicit inversion of any matrix and solves for all the unknowns simultaneously. For many configurations, with proper preconditioning, the combined formulation is the most computationally efficient of the three formulations.

Equation (4) can be written in the form,

$$
Mx = b
$$

(5)

where

$$
M = \begin{bmatrix}
A_u & A_n & 0 \\
A_u & A_n & -B_u \\
0 & D & -C
\end{bmatrix}
$$

(6)

$\mathbf{x} = \begin{bmatrix} E_i & E_i & J_x \end{bmatrix}^T$, and $\mathbf{b} = \begin{bmatrix} g_i & g_i & F \end{bmatrix}^T$.

Notice that the matrix $M$ is a hybrid matrix, which is partly full and partly sparse. The convergence rate of an iterative solver for Equation (5) is highly dependent on the condition number of $M$.

The matrix $M$ usually has a very large condition number (e.g. on the order of $10^6$ or higher), which results in poor convergence or non-convergence of the iterative solution. However, Equation (5) can be transformed into another linear equation with the same solution,
where $P \approx M^{-1}$ is a preconditioner matrix. With the proper choice of $P$, the matrix $PM$ has better spectral properties than $M$, and the number of iterations required to converge is greatly reduced. Ideally, the construction and application of a good preconditioner should be fast without requiring a lot of memory.

**Application of FEM and ABC as a Preconditioner**

Liu and Jin proposed a preconditioner that applies an absorbing boundary condition on the truncation surface to approximate the MoM boundary condition [19]. A sparse preconditioning matrix can be formed by replacing the EFIE or MFIE equations with first-order ABCs [8] on the truncation surface $S$,

$$
\hat{n} \times \nabla \times \mathbf{E}^\prime (r) = jk_0 \mathbf{E}^\prime (r), \ r \in S
$$

(8)

where $\mathbf{E}^\prime = \mathbf{E} - \mathbf{E}^\infty$ is the scattered electric field. From Equation (8) we can derive,

$$
\mathbf{E}(r) + \eta_0 \hat{n} \times \mathbf{H}(r) = \mathbf{E}^\infty (r) + \eta_0 \hat{n} \times \mathbf{H}^\infty (r), \ r \in S.
$$

(9)

The same basis functions on the surface $S$ used in the hybrid FEM/MoM method can be applied to approximate the $\mathbf{E}$ and $\mathbf{H}$ fields in Equation (9), and the basis functions $f_n(r)$ can be used to test Equation (9), resulting in a matrix equation of the form,

$$
\begin{bmatrix}
\mathbf{B}^\prime_n \\
\mathbf{H}_n
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_n \\
\mathbf{J}_n
\end{bmatrix} = \mathbf{L}
$$

(10)

where $\mathbf{B}^\prime_n$ is the transpose of the matrix $\mathbf{B}_n$ in Equation (1), $\mathbf{H}_n$ is given by

$$
[\mathbf{H}_n]_{mn} = \int_{S_n} \eta_0 f_n(r) \bullet f_m(r) dS
$$

(11)

and $\mathbf{L}$ is the source term given by,

$$
\begin{align*}
L_n &= \int_{S_n} \mathbf{f}_n(r) \cdot \mathbf{E}^\infty (r) dS \\
&\quad + \eta_0 \int_{S_n} \mathbf{f}_n(r) \cdot \hat{n} \times \mathbf{H}^\infty (r) dS.
\end{align*}
$$

(12)

The ABC approximates the MoM boundary condition described using the TENH form of the CFIE.

Combining Equation (10) with Equation (1), we have,

$$
\begin{bmatrix}
\mathbf{A}_n & \mathbf{A}_n & \mathbf{0} \\
\mathbf{A}_n & \mathbf{A}_n & -\mathbf{B}_n \\
\mathbf{0} & \mathbf{B}^\prime_n & \mathbf{H}_n
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_n \\
\mathbf{J}_n
\end{bmatrix} =
\begin{bmatrix}
\mathbf{g}_n \\
\mathbf{K}_n
\end{bmatrix}
$$

(13)

and we define

$$
\mathbf{Q} = \begin{bmatrix}
\mathbf{A}_n & \mathbf{A}_n & \mathbf{0} \\
\mathbf{A}_n & \mathbf{A}_n & -\mathbf{B}_n \\
\mathbf{0} & \mathbf{B}^\prime_n & \mathbf{H}_n
\end{bmatrix}.
$$

(14)

Notice that the matrix $\mathbf{Q}$ is very sparse. Now we have two systems: the hybrid FEM/MoM system described by Equation (4) and the FEM/ABC system described by Equation (13).

Since Equation (8) describes the behavior of the electric field in free space far from the sources, the ABC truncation surface should not be too close to the scatterer. When the ABC truncation surface is far enough from the scatterer’s surface (e.g. $\lambda/10$), the FEM/ABC system described by Equation (13) can be a good physical approximation of the hybrid system described by Equation (4).

If the same computational domain is analyzed using both Equations (4) and (13), the matrix $\mathbf{M}$ is of the same order as the matrix $\mathbf{Q}$. The matrix $\mathbf{Q}$ is a physical approximation of $\mathbf{M}$, and $\mathbf{Q}^{-1}$ can be used as a preconditioner to improve the iterative solution of Equation (6). $\mathbf{Q}$ is highly sparse, and doesn’t require much additional memory. $\mathbf{Q}^{-1}$ can be generated much faster and more efficiently than $\mathbf{M}^{-1}$, particularly for problems with a lot of MoM boundary elements.

Since the preconditioning technique requires the FEM/MoM boundary to be located far from the surface of the scatterer, more elements may be required increasing the order of the system of equations. However, in many situations the amount of additional computational resources required by these extra elements is small compared to the resources saved by using this preconditioning technique.

**III. SAMPLE PROBLEMS**

Four sample problems were used to evaluate the preconditioning techniques discussed in later sections. The first problem is a perfectly conducting (PEC) sphere, which does not require any FEM elements to model. The second problem is a dielectric-coated sphere, where the coating is thin relative to the radius of the sphere. This structure requires both FEM and MOM elements to model. The third problem is a solid dielectric sphere.
requiring many more FEM elements. These spherical structures are convenient because they can be modeled analytically. The FEM part of the hybrid system becomes more dominant from the first problem to the third problem. The remaining problem is a printed circuit board (PCB) power bus structure, which is a structure of particular interest to EMC and signal integrity engineers. Each sample configuration is modeled at 3 GHz.

**Problem 1: Perfectly Conducting Sphere**

The first sample configuration is a perfectly conducting sphere. The radius of the sphere is 8 cm, as shown in Fig. 1. The incident wave travels along the z-axis, and the polarization of the E field is along x-axis. The goal is to model the scattered far fields. The most convenient way to model this structure is to use MoM on the surface of the sphere, so FEM is not required.

![Figure 1. Scattering from a PEC sphere.](image1)

**Problem 2: Dielectric-Coated PEC Sphere**

The second configuration is a dielectric-coated PEC sphere. The radius of this sphere is also 8 cm. The coated dielectric material has a thickness of 5 mm (0.05\(\lambda\) at 3 GHz) and relative dielectric constant of 4.0-j1.0, as shown in Fig. 2. The same incident wave as Problem 1 is applied. The field in the interior of the dielectric sphere is analyzed using FEM, and the equivalent current on the truncation surface is modeled using MoM.

![Figure 2. Scattering from a dielectric-coated PEC sphere.](image2)

**Problem 3: Dielectric Sphere**

The third sample configuration is a dielectric sphere. The radius of this sphere is again 8 cm and the relative dielectric constant of the sphere material is 4.0, as indicated in Fig. 3. The same incident wave as Problem 1 is applied. The field in the interior of the dielectric sphere is analyzed using FEM, and the equivalent current on the truncation surface is modeled using MoM.

![Figure 3. Scattering from a dielectric sphere.](image3)

**Problem 4: Power Bus Structure**

The fourth problem is to model the input impedance of a PCB power bus structure. As shown in Fig. 4, the board dimensions are 30 mm \(\times\) 20 mm \(\times\) 2 mm. The top and bottom planes are PECs. The relative dielectric constant of the material between the planes is 4.2. An ideal current source is located at \((x_i = 10 \text{ mm, } y_i = 5 \text{ mm})\) to excite the structure. Such a structure usually requires a large number of FEM elements between the planes in order to control the aspect ratio of the tetrahedra. This results in a lot of triangular MoM boundary elements if the FEM/MoM boundary is located on the surface of the metal planes.

![Figure 4. A PCB power bus structure.](image4)

**Discretization of Sample Structures**

Since the MoM provides an exact RBC on the truncation surface, it doesn’t matter how far the truncation surface is from the scatterer. However, it is usually convenient to choose the truncation surface to coincide with the physical boundary of the scatterer to minimize the computational domain. Defining the distance between the truncation surface and physical boundary of the scatterer as \(d\), Table 1(a) summarizes the discretization of the sample problems when \(d = 0\) (i.e., the truncation surface coincides with the physical boundary of the spheres or PCB). The mesh density on this truncation surface is about 10 elements/wavelength. The total number of unknowns is given by the sum of the number of \(E_i\), \(E_s\), and \(J_s\) elements.
Table 1. Summary of discretization of the sample problems

(a) when $d = 0$

<table>
<thead>
<tr>
<th></th>
<th># of tetrahedra</th>
<th># of $E_i$</th>
<th># of $E_s$</th>
<th># of $J_i$</th>
<th>Total # of unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2589</td>
<td>2589</td>
</tr>
<tr>
<td>Problem 2</td>
<td>5491</td>
<td>3660</td>
<td>2910</td>
<td>2910</td>
<td>9480</td>
</tr>
<tr>
<td>Problem 3</td>
<td>6541</td>
<td>6379</td>
<td>2589</td>
<td>2589</td>
<td>11557</td>
</tr>
<tr>
<td>Problem 4</td>
<td>456</td>
<td>274</td>
<td>68</td>
<td>552</td>
<td>832</td>
</tr>
</tbody>
</table>

(b) when $d = 5$ mm

<table>
<thead>
<tr>
<th></th>
<th># of tetrahedra</th>
<th># of $E_i$</th>
<th># of $E_s$</th>
<th># of $J_i$</th>
<th>Total # of unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>5491</td>
<td>3660</td>
<td>2910</td>
<td>2910</td>
<td>9480</td>
</tr>
<tr>
<td>Problem 2</td>
<td>11923</td>
<td>10851</td>
<td>3549</td>
<td>3549</td>
<td>17949</td>
</tr>
<tr>
<td>Problem 3</td>
<td>12032</td>
<td>12628</td>
<td>2910</td>
<td>2910</td>
<td>18448</td>
</tr>
<tr>
<td>Problem 4</td>
<td>3353</td>
<td>2724</td>
<td>1464</td>
<td>1464</td>
<td>5652</td>
</tr>
</tbody>
</table>

In order for the FEM-ABC preconditioner to be effective, the truncation surface has to be moved away from the physical boundary of the scatterer. In this study, a truncation surface with $d = \lambda/20 = 5\,\text{mm}$ in each direction was used when the FEM/ABC preconditioner was employed. This choice of $d$ should be sufficient to provide a good preconditioner [19]. Table 1(b) summarizes the discretization when $d = 5\,\text{mm}$. The mesh density on this truncation surface is also about 10 elements/wavelength.

As we can see from Table 1, applying the FEM-ABC preconditioner increases the total number of unknowns roughly by a factor of 2 to 7 for the structures studied in this paper. For the PEC sphere, no FEM elements are necessary when $d = 0$. Only the coefficient matrix $C$ needs to be saved and only MoM is applied in this case. When the truncation boundary is moved away from the surface of the sphere, tetrahedral finite elements are added and the memory requirement at least doubles since the matrix $D$ (which is as dense as the $C$ matrix) also needs to be saved.

For the dielectric-coated sphere, the number of tetrahedral elements roughly doubles when $d$ is increased from 0 to 5 mm. The number of $E_i$ elements roughly triples, and the number of $E_s$ and $J_i$ elements also increases due to the larger surface area.

For the dielectric sphere, there are a large number of tetrahedral elements even when the truncation boundary coincides with the physical boundary of the sphere. However, the number of unknowns still increases significantly when the truncation surface is extended beyond the physical boundary of the sphere.

For the power bus structure, the thickness of the board requires a fine tetrahedral mesh in the dielectric in order to ensure that the tetrahedra have a reasonable aspect ratio. When $d$ is increased from 0 to 5 mm, many more tetrahedral elements must be used to discretize the computational domain between the physical boundary of the board and the truncation boundary, resulting in a large increase in the total number of unknowns. At lower frequencies (longer wavelengths), the boundary would need to be located even further from the scattering surfaces.

IV. PRECONDITIONING TECHNIQUES

The inverse of the matrix $Q$ in Equation (14) can be used as a preconditioner for iterative solutions of Equation (4). However, it is usually very expensive to derive an explicit inverse of this matrix. An incomplete LU factorization of the matrix $Q$ will result in $Q = LU$, where $L$ is a sparse, lower-triangular matrix, and $U$ is a sparse, upper-triangular matrix. The preconditioner, $P$, is then given by $P = Q^{-1} \approx (LU)^{-1}$, where the inversion is actually replaced by forward and back substitution at each iteration.

There are two popular ILU schemes, one based on the structure of the matrix being factored, and the other based on the numerical values of the
elements in $L$ or $U$ generated during factorization [21]. In the first scheme, an element in $L$ or $U$ is dropped if the element in the corresponding position of the original matrix is zero, no matter how large this element is. In the second scheme, an element in $L$ or $U$ is discarded only if its magnitude is smaller than a specified drop tolerance. The second scheme often yields more accurate factorizations than the first scheme. Variations of each scheme and hybridizations of these schemes are also described in the literature [21].

In this study, the LU factorization based on drop tolerance in MATLAB was used [25]. The drop tolerance was set to $1.0 \times 10^{-6}$ for the results presented here. A smaller drop tolerance yields a more accurate factorization, but produces more fill-in elements. Fill-in elements refer to matrix entries that are zero in the original matrix $Q$ and are nonzero in the $L$ and $U$ matrices. In order to reduce the number of fill-in elements (and the memory required to store these elements), the matrix $Q$ was reordered before the factorization.

**Reducing the Number of Fill-ins During ILU by Reordering**

There are various reordering algorithms, including variable band, nested dissection and minimum degree [22, 23]. A good variable band algorithm is the reverse Cuthill-McKee algorithm to minimize the bandwidth of a matrix [24]. The minimum degree algorithm is based on graph theory and reduces fill-in elements during Gaussian elimination [25, 26]. In [9], it is shown that the symmetric reverse Cuthill-McKee algorithm (SYMRCM) and symmetric minimum degree algorithm (SYMMD) effectively reduce the fill-ins during a complete LU on a sparse matrix generated using FEM. In this work, besides the SYMRCM and SYMMD algorithms, another minimum degree algorithm, the symmetric approximate minimum degree reordering technique (SYMAMD) was also investigated [25]. This algorithm is usually faster than the symmetric minimum degree algorithm and yields a better ordering.

The sparsity pattern of the matrix $Q$ generated using FEM and ABC for Problem 1 ($d = 5$ mm) is shown in Fig. 4(a). The average number of nonzero elements is about 12 elements per row in this case, which indicates that $Q$ is highly sparse. The sparsity pattern using various reordering algorithms is also shown in Fig. 5.

Table 2 lists the number of nonzero elements in the $L$ and $U$ matrices after an ILU factorization of matrix $Q$ using a drop tolerance of $1.0 \times 10^{-6}$. Problems 2 and 3 could not be factored within the available memory without reordering. For $L$ and $U$ using sparse complex values with double precision, the required memory (in bytes) is roughly given by the number of nonzero elements times 20. The memory required to store the $L$ and $U$ matrices is also listed in Table 2. As we can see, the number of fill-in elements during ILU is greatly reduced by reordering the matrix. It is also much faster to perform ILU factorizations when the reordering schemes are applied. On average, the SYMRCM algorithm performed a little better than the other algorithms. This is probably due to the asymmetric nature of the matrix $Q$.

**Iterative Solver Behavior**

After $L$ and $U$ are generated, they can be applied to the iterative solver at each iteration and do not have to be explicitly inverted. In this study, a bi-conjugate gradient stabilized (BICGSTAB) solver was utilized [21, 27]. Table 3 summarizes the number of iterations required to achieve a solution with a convergence factor of $1.0 \times 10^{-3}$. The convergence factor is the maximum value for the normalized residual norm, $\frac{\|Mx - b\|}{\|b\|}$. In other words, the BICGSTAB solver has converged once $\frac{\|Mx - b\|}{\|b\|} \leq 1.0 \times 10^{-3}$ is achieved. The maximum number of iterations investigated in this study was 500.

The general behavior of the BICGSTAB solver is described as being divergent, convergent, or stagnant in Table 3. For divergent behavior, the normalized residual norm bounces between certain values above the required tolerance as the number of iterations increases. For convergent behavior, the normalized residual goes below the tolerance in less than 500 iterations. For stagnant behavior, the normalized residual norm remains the same for two consecutive iterations. The BICGSTAB solver stops the solution process before reaching the maximum number of iterations if stagnant behavior occurs.
(a) Sparsity pattern of the original matrix $Q$.

(b) Sparsity pattern of the matrix $Q$ after SYMRCM ordering.

(c) Sparsity pattern of the matrix $Q$ after SYMMMD ordering.

(d) Sparsity pattern of the matrix $Q$ after SYMAMD ordering.

Figure 5. Sparsity pattern for Problem 1 matrix generated using FEM and ABC.

Table 2. The number of nonzero elements in $L$ and $U$ after ILU

<table>
<thead>
<tr>
<th>Problem</th>
<th>No ordering (Mbytes)</th>
<th>SYMRCM (Mbytes)</th>
<th>SYMMMD (Mbytes)</th>
<th>SYMAMD (Mbytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>21151493 (423)</td>
<td>2507653 (50)</td>
<td>2701435 (54)</td>
<td>2710165 (54)</td>
</tr>
<tr>
<td>Problem 2</td>
<td>Out of memory</td>
<td>9534816 (190)</td>
<td>10000965 (200)</td>
<td>10415806 (208)</td>
</tr>
<tr>
<td>Problem 3</td>
<td>Out of memory</td>
<td>27943414 (559)</td>
<td>33754661 (675)</td>
<td>Out of memory</td>
</tr>
<tr>
<td>Problem 4</td>
<td>8875433 (176)</td>
<td>2319723 (46)</td>
<td>2504835 (50)</td>
<td>2437372 (49)</td>
</tr>
</tbody>
</table>
Table 3. Iterations required using un-preconditioned and preconditioned BICGSTAB

<table>
<thead>
<tr>
<th>Problem</th>
<th>Iterations</th>
<th>Converged (Yes/No)</th>
<th>General behavior</th>
<th>Iterations</th>
<th>Converged (Yes/No)</th>
<th>General behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>500</td>
<td>No</td>
<td>Divergent</td>
<td>14</td>
<td>Yes</td>
<td>Convergent</td>
</tr>
<tr>
<td>Problem 2</td>
<td>500</td>
<td>No</td>
<td>Divergent</td>
<td>14</td>
<td>Yes</td>
<td>Convergent</td>
</tr>
<tr>
<td>Problem 3</td>
<td>500</td>
<td>No</td>
<td>Divergent</td>
<td>35</td>
<td>Yes</td>
<td>Convergent</td>
</tr>
<tr>
<td>Problem 4</td>
<td>47</td>
<td>No</td>
<td>Stagnant</td>
<td>27</td>
<td>Yes</td>
<td>Convergent</td>
</tr>
</tbody>
</table>

Table 4. Number of nonzero elements in L and U and iterations required to converge when the coupling between FEM and ABC was discarded, and SYMMMD was used

<table>
<thead>
<tr>
<th>Problem</th>
<th># of nonzero element in L and U (MBytes)</th>
<th># of iterations for convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>377965 (8)</td>
<td>24</td>
</tr>
<tr>
<td>Problem 2</td>
<td>2515255 (50)</td>
<td>26</td>
</tr>
<tr>
<td>Problem 3</td>
<td>17715266 (354)</td>
<td>500 (Did not converge)</td>
</tr>
<tr>
<td>Problem 4</td>
<td>597535 (12)</td>
<td>103</td>
</tr>
</tbody>
</table>

Figure 6. Convergence/divergence curve for Problem 1.

Figure 6 plots the normalized residual norm as a function of the number of iterations for Problem 1 using the un-preconditioned and preconditioned BICGSTAB solver. As we can see, the FEM-ABC preconditioner greatly reduces the number of iterations required for convergence.

**Reducing the Number of Fill-ins by Decoupling FEM and ABC**

In this study, a modified FEM/ABC preconditioner requiring less memory was also evaluated. In Equation (13), the coupling between FEM and ABC is achieved through the $B_{xx}$ and $B_{yy}$ coefficient matrices. Although the elements in these matrices are bigger than those on the same row in the diagonal entries of the matrix $Q$, we discarded the $B_{xx}$ and $B_{yy}$ matrices and used the resulting sparse matrix, $Q'$, to construct preconditioners. For scattering problems like Problems 1, 2 and 3, discarding the coupling between the FEM and ABC is effectively the same as imposing a PEC boundary condition on the truncation surface. For radiation problems like Problem 4, discarding the coupling between the FEM and ABC effectively imposes a perfectly magnetically conducting (PMC) boundary condition on the truncation surface.

Discarding the elements corresponding to the coupling between FEM and ABC dramatically reduces the number of fill-ins during ILU factorization. Table 4 lists the number of nonzero elements and the number of iterations required for convergence. The memory required to store the $L$ and $U$ matrices is given in parentheses.

Comparing the results in Table 4 to the results in Tables 2 and 3, we observe that this preconditioner works reasonably well for PEC and dielectric-coated PEC spheres. The number of iterations required to converge is higher, but the memory required is significantly reduced. Since the ABC truncation surface is close to the PEC sphere in both cases, discarding the coupling between the
FEM and ABC (implicitly applying a PEC boundary condition) is a reasonable approximation of the FEM and ABC. Figures 7 and 8 show the calculated radar cross section (RCS) for the PEC sphere in Problem 1 and the dielectric-coated sphere in Problem 2 using the decoupled FEM-ABC as preconditioner, respectively. Analytical results for the RCS of this geometry obtained using the Mie series [29] are also provided. The results obtained using the two methods agree with each other very well.

![Figure 7. Calculated RCS for Problem 1.](image)

![Figure 8. Calculated RCS for Problem 2.](image)

For the PCB power bus structure, the memory was reduced by a factor of 4, however, the number of iterations increased by a factor of 4, as shown in the first sub-column in Table 4 for Problem 4. In this case, the excitation is located inside the FEM region. The preconditioner implicitly applies a PMC boundary condition. To demonstrate the different behavior of the proposed preconditioner for scattering problems vs. radiation problems, the same configuration was modeled with the incident wave from Problem 1 instead of the internal current source. This change only affects the terms on the right hand side of Equation (4). The memory required by the preconditioners in the scattering case is the same as that in the radiation case. Using the original preconditioner with FEM and ABC coupled together, 17 iterations are required to reach a $1.0 \times 10^{-3}$ convergence factor. Applying the new preconditioner with FEM and ABC decoupled (i.e. implicitly applying a PEC boundary condition), the memory is still reduced by a factor of 4 and 40 iterations are required to converge.

For the dielectric sphere, the iterative solver did not converge for Problem 3. The normalized residual norm oscillated around $3.0 \times 10^{-3}$. Therefore, in this case, discarding the coupling between the FEM and ABC elements resulted in a poorer preconditioner.

Eliminating the coupling terms between the FEM and ABC portions of the preconditioning matrix appears to work pretty well for scattering problems from structures with large metallic surfaces. However, it does not work as well for radiation problems or for modeling structures without large metal surfaces.

V. CONCLUSIONS

In this paper, four sample problems were used to investigate the application of preconditioning techniques to the iterative solution of matrix equations resulting from the hybrid FEM/MoM method employing a combined formulation. These techniques were based on the FEM/ABC, which yields a physical approximation of the geometry being evaluated. An ILU factorization employing a drop tolerance was used to construct the preconditioner. Reordering algorithms reduced the number of nonzero elements in the $L$ and $U$ matrices by a factor of 4 to 8, depending on the geometry and reordering scheme applied.

When FEM/ABC preconditioners were applied to the solution of the hybrid FEM/MoM system of equations, the convergence rate of the iterative solution improved significantly. These preconditioners work very well for calculating the scattering from PEC spheres (with few FEM elements), dielectric coated spheres, and dielectric spheres (with many FEM elements). They also worked well for modeling radiation and scattering from a PCB power bus structure (with many FEM elements).
The memory required by the preconditioner can limit the size of the problems that can be modeled. This memory requirement can be reduced significantly by discarding the coupling between the FEM and ABC elements in the preconditioner matrix. In our examples, memory was reduced by a factor of 2 to 7. This modified FEM/ABC preconditioning technique worked very well for analyzing the scattering from PEC and dielectric-coated metal spheres. It also worked well for analyzing the scattering from a PCB. However, it did not work well for modeling the radiation from the PCB or for modeling a dielectric sphere. Since this approach implicitly simulates a PEC boundary for scattering problems (or a PMC boundary for radiation problems), it is generally expected to work well for the analysis of scattering from geometries that have a PEC surface near the FEM/MoM boundary.

ACKNOWLEDGEMENT

The authors wish to express their thanks to Professor W. C. Chew of University of Illinois at Urbana-Champaign for providing the Mie series code.

REFERENCES


[25] MATLAB manuals, MATLAB is a product of Mathworks, Inc, U.S.A.


Chunlie Guo earned his BSEE and MSEE degrees from Tsinghua University in 1998 and 2000, respectively. He is currently pursuing a Ph.D. degree in Electrical Engineering at the University of Missouri-Rolla. His graduate research is focused on the development of numerical modeling techniques for analyzing signal integrity and electromagnetic compatibility problems.

Todd Hubing received his BSEE degree from MIT in 1980, his MSEE degree from Purdue University in 1982, and his Ph.D. in Electrical Engineering from North Carolina State University in 1988.

From 1982 to 1989, he was an electromagnetic compatibility engineer for IBM in Research Triangle Park, NC. He is currently a Professor of Electrical and Computer Engineering at the University of Missouri-Rolla. He serves on the Board of Directors and is a Past President of the IEEE EMC Society.
A 2D Pseudo-Spectral Approach of Photonic Crystal Slabs

K. Varis\(^{(a)}\), and A. R. Baghai-Wadji\(^{(b)}\)

\(^{(a)}\)Helsinki University of Technology, Optoelectronics Laboratory,
P.O. Box 3000, FIN-02015 HUT, Finland, EU
kari.varis@hut.fi

\(^{(b)}\)Vienna University of Technology, E366,
Gusshausstrasse 27-29, e-1040 Vienna, Austria, EU
alireza.baghai-wadji@tuwien.ac.at

Abstract— We consider an \(L_1\)-periodic dielectric slab which is characterized by the dielectric function \(\varepsilon(x+L_1,z) = \varepsilon(x,z)\) as a 2D model for photonic crystals. We assume that there is no variation in \(y\)-direction, with fields varying time-harmonically according to \(\exp(-j\omega t)\). In order to solve electromagnetic wave propagation in such structures, we diagonalize the Maxwell’s equations with respect to the \(z\) coordinate. As demonstrated in this paper, diagonalized forms greatly facilitate the implementation of the finite difference method. The \(L_1\)-periodicity of the fields suggests expansions in terms of spatially harmonic functions. However, contrary to the commonly-used Bloch inhomogeneous plane waves, we utilize expansions of the form \(\psi(x,z) = \sum_{n=0}^{N-1} \psi_n(z) \exp[j(k_n + K)z]\).

For the determination of the coefficient functions \(\psi_n(z)\) we implement a sophisticated, yet, easy-to-apply implementation of a finite difference discretization scheme in \(z\)-direction which permits virtually arbitrary permittivity profile functions \(\varepsilon(x,z)\). It will be demonstrated that the proposed hybridization of the plane-wave decomposition and the finite difference method leads to a robust and flexible method of analysis with a wide range of applications.

Contrary to the standard finite difference implementations which include the entirety of the \(E\)- and \(H\)-components, in our technique, we use an FD discretization, which only involves an “optimized subset” of the field components [1,2]. Stated more precisely, only those field components are involved in our formalism, which enter the interface- or boundary conditions on \(z = \text{const planes}: It\ turns out that these “transversal” field components are the only unknowns in our problems; the remaining “normal” components can be uniquely determined once the transversal fields have been calculated.

This paper is organized as follows: In Section II, we briefly comment on the diagonalization procedure. The electromagnetic wave propagating in a photonic crystal, as specified above, decouples into a TE- and a TM-polarized mode. In this paper we focus on TE-modes. In Section III, we discuss the discretization and approximation of the fields. Section IV is devoted to formulating appropriate boundary conditions for our problem. Thereby, assuming free space below and above our structure, we formulate discrete boundary conditions in a matrix form. Section V is devoted to the specifics of our numerical calculations. We discuss tools and measures which we have developed to enhance the speed, and at the same time, the accuracy of our computations. In Section VI, we discuss a glimpse of the numerical results which we have obtained. We compare our results with available data. Section VII concludes our discussion.

Notation: In the following we exploit the \(L_1\)-periodicity property and assume that the real-valued variable \(K\) (to be specified soon) varies in the interval \([-\pi/L_1, \pi/L_1]\). Furthermore, we have defined

\[
    k_n = \begin{cases} 
        \frac{2\pi n}{L_1} & 0 \leq n \leq N \\
        \frac{2\pi}{L_1}(n - N) & N \leq n \leq N-1
    \end{cases}
\]
II. DIAGONALIZATION

Consider the Maxwell’s curl equations under the following two assumptions: (i) no variation in y−direction \((\delta y \equiv 0)\), and (ii) isotropic materials specified by a constant permeability \(\mu\), and an \(L_1\)−periodic inhomogeneous permittivity function \(\varepsilon(x,z)\): \(\varepsilon(x+L_1,z) = \varepsilon(x,z)\). Assumptions (i) and (ii) imply the constitutive equations in the forms \(\mathbf{B} = \mu \mathbf{H}\) and \(\mathbf{D} = \varepsilon(x,z) \mathbf{E}\). Consequently, Maxwell’s equations are:

\[
-\frac{\partial}{\partial x} \begin{pmatrix} 1 \\ 0 \end{pmatrix} H_3 + \frac{\partial}{\partial z} \begin{pmatrix} H_1 \\ H_2 \end{pmatrix} = -j\omega \varepsilon(x,z) \begin{pmatrix} E_2 \\ -E_1 \end{pmatrix}
\]

\(2a\)

\[
-\frac{\partial}{\partial x} \begin{pmatrix} 1 \\ 0 \end{pmatrix} E_3 + \frac{\partial}{\partial z} \begin{pmatrix} E_1 \\ E_2 \end{pmatrix} = j\omega \mu \begin{pmatrix} H_2 \\ -H_1 \end{pmatrix}
\]

\(2b\)

\[
\frac{\partial}{\partial z} H_3 = -j\omega \varepsilon(x,z) E_3
\]

\(2c\)

\[
\frac{\partial}{\partial z} E_3 = j\omega \mu H_3.
\]

\(2d\)

Our goal is the diagonalization of (2) with respect to the \(z\)−axis. In other words, we are aiming at an equation of the form: \(\mathbf{D}(x,z) \mathbf{\psi} = \mathbf{\partial}_z \mathbf{\psi}\). Equations (2a) and (2b) can be written in the form:

\[
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -j\omega \mu \\ j\omega \varepsilon(x,z) & 0 & 0 \end{pmatrix}
\begin{pmatrix} E_1 \\ E_2 \\ H_1 \\ H_2 \end{pmatrix}
+ \begin{pmatrix} \frac{\partial}{\partial x} \\ 0 \\ 0 \end{pmatrix}
\begin{pmatrix} E_3 \\ H_3 \end{pmatrix}
= \frac{\partial}{\partial z}
\begin{pmatrix} E_1 \\ E_2 \\ H_1 \\ H_2 \end{pmatrix},
\]

\(3\)

while (2c) and (2d) give:

\[
\begin{pmatrix} E_3 \\ H_3 \end{pmatrix}
= \begin{pmatrix} 0 & 0 & 0 \\ 0 & \frac{\partial}{\partial z} \\ 0 & 0 \end{pmatrix}
\begin{pmatrix} E_1 \\ E_2 \\ H_1 \\ H_2 \end{pmatrix}
\]

\(4\)

1) \(z\)−diagonalized transversal electric fields: It is straightforward to show that the \(z\)−diagonalized transversal electric fields satisfy equation (5),

\[
\begin{pmatrix} 0 \\ -j\omega \varepsilon(x,z) + \frac{1}{j\omega \mu} \partial_z^2 \mu \end{pmatrix}
\begin{pmatrix} E_2 \\ H_1 \end{pmatrix}
= \partial_z \begin{pmatrix} E_2 \\ H_1 \end{pmatrix}
\]

\(5a\)

\[
H_3 = \frac{1}{j\omega \varepsilon(x,z)} \partial_z H_2.
\]

\(5b\)

2) \(z\)−diagonalized transversal magnetic fields: The \(z\)−diagonalized equation for the transversal magnetic fields is

\[
\begin{pmatrix} 0 \\ j\omega \mu - \frac{1}{j\omega \varepsilon(x,z)} \partial_z \end{pmatrix}
\begin{pmatrix} E_1 \\ H_2 \end{pmatrix}
= \partial_z \begin{pmatrix} E_1 \\ H_2 \end{pmatrix}
\]

\(6a\)

\[
E_3 = -\frac{1}{j\omega \varepsilon(x,z)} \partial_z H_2.
\]

\(6b\)

III. ANALYSIS OF TE-POLARIZED WAVES IN PERIODIC DIELECTRICS

In this paper we will focus on the TE-polarized waves, i.e. we consider (5), which we write in the form:

\[
\begin{pmatrix} -j\omega \varepsilon(x,z) + \frac{1}{j\omega \mu} \partial_z^2 \mu \\ 0 \end{pmatrix}
\begin{pmatrix} E_2 \\ H_1 \end{pmatrix}
= \partial_z \begin{pmatrix} E_2 \\ H_1 \end{pmatrix}
\]

\(7a\)

\[
-\frac{j\omega \mu}{\varepsilon(x,z)} \partial_z H_1 = \partial_z E_2.
\]

\(7b\)

A. Discretization of the Fields

As will be clear in the sequel we discretize the fields in \(x\)− and \(z\)−directions differently. We exploit the periodicity conditions in \(x\)−direction and decompose the fields in spatial harmonics in this direction. However, we choose a finite difference discretization in \(z\)−direction. The following sections are devoted to the procedural details.

1) Treatment of the \(x\)−dependence: \(L_1\)−periodicity suggests the following approximation for the fields:

\[
E_2(x,z) = \sum_{n=0}^{N-1} e_n(z) e^{i(k_x + K)x}
\]

\(8a\)

\[
H_1(x,z) = \sum_{n=0}^{N-1} h_n(z) e^{i(k_x + K)x}.
\]

\(8b\)
For $z = z_0 = \text{const}$ the finite sums at the RHS of (8) are infinitely differentiable with respect to $x$. Substitute (8) into (7). Define the linear functional $D_m$

$$D_m(f) = \frac{1}{L_1} \int_0^{L_1} dx f(x, z) e^{-j(k_m + K)x}$$

(9)

for $m \in [0, N-1]$. Apply $D_m$ to both sides of (7). Use the fact that

$$\delta[m-n] = \frac{1}{L_1} \int_0^{L_1} dx e^{-j(k_m - k_n)x}$$

(10)

with $\delta[n]$ being the Kronecker symbol, and

$$\epsilon_{m-n}(z) = \frac{1}{L_1} \int_0^{L_1} dx e(x, z) e^{-j(k_m - k_n)x}$$

(11)

to obtain

$$j \frac{\omega}{\mu} (k_m + K)^2 \epsilon_m(z) - j \frac{\omega}{\mu} \sum_{n=0}^{N-1} \epsilon_n(z) \epsilon_{m-n}(z) = \partial_z h_m(z)$$

(12a)

$$- j \omega \mu h_m(z) = \partial_x \epsilon_m(z).$$

(12b)

Consider the integral representation for $\epsilon_{m-n}(z)$, Eq. (11), with $m, n \in [0, N-1]$. Using $k_m - k_n = \frac{2\pi}{L_1}(m - n)$ we obtain,

$$\epsilon_{m-n}(z) = \frac{1}{L_1} \int_0^{L_1} dx e(x, z) e^{-j \frac{2\pi}{L_1}(m-n)x}.$$  

(13)

Observe that $\min(m-n) = 0 - (N-1) = -N+1$ and $\max(m-n) = (N-1) - 0 = N-1$. Therefore, for every fixed value of $z$ we need to evaluate Fourier integrals of the form

$$\epsilon_l(z) = \frac{1}{L_1} \int_0^{L_1} dx e(x, z) e^{-j \frac{2\pi}{L_1}lx},$$

(14)

at $2N-1$ discrete “frequency” values in the range $l \in [-N+1, N-1]$. In our simulations we have evaluated integrals (14) by utilizing Fast Fourier Transform (FFT), and requiring $2N-1$ sampling points $\epsilon_l(x, z_0)$; $l \in [1, 2N-1]$ of the function $\epsilon(x, z_0)$ for every fixed value $z_0$ of $z$.

**B. Discretization in $z$–direction**

As pointed out earlier we use a finite difference discretization in $z$–direction. However, in contrast to the standard techniques, our implementation of the finite difference technique involves Fourier coefficients rather than the fields in real space. In what follows we demonstrate the way how we discretize the $z$– dependent part of the coefficients. To this end it is advantageous to adopt the abbreviation $f_m = f_m(i\Delta_z)$. Thereby, $f_m$ means the $m^{th}$ Fourier coefficient of the function $f(x, z)$ sampled at $z = i\Delta_z$. Using this notation we obtain:

$$\begin{align}
\frac{j\Delta_z}{\omega\mu} (k_m + K)^2 e^{-\frac{1}{2}\Delta_z} - j \omega \Delta_z \sum_{n=0}^{N-1} e^{-\frac{1}{2}\Delta_z} e^{i\frac{2\pi}{L_1}(m-n)} + h_m^{-1} \\
= h_m^{i} \\
- j \omega \mu \Delta_z h_m + e^{i\frac{2\pi}{L_1}m} = e^{i\frac{2\pi}{L_1}m}. 
\end{align}$$

(15a)

(15b)

These equations in the matrix form read:

$$\begin{align}
A^{-\frac{1}{2}} e^{-\frac{1}{2}\Delta_z} + h_m^{-1} = h_m^{i} \\
B' h = e^{i\frac{2\pi}{L_1}m}. 
\end{align}$$

(16a)

(16b)

The coefficient matrices $A$ and $B$ in (16) have the following structure:

$$A = - j \Delta_z \left\{ \frac{\omega}{\mu} P - \frac{1}{\omega\mu} (Q + KI)^2 \right\}$$

(17)

with

$$P = \begin{bmatrix}
\epsilon_0 & \epsilon_{-1} & \epsilon_{-2} & \cdots & \epsilon_{-N+1} \\
\epsilon_1 & \epsilon_0 & \epsilon_{-1} & \cdots & \epsilon_{-N+2} \\
\epsilon_2 & \epsilon_1 & \epsilon_0 & \cdots & \epsilon_{-N+3} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\epsilon_{N-2} & \cdots & \cdots & \cdots & \epsilon_0 \\
\epsilon_{N-1} & \epsilon_{N-2} & \cdots & \epsilon_{-1} & \epsilon_0
\end{bmatrix}$$

(18)

and

$$Q = \begin{bmatrix}
k_0 & 0 & 0 & \cdots & 0 \\
0 & k_1 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & k_{N-1}
\end{bmatrix}$$

(19)

and

$$B = - j \omega \mu \Delta_z I.$$

(20)

**C. Boundedness property of $P_m$**

For analyzing the stability of the system of equations, which we will construct in the next section, it is
imperative to investigate the properties of the involved matrices. The finite dimensional matrix $P = P_N$ in (18) is the truncated version (projection) of an infinite dimensional matrix that we denote by $P_\infty$. It is recognized that we are concerned with Toeplitz matrices, which considered as kernels, have rich analytical properties. It is easily seen that $P_\infty$ is uniquely determined by a two-sided infinite sequence $\{c_i\} | i = 0, \pm 1, \pm 2, \ldots \}$ with $P_\infty(m, n) = \epsilon_{m-n}$, $m, n = 0, 1, 2, \ldots$. Furthermore, the simulation domain occupies the region $\sim$ below and above the corrugated slab. In view of tric fields are evaluated at odd multiples of $\pi$ and the upper bound being $\pi$. We terminate our computational grid at two bound-

IV. Boundary Conditions

A. Open Boundary Problems

Assume free space for $z < 0$ and $z > n_\Delta z$. In free space our diagonalized equations take a particularly simple form: For the field expansion coefficients $e_{n}(z)$ and $h_{0}(z)$ appearing in (8), we can use $e_{n} \exp(\lambda_{n} z)$ and $h_{0} \exp(\lambda_{n} z)$, respectively. Thus we have:

\begin{align*}
E_{2}(x, z) &= \sum_{m=0}^{N-1} e_{m} \epsilon_{m} e^{j(k_{n} + K_{n}) x} e^{\lambda_{n} z}; \\
H_{1}(x, z) &= \sum_{n=0}^{N-1} h_{n} \epsilon_{n} e^{j(k_{n} + K_{n}) x} e^{\lambda_{n} z}.
\end{align*}

(22a)

(22b)

We next substitute (22) into (7), and apply the functional $D_{m}$ to the terms involved. Noting that $e$ is a constant, we have $\epsilon_{m-n}(z) = \delta[m - n]$. Therefore, we obtain:

\begin{align*}
\frac{j}{\omega \mu} (k_{n} + K_{n})^{2} e_{n} - j \omega \epsilon e_{n} &= \lambda_{n} h_{n} \\
\frac{j}{\omega \mu} h_{n} &= \lambda_{n} e_{n}.
\end{align*}

(23a)

(23b)

Solving for $h_{n}$ from (23b), and substituting the result into (23a) we arrive at

\begin{align*}
\frac{j}{\omega \mu} (k_{n} + K_{n})^{2} e_{n} - j \omega \epsilon e_{n} &= -\lambda_{n}^{2} / j \omega \mu e_{n}.
\end{align*}

(24)

For nontrivial solutions we obtain $(k_{n} + K_{n})^{2} - \omega^{2} \mu \epsilon = \lambda_{n}^{2}$. Or, equivalently,

\begin{align*}
\lambda_{n} &= \pm \sqrt{(k_{n} + K_{n})^{2} - \omega^{2} \mu \epsilon} = \pm \omega n.
\end{align*}

(25)

As the next step we establish a relationship between $e^{-\lambda_{n} z}$ and $h_{0}$ to formulate the boundary condition we are looking for. We use the fact that $e_{n}^{z} = e_{n}^{1/2} e^{j(k_{n} + K_{n}) z}$. In free space Sommerfeld’s radiation condition permits
only those fields which decay at infinity. This condition is met by taking the branch \( \tilde{\lambda}_n \) as defined in (25). Then, we obtain \( e_n^0 = e_n^{0,1/2} e^{n \tilde{\lambda}_n / 2} \). From (23b) we obtain: \( h_n^0 = - (w_n / j \omega \mu) e_n^0 \). Using the last two equations we arrive at
\[
h_n^0 + \frac{w_n}{j \omega \mu} e_n^{-1/2} e^{n \tilde{\lambda}_n / 2} = 0. \tag{26}
\]

This equation defines the desired “boundary” matrix \( C^{-1/2} \) which relates \( e^{-1/2} \) to \( h^0 \). Analogously we obtain the “boundary” matrix \( C n \epsilon^{+1/2} \) which relates \( h_n^{*} \) to \( e_n^{*+1/2} \). Proceeding similarly we obtain
\[
h_n^0 = \frac{w_n}{j \omega \mu} e_n^{0,-1/2} e^{n \tilde{\lambda}_n w_n} = 0 \tag{27}
\]
which yields the desired boundary condition. Note that the resulting equality \( C^{-1/2} = C n \epsilon^{+1/2} \) is an implication of \( e^{-1/2} = e^{*+1/2} \).

B. Inhomogeneous boundary problems

The scheme presented above is not restricted to homogeneous boundaries. Assume that the dielectric function outside the slab satisfies the following two conditions: for \( z < 0 \) or \( z > h \): (i) \( \partial z \delta(x, z) \equiv 0 \), and (ii) \( \delta(x + L_1) = \delta(x) \) where \( L_1 \) is the periodicity length in the slab. For the fields we have the expansions:
\[
E_2(x, z) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} e_{m,n} e^{i(k_n + 1) z} e^{w_m z} \tag{28a}
\]
\[
H_1(x, z) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} h_{m,n} e^{i(k_n + 1) z} e^{w_m z}. \tag{28b}
\]
The constituent terms in these equations are built from the eigenvectors and the corresponding eigenvalues \( \tilde{\lambda}_n \) (the propagation constants in \( z \)-direction). In order to compute the desired eigenpairs, we substitute
\[
E_2(x, z) = \sum_{m=0}^{N-1} e_m e^{i(k_n + 1) z} e^{w_m z} \tag{29a}
\]
\[
H_1(x, z) = \sum_{m=0}^{N-1} h_m e^{i(k_n + 1) z} e^{w_m z} \tag{29b}
\]
into (7) and process the LHS of the equation as described in section III.A. This leads to an algebraic eigenvalue equation of dimension \( 2N \) from which the desired eigenvalues and vectors can be solved numerically. Only eigenvalues which lead to decaying fields should be considered as explained above. This procedure is a generalization of the homogeneous boundary. In homogeneous case, the “boundary” matrices are diagonal because each eigenvector has only one non-zero element. In inhomogeneous case, the eigenvectors have in general \( N \) non-zero elements and the resulting boundary matrices are full.

V. SOLVING LINEAR SYSTEMS OF THE EQUATIONS

In the preceding sections we explained the theoretical basis of our method. In the following we will describe how this theory can be applied to eigenmode and excitation problems. In addition we will explain how to solve the involved equation systems efficiently using iterative solvers.

A. Excitation problems

In this section we consider an elementary excitation problem, which can be formulated in terms of the following interface condition for the magnetic field:
\[
\delta \frac{h_1}{h_2} \left( z^0 + \frac{0}{2} \right) - h_1 \left( z^0 - \frac{0}{2} \right) = \rho_2 (z^0). \tag{30}
\]
Here \( h_1(z) \) denotes the \( x \)-directional magnetic field component and \( \rho_2 \) represents a \( y \)-directional elementary current element.

In order to discretize (30), consider a three-point central difference scheme:
\[
h_1(k \Delta) + \Delta \frac{\partial h_1}{\partial z} \bigg|_{z=(k+1)\Delta} = h_1((k+1)\Delta). \tag{31}
\]

Next add one point to the system, at position \( (k+1)\Delta - \frac{\delta}{2} \) where \( \delta \) is an infinitesimally small but finite number, and insert the dipole source \( \rho_2 \) at location \( (k+1)\Delta - \frac{\delta}{2} \). In view of (30) we can write (31) as
\[
h_1(k \Delta) + \Delta \frac{\partial h_1}{\partial z} \bigg|_{z=(k+1) \Delta - \frac{\delta}{2}} + \rho_2 = h_1 ((k+1) \Delta). \tag{32}
\]

As a generalization, we can substitute the \( x \)-directional Fourier expansion in place of the scalar variables above. Evaluating the derivative as in (12a) and writing the terms using the notation of (21) we obtain
\[
h_k = h_{k+1} + B_{k+1} e_{k+1} = - \rho_{k+1}. \tag{33}
\]

Obviously the mere difference between this equation and (21b) is the excitation term at the RHS. In (33) the excitation has been indexed by \( (k+1) \Delta \) due to the finite resolution in our discretized system. We cannot specify the position of the dipole source more precisely than stating that it is located somewhere between the layers \( k \) and \( (k+1) \).

From the above discussion it can be concluded that for solving excitation problems we merely need to replace the zero vector at the RHS of (21b) by the Fourier transform of the current distribution. A similar procedure can be conducted \( \text{mutatis mutandis} \) for the determination of electric fields due to magnetic currents.
The discretized inhomogeneous system of equations describing the present excitation problem has the form

$$A(\omega, K)x = b(\omega, K) \quad (34)$$

where $x$ represents the unknown coefficient vector and $b$ is the excitation vector. The solution to this problem can be obtained by using standard techniques, e.g. LU-decomposition or Gauss elimination, unless matrix $A$ is singular, in which case we recommend to resort to one of the techniques described below.

Once the solution to (34) has been obtained, we use (8) to construct the fields in real domain. As pointed out earlier, the expansions of the fields are simply Fourier transforms with respect to $x$ on various layers $\epsilon = i\Delta$. Therefore, we can synthesis the fields from the coefficients merely by applying the inverse Fourier transform.

### B. Eigenstate problems

1) **Theorem:** A homogeneous linear system

$$Ax = 0 \quad (35)$$

always has the trivial solution $x = 0$. Nontrivial solutions exist if and only if $\text{rank}(A) < n$. If $\text{rank}(A) = r < n$, these solutions, together with $x = 0$, form a vector space of dimension $n - r$.

One way to determine the rank of a matrix is to count all its eigenvalues which are equal to zero. The corresponding eigenvectors expand the null space of $A$ among which we can construct all the solutions.

This information can also be obtained through singular value decomposition. If $n$ singular values are zero, then the null space of $A$ has dimension $n$ and the equation system has a solution of degeneracy $n$.

A more efficient way to investigate the singularity of a matrix is to perform an LU-decomposition and calculate its determinant by multiplying the diagonal elements of the upper diagonal matrix. The determinant itself is generally inappropriate for determining the singularity of a matrix due to the lack of a uniform scale: The determinant can be very large even if the matrix is nearly singular or vice versa. In our case it does not really matter much since we are aiming at ratios. We construct the system matrix for consecutive $\omega$ values and compare the associated determinants. For $\omega$’s near a singularity, the value of the determinant drops sharply and we can iterate towards the resonant frequency. In the next session we address the details of the iterative scheme used.

### C. Iterative solver

For large problems, iterative rather than direct solvers should be considered since they often significantly speed up the computations. Our choice for iterative solver has been the Transpose Free Quasi Minimal Residual method (TFQMR), which is a Krylov-subspace method for non-Hermitian matrices [3]. It is efficient, tolerant against breakdowns, and handles singular matrices well.

TFQMR (as many other iterative solvers) only requires products by the matrix to be solved and, thus, the matrix never actually has to be constructed. All is needed is a routine that returns the product of the matrix by a given trial vector.

1) **Generating matrix products:** The operator in (7a) has two parts: the spatial derivatives and a multiplication by a function $\epsilon$ in the spatial domain. Derivatives are trivially simple to compute in the Fourier domain as they reduce to algebraic multiplication by the respective Fourier expansion term. On the other hand, multiplication by $\epsilon$ leads to a convolution - or in discretized version, to a multiplication by a convolution matrix (18). It is known from the theory of Fourier transforms that convolution in Fourier domain corresponds to a multiplication in real domain and vice versa. Therefore, the convolution can be evaluated by inverse Fourier transforming the coefficient matrix, multiplying by $\epsilon$ in the real domain, and finally Fourier transforming back. This approach is justifiable because multiplication by the (full) convolution matrix is an $O(N^3)$ operation for $N$ coefficients, but in real domain, we multiply spatial fields with the corresponding $\epsilon$, requiring only $O(N)$ operations. Dominating factor, $O(N \ln(N))$, comes from the FFT.

This approach can not be used in constructing the system matrix $A$, it is only amenable to evaluating matrix vector products.

2) **Preconditioning:** The convergence rate of iterative methods decisively depends on the matrix they are applied to. Occasionally, they may completely fail to converge. However, instead of solving $Ax = b$ we can solve the equivalent form

$$M^{-1}_1AM^{-1}_2(M_2x) = M^{-1}_1b \quad (36)$$

for the new unknown vector $y = M_2x$ and the RHS $c = M^{-1}_1b$. Our expectation is that the solver may converge faster for the new matrix $M^{-1}_1AM^{-1}_2$. The primary objective is then to find suitable preconditioner matrices $M_1$ and $M_2$ such that their inverse can be computed with a reasonable effort, and that they would transform the matrix into a nearly diagonal one. To this end various standard techniques have been developed, e.g. partial LU-decomposition, but we decided to use a problem-specific strategy in which relevant information from $A$ is used. In our case we use only one sided preconditioning and set $M_1 = I$. The right preconditioner matrix $M_2$ is constructed from three diagonals of $A$. In effect, $M_2$ corresponds to a system matrix of a modified problem in which $\partial_x^2 \epsilon(x, z) \equiv 0$. The discretized dielectric function for the “reduced”...
problem can be obtained by averaging the original dielectric function on each $z-$layer, $\varepsilon_k = \text{ave} (\varepsilon_k)$, over one period.

We do not invert $\mathbf{M}_2$ explicitly. Instead, we solve $\mathbf{M}_2 \mathbf{z} = \mathbf{\hat{y}} \Rightarrow \mathbf{z} = \mathbf{M}_2^{-1} \mathbf{\hat{y}}$, where $\mathbf{\hat{y}}$ is a trial vector given by TFQMR. After this, $\mathbf{z}$ is multiplied by $\mathbf{A}$ as explained above and the result is returned TFQMR. The linear system concerning $\mathbf{M}_2$ can be solved efficiently using Gauss elimination because there are non-zero elements only on three diagonals. The elements of $\mathbf{M}_2$ are computed once for each different $\mathbf{A}$ and then reused in the subsequent iterations.

3) Iterative solution of Solving eigenstates: Eigenstates can also be solved iteratively as will be demonstrated in section VI. This technique does not involve matrix factorization directly nor the computation of its determinant. Consider the following system

$$\mathbf{A}(\omega, \mathbf{K}) \mathbf{x} = \mathbf{y} \quad (37)$$

where $\mathbf{y}$ is some non-zero vector, while the remaining terms are defined as before. This is an inhomogeneous system and can be solved using the iterative technique described above. If $\mathbf{A}(\omega, \mathbf{K})$ approaches a singular point, then $\mathbf{x}$ approaches an eigenvector of $\mathbf{A}(\omega, \mathbf{K})$ corresponding to an eigenvalue 0, nearly independently of $\mathbf{y}$. Furthermore, the norm of the solution $\mathbf{x}$ approaches infinity. The proof of this statement and limitations on the choice of $\mathbf{y}$ are provided in [4]. This property can be used as a measure for matrix singularity in place of, e.g. the determinant.

In many instances iterative solutions are preferred since they require less computer resources than the direct factorization of the matrix, and, at the same time, give the field solution.

VI. NUMERICAL RESULTS

We solve dispersion diagrams for two problems and compare results with those obtained by a planewave method (PWM) [5]. In addition, we present field solutions for a third problem, which consists of a slab with Gaussian dielectric profile function. We use TFQMR to find the field solution due to a single dipole excitation. Our objective is to find the singular points of the system matrix where the solution norm approaches infinity. Because it is easier to search zeros rather than infinities we use an “inverted” form instead. Then our objective function becomes $F(\omega) = \left( \| \mathbf{A}^{-1}(\omega) \mathbf{b} \|_2 \right)^{-1/2}$ where $\mathbf{A}(\omega)$ is the system matrix and $\mathbf{b}$ is the excitation vector. The minimization takes place in two steps: first we bracket the minimum between two points and then we decrease the interval to the desired accuracy. When bracketing the minimum, we fit a second order polynomial to three points of $F(\omega)$ in order to estimate the location of a fourth point. This allows us to adapt the step size according to the derivative and absolute value of $F(\omega)$ and therefore take great leaps away from the minimum and small steps in its vicinity. When the minimum has been bracketed, we switch to golden section search in order to decrease the bracketed interval.

In the planewave method, the problem is assumed to be periodic in all directions. Therefore, in order to apply this technique, we need to periodize the structure artificially by adding sufficiently large free space in the $z-$direction. The resulting enlarged unit cell, i.e. a supercell, is then periodized. This approach is justifiable if the modes are confined around the slab in $z-$direction, such that immediate neighboring supercells have negligible interaction. This can be verified by repetitively solving the problem with larger and larger supercell until the results converge.

A. A slab with rectangular corrugation

Our first test case is a slab with a periodic and rectangular corrugation. The period is $L_z = 5P$, the height of the slab $h = P$ and the pitch-to-mark ratio is 0.5 ($t = 0.5P$). The relative dielectric constant of the slab is $\varepsilon = 13$. Above and below the slab, as well as the space between the corrugation is free space.

In order to apply the planewave method we have used a supercell with dimensions $L_z = 12P$ and the pitch-to-mark ratio is 0.5 ($t = 0.5P$). The computed dispersion diagram is shown in Fig. 3. Red curves with circular markers are obtained using our method, while blue lines with cross markers have been computed using the planewave method. The thick black line indicates the lightline, above which modes are radiating. Note that due to the artificial periodiza-
tion in the planewave method, even unbounded modes appear guided.

This is an artifact, which is avoided in our method: For weakly or nonguided modes the interaction between consecutive supercells is no longer negligible and, therefore, they appear guided.

B. A slab with cylindrical corrugation

Our second test case is a similar slab but this time with a cylindrical corrugation. The slab dimensions, material, period length and discretization scheme are as above. However, the corrugation is formed of \( y \)-directional air cylinders (voids) with \( r = 0.4P \). The structure is shown in Fig. 4.

Because the discretization is rectangular in both methods, we have averaged \( \varepsilon \) in the boundary cells in order to bring the average closer to its true value. The computed dispersion diagram is shown in Fig. 5.

C. Field solution in a slab with Gaussian dielectric profile

Our third test case is a slab with thickness \( h_z = 1 \) and \( x \)-directional periodicity \( L_1 = P = 1 \). The dielectric function in the fundamental unit cell of the slab is

\[
\varepsilon(x,z) = 1 + 9e^{-\left(\frac{\mu x}{h_z}\right)^2}e^{-\left(\frac{\nu z}{h_z}\right)^2}.
\]  

(38)

Above and below the slab is free space. The dispersion diagram, which shows that this slab supports two TE-polarized modes, is presented in Fig. 6.

We solved the fields resulting from one \( y \)-directional dipole located at \((x,z) = (0.30,0.27)\) for \((K_2,\omega) = (0.4,0.2816)\). As can be seen from the dispersion diagram, this point corresponds to an eigenfrequency of the system and, therefore, the system matrix is (nearly) diagonal.
Fig. 7. Real part of eigenmode fields for a slab with Gaussian dielectric function, computed for $(K, \omega) = (0.4, 0.2816)$.

Fig. 8. Fields in a slab with Gaussian dielectric function, computed for $(K, \omega) = (0.5, 0.2816)$. 
singular. Field distributions $e_z$ and $h_1$ presented in Fig. 7 are the transversal field components obtained directly by solving (34). Whereas the orthogonal field component $h_3$ is computed \textit{a posteriori} using (5b). In the field patterns there is no trace of the dipole excitation. This can be understood as follows: A dipole excitation pumps energy into a resonating system and, therefore, the energy grows without bounds, until the excitation is negligible compared with the field strength. Mathematically speaking, the system matrix $A$ has an eigenvalue 0 and, therefore, the solution of (34) is in the space which is spanned by eigenvectors corresponding to an eigenvalue 0. A more formal proof is given in [4].

Fields in response to an excitation in the same location but obtained for $K_0 = (0.5, 0.2816)$ are shown in Fig. 8. Now the dipole excitation is clearly visible in the field patterns. Moreover, the ratio of field peak values at eigen frequency and this frequency, as returned by the iterative solver, is of order $10^8$.

VII. DISCUSSION OF THE NUMERICAL RESULTS AND CONCLUSIONS

A. Searching for the minimum

The computational effort needed to solve the eigenmodes depends on how efficiently the system equation can be solved and how many times it has to be done. We have already addressed how accelerate the solver, here we discuss how minimize $F(\omega)$ efficiently for a given $K$. Currently we fit a second order polynomial to three previously computed points in order to estimate the location of the fourth one. When the curve approaches a minimum we decrease the step size trying to avoid overshooting the minimum. Practice has shown that it is good to aim at a point that changes the norm by 10% compared to the previous value. It is tempting to use bigger steps but then we risk jumping over a minimum without noticing its occurrence. This is especially crucial for closely spaced modes. Smaller steps on the other hand are more secure but then we end up solving the fields in unnecessarily many $\omega$ points. A typical search pattern is shown in Fig. 9.

When the minimum is bracketed, we switch to golden section search to iterate the minimum to the desired accuracy. The advantage of this procedure is that golden section search converges at a predetermined rate and it does not suffer from lock ups. The disadvantage is that the convergence rate is predetermined even though we could perform better since we have a good idea of the curve behavior. Most of the standard minimization techniques are not applicable because they assume parabolic behavior near the minimum. Instead, we could fit polynomials to both sides of the minimum and increase the degree as more points are solved. The crossing of the two polynomials would then be the next search point. However, this method is prone to lock ups and has not been experimented so far. A typical search pattern in the vicinity of a minimum is shown in Fig. 10.

B. Convergence

1) Convergence of the iterative solver: It is difficult to make precise statements for the convergence behavior of the iterative solver because it strongly depends on a variety of parameters. With our preconditioner, the number of iterations needed usually varies between 2 and 20. Key factors are the dielectric function and the condition number of the matrix. In addition, the initial guess has an influence, even though a minor one.

Typically problems with $\partial\varepsilon(x,z)/\partial x$ being small converge fairly quickly. This is because large variations of $\varepsilon$ in $x$-direction create large off-diagonal terms in the system equation. The three-diagonal preconditioner is capable of directly solving a matrix with only three diagonals but all off-diagonal terms are left for the it-
erative solver. Therefore, the bigger the off-diagonal terms are, the worse is the condition number of the pre-conditioned matrix and the more iterations are needed by the iterative solver. It is worth mentioning that if \( \partial \varepsilon(x,z)/\partial x = 0 \), there are no elements outside the three diagonals in the system matrix and only one application of the preconditioner solves the problem. No iterations are needed. It should also be pointed out that because of the finite difference approach in \( z \)-direction, \( \partial \varepsilon(x,z)/\partial z \) has no effect on convergence. All variations with respect to \( z \) are eliminated by the preconditioner.

It appears that the condition number of the matrix is also a factor in the iterative solver convergence. This is unfortunate since the eigenmodes of the system are found exactly in the singular points of the system matrix. The effect is not dramatic; the number of the iterations required for convergence is maybe four fold as compared to a well behaved point, all other factors being held equal. Again, it is rather difficult to make precise statements because other factors often have a more significant effect. As an example, in the cylindrical-void slab problem with \( n_x = n_z = 64 \), convergence at \( K = 0.5 \), \( \omega = 0.1 \) requires three iterations (TFQMR requires two matrix products for each iteration) and at the lowest order eigenmode - \( K = 0.5 \), \( \omega = 0.195719 \) - 12 iterations are needed.

The number of discretizations, on the other hand, does not have a direct effect on convergence. Solving the above mentioned problem with \( n_x = n_z = 384 \), requires three and eleven iterations, respectively.

2) Convergence of eigenfrequencies: Our method gives precise results with a small number of discretization steps. As an example, we analyze the slab problem with cylindrical corrugation. We have solved the lowest order eigenfrequency for \( K_{lem} \) with cylindrical corrugation. We have solved the system matrix and only one application of the preconditioner solves the problem. No iterations are needed. It should also be pointed out that because of the finite difference approach in \( z \)-direction, \( \partial \varepsilon(x,z)/\partial z \) has no effect on convergence. All variations with respect to \( z \) are eliminated by the preconditioner.

In conclusion we summarize the distinct properties of our method: The difference between converged frequencies for \( n = 16 \) and \( n = 384 \) is only 0.024\%. The relative difference between converged frequencies as solved with our method and the planewave method for \( n = 384 \) is 0.00204\%.
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Abstract

We consider a bounded obstacle characterized by a boundary electromagnetic impedance contained in the three dimensional real Euclidean space filled with a homogeneous isotropic medium. When an incoming electromagnetic field illuminates the obstacle a scattered field is generated. A smart obstacle is an obstacle that in the scattering process, circulating a surface electric current density on its boundary, tries to achieve a given goal. We consider four possible goals: making the obstacle undetectable (i.e.: furtivity problem), making the obstacle to appear with a shape and impedance different from its actual ones (i.e.: masking problem), making the obstacle to appear in a location different from its actual one eventually with a shape and impedance different from its actual ones (i.e.: ghost obstacle problem) and finally one of the previous goals limited to a given subset of the frequency space (i.e.: definite band problems).

We consider the problem of determining the optimal electric current density to achieve the given goal. The relevance in many application fields (i.e. stealth technology, electromagnetic noise control, etc.) of these problems is well known. The previous problems are modelled as optimal control problems for the Maxwell equations. Some numerical results on test problems obtained solving the optimal control problems proposed are shown.

1. Introduction

In recent years the development of new technologies has made possible to build a vast class of “smart” objects. This wave of innovation has moved from cutting edge military applications to everyday life objects such as, for example, washing machines. In this paper we consider the problem of formulating adequate mathematical models of smart obstacles in the context of electromagnetic scattering. The general mathematical model that we have in mind to describe the behavior of a “smart” object is an optimal control problem. The problems considered in electromagnetic obstacle scattering are described by partial differential equations so that we deal with optimal control problems for partial differential equations. Optimal control problems are widely used in engineering as mathematical models. However their
use is mainly limited to the control of systems governed by ordinary differential equations and their use in electromagnetic scattering is rather uncommon. The development of computer technology and numerical methods occurred in the last decades makes possible now to consider optimal control problems for systems of partial differential equations such as the Maxwell equations, that is makes possible the use of optimal control to model electromagnetic scattering problems. We consider four examples: furtivity problem (i.e.: the obstacle wants to be undetectable), masking problem (i.e.: the obstacle wants to appear with a shape different from its actual shape eventually with a boundary impedance different from its actual one), ghost obstacle problem (i.e.: the obstacle wants to appear in a location different from its actual location eventually with a shape and impedance different from its actual ones) and finally definite band problems (i.e.: the obstacle pursues one of the previous goals on a given subset of the frequency space). Recently similar problems in the context of time dependent acoustic and electromagnetic obstacle scattering have been studied from the point of view of formulating adequate mathematical models and of developing highly parallelizable numerical methods to solve them (see [1], [2], [3], [4], [5] and the websites: http://www.econ.univpm.it/recchioni/w6, http://www.econ.univpm.it/recchioni/w8, http://www.econ.univpm.it/recchioni/w9, http://www.econ.univpm.it/recchioni/w10, http://www.econ.univpm.it/recchioni/w11). Note that in these papers “smart” and “active” obstacles are synonyms. More in detail in [1] the furtivity problem in acoustic time dependent obstacle scattering has been modelled as an optimal control problem and the first order optimality conditions to solve it have been obtained as a system of coupled partial differential equations, finally a highly parallelizable numerical solver for this system of partial differential equations has been developed. Later in [2], in [4] and in [5] the masking problem in acoustics and the furtivity and the masking problems in electromagnetics have been studied and finally in [3] the definite band ghost obstacle problem in acoustics has been solved.

The practical interest of the mathematical models of smart obstacles proposed consists in the fact that these models can be used to design smart obstacles of practical value. Hence, for example, in the realization of radar absorbers the approach proposed can be a way of approaching the design of phase-switched screens (see for example [6], [7], [8]). In fact the phase-switched screen is an object that does not absorb the incident energy but shifts it in frequency using phase modulation so that the reflected energy falls outside the receiver bandwidth. That is, a phase-switched screen in our language can be seen as a smart obstacle that pursues the goal of being furtive in a given subset of the frequency space.

In Section 2 we formulate the mathematical models of the electromagnetic smart obstacles considered. In Section 3 we show some numerical results obtained solving the model proposed in Section 2 concerning the definite band furtivity problem.

2. Mathematical models of electromagnetic smart obstacles

Let us begin introducing some notations. Let $\mathbb{R}$ be the set of real numbers, $\mathbb{R}^3$ be the three dimensional real Euclidean space and $\mathbf{x} = (x_1, x_2, x_3)^T \in \mathbb{R}^3$ be a generic vector, where the superscript $T$ means transposed. We denote with $(\cdot, \cdot)$ the Euclidean scalar product in $\mathbb{R}^3$, with $\|\cdot\|$ the corresponding Euclidean vector norm and with $[\cdot, \cdot]$ the usual vector product. Let $\mathbb{R}^3$ be filled with a homogeneous isotropic medium of constant electric permittivity $\epsilon > 0$, constant magnetic permeability $\upsilon > 0$ and zero electric conductivity. Moreover we assume that there are no free electric charges or currents. Let us suppose that $\mathbb{R}^3$ contains an obstacle $\Omega$ given by a bounded set without holes and internal cavities, more technically, a bounded simply connected open set $\Omega$, with locally Lipschitz boundary $\partial \Omega$. Let $\bar{\Omega}$ denote the set
Ω ∪ ∂Ω and \( \mathbf{n}(x) = (n_1(x), n_2(x), n_3(x))^T \in \mathbb{R}^3 \), \( x \in \partial \Omega \) be the outward unit normal vector to \( \partial \Omega \) in \( x \in \partial \Omega \). In the following \( \Omega \) will be the scatterer, that is the obstacle responsible for the scattering of the incoming electromagnetic field. We assume that \( \Omega \) has a known constant real boundary electromagnetic impedance \( \chi \geq 0 \). The limit case of perfectly insulating obstacles (i.e. \( \omega \) magnetic impedance \( \Omega \) has a known constant real boundary electric field \( \mathbf{E} \)).

We begin modelling the standard direct obstacle scattering problem that is, the scattering problem relative to an obstacle that does not pursue any goal. We refer to this obstacle as a “passive” obstacle.

We consider an incoming electromagnetic field \((\mathbf{E}^i(x, t), \mathbf{B}^i(x, t)) (x, t) \in \mathbb{R}^3 \times \mathbb{R}\). The electric vector field \( \mathbf{E}^i(x, t) \in \mathbb{R}^3 \), \( x, t \in \mathbb{R}^3 \times \mathbb{R} \) and the magnetic induction vector field \( \mathbf{B}^i(x, t) \in \mathbb{R}^3 \), \( x, t \in \mathbb{R}^3 \times \mathbb{R} \) associated to the incoming electromagnetic field satisfy the Maxwell equations, that is equations (1), (2), for \( (x, t) \in \mathbb{R}^3 \times \mathbb{R} \). We use the M.K.S. unit system to write equations (1), (2) (see [9], p. 16). When the incoming electromagnetic field \((\mathbf{E}^i(x, t), \mathbf{B}^i(x, t)) (x, t) \in \mathbb{R}^3 \times \mathbb{R}\), hits the scatterer \( \Omega \) generates a scattered electromagnetic field \((\mathbf{E}^s(x, t), \mathbf{B}^s(x, t)) (x, t) \in (\mathbb{R}^3 \setminus \bar{\Omega}) \times \mathbb{R}\), solution of an exterior problem for the Maxwell equations. That is the scattered electric vector field \( \mathbf{E}^s(x, t) \in \mathbb{R}^3 \), \( x, t \in (\mathbb{R}^3 \setminus \bar{\Omega}) \times \mathbb{R} \) and the scattered magnetic induction vector field \( \mathbf{B}^s(x, t) \in \mathbb{R}^3 \), \( x, t \in (\mathbb{R}^3 \setminus \bar{\Omega}) \times \mathbb{R} \) satisfy the following equations,

\[
\left( \nabla \times \mathbf{E}^s + \frac{\partial \mathbf{B}^s}{\partial t} \right) (x, t) = 0, \\
\left( \nabla \times \mathbf{B}^s - \frac{1}{c^2} \frac{\partial \mathbf{E}^s}{\partial t} \right) (x, t) = 0,
\]

\( (x, t) \in (\mathbb{R}^3 \setminus \bar{\Omega}) \times \mathbb{R} \),

\[
\nabla \cdot \mathbf{B}^s (x, t) = 0, \quad \nabla \cdot \mathbf{E}^s (x, t) = 0,
\]

\( (x, t) \in (\mathbb{R}^3 \setminus \bar{\Omega}) \times \mathbb{R} \),

with the boundary condition,

\[
\left[ \mathbf{n}(x), \mathbf{E}^s(x, t) \right] - c \chi \left[ \mathbf{n}(x), \mathbf{n}(x), \mathbf{B}^s(x, t) \right] = [\mathbf{n}(x), \mathbf{b}(x, t)], (x, t) \in \partial \Omega \times \mathbb{R},
\]

where,

\[
\mathbf{b}(x, t) = -\mathbf{E}^i(x, t) + c \chi \left[ \mathbf{n}(x), \mathbf{B}^i(x, t) \right], \\
(x, t) \in \partial \Omega \times \mathbb{R},
\]

the condition at infinity and the radiation condition given respectively by,

\[
\left[ \mathbf{B}^s(x, t), \hat{x} \right] - \frac{1}{c} \mathbf{E}^s(x, t) = o \left( \frac{1}{r} \right),
\]

\[
\mathbf{E}^s(x, t) = O \left( \frac{1}{r} \right), r \to +\infty, t \in \mathbb{R},
\]

where \( 0 = (0, 0, 0)^T, c = 1/\sqrt{\mu \epsilon}, \hat{x} = x/\|x\|, x \neq 0, r = \|x\|, \nabla \cdot \mathbf{b} \) and \( \nabla \cdot \mathbf{E}^s \) denote respectively the curl and the divergence of \( \cdot \) with respect to the \( x \) variable, \( \partial / \partial t \) denotes the time derivative of \( \cdot \), and \( o(\cdot), O(\cdot) \) are the Landau symbols. When we consider the case \( \chi = +\infty \) the boundary condition (3) must be “rewritten”. The two conditions contained in (5) imply the vanishing of the magnetic induction vector field at infinity, that is \( \mathbf{B}^s(x, t) = O(1/r), r \to +\infty, t \in \mathbb{R} \). Moreover, we assume that the incoming electromagnetic field vanishes when \( t \to -\infty \), that is \( \mathbf{E}^i(x, t), \mathbf{B}^i(x, t) \to 0 \), \( x \in \mathbb{R}^3, t \to -\infty \), that implies that the scattered electromagnetic field vanishes when \( t \to -\infty \) as well, that is \( \mathbf{E}^s(x, t), \mathbf{B}^s(x, t) \to 0 \), \( x \in (\mathbb{R}^3 \setminus \bar{\Omega}), t \to -\infty \).

The scattering problem for a “passive” obstacle \( \Omega \) can be stated as follows:

**Scattering Problem (passive obstacle).**

Given the incident electromagnetic field \((\mathbf{E}^i, \mathbf{B}^i)\), the obstacle \( \Omega \) and its boundary electromagnetic impedance \( \chi \), solve the time dependent Maxwell equations (1)-(3), (5) in the unknowns \((\mathbf{E}^s, \mathbf{B}^s)\).

Let us study the possibility of transforming the “passive” obstacle into a “smart” obstacle.

**Problem 1. Furtivity Problem.**

Given the incident electromagnetic field \((\mathbf{E}^i, \mathbf{B}^i)\), the obstacle \( \Omega \) and its boundary electromagnetic impedance \( \chi \) choose a control vector field (i.e. a surface electric current density) defined for \( (x, t) \in \partial \Omega \times \mathbb{R} \) in a suitable class of admissible controls, in order to
minimize a cost functional that roughly speaking measures the “magnitude” of the electromagnetic field \( (E^s, B^s) \) scattered by \( \Omega \), \( \chi \) (when the control vector field is active) when hit by the incoming field \( (E^i, B^i) \) and the “magnitude” of the control vector field employed.

To obtain a satisfactory formulation of the furtivity problem we modify the boundary condition (3) as follows,

\[
[n(x), E^s(x, t)] - c\chi[n(x), n(x), B^s(x, t)] = [n(x), b(x, t)] + (1 + \chi)[n(x), \Phi(x, t)],
\]

\((x, t) \in \partial \Omega \times R.\) (6)

The quantity \( \Phi(x, t), (x, t) \in \partial \Omega \times R \) has the dimension of an electric field and is related to the control variable that transforms the obstacle \( \Omega \) from being passive to being smart. We assume that \( \lim_{t \to \pm \infty} \Phi(x, t) = 0, x \in \partial \Omega. \)

Let us define \( \psi(x, t) = \frac{2\Phi}{\pi r} \), \((x, t) \in \partial \Omega \times R \) and let \( V \) be the space of the admissible controls, that we leave undetermined in this paper (see [5]) for a definition of \( V \). Note that \( \psi = \frac{2\Phi}{\pi r} \) has the dimensions of an electric (surface) current density.

The furtivity problem can be formulated as the following optimal control problem,

\[
\min_{\psi \in V} \mathcal{F}_{\lambda, \mu}(\psi), \tag{7}
\]

subject to the constraints (1), (2), (5), (6) and \( \mathcal{F}_{\lambda, \mu} \) is the following functional,

\[
\mathcal{F}_{\lambda, \mu}(\psi) = (1 + \chi) \left\{ \lambda \| n, E^s \|_2^2 + \mu \| n, B^s \|_2^2 + \mu \varsigma \| n, \psi \|_2^2 \right\}. \tag{8}
\]

The quantity \( \varsigma \) is a positive dimensional constant and \( \lambda \geq 0, \mu \geq 0 \) are adimensional constants such that \( \lambda + \mu = 1. \) Moreover the norms \( \| \cdot \|_2 \) appearing in (8) are norms on a suitable space of functions defined on \( \partial \Omega \times R \) (see [5]). For example the square root of the integral over \( \partial \Omega \times R \) of the square of the vector norm of \( \cdot \) is such a norm. Note that the solution of problem (7), (1), (2), (5), (6) when \( \lambda = 0, \mu = 1 \) is \( n(x), \psi(x, t) = 0, \)

\((x, t) \in \partial \Omega \times R, \) that is in this case \( (E^s, B^s) \) is the electromagnetic field scattered by the passive obstacle. On the other hand when \( \lambda = 1, \mu = 0 \) the solution of the same problem gives an obstacle completely undetectable since the minimization of (8) in this case gives \( n(x), E^s(x, t) = 0, [n(x), B^s(x, t)] = 0, (x, t) \in \partial \Omega \times R \) that implies \( E^s(x, t) = 0, \) and \( B^s(x, t) = 0, (x, t) \in \partial \Omega \times \Omega \). However when \( \lambda = 1, \mu = 0 \) the cost functional (8) does not contain a term that depends on the control employed \( \psi. \) Note that \( E^s, B^s \) depends implicitly on \( \psi \) through the boundary condition (6). The remaining cases, that is \( 0 < \lambda < 1, \) correspond to nontrivial formulations of the furtivity problem.

**Problem 2. Masking Problem.** In the circumstances of Problem 1 given an obstacle \( D \subseteq \Omega, \) and its electromagnetic boundary impedance \( \chi_D, \) choose a control vector field \( \psi(x, t), (x, t) \in \partial \Omega \times R \) in a suitable class of admissible controls, in order to minimize a cost functional that roughly speaking measures the “magnitude of the difference” between the electromagnetic field \( (E^s, B^s) \) scattered by \( \Omega, \chi \) (when the control vector field is active) and the electromagnetic field \( (E^i_D, B^i_D) \) scattered by \( D, \chi_D \) when hit by the incoming field \( (E^i, B^i) \) and the “magnitude” of the control vector field employed. The couple \( D, \chi_D \) will be called the “mask”. For simplicity we assume the mask to be a passive obstacle.

The Masking Problem can be modelled as the optimal control problem (7), (1), (2), (5), (6) if the functional \( \mathcal{F}_{\lambda, \mu} \) that appears in (7) is defined as follows,

\[
\mathcal{F}_{\lambda, \mu}(\psi) = (1 + \chi) \left\{ \lambda \| n, E^s - E^s_D \|_2^2 + \mu \varsigma \| n, \psi \|_2^2 \right\}. \tag{9}
\]

**Problem 3. Ghost Obstacle Problem.** In the circumstances of Problem 1 given an obstacle \( G \) such that \( G \neq \emptyset, \overline{G} \cap \overline{\Omega} = \emptyset, \) its electromagnetic boundary impedance \( \chi_G, \) and a bounded set without holes and internal cavities \( \Omega_1 \) such that \( \overline{\Omega_1}, \overline{\Omega} \) are contained in \( \Omega_1 \) and \( \partial \Omega_1 \) is a sufficiently regular surface, choose a control vector field \( \psi(x, t), (x, t) \in \partial \Omega \times R \) in a suitable class of admissible
controls, in order to minimize a cost functional that roughly speaking measures in \((\mathbb{R}^3 \setminus \Omega_1) \times \mathbb{R}\) the “magnitude of the difference” between the electromagnetic field \((E^s(B^s))\) scattered by \(\Omega, \chi\) (when the control vector field is active) and the electromagnetic field \((E_G^s(B_G^s))\) scattered by \(G, \chi_G\) when hit by the incoming field \((E^i(B^i))\) and the “magnitude” of the control vector field employed. The couple \(G, \chi_G\) will be called “ghost obstacle”. For simplicity we assume the “ghost obstacle” to be a passive obstacle. The Ghost Obstacle Problem can be modelled as the optimal control problem (7), (1), (2), (5), (6) if the functional \(F_{\lambda, \mu}\) that appears in (7) is defined as follows,

\[
F_{\lambda, \mu}(\psi) = (1 + \chi) \left\{ \lambda \| n \cdot [n, E^s] \|_1^2 + \lambda c^2 \| n \cdot [n, B^s] \|_1^2 + \mu \| [n, \psi] \|^2 \right\}, \quad (10)
\]

where \(\| \cdot \|_1\) is a norm on a suitable space of functions defined on \(\partial \Omega_1 \times \mathbb{R}\).

Finally we formulate the so called Definite Band Problems.

Let \(K \subseteq \mathbb{R}\) be an assigned set of the frequency space that we assume to be an open interval symmetric with respect to the origin, let \(I_K(t), \ t \in \mathbb{R}\) be the inverse Fourier transform of the characteristic function of the set \(K\) and let us denote with \(f \ast g\) the convolution product with respect to the time variable of the functions \(f\) and \(g\). The set \(K\) is the definite band in the frequency space where the smart obstacle pursues its goal.

**Problem 4. Definite Band Furtivity Problem.** In the circumstances of Problem 1 given \(K\) choose a control vector field \(\psi(x, t), \ (x, t) \in \partial \Omega \times \mathbb{R}\) in a suitable class of admissible controls, in order to minimize a cost functional that roughly speaking measures the “magnitude” in the frequency band \(K\) \((K \subseteq \mathbb{R})\) of the electromagnetic field \((E^s, B^s)\) scattered by \(\Omega, \chi\) (when the control vector field is active) when hit by the incoming field \((E^i, B^i)\) and the “magnitude” of the control vector field employed.

The Definite Band Furtivity Problem can be modelled as the optimal control problem (7), (1), (2), (5), (6) if the functional \(F_{\lambda, \mu}\) that appears in (7) is defined as follows,

\[
F_{\lambda, \mu}(\psi) = (1 + \chi) \left\{ \lambda \| I_K \ast [n, E^s] \|_1^2 + \lambda c^2 \| I_K \ast [n, B^s] \|_1^2 + \mu \| [n, \psi] \|^2 \right\}. \quad (11)
\]

Similarly we can consider the remaining goals on a definite band:

**Problem 5. Definite Band Masking Problem.** In the circumstances of Problem 1 given \(K\), an obstacle \(D \subseteq \Omega\), and its electromagnetic boundary impedance \(\chi_D\), choose a control vector field \(\psi(x, t), \ (x, t) \in \partial \Omega \times \mathbb{R}\) in a suitable class of admissible controls, in order to minimize a cost functional that roughly speaking measures the “magnitude of the difference” in the frequency band \(K\) between the electromagnetic field \((E^s, B^s)\) scattered by \(\Omega, \chi\) (when the control vector field is active) and the electromagnetic field \((E_D^s, B_D^s)\) scattered by \(D, \chi_D\) when hit by the incoming field \((E^i, B^i)\) and the “magnitude” of the control vector field employed.

The Definite Band Masking Problem can be modelled as the optimal control problem (7), (1), (2), (5), (6) if the functional \(F_{\lambda, \mu}\) that appears in (7) is defined as follows,

\[
F_{\lambda, \mu}(\psi) = (1 + \chi) \left\{ \lambda \| I_K \ast [n, E^s - E_D^s] \|_1^2 + \lambda c^2 \| I_K \ast [n, B^s - B_D^s] \|_1^2 + \mu \| [n, \psi] \|^2 \right\}. \quad (12)
\]

**Problem 6. Definite Band Ghost Obstacle Problem.** In the circumstances of Problem 1 given \(K\), an obstacle \(G\) such that \(G \neq \emptyset\), \(\overline{G} \cap \overline{\Omega} = \emptyset\), its electromagnetic boundary impedance \(\chi_G\), and a bounded set without holes and internal cavities \(\Omega_1\) such that \(\overline{\Omega}, \overline{G} \subset \Omega_1\), and \(\partial \Omega_1\) is sufficiently regular choose a control vector field \(\psi(x, t), \ (x, t) \in \partial \Omega \times \mathbb{R}\) in a suitable class of admissible controls, in order to minimize a cost functional that roughly speaking measures the “magnitude of the difference” in the frequency band \(K\) between the electromagnetic field \((E^s, B^s)\) scattered by \(\Omega, \chi\) (when the control vector field is active) and the electromagnetic field \((E_G^s, B_G^s)\) scattered by \(G, \chi_G\) when hit by the incoming field \((E^i, B^i)\) and the “magnitude” of the control vector field employed.
and the “magnitude” of the control vector field employed.

The Definite Band Ghost Obstacle Problem can be modelled as the optimal control problem (7), (1), (2), (5), (6) if the functional $F_{\lambda, \mu}$ that appears in (7) is defined as follows,

$$F_{\lambda, \mu} (\psi) = (1 + \chi) \{ \lambda \| I_K * [n, E^* - E^*_G] \|_2^2 + \lambda \varepsilon^2 \| I_K * [n, B^* - B^*_G] \|_2^2 + \mu \varepsilon \| [n, \psi] \|_2^2 \}.$$

Note that the Definite Band Problems formulated, that is Problems 4, 5, 6, are generalizations of Problems 1, 2, 3. In fact when we choose $K = \mathbb{R}$ the Definite Band Furtivity, Masking and Ghost Obstacle Problems reduce respectively to the Furtivity, Masking and Ghost Obstacle Problems. The advantage of solving the Definite Band Problems rather than the corresponding problems on the entire frequency space is that the “price” to be paid in term of the control variable employed is smaller when the Definite Band Problems are considered. In fact as shown in [10] in the acoustic case in the Definite Band Furtivity and Ghost Obstacle Problems the “quantity” of the control variable, measured by the norm used in the cost functional, required to get a given furtivity effect (or to get a given “ghost” effect) in the frequency band $K$ is smaller than the “quantity” of the control variable needed to get the same effect on the entire frequency space (i.e. when $K = \mathbb{R}$).

A straightforward mode to solve the six control problems formulated here is the use of an optimization routine and a numerical solver for the Maxwell equations. This approach is computationally very expansive since it implies the solution of the Maxwell equations (several times due to the necessity of estimating gradient and eventually “Hessian” of the cost functionals involved in the control problems) at each iteration of the optimization procedure. A computationally cheaper approach can be obtained using the Pontryagin maximum principle. In fact under some hypotheses using the Pontryagin maximum principle it is possible to write the first order optimality conditions corresponding to these control problems as a system of partial differential equations with the necessary boundary, initial and final conditions. Highly parallelizable numerical methods can be developed to solve these systems of partial differential equation. For brevity we refer the interested reader to [4], and [5], [3], [10]. The numerical results obtained in Section 3 have been obtained using the Pontryagin maximum principle. In fact, we have derived the first order optimality conditions, i.e. a system of partial of differential equations for Problem 1 and a similar system for Problem 6 and then we have solved these systems developing suitable solvers based on the operator expansion method presented in [5] and [11].

3. Some numerical results
We present some numerical results relative to two experiments involving smart obstacles. In both experiments we choose $c = 1$, $\varsigma = 1$ and the following electromagnetic incoming field,

$$E^i(x, t) = (1, 0, 0)^T e^{-|x_3 - t|^2},$$
$$B^i(x, t) = (0, 1, 0)^T e^{-|x_3 - t|^2},$$
$$\quad (x, t) \in \mathbb{R}^3 \times \mathbb{R}.$$  

The smart obstacle of the first experiment is a sphere of center the origin and radius 2 (Figure 1a) with boundary impedance $\chi = 2$ that pursues the goal of being undetectable (i.e. Furtivity Problem, Problem 1).

![Figure 1. Obstacles.](image-url)
undetectable in the subset $K = (-1, 1)$ of the frequency space (Definite Band Furtivity Problem, Problem 4). The double cone consists of two cones of the same height 1.2 and base (a circle having center the origin and radius 1.2) one upon the other through their bases.

The numerical results relative to the first experiment are shown in Table I. Let us describe these results. Let $B_{R_i}$, $i = 1, 2, 3$ be spheres having center the origin and radii $R_i = 2.0 + (i - 1) \times 0.5$, $i = 1, 2, 3$ and let $t_\nu = -2 + \nu$, $\nu = 1, 2, 3$ be three time values such that the incident field is beginning to hit the scatterer ($t = t_1 = -1$), is going through the body of the scatterer ($t = t_2 = 0$) and is leaving the scatterer ($t = t_3 = 1$) respectively. Note that the spheres $B_{R_i}$, $i = 1, 2, 3$ contain or coincide with the smart obstacle, $\Omega \subseteq B_{R_i}$, $i = 1, 2, 3$. Let $E_a^s$ and $E_p^s$ denote the electric field generated by the smart obstacle when the optimal surface electric current density is used, and by the same obstacle considered as a passive obstacle respectively. For $i = 1, 2, 3$, $\nu = 1, 2, 3$ we define the following quantities,

$$c_{E,R_i,\nu}^{a,\lambda} = \left[ \int_{\partial B_{R_i}} \| E_a^s(x, t_\nu) \|^2 ds_{\partial B_{R_i}}(x) \right]^{1/2},$$

$$c_{E,R_i,\nu}^{p,\lambda} = \left[ \int_{\partial B_{R_i}} \| E_p^s(x, t_\nu) \|^2 ds_{\partial B_{R_i}}(x) \right]^{1/2},$$

and

$$e_{E,R_i}^{\lambda} = \min_{\nu = 1, 2, 3} \frac{|c_{E,R_i,\nu}^{p,\lambda} - c_{E,R_i,\nu}^{a,\lambda}|}{|c_{E,R_i,\nu}^{E,R_i,\nu}|}, \quad i = 1, 2, 3,$$

Table I . Furtivity Effect

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i$</td>
<td>$\nu$</td>
</tr>
<tr>
<td>2.0</td>
<td>1</td>
</tr>
<tr>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>3.0</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.5</td>
</tr>
<tr>
<td>2.0</td>
<td>1</td>
</tr>
<tr>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>3.0</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.9</td>
</tr>
<tr>
<td>2.0</td>
<td>1</td>
</tr>
<tr>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>3.0</td>
<td>1</td>
</tr>
</tbody>
</table>

are satisfactory when $e_{E,R_i}^{\lambda}$ is close to one, in fact when $c_{E,R_i,\nu}^{a,\lambda} = 0$ we have $e_{E,R_i}^{\lambda} = 1$.

Note that the column denoted with $\nu$ in Table I contains the minimizer of formula (17). Results similar to those shown in Table I have been obtained for the magnetic induction vector field (see [5] for further details).

Note that the furtivity effect increases when $\lambda$ increases and that it ranges from 17% when $\lambda = 0.1$ to 90% when $\lambda = 0.9$ (see Table I).

Table I . Furtivity Effect

Finally Figures 2, 3 show the numerical results relative to the second experiment. In this experiment we choose $\lambda = 0.9$, $\mu = 0.1$, $K = (-1, 1)$. As above, let $E_a^s$, $B_a^s$ and $E_p^s$, $B_p^s$ be the electric vector field and the magnetic induction vector field scattered by the smart double cone when the optimal surface electric current density is employed and by the passive double cone respectively. Figure 2 shows from left to right in the colour scale shown the Euclidean norms of the convolution products $I_{K} * E_a^s$, $I_{K} * E_p^s$, $I_{K} * B_a^s$, $I_{K} * B_p^s$ on the sphere $B_{R_2}$ as a function of the polar angles $(\theta, \phi)$, for three different values of the time variables that is, $t = 0$, $t = 2$, $t = 3$. Note that $\Omega \subseteq B_{R_2}$ and that the norms of the vector fields $I_{K} * E_a^s$, $I_{K} * B_a^s$ are negligible compared to the
corresponding norms $\tilde{I}_K \ast E_p^a$, $\tilde{I}_K \ast B_p^a$.

Figure 2. Furtivity effect in the frequency band $K$.

Figure 3. Furtivity effect outside the frequency band $K$.

Similarly Figure 3 shows from left to right in the colour scale shown the norms of the convolution products $\tilde{I}_{R\setminus K} \ast E_p^a$, $\tilde{I}_{R\setminus K} \ast E_p^a$, $\tilde{I}_{R\setminus K} \ast B_p^a$, $\tilde{I}_{R\setminus K} \ast B_p^a$ on the sphere $B_{R_2}$ as a function of the polar angles $(\theta, \phi)$ for $t = 0$, $t = 2$, $t = 3$. Note that the norms of the vector fields $\tilde{I}_{R\setminus K} \ast E_p^a$, $\tilde{I}_{R\setminus K} \ast B_p^a$ are similar to the corresponding norms of $\tilde{I}_{R\setminus K} \ast E_p^a$, $\tilde{I}_{R\setminus K} \ast B_p^a$. That is, outside of the frequency band $K$ no furtivity effect is present. Note that the colour scales used in Figures 2 and 3 to represent the data are the same.

4. Conclusions

In this paper we have shown how mathematical models, such as optimal control problems, can be used profitably to design smart objects able to pursue non trivial goals. The main advantage of the mathematical formulation of the electromagnetic scattering problem involving smart obstacles proposed in this paper is that it allows to reduce the solution of the scattering problem to the solution of an optimal control problem whose optimal solution can be determined as the solution of a suitable system of coupled partial differential equations. This fact guarantees a great computational efficiency. In fact the most standard approaches solve the optimal control problem iteratively. That is at each step of the iterative procedure a system of partial differential equations must to be solved.

References
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Abstract — FDTD simulations generally require significant computational resources and time. This paper systematically reduces the number of time steps and the grid size to determine the shortest simulation time that returns results with tolerable error for microstrip antenna simulations and their optimization of insertion loss with the genetic algorithm. Although the error would generally be unacceptable for traditional antenna simulations, it is sufficiently small to optimize their design. Simulations in less than 3 seconds on a P4 2.8 GHz processor were shown to be usable, with error approximately equal to manufacturing tolerances. A dual band ‘waffle’ antenna is designed that has better performance than the traditional dual band “F” antenna.

I. Introduction

The finite difference time domain (FDTD) method [1], has become a mainstay of electromagnetic computation. It has been applied to a seemingly endless array of applications, with little limitation of geometry, frequency band, materials, etc. FDTD has an advantage over the method of moments which is also commonly used to model antennas [2], because it can simulate a fully heterogeneous antenna or antenna environment, however this does come at a significant cost. Computer simulation time and memory requirements are inherently large in heterogeneous simulations of this type, and FDTD is no exception. This computational cost has a serious impact on the numerical optimization of antennas, such as is often done using the genetic algorithm (GA) [3]. The GA will create a “population” of many (in our case 16) antennas, run their simulations (an individual FDTD simulation for each antenna), reject the poor performers, mutate/cross-over the good performers, and repeat this for many (50-100) generations resulting in 800-1600 FDTD simulations. A simple pioneering FDTD simulation with a grid size of 20x20x40 took over 38 minutes to run 600 time steps [4]. Since that time, much larger simulations have been run requiring days and even weeks [5].

This paper focuses on ways to reduce the overall time required by reducing the time for each FDTD simulation. Many efforts have been made to reduce the time required to run FDTD simulations. Methods to make FDTD run faster include: subdividing the problem and running on multiple computers or processors in parallel [5-10], using an initially smaller grid that expands with time [11], efficient processing of fields to extract useful information [12], using variable cell sizes [13], and exploiting symmetry to reduce the model size [14, 15 and others] to name a few. Dedicated hardware has also been developed specifically for FDTD to circumvent the limitation of general purpose processors [16]. A single FDTD simulation can now readily be done for most if not all field analysis applications of interest. When multiple simulations are required, however, the computational requirements can become prohibitive.

Researchers have used the GA to optimize antennas, but have generally relied on methods other than FDTD [2, 17]. Some researchers have used GA-FDTD schemes, but found computational constraints to be a limiting factor [18, 19]. They have limited the GA search to a small set of parameters, thereby limiting its usefulness as an optimization method. This paper shows that with the proper selection parameters, FDTD simulations can be run quickly enough on a personal computer to be used to design a dual band antenna using the GA in a very short period of time. Unlike typical numerical solutions where we need excellent accuracy and precision, it was found that relatively “sloppy” FDTD simulations, while not perfectly accurate, can yield results that are sufficient to determine the relative performance of similar antennas, and hence the design of optimal antennas.

Section II describes a traditional dual band monopole antenna that is used for comparison and simulation purposes. Section II also introduces QFDTD, an FDTD program well suited to use with genetic algorithms. Section III analyzes the how reducing the run time of the FDTD algorithm affects accuracy. The number of time steps is reduced, and the FDTD grid is reduced in a systematic manner while error is measured. Section IV applies the results from Section III to the design of a dual band antenna using the genetic algorithm. Section V gives instructions on how to apply these methods generally, and Section VI draws conclusions from the results.
II. Antenna Model and FDTD

In [20], a dual band monopole “F” antenna is designed on a microwave substrate at 2.4/5.2 GHz. In this paper, we optimize the design of a similar antenna structure shown in Fig. 1. The antenna is designed to have low insertion loss at 2.4 and 5.2 GHz as shown in Fig. 2. The FDTD model cell size is $0.762 \times 1.423 \times 1.423 \text{ mm}^3$. The microwave substrate is 0.060 inches (1.524 mm) thick and has a relative dielectric constant of 2.6. The cell dimension $X$ is chosen to be half the substrate thickness, and the $Y-Z$ dimension is chosen to simulate a 50 $\Omega$ microstrip feed. This antenna model is used in section IV to determine key FDTD simulation parameters.

FDTD models Maxwell’s equations in a spatial grid consisting of electric and magnetic field components, which are alternately computed as the algorithm steps through time. Each cell in the grid contains six orthogonal electric and magnetic field components. Because the cells in the grid must be a minimum of $\lambda/10$ for numerical accuracy and are typically $\lambda/20$ to $\lambda/60$, the grid can be very large for many structures, including antennas. As an example, a 100x100x100 grid that can model roughly a $\lambda^3$ antenna has six million field components that need to be updated with each of about 2000 time steps.

The major sources of error in FDTD calculations are due to numerical dispersion, reflections due to imperfect absorbing boundary conditions (ABCs), and poor modeling because of a discrete rectangular grid. Numerical dispersion can be minimized by reducing the cell size. When the grid sampling density is 10 points per free-space wavelength, the numerical dispersion is approximately 1%, which is considered the minimum special sampling rate for accurate simulations [21]. By increasing the grid sampling density to 20 points per wavelength, the dispersion is reduced to 0.2% (and the grid size increases by a factor of 8). This paper uses a spatial sampling frequency of about 35 points per wavelength to accurately model the feed, reducing dispersion errors to negligible levels.

An in depth review of analytical boundary operators are covered by [22]. This review explains that the approximations used to create ABCs cause them to be imperfect. Waves traveling normal to the 2nd order Mur boundary are absorbed well. As the angle of incidence increases, the reflection coefficient increases. By increasing the grid size (and the computation time), the maximum angle of incidence is reduced, reducing reflections. Also, fewer waves will reflect back onto the antenna, because the antenna is located further from the boundary.

For fast FDTD simulations, care needs to be taken to ensure accurate simulations, while keeping the grid to a minimal size. In addition, the boundary conditions need to be computationally efficient. The commercial software package QFDTD uses simple update equations that assume a non-dispersive media. It also uses the computationally efficient Mur 2nd order boundary condition. It is written in FORTRAN90, allowing the user to modify it and port it to any desired platform. Additionally, it uses text files for all input-output operations, allowing the GA to easily create new models and access output data [23]. QFDTD runs two simulations to analyze a structure. The first simulation
measures the incident signal at the microstrip feed. The second simulation measures the total signal. By subtracting the incident signal from the total signal, the scattering parameters are calculated over a wide frequency range. This two-simulation setup can be exploited with GA optimization. If the feed doesn't change, the first simulation results can be used for all subsequent simulations, and its contribution to overall computation time is negligible.

### III. Simulations Speed and Accuracy

Well known ways to reduce FDTD simulation time include reducing the number of operations by reducing the model size and/or running fewer time steps. However, there are fundamental limits on how much reduction in size and time can be done before inaccuracies are introduced. This section of the paper assesses the impact of each time reduction method on the accuracy and speed of the program.

#### A. Run for fewer time steps

Perhaps the most obvious method to speed up the FDTD simulation is to reduce the total number of time steps in the simulation. The “F” antenna model was simulated for a long time, to determine the minimum number of time steps needed for transients to die down to a sufficient level as shown in Fig. 3. Then $S_{11}$ is calculated from 1-6 GHz in 0.1 GHz increments. The simulation is then repeated many times stopping at 300 to 1500 time steps. $S_{11}$ is calculated for each simulation, and the change in reflected power is computed at each frequency increment. The maximum and average change in reflected power is given in Fig. 4. Simulations show that $S_{11}$ changes very little after 1500 time steps. Fig. 4 shows that if the number of time steps is reduced to 900, the error is relatively small, but the computation time is almost cut in half. Reducing the number of time steps below 600 creates significant errors, especially in the higher frequencies.

#### B. Reduce grid size

Reducing the grid size can have an even greater effect on simulation time than the number of time steps. If the dimensions of a 3-D grid are halved in each direction, the number of cells is reduced by a factor of eight, but the grid size reduction effectively brings the outer boundary closer and causes reflections at the boundary to increase. To determine how much grid size affects $S_{11}$, the “F” antenna model was simulated on a grid with 37x48 cells in the YxZ direction and a variable number of cells in the X direction. It is first simulated on a 100x37x48 grid for comparison. After the comparison simulation is run, the X grid is reduced to 10 and expanded in the X direction with each simulation, while the antenna is held at the center of the grid. Fig. 5a shows that as the grid expands in the X dimension, the change in reflected $S_{11}$ power is reduced.

The next test enlarged the grid in all three dimensions and compared the results to a 100x100x100 cell grid. As can be seen from Fig. 5b the difference in $S_{11}$ continued to decrease as the grid is enlarged, but the results have not fully converged, even when the grid is a 100x100x100 cell. Expanding the grid beyond 100x100x100 cells to reduce reflections proved unreasonable. Rather a smaller grid would be implemented with a more effective, but computationally costlier, boundary condition. Thus a
100x100x100 grid for these simulations could be considered large enough when using the Mur 2nd order boundary condition. Getting the fastest execution time precludes the use of high cost boundary conditions even for small simulations.

It is significant to note that reducing the grid size caused more error in the lower frequency part of the 1 to 6 GHz range. Reducing the grid size moves the outer boundary closer to the antenna model. Because distance to the outer boundary is relative to the wavelength, lower frequencies will be closer to the boundary than higher frequencies. It was also observed that reducing the number of time steps produced more error in the higher frequency part of the 1 to 6 GHz simulations (although we can't explain why and it may be model-dependent). From these observations we can conclude that a relatively narrow band design can be run faster. A low frequency design can run for fewer time steps, and a high frequency design can simulate on a smaller grid, while maintaining simulation accuracy.

C. Other execution speed factors

The FDTD executable needs to be optimized for speed. The authors found that different compilers and compiler settings can affect execution speed by more than 300%. Also, storing more information than necessary increase the simulation time and memory usage.

Each speed increase factor is multiplied by the next factor. Implementing all speedup factors results in a dramatic decrease in FDTD run time. This speedup makes FDTD a viable simulator for running hundreds or even thousands of simulations needed by the GA optimizer.

IV. Application Example-Design of GA Antenna

To show that high speed FDTD simulations can produce useful results, the authors remove the branches from the “F” antenna model to produce a simple monopole. This simple monopole is then placed in a 25x30x42 cell grid to be simulated for 900 time steps. A rectangle with either non-metal or metal covered cells is placed over the top of the monopole model. The cells with and without metal correspond directly to the “1s” and “0s” in a binary chromosome that is controlled by the GA.

The GA creates a population of 16 antennas, and simulates them for 100 generations. Each antenna is given a cost which is based on how much insertion loss it generates over the frequency bands 2.2-2.6 GHz and 5.0-5.5 GHz. Single point crossover is used, and population decimation is used as the selection criteria. The mutation method randomly picks bits in each chromosome and replaces the previous value with a random bit. This mutation method is different than standard mutation schemes, but is necessary because it may be desirable to have a higher percentage of “1” bits. Fig. 6 shows that the GA is able to evolve an antenna with low return loss after 60 generations. Fig. 7 shows the optimized antenna model. After the GA completes optimization, the final model is simulated for 1500 time steps on a larger 100x100x100 grid for comparison.

Fig. 8 shows that the smaller model didn’t produce the most accurate results, but the optimized antenna performance is still very good. In addition, the change in $S_{11}$ from the small to the large model is comparable to manufacturing tolerances found by previous GA antenna designers [16, 17]. The larger comparison simulation shows that the GA antenna has a
Fig. 7. Antenna design created by GA using structure similar to "F" antenna design in Fig. 1. The GA created a population of 16 structures and evolved them for 100 generations to create this final design found in the 91st generation. The substrate dimensions are 17x34 cells or 24.19mm x 48.38mm. The substrate is 1.524 mm thick.

-10 dB insertion loss bandwidth from 2 to 2.6 GHz and 5.1 to 5.7 GHz. This is better than the results obtained by the authors and [20] for the “F” antenna. It is true that the GA design shown isn’t much better than the "standard" design. The point of this paper is that it can quickly be designed using the GA if a small FDTD model is used. We purposely used a simple dual band design because we are emphasizing FDTD. Once the simulation time is reduced, very wide or multiband designs can be quickly produced that would be nearly impossible to produce using conventional design techniques. We have obtained better results using smaller cells, but we wanted to step to the limits in this paper.

Our first optimization simulations took over 17 minutes. To run 1600 simulations would take 19 days, and we often had to make changes in our model starting the process over again. Using the techniques described in this paper (along with faster processors) has reduced simulation time to less than 3 seconds for the models presented here. With faster simulation times, several designs can be produced in a single day.

The entire optimization presented took only 82 minutes and ran 1600 FDTD simulations. That corresponds to 3.06 seconds for the GA to create each model, run the FDTD simulation, and evaluate its cost. The simulation was run on a Pentium 4 running at 2.8 GHz. The FDTD executable was created using the Intel FORTRAN Compiler Version 8.0 for Linux.

V. General Application of Speed Increase Methods

Carefully choosing the cell and grid size is essential to fast and accurate FDTD simulations. Minimizing the grid size and number of time steps can reduce simulation time 1-2 orders of magnitude compared to poorly chosen parameters.

As explained in the introduction, the cell size should be chosen to accurately model the structures dimensions, and meet the minimum of 10 cells per wavelength at the lowest frequency. A general guideline for choosing the grid size is to have at least 1/4 wavelength between the structure and the outer boundary at the lowest frequency of interest. For the example given, the wavelength at 2.2 GHz is 136 mm and 1/4 wavelength is 34 mm. The cell size in the X direction is 0.762 mm or about 45 cells. These are similar to the dimensions used for the 100x100x100 cell grid (about 45 cells above and below the model). The problem with this approach is that each simulation takes approximately 94 seconds or almost 42 hours for a 1600 simulation GA optimization. By reducing the grid size, additional error will be introduced into the simulation. The plots in Fig. 5 give the reader a general guide to how much error is introduced, and the grid size should be chosen based on how much error can be tolerated. Again, more error will be introduced at the lower frequencies as shown in Fig. 8.

Correctly choosing the number of time steps is also critical to a fast, accurate simulation. In the example shown, a modulated Gaussian pulse is used.
After 900 time steps the reflected signal at the feed is reduced to 0.5% of the pulses maximum amplitude. For fast simulations, the reflected signal should decay to between 0.5% and 1.0%. After 1500 time steps, negligible error was introduced, and the reflected signal was 0.1% of the maximum incident pulse. Note that highly resonant structures may require much longer simulation times.

Advanced absorbing boundaries such as PML have lower reflections, but a much higher computational cost. It should therefore be possible to reduce the grid size without inducing as much error as when reducing the grid size using the Mur boundary. Optimizing using the GA on a larger grid after it has been optimized on a small grid is an excellent way to apply the results of the small grid optimization. When only a few variables are present, a hybrid GA that consists of a GA and local optimizer works extremely well and will outperform the GA alone [24]. However, a local optimizer wouldn't be appropriate in this situation because each cell is considered a variable, and local optimizers are not efficient for a large number of variables.

Several antenna prototypes have been successfully built using photo-etching techniques, and measured data has matched well with simulations [25]. Using these techniques, broad and multiband designs have been created that minimize size requirements while achieving extremely low return loss.

VI. Conclusions

FDTD is a viable solution for the GA simulator on a PC if FDTD parameters are chosen for quick simulation. Even though individual simulation results may not be extremely accurate, their relative values are sufficient for the GA to find a good solution. When the FDTD simulation is optimized for speed by running for a minimum number of time steps, using a minimal FDTD grid, and storing only necessary information, it can be fast enough to compete with other simulation techniques such as method of moments. Simulation time is no longer the limiting factor with the GA-FDTD combination, allowing for more complex designs to be generated than previously possible, including the 2.4 GHz and 5.2 GHz dual band antenna described in this paper.
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Abstract — In this paper we address an inverse scattering problem whose aim is to determine the geometrical as well as the physical properties of a perfectly conducting cylindrical body buried in a half-space. We use cubic-spline method instead of trigonometric series to describe our shape and reformulated into an optimization problem and solved by the genetic algorithm. The genetic algorithm is employed to find out the global extreme solution of the object function. As a result, the shape of the scatterer, which is described by using cubic-spline, can be reconstructed. In such a case, fourier series expansion will fail. Even when the initial guess is far away from the exact one, the cubic-spline description and genetic algorithm can avoid the local extreme and converge to a global extreme solution. Numerical results are given to show that the shape description using cubic-spline method is much better than the Fourier series.

Index Terms — Inverse Problem, Cubic-spline, Fourier series.

I. INTRODUCTION

Due to large domain of applications such as non-destructive problem, geophysical prospecting and determination of underground tunnels and pipelines, etc., the inverse scattering problems related to the buried bodies has a particular importance in the scattering theory. In the past 20 years, many rigorous methods have been developed to solve the exact equations [1]-[9]. However, inverse problems of this type are difficult to solve because they are ill-posed and nonlinear [10]. As a result, many inverse problems are reformulated into optimization ones and then numerically solved by different iterative methods such as the Newton-Kantorovich method [1]-[5], the Levenberg-Marquardt algorithm [6]-[8], and the successive-overrelaxation method [9]. Most of these approaches employ the gradient-based searching scheme to find the extreme of the cost function, which are highly dependent on the initial guess and usually get trapped in the local extreme. The genetic algorithm (GA) [11] is an evolutionary algorithm that uses the stochastic mechanism to search through the parameter space. As compared to the gradient-based searching techniques, the genetic algorithm is less prone to converge to a local extreme. This renders it an ideal candidate for global optimization. Recently, researchers have applied GA together with electromagnetic solver to attack the inverse scattering problem mainly in two ways. One is surface reconstruction approach; the other is volume reconstruction approach. Chiu [12] first applied the GA for the inversion of a perfectly conducting cylinder with the geometry described by a Fourier series (surface reconstruction approach), while Takenaka [13], Meng [14] and Zhou [15] used the concept of local shape function to describe the conducting objects (volume reconstruction approach). Alternatively, Chien [16], Zhou [17] and Qing [18] used b-splines to describe the geometry of a perfect conducting cylinder. The 2-d perfectly conducting cylinders are denoted by local shape functions $\rho = F(\theta)$ with respect to their local origins, which can be continuous or discrete. However, to the best of our knowledge, there are still no numerical results, which compared the cubic-spline and Fourier series, shape description with the genetic algorithm for the buried conducting scatterers. In this paper, we present a computational method based on the genetic algorithm to recover the shape of a buried cylinder. In Section II, a theoretical formulation for the inverse scattering is presented. The general principles of genetic algorithms and the way we applied them to the inverse problem are described. Numerical results for reconstructing objects of different shapes are given in Section III. Finally, some conclusions are drawn in Section IV.

II. THEORETICAL FORMULATION

Let us consider a perfectly conducting cylinder buried in a lossy homogeneous half-space, as shown in Fig 1. The media in regions 1 and 2 are characterized by the permittivity and conductivity $(\varepsilon_1, \sigma_1)$ and $(\varepsilon_2, \sigma_2)$, respectively, while the permeability $\mu_0$ is used for each region, i.e., only non-magnetic media are concerned here. The cross-section of the cylinder is described by
polar coordinates in the $xy$ plane through the shape function $\rho = F(\theta)$. The cylinder is illuminated by a plane wave with time dependence $\exp(j\omega t)$, of which the electric field is assumed parallel to the $z$-axis (i.e., transverse magnetic or TM polarization). Let $E^\text{inc}$ denote the incident $E$-field from region 1 to region 2 with incident angle $\phi_i$. Owing to the interface between region 1 and region 2, the incident plane wave would generate two waves in the absence of the conducting object: the reflected wave (for $y \leq -a$) and the transmitted wave (for $y > a$). Thus the unperturbed field is given by

$$\vec{E}_i(p) = E_i(x,y) \hat{z}$$

with

$$E_i(x,y) = \begin{cases} E_1(x,y) = e^{-j\left[\frac{x}{\cos\phi_i} - j\frac{y+a}{\cos\phi_i}\right]} & y \leq -a \\ E_2(x,y) = Te^{-j\left[\frac{x}{\cos\phi_i} + \frac{y+a}{\cos\phi_i}\right]} & y > -a \end{cases}$$

where

$$R = \frac{1-n}{1+n} = 2 \frac{\cos\phi_i}{\cos\phi_i + \cos\phi_2}$$

where $k_1 \sin\phi_i = k_2 \sin\phi_2$,

$$k_2^2 = \omega^2 \varepsilon \mu_0 - j \omega \mu_0 \sigma_1, \quad i = 1, 2 \quad \text{Im}(k_2) \leq 0.$$

Note that each point can be expressed by $(x,y)$ in Cartesian coordinates or $(r,\theta)$ in polar coordinates.

As the buried object is present, the scattered field can be expressed by

$$E_s(x,y) = \sum_{n=1}^{2\pi} \int_{\gamma_s} G(x,y;x',y') J(\theta) d\theta$$

with

$$\gamma_s = (x,y), J(\theta) = -j \omega \mu_0 \sqrt{F'(\theta) + F''(\theta)} J(\theta)$$

where

$$G(x,y;x',y') = \frac{1}{2\pi} \int_{-\gamma_s}^\gamma e^{j\left[\frac{y-y'}{\gamma_s} - j\frac{x-x'}{\gamma_s}\right]} da$$

where

$$G_1(x,y;x',y') = \frac{1}{4} H_n^\gamma \left[\tilde{k} \sqrt{(x-x')^2 + (y-y')^2}\right]$$

$$G_2(x,y;x',y') = \frac{1}{2\pi} \int_{\gamma_1}^\gamma e^{j\left[\frac{y-y'}{\gamma_1} - j\frac{x-x'}{\gamma_1}\right]} da$$

$$\gamma_1^2 = k_1^2 - \alpha^2, \quad i = 1, 2, \quad \text{Im}(\gamma_1) \leq 0, \quad y' > a.$$

Here, $J_1(\theta)$ is the induced surface current density, which is proportional to the normal derivative of the electric field on the conductor surface. $G(x,y;x',y')$ is the Green’s function which can be obtained by Fourier transform [3]. Note that we might face some difficulties in calculating the Green’s function, since the Green’s function given by (3) takes the form of an improper integral that must be evaluated numerically. However, the integral converges very slowly when $(x,y)$ and $(x',y')$ approach the interface, for which the acceleration of converging speed is possible by rewriting the Green’s function as a closed-form term plus a rapidly converging integral (see Appendix). In (3b), $H_n^\gamma$ is the Hankel function of the second kind of order zero. The boundary condition for a perfectly conducting object is

$$\vec{n} \times \vec{E} = 0$$

where $\vec{n}$ is the outward unit vector normal to the surface of the scatterer. The boundary condition at the surface of the scatterer given by (4) leads to an integral equation for $J(\theta)$:

$$E_s[F(\theta),\theta] = \int_{\gamma_s} G_s[F(\theta),\theta;F(\theta),\theta'] J(\theta') d\theta'.$$

The total field $E^\text{tot}$ in region 1 is given by

$$E^\text{tot} = E^\text{inc} - E_s[F(\theta),\theta] \int_{\gamma_s} G_s[F(\theta),\theta;F(\theta),\theta'] J(\theta') d\theta'.$$

The direct problem is to compute the total field in region 1 when the shape function $F(\theta)$ is given. This can be achieved by first solving for $J$ from equation (5) and then calculating $E^\text{tot}$ by equation (6).

For numerical calculation of the direct problem, the contour is first divided into sufficient small segments so that the induced surface current can be considered constant over each segment. Then the moment method is used to solve equations (5) and (6) with a pulse basis function for current expansion and the Dirac delta function for testing [19].

Let us consider the following inverse problem, given the scattered electric field $E_s$ measured outside the scatterer, and determine the shape $F(\theta)$ of the object.

(A) Using Fourier-series to describe the shape:

Assume the approximate center of the scatterer, which in fact can be any point inside the scatterer, is known. Then the shape function $F(\theta)$ can be expanded as:

$$F(\theta) = \sum_{n=0}^{\infty} B_n \cos(n\theta) + \sum_{n=1}^{\infty} C_n \sin(n\theta)$$

where $B_n$, and $C_n$, are real coefficients to be determined, and $N + 1$ is the number of expanded terms.

(B) Using Cubic-spline to describe the shape:

The geometry of the cubic-spline is shown in Fig. 2. First, we separate the boundary of the shape with $N$ pieces and we have $N + 1$ separated points. We denote the separated points by polarized-coordinate
expression \((\rho_i, \theta_i), (\rho_{i+1}, \theta_{i+1}), \ldots, (\rho_N, \theta_N)\), where \(0^\circ \leq \theta_i \leq 360^\circ\), \(i=0, \ldots, N\), \(\theta_0 = 0^\circ\), \(\theta_N = 360^\circ\), and \(\theta_0 < \theta_1 < \ldots < \theta_N\). \(\rho_i\) is the distance from point \((\rho_i, \theta_i)\) to the center point \((x_0, y_0)\).

The optimal \(\max\)imization of \(S_F\) can be interpreted as the smoothness requirement for the boundary of \(F(\theta)\). Therefore, the maximization of \(S_F\) can be interpreted as the minimization of the least-square error between the measured and the calculated fields with the constraint of smooth boundary. Typical values of \(\beta\) range from 0.00001 to 10. The optimal value of \(\beta\) depends mostly on the dimensions of the geometry. One can always choose a large enough value to ensure the convergence, although overestimation would result in a very smooth reconstructed image. Technically, we can let the value of \(\beta\) decrease gradually during the course of convergence [4].

Genetic algorithms are the global optimization methods based on the genetic recombination and evolution in nature [11]. They use the iterative optimization procedures that start with a randomly generated population of potential solutions, and then gradually evolve toward a better solution through the application of the genetic operators. Genetic algorithms typically operate on a discretized and coded representation of the parameters rather than on the parameters themselves. These representations are considered as the "chromosomes", while the elements that constitute the chromosome are called "genes". Simple but often very effective chromosome representations for optimization problem involving several continuous parameters can be obtained through the juxtaposition of discretized binary representations of the individual parameters. In our problem, parameters \(B_n\), \(C_n\), and \(\rho_i\) are given by the following equation. As an example, \(B_n\) is shown

\[
B_n = p_{\min} + \frac{p_{\max} - p_{\min}}{2^{L-1}} \sum_{m=0}^{L-1} b_m 2^m
\]

where \(b_0, b_1, \ldots, b_{L-1}\) (gene) are the \(L\)-bit string of the binary representation of \(B_n\), and \(p_{\min}\) and \(p_{\max}\) are the minimum and the maximum values admissible for \(B_n\). Similar expressions exist for the parameters \(C_n\) and \(\rho_i\) and are omitted here for brevity. Here, \(p_{\min}\) and \(p_{\max}\) can be determined by prior knowledge of the object. Also, the finite resolution with \(B_n\) \((C_n\) or \(\rho_i)\) can be tuned in practice by changing the number of bits
The frequency of the incident wave is chosen to be 3GHz, of which the wavelength \( \lambda_0 \) in free space is 0.1m. The object is buried at a depth \( a \approx \lambda_0 \) and the scattered fields are measured on a probing line along the interface between region 1 and region 2. Our purpose is using the Fourier-series and cubic-spline shape expressions to reconstruct the shape and comparing which is better in the inverse problem. The object is illuminated by three incident waves from different directions, while 20 measurement points at equal spacing are used along the interface \( y = \mp a \) for each incident angle. There are 60 measurement points in each simulation. The measurement is taken from \( X = 0 \) to 0.2m for incident angle \( \phi_1 = -60^\circ \), from \( X = -0.1 \) to 0.1m for incident angle \( \phi_1 = 0^\circ \), and from \( X = -0.2 \) to 0m for incident angle \( \phi_1 = 60^\circ \). To save computing time, the number of unknowns is set to be 7, and the population size is chosen as 300 \( (X = 300) \). The binary string length of the unknown coefficient, \( B_n \) \( (C_n \) and \( \rho_I \)), is set to be 20 bit \( (i.e., L=20) \). The search range for the unknown coefficient of the shape function is chosen to be from 0 to 0.1. The extreme values of the coefficients of the shape function can be determined by some priori knowledge of the objects. Here, the prior knowledge means that we can get the approximate position and the size of the buried cylinder by first using tomography technique, and then get the exact solution by the genetic algorithm. The crossover probability \( p_c \) and mutation probability \( p_m \) are set to be 0.8 and 0.1, respectively. The value of \( \beta \) in equation (6) is chosen to be 0.001.

In the first example, the shape function is given by \( F(\theta) = (0.03 + 0.015 \cos 3\theta) \) m and we use Fourier-series and cubic-spline expressions to recover it. The reconstructed shape function for the best population member (chromosome) is plotted in Fig. 4(a), respectively, with the error shown in Fig. 4(b). Here, DR, which is called shape function discrepancies, is defined as

\[
DR = \left( \frac{1}{N^v} \sum_{i=1}^{N^v} (F^{\text{cal}}(\theta_i) - F(\theta_i))^2 / F^2(\theta_i) \right)^{1/2}
\]

where \( N^v \) is set to 60. The quantities DR provide measures of how well \( F^{\text{cal}}(\theta) \) approximates \( F(\theta) \). From Fig. 4, it is clear that reconstruction of the shape function is quite good for both Fourier-series and cubic-spline expressions. To investigate the sensitivity of the imaging algorithm against random noise, two independent Gaussian noises with zero mean have been added to the real and imaginary parts of the simulated scattered fields. Normalized standard deviations of \( 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, \) and \( 10^{-1} \) are used in the
simulations. The normalized standard deviation mentioned earlier is defined as the standard deviation of the Gaussian noise divided by the rms value of the scattered fields. Here, the signal-to-noise ratio (SNR) is inversely proportional to the normalized standard deviation. The numerical result for this example is plotted in Fig. 4(b).

In the second example, we selected cubic-spline to describe the shape $\rho_1 = 0.02 \text{ m}$, $\rho_2 = 0.02\sqrt{3} \text{ m}$, $\rho_3 = 0.02\sqrt{3} \text{ m}$, $\rho_4 = 0.02 \text{ m}$, $\rho_5 = 0.02\sqrt{3} \text{ m}$, $\rho_6 = 0.02\sqrt{3} \text{ m}$. We can see that the 7-terms Fourier-series expression cannot recover the shape. The purpose of this example is to show that cubic-spline method is able to reconstruct a scatter while the Fourier-series fails. Both the shape results are shown in Fig. 5(a) and the relative error of Cubic-spline expand is shown in Fig. 5(b).

In the third example, the shape and conductivity function are selected to be

$$F(\theta) = (0.03 + 0.005\cos\theta + 0.005\cos2\theta + 0.005\cos3\theta) \text{ m}.$$  

Note that the shape function is not symmetrical about either x-axis or y-axis. Both Fourier-series and cubic-spline expressions can recover it. Refer to Fig. 6(a) and Fig. 6(b) for details.

In the fourth example, we selected cubic-spline to describe the shape $\rho_0 = 0.03 \text{ m}$, $\rho_1 = 0.02 \text{ m}$, $\rho_2 = 0.01 \text{ m}$, $\rho_3 = 0.01 \text{ m}$, $\rho_4 = 0.01 \text{ m}$, $\rho_5 = 0.03 \text{ m}$, and slope is 5. Again 7-terms Fourier series expression cannot recover the shape. Both the shape results are shown in Fig. 7(a) and the relative error of Cubic-spline expand is shown in Fig. 7(b).
Fig. 5(b). Shape function error in each represented method. The S-S means that the shape functions both in the direct and inverse problem are described by the cubic-spline.

Fig. 6(a). Shape function for example 3. The star curve represents the exact shape by the cubic-spline, while the curve of short imaginary line is calculated shape by the Fourier-series and the curve of long imaginary line represents calculated shape by the cubic-spline in final result.

Fig. 6(b). Shape function error in each represented method. The F-F means that the shape functions both in the direct and inverse problems are described by the Fourier-series. The F-S means that the shape function in the direct problem is described by the Fourier-series and in the inverse problem is described by the cubic-spline.

Fig. 7(a). Shape function for example 4. The star curve represents the Fourier-series exact shape, while the curve of short imaginary line is the Fourier-series calculated shape and the curve of long imaginary line is represents the cubic-spline calculated shape in final result.
IV. CONCLUSION

We have presented a study of applying the genetic algorithm to reconstruct the shape of a buried metallic object through the measurements of scattered E fields. Based on the boundary condition and the measured scattered fields, we have derived a set of nonlinear integral equations and reformulated the imaging problem into an optimization one. The contours of the cylinders are denoted by cubic-spline local shape functions in local polar coordinate instead of trigonometric series local functions to guarantee the nonnegative definiteness. Experiment results show that the variable searching ability of GA has its limitation, and Fourier-series expression cannot recover the arbitrary shape in finite terms. In our numerical results, it is shown that using cubic-spline expand to describe the shape in the half-space inverse problem is more suitable than Fourier-series expression.
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APPENDIX

To calculate the Green’s function, we can use the following formula,

$$\int \frac{x^{-x^2} e^{-x^2}}{x} dx = \frac{1}{2} \left( \beta + j \alpha \right)^{-\frac{1}{2}} \Gamma \left( \beta + j \delta u \right) \frac{1}{2} \left( \beta - j \alpha \right)^{-\frac{1}{2}} \Gamma \left( \beta - j \delta u \right)$$

for $\Re \beta > \left| \Im \delta \right|$ \hspace{1cm} (A1)

where $\Gamma(\alpha, Z) = \int_0^\infty e^{-x^2} dx$

$\Gamma$ is the incomplete Gamma function that satisfies

$$\Gamma(-n, z) = (-1)^n \left[ \Gamma(0, Z) - e^{-z} \sum_{m=0}^{n-1} \frac{(-1)^m m!}{z^{m+1}} \right]$$

$$\Gamma(0, z) = -e^{-z} \ln z - \sum_{n=1}^\infty (-1)^n \frac{z^n}{(n+1)!} \begin{cases} \arg(z) \leq \pi \end{cases}$$

(A2)

$\gamma$ is Euler’s constant, i.e., $\gamma = 0.5772156649$. Let us consider the following integral

$$G_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{j}{\gamma'_1 + \gamma'_2} e^{j\gamma'_1 x} e^{-j\gamma'_2 x} e^{-j\gamma' x} d\alpha$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{j}{\gamma'_1 + \gamma'_2} e^{-j\gamma' x} \cos \alpha (x-x') d\alpha$$

where $\gamma'^2 = k^2 - \alpha^2, i = 1, 2, 3$, $\Im(\gamma') \leq 0$, $\gamma' > -\alpha$.

The integral $G_1$ may be rewritten as follows

$$G_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{j}{\gamma'_1 + \gamma'_2} e^{-j\gamma' x} \cos \alpha (x-x') d\alpha$$

$$+ \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{-1}{\gamma'} e^{-\gamma' x} \cos \alpha (x-x') d\alpha$$

$$- \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{\gamma'} e^{-\gamma' x} \cos \alpha (x-x') d\alpha$$
In general, we choose $\alpha_0 \gg |k_i|$, $i = 1, 2$. From Eq. (A1), we get

\[
- \frac{1}{2\pi} \int_{\alpha} \frac{1}{2\alpha} e^{-i\alpha(x-x')} \cos \alpha(x-x') d\alpha
= \frac{1}{4\pi} \int \left[ \hat{G}_0[(y-y') + j(x-x')] \alpha_0 \right] + \Gamma \left[ \hat{G}_0[(y-y') - j(x-x')] \alpha_0 \right].
\]

Using the above relation, we obtain

\[
G_i = \frac{1}{\pi} \int \frac{j}{\gamma_i' + j\gamma_i} e^{-\gamma_i'(y-y')} e^{-\gamma_i(x-x')} \cos \alpha(x-x') d\alpha
= \frac{1}{2\pi} \int \frac{1}{\alpha_0} e^{-i\alpha(x-x')} d\alpha
\]

\[
+ \frac{1}{8\pi} \left( [y + 2a + y'] + j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') + j(x-x')] \alpha_0 \right]
- \frac{1}{16\pi} \left( [y + 2a + y'] - j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') - j(x-x')] \alpha_0 \right]
\]

\[
\hat{G}_i = \frac{1}{2\pi} \int \frac{j}{\gamma_i' + j\gamma_i} e^{-\gamma_i'(y-y')} e^{-\gamma_i(x-x')} \cos \alpha(x-x') d\alpha
\]

\[
+ \frac{1}{8\pi} \left( [y + 2a + y'] + j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') + j(x-x')] \alpha_0 \right]
- \frac{1}{16\pi} \left( [y + 2a + y'] - j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') - j(x-x')] \alpha_0 \right]
\]

\[
\hat{G}_i = \frac{1}{2\pi} \int \frac{j}{\gamma_i' + j\gamma_i} e^{-\gamma_i'(y-y')} e^{-\gamma_i(x-x')} \cos \alpha(x-x') d\alpha
\]

\[
+ \frac{1}{8\pi} \left( [y + 2a + y'] + j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') + j(x-x')] \alpha_0 \right]
- \frac{1}{16\pi} \left( [y + 2a + y'] - j(x-x') \right) \Gamma \times \left[ \hat{G}_0[(y-y') - j(x-x')] \alpha_0 \right]
\]
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Abstract—Error estimates for the moment method have been obtained in terms of Sobolev norms of the current solution. Motivated by the historical origins of Sobolev spaces as energy spaces, we show that the Sobolev norm used in these estimates is related to the forward scattering amplitude, for the case of 2D scattering from a PEC circular cylinder and for 3D scattering from a PEC sphere. These results provide a physical meaning for solution error estimates in terms of the power radiated by the error in the current solution. We further show that bounds on the Sobolev norm of the current error imply a bound on the error in the computed backscattering amplitude.

Index Terms—Sobolev space, error analysis, method of moments

I. INTRODUCTION

Since the introduction of the method of moments for solving electromagnetic radiation and scattering problems, error analysis of numerical methods has received much attention in the mathematics literature. This effort has led to fundamental results on the convergence of the method of moments. Typical of this work are proofs that under various assumptions about the algorithm and scattering problem, as the mesh is refined or the number of degrees of freedom of the approximate solution increases, numerical solutions converge to exact solutions. Theorems of this kind have been obtained for 2D smooth closed curves and screens [1], dielectric polygons [2], and have been verified by numerical studies [3]. For smooth screens in 3D, similar results are available for scalar fields [2], [4], [5]. These results are of great importance because they place the algorithms of computational electromagnetics on solid theoretical ground.

The approach taken in this work by the numerical analysis community is to place the integral operators of radiation and scattering in a Sobolev space setting. This leads to asymptotic solution error estimates of the form

$$\|\Delta u\|_{H^s} \leq Ch^r$$ (1)

where the norm is defined on the Sobolev space $H^s$, with $s = -1/2$ for the TM polarization and $s = 1/2$ for TE [6]. $\Delta u$ is the difference between the exact current solution and a numerical solution, and $h$ is the mesh element width or discretization length. The convergence rate $r$ is typically $1/2$ for low order basis functions. All dependence on the physical problem and implementation details of the numerical method, including the incident field, frequency, scatterer geometry, and choice of basis functions, is lumped into the unknown constant $C$.

While the estimate (1) shows in an abstract sense that a numerical solution converges as the discretization length becomes small, it cannot be used to determine the error in a specific numerical solution because the Sobolev norm $\|\cdot\|_{H^s}$ can be difficult to compute [7] and the constant $C$ is unknown. Furthermore, it is not obvious how the Sobolev norm may relate to a directly measurable, physical quantity.

Motivated by the historical origin of Sobolev spaces as energy spaces, we show in this paper that the Sobolev norm in Eq. (1) is related to a readily computable, physical quantity: the power supplied by a surface current to its surroundings. Heuristically, a Sobolev space for fields in a volumetric region consists of those functions which have finite energy, where the energy measure is induced by a particular partial differential equation. Sobolev spaces of surface currents are defined slightly differently, as they consist of functions on the surface that radiate finite energy [7]. This definition is motivated by Poynting’s theorem,

$$\int_S \mathbf{E}^* \cdot \mathbf{J}_s dS = \frac{i\omega}{2} \int_V \mathbf{E} |\mathbf{E}|^2 - \mu |\mathbf{H}|^2 dV - \oint_{\partial V} \mathbf{S}^\dagger \cdot \mathbf{n} dV$$

where the terms are defined as is usual in electromagnetic theory. The Sobolev space of fields $\mathbf{E}$ and $\mathbf{H}$ is essentially defined by requiring that the volume integral on the right-hand side be finite. In order to obtain consistent function spaces for fields and surface currents, at least nonrigorously, the Sobolev space of surface currents should include all functions on $S$ for which the left-hand side is finite. If the surface current is produced by an incident field illuminating a PEC scatterer, then the left-hand side of Poynting’s theorem with a suitable normalization becomes the forward scattering amplitude of the scatterer. This suggests a connection between the Sobolev norm in (1) and the forward scattering amplitude.

Based on this connection, we derive a direct relationship between the forward scattering amplitude and the Sobolev norm $\|\cdot\|_{H^s}$. Proofs of the result are given for the specific...
cases of the circular cylinder and sphere, and we conjecture that similar relationships hold for more general geometries. This relationship between the Sobolev norm and the forward scattering amplitude is used to provide a physical interpretation for error estimates of the form of (1). We further show that the bound (1) implies a bound on the error in the computed backscattering amplitude solution. These results provide a link between abstract results of numerical analysis and the physical quantities that are the desired results of practical CEM simulations. Some of the results in this paper for the 2D case were presented in [8].

II. PEC INFINITE CIRCULAR CYLINDER

For a plane wave incident in the $-x$ direction on a PEC circular cylinder, the induced current $u$ may be written as a Fourier series, $u = (2\pi)^{-1/2} \sum q U_q e^{iq\phi}$, where $\phi$ is the azimuthal angle and the Fourier coefficients are given by

$$U_q = \sqrt{\frac{2}{\pi \eta k a}} \frac{i^{-q}}{H^{(1)}_q(k a)}$$  \hspace{1cm} (2)$$

for the TM case, and the TE case is identical by replacing the Hankel function $H^{(1)}_q(k a)$ with its derivative. Here, $\eta$ is the characteristic impedance of free space, $k$ is the wavenumber, and $a$ is the cylinder radius.

In general, the currents induced on 2D PEC scatterers lie in fractional order Sobolev spaces, where the order $s$ is $-1/2$ for the TM polarization and $1/2$ for the TE polarization. For closed surfaces, the Sobolev norm is computable and is given by [9], [10] as

$$\|u\|^2_{s+ \phi} = \sum q |U_q|^2 (1 + q^2)^s.$$  \hspace{1cm} (3)$$

When $s$ is an integer, the Sobolev norm (3) reduces to the more usual definition in terms of the $L^2$ norm of the current and its derivatives up to order $s$. For example, for $s = 0$, $\|u\|^2 = \sum q |U_q|^2$, which by Parseval’s relation is the $L^2$ norm of the current. The relationship between Eq. (3) for fractional $s$ and a physical quantity is not immediately apparent.

Extrapolating the foundational relationship between Sobolev spaces and physical energy, we will show that the Sobolev norm (3) is equivalent to the forward scattering amplitude, which is given by

$$P(u) = \frac{-k \eta}{4} \int_{\mathcal{C}} E^* u \, dl = \frac{k \eta}{4} \int_{\mathcal{C}} (\mathcal{L}u)^* u \, dl,$$  \hspace{1cm} (4)$$

where $E^*$ is the tangential component of the scattered field and $\mathcal{L}$ is the EFIE operator so that $\mathcal{L}u = E^*$. Note that $P$ is the left-hand side of Poynting’s theorem (2) scaled by $-k \eta/4$. If $E^*$ is a plane wave, $P$ is the power scattered in the direction of the plane wave. Otherwise, it may be viewed as a generalized forward scattering amplitude. It will be convenient to express the forward scattering amplitude in series form. This may be done for an arbitrary current $u$ by decomposing the Green’s function in $\mathcal{L}$ as a sum over Bessel functions [11]:

$$\mathcal{L}u = \frac{2}{\pi k a \eta} \sum q \alpha_q \int_0^{2\pi} u(\phi') e^{iq(\phi - \phi')} \, d\phi'$$  \hspace{1cm} (5)$$

where the coefficients are given by

$$\alpha_q = \frac{\pi (k a \eta)^2}{8} \times \begin{cases} J_q(k a) H^{(2)}_q(k a) & \text{TM} \\ J'_q(k a) H^{(2)}_q(k a) & \text{TE} \end{cases} \hspace{1cm} (6)$$

and $J_q(k a)$ is the usual Bessel function. Substituting Eq. (5) into Eq. (4) yields

$$P(u) = \sum q \alpha_q |U_q|^2.$$  \hspace{1cm} (7)$$

To establish a rigorous relationship between the Sobolev norm and the forward scattering amplitude, we will use the notion of equivalent norms. If two norms are equivalent, then if $x \to 0$ in either norm, then it will vanish in both norms. Formally, two norms $\| \cdot \|$ and $\| \cdot \|'$, defined for the same space $X$, are said to be equivalent if there exists constants $c_1, c_2 > 0$ such that

$$c_1 \|x\| \leq \|x\|' \leq c_2 \|x\|$$  \hspace{1cm} (8)$$

for every $x \in X$. We will also need the definition of a quasinorm. A quasinorm is a functional with the following properties:

1) $\|x\| \geq 0$ with equality iff $x$ is everywhere 0.
2) $\|\alpha x\| = \|x\|$ for all $\alpha \in \mathbb{C}$.
3) $\|x_1 + x_2\| \leq K(\|x_1\| + \|x_2\|)$ for all $x_1, x_2 \in X$ and for some $K \geq 1$.

A quasinorm differs from a norm in that for a norm, we have $K = 1$. We will prove that the quantity $\| \cdot P \equiv \sqrt{|P(C)|}$ is a quasinorm and is equivalent to the Sobolev norm (extending the notion of equivalency to include quasinorms).

To prove that $\| \cdot P \$ is a quasinorm, all three properties above must be shown. Property (1) is satisfied by further stipulating that there are no internal resonant modes, i.e., $\alpha_q \neq 0$ for all $q$. This is equivalent to saying that the interior Dirichlet (TM) or Neumann (TE) problem does not have a non-trivial solution. Satisfaction of property (2) is seen by substituting $\alpha U_q$ in for $U_q$ in the scattering amplitude expression (7). Since $\|\cdot\|_{s+\phi}$ is a norm, it satisfies property (3) above with $K = 1$. Using this with the equivalency statement (8) yields the inequality

$$\|u_1 + u_2\|_P \leq \frac{c_2}{c_1} (\|u_1\|_P + \|u_2\|_P).$$  \hspace{1cm} (9)$$

This proves property (3) and $\| \cdot \|_P$ is a quasinorm. If $\mathcal{C}$ were self-adjoint, then $\| \cdot \|_P$ would be a norm. This is a minor point, since this paper relies on the equivalency relationship (8) to relate the Sobolev norm to a physical quantity, particularly in the sense as the Sobolev norm of an error current vanishes. The properties of norms and quasinorms are not used, except to couch the problem in a more familiar framework.

It remains to find constants $c_1$ and $c_2$ that satisfy Eq. (8) with $\| \cdot \| = \| \cdot \|_P$ and $\| \cdot \|' = \| \cdot \|_{s+\phi}$. The constant $c_1$ is found by directly comparing the $\| \cdot \|_P$ norm with the Sobolev norm (3) term by term. This yields

$$c_1 = \left[ \max_q |\beta_q| \right]^{-1/2} \approx \frac{2.5}{\eta} (k a)^{(4s-5)/6},$$  \hspace{1cm} (10)$$

where $\beta_q \equiv \alpha_q (1 + q^2)^{-s}$. The approximation was made analytically using results of [12] for the TM case ($s = 1/2$).
and extended numerically to the TE case \((s = -1/2)\), where estimating \(\max_q |\beta_q|\) is more difficult.

A constant \(c_2\) satisfying Eq. (8) can be derived by first classifying as low order modes those terms in (7) for which \(|q| < q_0\), where \(q_0\) is a positive integer to be specified. Splitting the sum in the scattering amplitude (7) into high and low order modes and also into real and imaginary parts, we define

\[
R_l \equiv \sum_{|q| < q_0} \text{Re}(\alpha_q)|U_q|^2, \quad I_l \equiv \sum_{|q| < q_0} \text{Im}(\alpha_q)|U_q|^2,
\]

\[
R_h \equiv \sum_{|q| \geq q_0} \text{Re}(\alpha_q)|U_q|^2, \quad I_h \equiv \sum_{|q| \geq q_0} \text{Im}(\alpha_q)|U_q|^2.
\]

(11)

We then rewrite the forward scattering amplitude (7) as

\[
P(u) = R_l + R_h + i(I_l + I_h).
\]

(12)

To compare the forward scattering amplitude to the Sobolev norm term by term, we will compare the low order terms of the Sobolev norm (3) with \(R_l\) since it allows us to guarantee that \(c_2\) is finite except at resonance frequencies. We obtain the following relationship:

\[
|R_l| \geq r_l \sum_{|q| < q_0} |U_q|^2(1 + q^2)^s, \quad \text{where} \quad r_l = \min_{|q| < q_0} |\text{Re}(\beta_q)|.
\]

(13)

where \(r_l \equiv \min_{|q| < q_0} |\text{Re}(\beta_q)|\). We can compare the high order terms of the Sobolev norm to \(I_h\), since they both fall off at the same rate in \(q\). Asymptotic expansions of \(\text{Im}(\alpha_q)\) show that the integer \(q_0\) can be chosen sufficiently large such that the \(\alpha_q\) have the same sign for all \(|q| > q_0\). This allows us to bring the absolute value operator inside the summation in the definition of \(I_h\) and derive the relationship

\[
|I_h| = \sum_{|q| \geq q_0} |\text{Im}(\alpha_q)||U_q|^2 \geq i_h \sum_{|q| \geq q_0} |U_q|^2(1 + q^2)^s, \quad \text{where} \quad i_h = \min_{|q| \geq q_0} |\text{Im}(\beta_q)|.
\]

(14)

where \(i_h \equiv \min_{|q| \geq q_0} |\text{Im}(\beta_q)|\). Since \(R_h\) and \(I_l\) are extraneous, we will discard them. By the definition of \(\alpha_q\), \(R_l\) and \(R_h\) have the same sign and \(R_h\) can be immediately eliminated from \(P(u)\) to give the lower bound \(|P(u)| \geq |R_l + i(I_l + I_h)|\). We can remove \(I_l\) by noting that

\[
|I_l| \leq \max_{|q| < q_0} \left| \frac{\text{Im}(\beta_q)}{\text{Re}(\beta_q)} \right| \left| R_l \right| \leq M|R_l|,
\]

where \(M\) is a constant given by

\[
M \equiv \max \left(1, \max_{|q| < q_0} \left| \frac{\text{Im}(\beta_q)}{\text{Re}(\beta_q)} \right| \right).
\]

(16)

We have defined \(M\) to guarantee that it satisfies \(M \geq 1\). This allows us to apply inequality (43) from the appendix, yielding

\[
|P(u)| \geq \frac{1}{3M} \left(|R_l| + |I_h|\right).
\]

(17)

Substituting in the term by term comparisons (13) and (14) yields

\[
3M|P(u)| \geq \min (r_l, i_h) \sum_q |U_q|^2(1 + q^2)^s.
\]

(18)

Simplifying and taking the square root of each side, gives

\[
\|u\|_{H^s} \leq c_2\|u\|_P,
\]

where

\[
c_2 = \sqrt{\frac{3M}{\min (r_l, i_h)}}.
\]

(19)

Note that \(c_2\) depends only on \(ka\) and not on the current \(u\), as required. It can be proved from the definition of \(\alpha_q\) that \(c_2\) is finite, except at resonance frequencies. This is consistent with Eq. (8) where, as \(k\alpha\) approaches a resonance, \(\|u\|_P\) vanishes if \(u\) is a resonant mode, but \(\|u\|_{H^s}\) does not. Thus, if \(\|u\|_{H^s} \leq c_2\|u\|_P\) is to be maintained, we must have \(c_2 \rightarrow \infty\) at these frequencies. We have thus obtained

\[
c_1\|u\|_P \leq \|u\|_{H^s} \leq c_2\|u\|_P
\]

(20)

which relates the Sobolev norm of a current to the forward scattering amplitude, a physically meaningful quantity.

III. PEC SPHERE

We now derive a similar relationship between a 3D Sobolev norm and the forward scattering amplitude for scattering from a PEC sphere. In general, any function tangential to a surface may be expressed in terms of its surface Helmholtz decomposition

\[
\mathbf{J} = \mathbf{J}^{cf} + \mathbf{J}^{df}
\]

(21)

where \(\mathbf{J}^{cf}\) is curl-free (irrotational) and \(\mathbf{J}^{df}\) is divergence-free (solenoidal). In [7], it is shown that \(\mathbf{J}^{cf}\) and \(\mathbf{J}^{df}\) on a sphere can be expanded as

\[
\mathbf{J}^{cf} = \nabla^t \sum_{n=1}^{\infty} \sum_{m=-n}^{n} d_{mn}^{1/2} u_{mn}^{cf} P_n^m(\cos \theta)e^{im\phi}
\]

(22)

and

\[
\mathbf{J}^{df} = \hat{n} \times \nabla^t \sum_{n=1}^{\infty} \sum_{m=-n}^{n} d_{mn}^{1/2} u_{mn}^{df} P_n^m(\cos \theta)e^{im\phi},
\]

(23)

where the normalizing factor is

\[
d_{mn} = \frac{(n - |m|)!}{(n + |m|)!} \frac{2(2n + 1)}{4\pi(n + 1)}.
\]

(24)

Here, the \(P_n^m(\cdot)\) is the associated Legendre function of the first kind \(\nabla^t\) is the surface gradient. A Sobolev space for currents on 3D bodies is denoted by \(H_{div}^{-1/2}\) and for a sphere the norm is given by

\[
\|\mathbf{J}\|_{H_{div}^{-1/2}}^2 = \sum_{n=1}^{\infty} \left[ U_n^{cf}(1 + n^2)^{1/2} + U_n^{df}(1 + n^2)^{-1/2} \right].
\]

(25)

where

\[
U_n^{cf} = \sum_{m=-n}^{n} |u_{mn}^{cf}|^2, \quad U_n^{df} = \sum_{m=-n}^{n} |u_{mn}^{df}|^2.
\]

(26)

Using the orthogonality relationships in [7, Sec. VIII], it can be shown that the forward scattering amplitude decomposes as

\[
P(\mathbf{J}) = P^{cf}(\mathbf{J}^{cf}) + P^{df}(\mathbf{J}^{df}),
\]

(27)
where
\[ P^{cf} = \sum_{n=1}^{\infty} \alpha_n^c U_n^{cf}, \quad P^{df} = \sum_{n=1}^{\infty} \alpha_n^d U_n^{df}. \] (28)

Here, \( P^{cf} \) is the forward scattering amplitude due to the curl-free component of the current and \( P^{df} \) is similarly defined for the divergence-free component. Note the similarity of Eq. (28) to the 2D expression (7). In these expressions,
\[
\alpha_n^c = -\frac{i(k\eta)^2}{4\pi} [ka j_n(ka)]/[ka h_n^{(2)}(ka)]', \\
\alpha_n^d = -\frac{i(k\eta)^2}{4\pi} [ka j_n(ka)]/[ka h_n^{(2)}(ka)],
\]
where \( j_n(ka) \) and \( h_n^{(2)}(ka) \) are the usual spherical Bessel and spherical Hankel functions, respectively. Performing the same term by term comparison as was done for the circular cylinder, we obtain
\[ c_1^{3D} \sqrt{P(J)} \leq ||J||_{H^{1/2}_{div}}, \] (30)
where \( c_1^{3D} = \max (c_1^c, c_1^d)^{-1/2} \)
\[ c_1^c = \max \left| \alpha_n^c (1 + n^2)^{-1/2} \right|. \] (31)

The constant \( c_1^d \) is defined similarly, replacing \( \alpha_n^c \) with \( \alpha_n^d \) and \(-1/2 \) with \( 1/2 \) in the exponent. Numerically, \( c_1^{3D} \approx 4.5/(k\eta) (ka)^{-2/\delta} \). As in the two-dimensional problem, Eq. (30) implies that if the current \( J \) vanishes in the Sobolev norm, then the forward scattering amplitude must also vanish. For scattering from a circular cylinder, we proved a stronger equivalency relationship. Because of possible cancellation between radiation from curl-free and divergence-free modes, a constant analogous to \( c_2 \) cannot be obtained for the sphere. Fortunately, this stronger equivalency is not essential to provide a physical interpretation of the Sobolev norm in error estimates, as will be seen.

**IV. NUMERICAL EXAMPLES**

To illustrate the relationship between current measures in 2D, we consider two example TM currents. The current \( u^{(1)} \) is induced by an incident plane wave and \( u^{(2)} \) is a single mode \( e^{iq\phi} \) that is nearest to resonance (\( |\alpha_q| \leq |\alpha_q|, |q| \leq q_0 \)) for a given value of \( ka \). The corresponding Fourier coefficients are given by Eq. (2) for \( u^{(1)} \) and by \( U_q^{(2)} = \sqrt{2\pi} \delta_{qq'} \), where \( \delta_{qq'} \) is the Kronecker delta. Figure 1 shows the ratio \( \|M\|_{H^{1/2}} / \|\rho\| \) for \( u^{(1)} \) and \( u^{(2)} \) as a function of electrical size \( ka \). We plot on the same axes \( c_1 \) and \( c_2 \). The ratio of norms is always bounded below by \( c_1 \) and above by \( c_2 \), as proved. Near resonances, the bound \( c_2 \) becomes large, but away from resonances it is on the order of 0.01.

Similarly, define a current \( J \) on a sphere that is induced by a plane wave of unit amplitude, \( \vec{x} \) polarized and traveling in the negative \( z \) direction. In this circumstance, the current coefficients can be obtained using results of [13] and are given by
\[ u_{nm}^{cf} = \frac{\sqrt{\pi}}{k\eta} i^{n-1} \frac{\sqrt{2n+1}}{ka h_n^{(1)}(ka)} (\delta_{m,-1} - \delta_{m,1}) \] (32)

and
\[ u_{nm}^{df} = \frac{\sqrt{\pi}}{k\eta} i^{n-1} \frac{\sqrt{2n+1}}{ka h_n^{(1)}(ka)} \] (33)

Figure 2 verifies the bound (30) for this surface current. Note that the ratio \( \|J\|_{H^{1/2}} / |P(J)|^{-1/2} \) is always greater than \( c_1^{3D} \), as predicted by Eq. (30). We also see from Figs. (1) and (2) that away from resonances
\[ \|u\|_P \approx \frac{1}{c_1} \|u\|_{H^{1/2}}, \quad \|P(J)\| \approx \frac{1}{c_1^{3D}} \|J\|_{H^{1/2}_{div}}. \] (34)

**V. APPLICATION TO ERROR ANALYSIS**

The equivalency statement (8) provides a physical interpretation for the Sobolev norm of the current solution error in the estimate (1). Suppose a moment method solution \( \hat{u} \) to
\( L_u = E^\text{r} \) on a PEC circular cylinder is generated, with current error defined by \( \Delta u = u - \hat{u} \). The Sobolev norm of the error is approximately proportional within a range specified by the constants \( c_1 \) and \( c_2 \) to the total power radiated by the error current \( \Delta u \) if it were impressed on the scatterer contour \( \mathcal{C} \). This transforms (1) into an error estimate for a physically meaningful quantity:

\[
|P(\Delta u)| \leq c_1^{-2} \|\Delta u\|^2_{H^r} \leq (C/c_1)^2 h^{2r}, \tag{35}
\]

which implies that the forward scattering amplitude or total supplied power associated with the current error \( \Delta u \) must decay at least as quickly as \( h^{2r} \).

The quantity \( \|\Delta u\|^2_P = |P(\Delta u)| \) in Eq. (35) is the forward scattering amplitude of the error current, which is not the error in the forward scattering amplitude as computed from the numerical current solution \( \hat{u} \). In terms of the EFIE operator \( \mathcal{L} \), we have for the forward scattering amplitude of the error current

\[
\|\Delta u\|^2_{P} = |P(\Delta u)| = \frac{k\eta}{4} \left| \int_S (\mathcal{L}\Delta u)^* \Delta u \, ds \right|, \tag{36}
\]

whereas the error in the computed scattering amplitude is

\[
|\Delta S(\phi^i, \phi^s)| = |S - \hat{S}| = \frac{k\eta}{4} \left| \int_S E^{*s} \Delta u \, ds \right|. \tag{37}
\]

To relate the Sobolev norm to a direct error quantity requires the scattering error to be put in a form containing two \( \Delta u \) terms. This may be done by defining an adjoint equation, \( \mathcal{L}^a u^a = E^s \), where \( \mathcal{L}^a \) is the adjoint of \( \mathcal{L} \). Assuming that the adjoint equation is solved using the same procedure as the EFIE, but exchanging the roles of testing and basis functions, the following result is obtained [14]-[18]

\[
|\Delta S(\phi^i, \phi^s)| = \frac{k\eta}{4} \left| \int_S (\mathcal{L}\Delta u) (\Delta u^a)^* \, ds \right| \tag{38}
\]

where \( \Delta u^a = u^a - \hat{u}^a \). Because \( \mathcal{L} \) is not self-adjoint, \( \Delta u \) is not simply related to \( u^a \) for an arbitrary scattered field and Eq. (38) does not behave like an induced norm for \( \Delta u \). However, in the backscatter direction \( E^s = E^{i*}, u^a = u^s \), and assuming that \( \hat{u}^a \) and \( \hat{u} \) are expanded in the same basis (Galerkin testing), we also have \( \hat{u}^a = \hat{u}^s \). This yields

\[
|\Delta S(\phi^i, \phi^s)| = \frac{k\eta}{4} \left| \int_S (\mathcal{L}\Delta u) \Delta u \, ds \right|. \tag{39}
\]

Note that \( |\Delta S(\phi^i, \phi^s)| \) (39) differs from \( \|\Delta u\|^2_{P} \) (36) only by a conjugate on the \( \mathcal{L}\Delta u \) term. For a circular cylinder, \( \Delta S \) in the backscattering direction is therefore similar to Eq. (7) and is given by

\[
\Delta S(\phi^i, \phi^s) = - \sum_q \alpha_q^s(\Delta U_q)^2 \tag{40}
\]

where we have used the fact that \( \Delta U_{-q} = \Delta U_q \). The derivation of the lower constant \( c_1 \) applies equally well to the series (40) as it does to the series (7), therefore the inequality (35) is valid replacing \( |P(\Delta u)| \) with \( |\Delta S(\phi^i, \phi^s)| \), giving finally

\[
|\Delta S(\phi^i, \phi^s)| \leq c_1^{-2} \|\Delta u\|^2_{H^r} \leq (C/c_1)^2 h^{2r}. \tag{41}
\]

This is a new bound on the backscattering error, subject to the Galerkin testing condition. It shows that the error in the backscattering amplitude must decay at least as quickly as \( h^{2r} \).

The curves in Fig. 3 were computed by generating a moment method solution for the EFIE and computing the coefficients \( \Delta U_q \) numerically. A triangle (piecewise linear) expansion was chosen to avoid the Gibbs phenomenon associated with the Fourier coefficients of discontinuous functions. We see that the inequalities (35) and (41) are evident in the figure because both \( |\Delta S(\phi^i, \phi^s)| \) and \( \|u\|_{H^r} \) are both less than \( 1/c_1^2 \|\Delta u\|^2_{H^r} \). Further, we see that the error measures \( \|\Delta u\|^2_{H^r}, \|\Delta u\|^2_{P}, \) and \( |\Delta S| \) converge asymptotically at the same rate as the mesh is refined. While this is required of the first two error measures by the equivalency statement (8), \( |\Delta S(\phi^i, \phi^s)| \) may actually converge faster than the Sobolev measure \( \|\Delta u\|^2_{H^r} \), without violating any inequality derived in this paper. We also note that all three error measures converge as \( h^{l5} \), which rate is proved for \( |\Delta S| \) analytically in [12]. This is much faster than the \( 2r = 1 \) rate predicted by the Sobolev bound (1), implying that these bounds are not tight. To achieve this convergence rate required a quadrature rule that combined lin-log Gaussian quadrature [19] with a Gauss-Legendre rule.

![Fig. 3. Three different error measures for a moment method. TM polarized current solution, \( k\alpha = \pi/4 \). The horizontal axis is \( \lambda/h \). The backscattering amplitude error \( |\Delta S| \) (circles) is computed from an MoM solution for \( L_u = E^s \) with triangle expansion functions and Galerkin testing. The forward scattering amplitude of the current error, \( \|\Delta u\|^2_{P} \) (dots) is equivalent in the rigid sense to the Sobolev measure \( \|\Delta u\|^2_{H^r} \) (pluses). These error measures are related by Eqs. (35) and (41). For this particular value of \( k\alpha \), we have \( c_1 \approx 0.006 \).

We have given numerical examples of moment method error measures for scattering from a circular cylinder. Since the variational expression (38) applies also in three dimensions, we have

\[
|\Delta S| \leq (c_1^D)^{-2} \|\Delta J\|^2_{H^{1/2}_{H_{div}}}. \tag{42}
\]

Here, \( S \) is the error in the backscattering amplitude for moment method solutions to scattering from a sphere. (To the authors’ knowledge, there are no bounds analogous to Eq. (1) for 3D PEC scattering problems, although [2], [4] give Sobolev-type bounds for 3D scalar problems.) To give a numerical example similar to Fig. 3, computing the Sobolev measure \( \|\Delta J\|^2_{H^{1/2}_{H_{div}}} \) would require computing the inner products of \( \Delta J \).
with Legendre polynomials and complex exponentials. Since this is tedious, we omit it. The impracticality of computing the Sobolev norm of error currents is one reason a physically meaningful alternative to the Sobolev norm is desirable.

VI. CONCLUSIONS

We have related the abstract Sobolev norm of an arbitrary current on an infinite, PEC circular cylinder to the forward scattering amplitude associated with that current. A slightly weaker result was derived for 3D currents on a PEC sphere. This equivalency was used to show that a small error current measured in the Sobolev norm implies that the error current radiates little energy. Therefore, Sobolev error estimates prove this is tedious, we omit it. The impracticality of computing the Sobolev norm of error currents is one reason a physically meaningful alternative to the Sobolev norm is desirable.

Further, a direct relationship was derived between the Sobolev norm of the current error to the error in the computed backscattering amplitude solution. This provides a link between error estimates in the Sobolev literature to physical quantities in practical CEM simulations. We conjecture that these observations hold for more general scatterers.

APPENDIX

INEQUALITY FOR COMPUTING $c_2$

Let $a, b, c$ be real numbers with $|b| \leq M|a|$ and $M \geq 1$. Then we have the inequality

$$|a + i(b + c)| \geq \frac{|a| + |c|}{3M}. \tag{43}$$

Proof: Assume that $|b| > |c|$. Then we have

$$|a + i(b + c)| \geq |a| = \frac{|a|}{2} + \frac{|a|}{2} \tag{44a}$$

$$\geq \frac{|a|}{2} + \frac{|b|}{2M} \tag{44b}$$

$$\geq \frac{|a|}{2} + \frac{|c|}{2M} \tag{44c}$$

$$\geq \frac{|a| + |c|}{3M}. \tag{44d}$$

The second step (44b) follows from the given $|b| \leq M|a|$ and (44c) from the case statement $|b| > |c|$. The fourth line (44d) follows from the given $M \geq 1$. Now assume instead that $|b| \leq |c|$. It can be shown that

$$\sqrt{2}|a + i(b + c)| \geq |a| + |b + c| \geq |a| + |c| - |b|, \tag{45}$$

where we have used the triangle inequality and $|b| \leq |c|$. Claiming that

$$|a| + |c| - |b| \geq \frac{|a| + |c|}{2M}, \tag{46}$$

inequality (43) immediately follows. We can prove claim (46) by contradiction. Suppose that

$$|a| + |c| - |b| < \frac{|a| + |c|}{2M}. \tag{47}$$

is true. Then the following inequalities are implied

$$(2M - 1)(|a| + |c|) < 2M|b| \tag{48a}$$

$$(2M - 1)(|b|/M + |c|) < 2M|b| \tag{48b}$$

$$|c| < \left(\frac{2M}{2M - 1} - \frac{1}{M}\right)|b|. \tag{48c}$$

For $M \geq 1$, the expression $2M/(2M - 1) - 1/M$ is less than one. This implies that $|c| < |b|$, a contradiction to the case statement $|b| \leq |c|$. Thus, the assumption (47) must be false and Eq. (46) must hold, completing the proof.
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Abstract: This paper provides one-dimensional simulation results of the induced currents on constantly moving and vibrating perfect conductors under the normal illumination of plane Gaussian electromagnetic pulses. The characteristic-based algorithm is employed for the solutions of time-dependent Maxwell curl equations. In the numerical model, the size of the computational cell adjacent to the moving boundary, and its corresponding numerical time step become time-dependent since the boundary is not stationary. By comparing the computational results with the theoretical Doppler shift values, we show that the present method successfully predicts the induced currents on the perfect conductor surface. The computed electric and magnetic field intensities and induced currents are demonstrated as well.

Introduction:

The effects on electromagnetic waves caused by uniformly traveling or oscillating targets are usually neglected if the velocity of movement or the resultant instantaneous speed of vibration is relatively small. The study of these topics becomes important wherever researchers have to deal with them. Several analytic studies can be found and the following remarks can be drawn: perfect conductors undergoing translational motion result in the well-known Doppler shift in the reflected fields; an oscillating target changes not only the phase but also the magnitude of the scattered fields [1–3].

A variety of computational techniques are developed for the solutions of the electromagnetic scattering problems for the past half century. The two most commonly approaches for solving electromagnetic problems are the method of moments (MoM) and the finite-difference time-domain (FDTD) technique. A recently proposed method applied to the solution of various electromagnetic problems is the characteristic-based algorithm that numerically approximates the time-dependent Maxwell curl equations. Whitfield and Janus applied this characteristic-based algorithm to the solutions of the Navier-Stokes equations for the fluid dynamic problems in the early 80s [4]. A decade later, Shang employed this method to solve the time-domain Maxwell’s equations [5] through the application of explicit central-difference scheme. The implicit formulation was developed for the same purpose and its results were found to agree with data produced by FDTD [6]. Unlike MoM and FDTD, all field quantities are placed in the center of grid cell in the characteristic-based approach. It directly solves Maxwell’s equations by balancing the net flux across all cell faces within each computational cell. The present numerical method is then considered a better approach over MoM and FDTD for problems involved with time varying cells, such as cases where object is moving or vibrating.

Governing Equations:

The governing equations for electromagnetic problems in source-free region are the time-dependent Maxwell curl equations:

\[
\frac{\partial B}{\partial t} + \nabla \times E = 0
\]  (1)

\[
\frac{\partial D}{\partial t} - \nabla \times H = 0
\]  (2)

Since one-dimensional models are used, we can only consider a two-dimensional numerical formulation. To begin with, the characteristic-based algorithm requires the transformation of the governing equations from the
Cartesian coordinate system \((t, x, y)\) into the body-fitted coordinate system \((\tau, \xi, \eta)\). We rewrite (1) and (2) as

\[
\frac{\partial Q}{\partial \tau} + \frac{\partial F}{\partial \xi} + \frac{\partial G}{\partial \eta} = 0
\]

where

\[
Q = J q
\]

\[
F = J (\xi f + \eta g)
\]

\[
G = J (\eta f + \xi g)
\]

and

\[
J = \frac{\partial \xi \partial \eta - \partial \xi \partial \eta}{\partial \xi \partial \eta - \partial \xi \partial \eta}
\]

The symbol \(J\) in above equations stands for the Jacobian of the inverse transformation, and the three variable vectors are respectively given by

\[
q = [B_x, B_y, D_z]^T
\]

\[
f = [0, -E_z, -H_y]^T
\]

\[
g = [E_z, 0, H_x]^T.
\]

Shown as in (3) is called the Maxwell’s equations in form of the Euler equation. The numerical procedure is formulated by applying the central difference operator

\[
\delta_k(\psi) = (\psi)_{k+\frac{1}{2}} - (\psi)_{k-\frac{1}{2}}
\]

to (3). Then it becomes

\[
\frac{Q^{n+1} - Q^n}{\Delta \tau} + \frac{\delta_j F}{\Delta \xi} + \frac{\delta_j G}{\Delta \eta} = 0.
\]

In (11) the half-integer index represents the interface between two adjacent computational cells where flux is evaluated. The superscripts “n” and “n+1” on variable vector \(Q\) in (12) are two consecutive time levels. The numerical method approximates Maxwell’s curl equation in curvilinear coordinate system by solving for the flux change for each grid cell within each numerical time step. The flux vector splitting technique and the Newton iterative method are also applied followed by the lower-upper approximate factorization scheme for the solution of the system of linear equations.

**Boundary Conditions:**

The boundary conditions (BC’s) used in the present method are derived from the concepts of characteristic variable (CV) boundary conditions and the relativistic boundary conditions. According to the definition, every CV associates with one particular eigenvalue and is defined as the product of the instantaneous variable vector and the eigenvector corresponding to that particular eigenvalue [4]. Since every eigenvalue indicates the direction and velocity of the information propagating across the cell face, the use of CV for the evaluation of boundary variables should increase the accuracy of scheme. In order to incorporate the relativistic effects on the perfectly conducting surface, we combine the characteristic variable boundary conditions and the relativistic relation to evaluate the boundary values of variables. The relativistic boundary conditions are given by

\[
\hat{n} \times \hat{E}^b = (\hat{n} \cdot \hat{v}) \hat{B}^b
\]

where \(\hat{v}\) and \(\hat{n}\) are the velocity and unit vector normal of the perfectly conducting surface, respectively. The superscript “b” stands for the boundary values of the electric and magnetic field variables evaluated right on the perfectly conducting surface. By definition, the CV arriving on the boundary is given by

\[
CV^b = \hat{n} \times \hat{B} + \eta_b \hat{D}
\]

with \(\eta_b\) being the impedance of free space and \(\hat{B}\) and \(\hat{D}\) are variables of the cell next to the boundary. Note that, this \(CV^b\) is tangential to the perfectly conducting surface and contains information propagating from the adjacent cell as indicated by the corresponding eigenvalue.

**The Problem:**

The incident electromagnetic pulse used in the simulation is specified as follows. It is a Gaussian-windowed plane electromagnetic pulse with a cutoff level of 100 dB from the peak value, initially propagates in the positive x-direction in source-free region, and normally illuminates upon a perfect plane that is either at rest or in motion. This Gaussian electromagnetic pulse with its electric intensity being normalized to unity has a width of
about 1.902 ns measured from the center to $e^{-0.5}$.

For a motionless boundary, the grid system is stationary where the cell number and cell dimension are constant and uniform as shown in Figure 1(a). In the present simulation, due to the motion of boundary, both cell number and cell size are changing as time advances. As shown in Figures 1(b) and 1(c), provided that the cell immediate next to the moving boundary is the cell $N$, portion of the $N^{th}$ cell may be truncated by the boundary at certain instance of time; and a moment later an extra fractional cell, the $(N+1)^{th}$, may be introduced into the grid system. The number of cells eliminated from or added into the grid system may be multiple and subjects to the oscillation amplitude and the grid density. These variations must be taken into account by updating the effective cell area and the resultant numerical time step to maintain decent accuracy of scheme.

In order to easily observe the effects of the moving object on the induced currents, we make the following arrangements. The perfectly conducting surfaces are set to constantly move at a velocity of 10 percent of the speed of light ($C = 3 \times 10^8$ m/s), and/or vibrate with a constant frequency and a constant amplitude so that the extreme instantaneous velocity equal to $\pm 0.1$ C. The vibration frequency and amplitude are set to be 1 GHz (an impractical high value) and 4.775 mm to result in an extreme speed of 0.1 C near the equilibrium position. The resulting velocities of conductor are illustrated in Figure 2 where they are superposed if conductor moves and vibrates simultaneously. The two ratios of the translational velocity and oscillatory instantaneous velocity to the light speed are $\beta_t$ and $\beta_v$, respectively. Since the latter ranges from $-0.1$ C to $+0.1$ C, symbol $|\beta_v|$ is used for the magnitude. The value of $\beta_t$ and $\beta_v$ is positive if conductor and the incident pulse move in the same direction and negative if they approach each other.

The numerical setups are as follows: the numerical electromagnetic pulse is plane and only has the components $E_z$ and $B_y$. The excitation pulse is three meters in spatial span from the peak to the cutoff point; the number of grid cell for a six meters span is 800 points; the numerical time step is set so that the numerical electromagnetic pulse takes forty steps for one grid cell. Note that, for an oscillation amplitude as previously stated the moving boundary covers 1.273 cells peak-to-peak.

The induced currents are computed by taking the cross product of the unit vector normal and the magnetic field intensity where the latter is the resultant boundary values. Another field quantity sampled at the same location is the electric field intensity. If conductor is stationary the electric field is always zero in magnitude. Yet, the electric field is no longer vanished if conductor moves so that the relativistic effects cannot be dismissed. Under such circumstances, if the resultant velocity of conductor is $\vec{v}$, the boundary values of the field...
components can be solved directly from equations (13) and (14) and are respectively given

\[ \vec{B}^b = \frac{1}{\sqrt{\nu - 1}} \nu \vec{V}^b \]  
\[ \vec{E}^b = \frac{\nu}{\sqrt{\nu - 1}} \nu \vec{V}^b. \]

To obtain above expressions, we take the convenience that both unit vector normal of the surface and velocity are along the x-axis. Note also that \( \nu \) used in (15) and (16) is the combined velocity of conductor and that the sign of this velocity is dependent upon the relativistic motion between the electromagnetic pulse and conductor as previously mentioned. The induced current flows in the positive z-direction can be computed as

\[ \vec{j}_z = \vec{n} \times \vec{H}^b \]

where \( \vec{H}^b \) is the magnetic field intensity evaluated on the boundary.

**Results:**

To illustrate the interaction between the electromagnetic pulse and the moving/vibrating perfect conductor, two time sequences of the electric field intensity are given in Figure 3. It is observed that on the perfectly conducting surface the electric fields are not always zero in strength due to the application of the relativistic boundary conditions. Plotted in Figures 4 and 5 are the boundary values of the electric and magnetic fields computed through (15) and (16). Note that all field quantities are normalized to unity henceforward and that the induced currents are similar to those of Figure 4 since it can be obtained by (17). If we take the difference between (15) and (16), we expect by the mathematical expression that the oscillatory behaviors of the fields would be cancelled out. The computational results are calculated and shown in Figure 6.

The Doppler effects on the induced current can be investigated on both magnitude and pulse width. The magnitude of the induced current is predictable by the relation

\[ \frac{2}{1 + (\beta^2 + \beta^v^2)} \]

and the resulted pulse width by

\[ \sqrt{\frac{1 - \beta^v}{1 + \beta^v}} \]  

where the oscillatory behavior is ignored for easy estimation. Listed in Tables 1 and 2 are the calculated maximum shifts in magnitude along with the theoretical values. For instance, if the boundary moves and vibrates at the same time, when the maximum instantaneous velocity is \(-0.2 \text{ C}\), the corresponding magnitude is equal to 2.5; the pulse width is 1.2247 times that of the incident pulse, which is 1.7208. It is noted that the computational results are in good agreement with the analytical calculations.
Concluding:

This paper has shown that the characteristic-based algorithm successfully simulates the induced currents on the surface of moving and/or vibrating perfect conductors in one dimension. The computational results of the induced current magnitudes and pulse widths as consequences of the moving conductors are compared with the theoretical values. They are in good agreement. It is our future work to develop the existing code to problems with objects of finite dimension and problems involved with moving medium.
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