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Design and Full-Wave Analysis of Cavity-Backed Resistively Loaded Circular-End Bow-Tie Antennas for GPR Applications – Part I

Diego Caratelli and Alexander Yarovoy

Delft University of Technology, IRCTR
Mekelweg 4 – 2628 CD Delft, the Netherlands
d.caratelli@tudelft.nl

Abstract – In this paper, the design of cavity-backed bow-tie antennas for ground-penetrating radars is presented. Dielectric embedding and resistive loading of the radiating structure are employed to achieve at least 30 : 1 relative bandwidth (55 MHz – >1.5 GHz), with a maximum antenna size of 40 cm and stable antenna performance over different types of the ground. The design procedure is described in detail and provides useful guidelines for the considered class of radiators. Antenna parameters are optimized numerically to combine a large operational bandwidth with reasonably high antenna efficiency. To this end, a full-wave locally conformal finite-difference time domain procedure useful to model electromagnetic structures having complex geometrical and electrical characteristics in the vicinity of the ground is adopted.

Index Terms – Bow-tie antenna, dielectric embedding, ground-penetrating radar, locally conformal finite-difference time-domain modeling, resistive loading.

I. INTRODUCTION

Antennas for ground-penetrating radars (GPR) must meet severe specifications regarding low-frequency operation, broadband characteristics, small volume occupation, and reasonable efficiency for good signal-to-noise ratio of the radar image [1]. Due to increase with frequency of the radio wave attenuation in geophysical media, typical GPR operates at the frequencies below 1 GHz. The operational frequency range is determined by the particular application and its relation to the nature of the target, soil constitution, desired depth of penetration, and inversion/classification method being used. For example, a desirable frequency range for detecting subsurface utilities (like water and gas pipes, cables, etc.) is thought to be from 100 MHz to 1 GHz [1]. While low frequencies within this frequency range can be used for subsurface utilities detection via near-field coupling, high frequencies can be used for accurate ranging. For either impulse or stepped-frequency continuous-wave (SFCW) radio transmission technique, the adoption of broadband antennas with relative bandwidth above 100% is essential. But, the broadband characteristics must not be obtained at the expense of either the efficiency or the antenna volume. Furthermore, it is required that GPR antennas exhibit stable performance over different types of ground keeping the same wavelet and magnitude of the radiated field. In addition, high isolation between transmit and receive antennas is required to reduce the parasitic mutual coupling. In short, large operational bandwidth at low frequencies, ground invariant performance, high efficiency, small size, and good isolation in an antenna pair, which are sometimes mutually conflicting requirements, are all to be satisfied [2].

As known, cavity-backed spiral and bow-tie antennas might be a suitable choice in GPR applications [3–5]. The spiral antennas possess a large fractional bandwidth. However, their dispersion nature results in an extended time response of the radiated electromagnetic field, and consequently either hardware or software decon-
volution of the received radio signal is needed. As spiral antenna performance depends on properties of the ground, such deconvolution often fails to provide good results [1]. Furthermore, reflections from the ends of the arms cause both clutters and degradation of the circularity of the polarization, while the proximity of the ground adversely affects the reactive field of the antenna, resulting in a significant degradation of its characteristics in terms of radiation pattern, and input impedance. The bow-tie antennas, which basically are the limiting case of biconical antennas, are attractive mainly due to their construction simplicity and wideband property [3–4], and they are widely employed in GPR applications [1], [8–13]. Bow ties with circular ends and some resistive loading demonstrate reduced late-time ringing [5–7]. Cavity-backing is used to decrease the back-radiation level in the air region [13]. However, the operational bandwidth of cavity-backed bow ties exceeds rarely 30% – 40%, which is considerably below the desired figure of merit (100%).

In this paper, we have designed a novel GPR antenna featuring an extremely large fractional bandwidth (more than 100%), good transient behavior, ground invariant performance, reasonably high bandwidth, electrically small size, low mutual coupling in an antenna pair, and low back radiation. The antenna is designed to be used with SFCW radar and targeted antenna specifications are: the operational frequency band, based on the reflection coefficient with respect to 50 Ω feeding line, from 100 MHz to 1 GHz (10 : 1 relative bandwidth); maximal antenna size of 40 cm by 40 cm by 30 cm (length × width × height); coupling between Tx and Rx antennas in the radar system below −30 dB. Neither in literature nor in commercial systems, antennas with similar specifications have been found. For the antenna optimization and performance analysis a dedicated locally conformal finite-difference time-domain (FDTD) procedure, useful to accurately analyze electromagnetic structures having complex geometrical and electrical characteristics and to take into account the impact of the ground, is adopted. The design procedure is described thoroughly and provides useful guidelines for the considered class of radiators. Detailed analysis of circuital and radiation properties of the antenna is presented in Part II of this paper.

This paper is organized as follows. The proposed antenna structure is briefly described in Section II. The full-wave FDTD-based modeling approach for the electromagnetic characterization of the proposed antenna is discussed in Section III. Finally, Section IV describes the optimization and design guidelines of the antenna.

II. THE PROPOSED ANTENNA STRUCTURE AND DESIGN

The proposed antenna is based on a circular-ended bow tie (see Fig. 1). The initial radiator consists of two circularly-ended flairs, whose electrical conductivity σf varies with the radial distance ρ from the feeding delta gap. Dielectric embedding and resistive loading of the radiating structure are used to reduce the flair angle while keeping antenna input impedance at 50 Ω and compacting the antenna size [5]. To reduce parasitic emission to air, the antenna is cavity-backed. Special cavity filling is suggested in order to keep wideband antenna matching. The loading profile is optimized based on numerical simulations.

To design such an antenna we use the following procedure:

1. determine the dielectric embedding;
2. determine the bow-tie flair angle based on the required antenna impedance;
3. determine the optimal resistive loading.

The first two steps are based on analytic techniques while the last one requires numerical simulations.

A. The absorber-filled cavity

To reduce the antenna back-radiation level, potentially resulting in EMI with nearby electronic equipment, a suitable shielding structure is adopted (see Fig. 1). This in turn is useful to meet the severe restrictions of the allowed
transmitted power level usually imposed by local authorities.

![Diagram of cavity-backed resistively-loaded bow-tie antenna](image)

Fig. 1. Bottom (a) and cross-sectional (b) view of the cavity-backed resistively-loaded bow-tie antenna for GPR applications. Antenna characteristics: $D_c = 40 \text{ cm}$, $s = 1 \text{ cm}$, $t_c = 0.5 \text{ cm}$, $\Theta_f = 130^\circ$, $\delta = 0.25 \text{ cm}$, $h_c = 28.5 \text{ cm}$, $h_a = 3 \text{ cm}$, $\varepsilon_{rg} = 6$, $\sigma_g = 0.015 \text{ S/m}$, $h_+ = 0.5 \text{ cm}$, $\varepsilon_{r+} = 3$, $\sigma_+ = 0 \text{ S/m}$, $h_+ = 10 \text{ cm}$, $\varepsilon_{r-} = 10$, $\sigma_- = 0 \text{ S/m}$, $h_1 = 6 \text{ cm}$, $\varepsilon_{r1} = 11$, $\sigma_1 = 0.125 \text{ S/m}$, $h_2 = 6 \text{ cm}$, $\varepsilon_{r2} = 15$, $\sigma_2 = 0.25 \text{ S/m}$, $h_3 = 6 \text{ cm}$, $\varepsilon_{r3} = 20$, $\sigma_3 = 1 \text{ S/m}$.

The considered cavity may be regarded as an inhomogeneously filled circular conducting waveguide, terminated on a perfectly conducting wall, where the spatial distribution of the electromagnetic field can be represented as the superposition of an infinite number of modes. The voltage and current relevant to each mode can be conveniently evaluated using the transmission-line formalism [14]. The description of the electromagnetic field within the structure is thereby reduced to the description of the electrical behavior of an infinite set of transmission lines terminated on an ideal short circuit (see Fig. 2). The input impedance of each transmission line can be easily evaluated as

$$Z_- = Z_c - \frac{Z_1 \cos k_- h_- + j Z_c \sin k_- h_-}{Z_c \cos k_- h_- + j Z_1 \sin k_- h_-},$$  

(1)

where

$$Z_i = Z_{ci} \frac{Z_{i+1} \cos k_i h_i + j Z_{ci} \sin k_i h_i}{Z_c \cos k_i h_i + j Z_{i+1} \sin k_i h_i},$$  

(2)

for $i = 1, 2, 3$, and $Z_4 = 0$. In (1) and (2) $k_-$, $Z_c$ and $k_i$, $Z_{ci}$ denote the propagation constant and characteristic impedance of the generic mode within the antenna substrate and the $i$–th absorbing layer $(i = 1, 2, 3)$, respectively. The thickness and electrical properties of such materials have been determined by imposing, at the central working frequency $f_c = 550 \text{ MHz}$, the

![Diagram of transmission-line equivalent circuit](image)

Fig. 2. Transmission-line equivalent circuit of the generic electromagnetic mode propagating in the antenna cavity.
matching condition

$$|\Gamma_-| < 0.05,$$

(3)

being

$$\Gamma_- = \frac{Z_- - Z_{c-}}{Z_- - Z_{c-}}$$

(4)

the input reflection coefficient relevant to the transmission-line equivalent circuit relevant to the fundamental mode ($TE_{11}$) propagating within the cavity. In (3) the manufacturing constraint $\varepsilon_{r-} \leq 10$ has been also enforced. By doing so, the parameters specified in the caption of Fig. 1 have been obtained. In particular, by selecting the relative permittivity of the superstrate as $\varepsilon_{r-} = 10$ we set the cut-off frequency of the fundamental mode of the cavity to be equal to about 139 MHz. Below such frequency, the cavity essentially behaves like a reactive load for the antenna. It should be pointed out that the absorbing panels to be embedded in the shielding cavity can be realized using suitable filled polymer composites [15–16]. The electrical properties of such materials can be conveniently adjusted by properly setting the volume fraction of the ceramic and ferrite filler.

Finally, the permittivity of the antenna substrate has been selected to be $\varepsilon_{r+} = 3$ in order to achieve a smooth transition from the antenna feeding line to homogeneous soils with relative dielectric constant $\varepsilon_{r_g} \geq 3$, so minimizing the return-loss level in the operating frequency band.

B. The bow-tie flair angle

A resistively-loaded bow-tie antenna may be regarded as a coplanar fin transmission line, whose characteristic impedance, according to quasi-static theory [17], can be calculated using the relevant static capacitance. A model to evaluate such capacitance by conformal mapping is proposed in [18]. As a result, the above-mentioned characteristic impedance is expressed as follows

$$Z_0 = \frac{\eta_0}{\sqrt{\varepsilon_r}} \frac{K(k)}{K(k')},$$

(5)

where $K(\cdot)$ is the complete elliptic integral of the first kind [19] with moduli

$$k = \frac{1 - \sin \Theta_f/2}{1 + \sin \Theta_f/2},$$

(6)

$$\eta_0$$ denotes the free-space characteristic impedance, and $\varepsilon_r = (\varepsilon_{r+} + \varepsilon_{r-})/2$ is the effective relative permittivity value at the dielectric interface (see Fig. 1), where the antenna flairs are realized. Consequently, by imposing the impedance matching condition $Z_0 = R_g$, the flairs angle $\Theta_f$ can be easily determined. So, in order to achieve the input impedance of 50 $\Omega$, we have to select the antenna flair angle of 150°.

III. THE FULL-WAVE ANTENNA MODELING

The analysis and design of complex radiating structures requires accurate electromagnetic field prediction models. One such widely used technique is the finite-difference time-domain (FDTD) algorithm. However, in the conventional formulation proposed by Yee [20–21], each cell in the computational grid is implicitly supposed to be filled by a homogeneous material. For this reason, the adoption of Cartesian meshes could result in reduced numerical accuracy when structures having curved boundaries are to be modeled. In this case, the locally conformal FDTD scheme in [22–23] provides clear advantages over the use of the stair-casing approach or unstructured and stretched space lattices, potentially suffering from significant numerical dispersion and/or instability. Such a scheme, necessary to improve the numerical accuracy of the conventional algorithm, is based on the definition of effective material parameters suitable to describe the geometrical and electrical characteristics of complex electromagnetic structures [22]. By using the mentioned subcell method, the design and accurate full-wave analysis of the considered class of ultra-wideband bow-tie antennas have been carried out.

As shown in Fig. 1, the radiating structure is assumed to be elevated to a height $h_0 = 3 cm$ over the ground, modeled as a lossy homogeneous half-space having relative permittivity $\varepsilon_{r_g} = 6$ and electrical conductivity $\sigma_g = 0.015 S/m$, corresponding to the asphalt. A voltage source of amplitude $V_g = 1 V$ and in-
ternal resistance $R_g = 50 \, \Omega$ is employed to excite the structure. The locally conformal FDTD characterization of the structure has been performed by making use of a non-uniform computational grid with maximum cell size $\Delta h_{\text{max}} = \lambda_{\text{min}}/16 \simeq 0.5 \, \text{cm}$, where $\lambda_{\text{min}}$ is the operating wavelength inside the ground at the maximum frequency $f_{\text{max}} = 1.5 \, \text{GHz}$ in the excitation signal, which is a Gaussian pulse of the form

$$P(t) = \exp \left[ -\left( \frac{t - t_0}{\tau_g} \right)^2 \right], \quad (8)$$

where $t_0 = 10 \tau_g$, and

$$\tau_g = \frac{\sqrt{\ln 10}}{\pi f_{\text{max}}}. \quad (9)$$

The selection of $\tau_g$ according to (9) gives the source pulse significant energy in the frequency band up to $f_{\text{max}}$. The pulse is coupled into the finite-difference equations used to update the electric field distribution within the feeding delta gap. As usual, the antenna input voltage $V_{\text{in}}(t)$ and current $I_{\text{in}}(t)$ are related to the normalized incident and reflected waves by

$$a(t) = \frac{1}{2} \left[ \frac{V_{\text{in}}(t)}{\sqrt{Z_0}} + I_{\text{in}}(t) \sqrt{Z_0} \right], \quad (10)$$

$$b(t) = \frac{1}{2} \left[ \frac{V_{\text{in}}(t)}{\sqrt{Z_0}} - I_{\text{in}}(t) \sqrt{Z_0} \right]. \quad (11)$$

Therefore, the antenna input reflection coefficient can be easily determined as

$$\Gamma_{\text{in}}(f) = \frac{F[b(t)]}{F[a(t)]}, \quad (12)$$

where $F[\cdot]$ denotes the Fourier transform operator.

In all calculations presented in this paper, a ten-cell uniaxial perfectly matched layer (UPML) absorbing boundary condition for lossy media [24] has been used at the outer FDTD mesh boundary to simulate the extension of the space lattice to infinity. As outlined in [21], the UPML is indeed perfectly matched to the inhomogeneous medium formed by the upper air region and the lossy material half space modeling the ground. So, no spurious numerical reflections take place at the air-ground interface. In particular, a quartic polynomial grading of the UPML conductivity profile has been selected in order to have a nominal reflection error $R_{\text{PML}} \simeq e^{-16}$.

For the individual antenna elevated above ground, the total FDTD mesh dimensions are $282 \times 283 \times 253$ in the $x, y, z$ directions respectively, and the computational time is approximately $1.4 \, \text{s}$ per step on a workstation provided with a $2.33 \, \text{GHz}$ Intel Xeon processor.

**IV. THE ANTENNA OPTIMIZATION**

It is commonly understood that in GPR applications for detection of buried objects, it is essential that the probing pulse exhibits reduced late-time ringing in order to prevent masking of the targets. Late-time ringing is caused mainly by the multiple reflections between the antenna open ends and the feed point, which are responsible for the narrowband behavior of the radiating structure. To properly enlarge the antenna bandwidth (thus reducing the late-time ringing), we apply to the flairs of the proposed radiator a resistive loading with distribution

$$\sigma_f(\rho) = \sigma_0 \frac{1 + \sigma_{\text{min}}/\sigma_0 - \rho/l_f}{\rho/l_f}, \quad (13)$$

similar to the ideal Wu-King profile (see Fig. 3).

In (13), $l_f = D_c/2 - s_c = 19 \, \text{cm}$ is the flair...
length, which is determined from the maximal allowed size of the antenna, and \( \sigma_{\text{min}} = \sigma_f (l_f) \) is the electrical conductivity value at the antenna end sections. In particular, the considered resistive loading can be easily realized by means of well-established technologies extensively used in printed circuit board (PCB) manufacturing and lithographic processes, such as thick film printing on ceramic, etched printed circuit technology, and screen printed ink technology [25]. Among these, screen printed ink technology appears to be the most robust and flexible. In fact, inks can be mixed to any required resistance within bounds, and the profile can be built up from many layers, thus eliminating the possibility of inter-segment discontinuities.

\[
e_{\text{in}} (f) = 1 - |\Gamma_{\text{in}} (f)|^2
\]  
are the radiation and input mismatch efficiency terms, respectively. In (15), \( P_{\text{in}} (f) = \frac{1}{2} \text{Re} \{ V_{\text{in}} (f) I_{\text{in}}^* (f) \} \) is the real input power accepted by the antenna, while the total radiated power \( P_{\text{rad}} (f) \) can be determined by integrating the real part of the Poynting vector over a surface \( S_a \) in the air region, enclosing the radiating structure, namely

\[
P_{\text{rad}} (f) = \frac{1}{2} \text{Re} \left\{ \iint_{S_a} \mathbf{E} (r, f) \times \mathbf{H}^* (r, f) \cdot d\mathbf{s} \right\}.
\]  
(17)

It has been numerically found that the value \( \sigma_0 = \sigma_{\text{opt}} \simeq 30 \text{ S/m} \) provides a good compromise between impedance matching and efficiency. In particular, with the specified resistive loading profile, the antenna exhibits an extremely large operational bandwidth (based on the reflection coefficient) from 55 MHz to at least 1.5 GHz. Inspection of Fig. 5 also reveals that \( e_a (f) \) assumes reasonably high values (> 15%) in the low-frequency band, but rapidly decreases at higher frequencies because of the
loading effect of the cavity, and the proximity effect of the ground. In particular, by increasing the conductivity parameter $\sigma_0$, the total efficiency becomes larger, since the material forming the antenna flairs tends to behave like a perfect electric conductor, so leading to an overall reduction of the ohmic losses level. Unfortunately, a significant low-frequency degradation of the antenna return-loss occurs for $\sigma_0 \gtrsim \sigma_{\text{opt}}$, or $\sigma_0 \lesssim \frac{3}{4}\sigma_{\text{opt}}$. From a physical point of view, this means that the radio waves due to the field reflection from the antenna ends, as well as from the air-ground interface and the metallic cavity walls, contain significant energy when returning to the feed point. It’s worth noting that a non-flat frequency behavior of the antenna radiation efficiency can be responsible for a spreading of the electromagnetic pulse transmitted by the radiator. However, since the proposed structure is mainly intended for SFCW radar applications, a suitable power equalization technique can be conveniently adopted to guarantee a uniform level of radiated energy [26].

Fig. 6. Time-domain behavior of the normalized incident and reflected waves at the antenna input terminals for different loading profiles. The antenna is elevated 3 cm over the ground, modeled as a lossy homogeneous half-space having relative permittivity $\varepsilon_r = 6$ and electrical conductivity $\sigma_g = 0.015$ S/m.

Figure 6 clearly illustrates some key effects of the resistive loading distribution along the antenna flairs. Shown is the time-domain behavior of the normalized waves $a(t)$, $b(t)$ at the input terminals of the radiator. In particular, the peak at $\sim 3.2$ ns represents the incident voltage pulse. Those at $\sim 3.5$ ns, $\sim 7.2$ ns, and $\sim 10$ ns correspond, respectively, to reflections from the ground, the antenna ends, and the shielding structure, which should be minimal for a well-designed GPR system. As it appears, highly conducting loading profiles ($\sigma_0 > \sigma_{\text{opt}}$) reduce the reflections from the ground, whereas increasing the resistivity ($\sigma_0 < \frac{3}{4}\sigma_{\text{opt}}$) is an effective means to lower reflections from the edges of the antenna panels and the shielding structure. So, the optimal loading distribution ($\sigma_0 = \sigma_{\text{opt}}$) represents a trade-off between the above-mentioned operation modes.

V. CONCLUSION

We have designed a cavity-backed loaded bow-tie antenna for ground-penetrating radars. Dielectric embedding and resistive loading of the radiating structure are used to reduce the flair angle and the antenna size, as well as to assure stable antenna performance over different types of the ground. In order to reduce parasitic emission to air, the antenna is cavity-backed. Special cavity filling is suggested in order to keep wideband antenna matching. The antenna exhibits an extremely large operational bandwidth (based on the reflection coefficient) from 55 MHz to at least 1.5 GHz, radiation efficiency level comparable with Wu-King dipoles, electrically small size of 40 cm by 40 cm by 29 cm (length × width × height). Furthermore (as it is shown in Part II), the antenna has ground invariant performance and mutual coupling below $-30$ dB in a pair configuration.

The antenna optimization and ciruital performance investigation have been carried out numerically by means of a dedicated full-wave technique based on a locally conformal FDTD scheme, which does not require the stair-case approximation and, thus, ultimatively suits for accurate modeling of structures with cylindrical shape. From the numerical optimization, it has been found that the conductivity value $\sigma_{\text{opt}} \simeq 30$ S/m results in an optimal resistive loading distribution in terms of the lowest operating frequency, the largest absolute operational
bandwidth and reasonable efficiency. For this loading profile, the antenna with maximum size of about 40 cm is matched to the 50 Ω feeding line starting from the frequency $f_ℓ \simeq 55 MHz$.

At the lowest operational frequency, the normalized volume featured by the antenna is given by $V/λ^3_0 \simeq 0.025\%$, being $λ_0$ the relevant free-space wavelength. Thus, the proposed antenna exhibits a strongly reduced volume occupation. Despite that, it has been numerically demonstrated that the antenna efficiency assumes reasonably high values (> 15%) in the low-frequency band, while it decreases at higher frequencies because of the loading effect of the cavity and the proximity effect of the ground. It should be noticed that the efficiency of a dipole of similar dimensions with the ideal Wu-King loading profile in free space is below 15%. Thus, the efficiency of the proposed antenna is comparable with that of an ideal Wu-King dipole antenna.

Finally, it has been shown that starting from $f \simeq 200 MHz$ variations of the loading profile do not cause considerable differences in the antenna efficiency which means that the efficiency is not much affected by the resistive loading of the radiating flairs.
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Design and Full-Wave Analysis of Cavity-Backed Resistively Loaded Circular-End Bow-Tie Antennas for GPR Applications – Part II
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Abstract – In this paper, a comprehensive analysis of a novel GPR antenna featuring almost 30:1 relative bandwidth (55 MHz – >1.5 GHz), with a maximum antenna size of 40 cm is performed. Antenna transient behavior, near-field radiation, and impact of the ground are analyzed in details. It has been shown that the antenna exhibits reduced and short ringing, low spurious energy emission in the air region, as well as stable circuital and radiation properties over different types of soil. Furthermore, the analysis of buried pipe detection using two such antennas has been performed. Novelty of such investigation lies in the fact that at the lowest operational frequency both the receive antenna and buried pipe are situated in the near-field region, whilst at the highest operational frequency only the far field is playing the role. From this analysis, antenna coupling level and waveforms of the target return, which are of crucial importance for GPR system design, are determined.

Index Terms – Antenna coupling, antenna transient behavior, bow-tie antenna, buried pipe, ground-penetrating radar, near-field radiation.

I. INTRODUCTION

In Part II of this paper, the detailed full-wave analysis of the ultra-wideband cavity-backed resistively loaded bow-tie antenna for ground penetrating radars (GPR) presented by the authors in [1] and exhibiting almost 30:1 relative bandwidth (55 MHz – >1.5 GHz), with a maximum antenna size of 40 cm is carried out. Dielectric embedding and resistive loading of the radiating structure are used to reduce the flair angle and the antenna size, as well as to assure stable antenna performance over different types of the ground. To reduce parasitic emission to air, the antenna is cavity backed [2–3]. Special cavity filling is suggested in order to keep wideband antenna matching. The specially developed locally conformal finite-difference time-domain (FDTD) procedure [1] is used for numerical optimization of the antenna loading profile.

In the case of stepped-frequency continuous-wave (SFCW) radar applications (for which the antenna is designed), the synthesis of a pulse in time domain requires the deconvolution of the antenna impulse response [4]. So, antenna features such as the transient behavior and near-field radiation properties have a relevant impact on the performance of a complete GPR system, and thus analyzed in details. The proximity effect of the ground may adversely affect the radiation properties and circuital performance of the antenna [5] and directly affect the antenna impulse response. Thus, ground influence on all antenna characteristics have been studied carefully.

An extensive analysis of the subsurface radar consisting of two identical cavity-backed resistively-loaded bow-tie antennas located above a lossy homogeneous half space where an infinitely-long dielectric pipe is buried is carried out. Novelty of such investigation lies in the fact that at the lowest operational frequency both the receive antenna and the buried pipe are situated in the near-field region, whilst
at the highest operational frequency only the far field is playing the role. The obtained numerical results, also, provide a physical insight into the underlying mechanisms of subsurface diffraction and antenna mutual coupling processes. This information in turn is important to specify the requirements of a complete GPR system such as maximal level of the received signal [9–10], system dynamic range, and radiation level in the air region (subject to e.g. FCC regulations), as well as to optimize the performance of detection algorithms in terms of clutter rejection.

This paper is organized as follows. Transient behavior of the antenna and its near-field radiation properties are investigated in Sections II and III, respectively. The impact of the ground on the electromagnetic characteristics of the radiator is deeply discussed in Section IV. Finally, Section V presents a thorough analysis of the GPR unit in realistic operative scenarios.

II. THE ANTENNA TRANSIENT BEHAVIOR

The time-domain behavior of the electromagnetic field radiated by the structure has been investigated to gain a physical insight into transient emission phenomena responsible for the antenna properties.

Shown in Fig. 1 is the distribution of the \( y \)-component of the electric field excited along the \( H \)-plane of the antenna (\( zz \)-plane), where the other \( E \)-field components are vanishing due to the symmetry of the radiating element. The observation points are located at different polar angles \( \theta \), along a circle of radius \( r_o = 40 \text{ cm} \), centered at the projection of the feeding point on the air-ground interface. The field component \( E_y \) is graphed positive on the side of the time axis for which \( \hat{\theta} \) points away from the axis (clockwise direction). The dashed curves marked \( W_{g_i} \) (\( i = 0, 1, 2, \ldots \)) and \( W_{a_j} \) (\( j = 1, 2, \ldots \)) connect the times of arrival for different wavefronts in the ground and air region, respectively (see Fig. 2). In particular, the curve \( W_{g_0} \) related to the radiation process occurring at the feeding point is roughly a circle meaning that, at every observation point in the ground, the radio wave contribution from the feed arrives at the same time

\[
t_{g_0} \simeq t_0 + \frac{r}{c_0} \sqrt{\epsilon_r g},
\]

where \( c_0 \) denotes the speed of light in free space. As it appears from Fig. 2, the interaction of this wave with the metallic walls forming the shielding structure is responsible for the excitation of a diffracted field contribution, resulting in two different wavefronts \( W_{g_1} \) and \( W_{a_1} \). The time of arrival of such radio signal changes with the angle of observation in the ground and air regions, as

\[
t_{g_1} \simeq t_0 + \frac{D \sqrt{2}}{2 c_0 \sqrt{\epsilon_r g}} \sqrt{\frac{r^2 + \frac{D^2}{4} - r D \cos \theta}{c_0}} \sqrt{\epsilon_r g},
\]
Fig. 2. Spatial distribution of the electric field excited along the $H$–plane of the cavity-backed resistively-loaded bow-tie antenna at the normalized time $t/\tau_g = 17.5$ (a), and $t/\tau_g = 35$ (b). The antenna is elevated over a homogeneous ground with electrical properties $\varepsilon_r = 6$ and $\sigma_g = 0.015 \, S/m$. The radiation process from the feed, as well as the diffraction phenomena arising from the field interaction with the cavity, can be noticed.

$$t_{a_1} \simeq t_0 + \frac{D_c}{2c_0} \sqrt{\varepsilon_{r_+}} + \sqrt{\frac{r^2 + D_c^2}{c_0} - r D_c \cos \theta},$$

respectively. The diffracted field then propagates back to the feed point, generating secondary undesired emission/diffraction phenomena with wavefronts $W_{g_2}$ and $W_{a_2}$. This process repeats and results in the well-known ringing effect. This information can be usefully employed to optimize the antenna performance in realistic GPR surveys in terms of clutter rejection.

III. THE NEAR-FIELD ANTENNA PERFORMANCE

The goal of this study is to analyze antenna radiation properties in the near-field region, and the spatial distribution of the radiated electromagnetic field in the ground. Furthermore, the impact of different loading profiles on the total radiation level is analyzed.

Field radiation processes from the antenna in the near-zone have been investigated for three different loading profiles: $\sigma_0 = 10 \, S/m < \frac{2}{3} \sigma_{\text{opt}}$, $\sigma_0 = \sigma_{\text{opt}}$, and $\sigma_0 = 100 \, S/m > \sigma_{\text{opt}}$. The goal of this study was to analyze the impact of different loading profiles on the total radiation level and the focusing of the electromagnetic field into the ground. From Fig. 3, it appears that at low frequencies (e.g., $f = 100 \, MHz$) variations of the loading profile parameter result in considerable variations of the radiated downwards electric field (differences are of about 10 dB). However, starting from $f \simeq 200 \, MHz$, variations of the loading profile do not cause significant differences in the magnitude of the radiated field. It, also, means that the antenna efficiency is not considerably affected by the resistive loading profile that, on the other hand, plays an important role in the impedance matching property of the antenna. As it appears in Fig. 3, the surface waves level excited at the air-ground interface decreases with frequency. Consequently, the parasitic coupling processes in the antenna pair configuration may be expected to be maximum at low frequency because of the reduced electrical size of the radiating structure.

In the higher frequency band, several higher-order modes can propagate inside the metallic cavity, and each mode is characterized by a specific guided wavelength and, consequently, radiation angle into the ground. Such phenomenon can be observed in the field map shown in Fig. 3c. Furthermore, Fig. 4 clearly demonstrates the effectiveness of the shielding structure in reducing the spurious energy emission level in the
Fig. 3. $H-$ plane near-field radiation pattern of the cavity-backed resistively-loaded bow-tie antenna at frequency $f = 100 \, MHz$ (a), $f = 200 \, MHz$ (b), $f = 1 \, GHz$ (c). The observation points are located along a circle of radius $r_o = 40 \, cm$ centered at the projection of the feeding point on the air-ground interface.

Fig. 4. Effect of the shielding cavity on the $H-$plane radiation pattern at $200 \, MHz$ (a), and the front-to-back radiation ratio (b) of the antenna. The observation distance from the projection of the feeding point on the air-ground interface is $r_o = 40 \, cm$.

Air region, as well as enhancing the antenna performance in terms of near-field front-to-back radiation ratio, defined as follows

$$FBR(r_o) = 20 \log \frac{|E(0,0,-r_o)|}{|E(0,0,r_o)|}, \quad (4)$$

denoting $r_o$ the observation distance from the projection of the feeding point on the air-ground interface. As it can be inferred, such parameter is conveniently introduced to quantify electromagnetic field focusing properties of the antenna. In Fig. 4, we can notice that the shielded antenna is characterized by a reduced back-radiation level, which is at least $9 \, dB$ be-
low the peak value of the radio signal propagating in the soil over the whole operational frequency band. This in turn is useful to reduce potential electromagnetic interferences with nearby sensitive electronic equipment.

To analyze the electromagnetic field transmitted into the ground, the subsurface antenna footprint at a depth of 15 cm has been also computed at frequencies \( f = 100 \, MHz \), \( f = 200 \, MHz \), and \( f = 1 \, GHz \). The antenna footprint, representing the spot illuminated by the antenna on the ground surface or subsurface, plays an important role in GPR applications. In fact, as indicated by Daniels [4], radar imaging can be improved when the shape and size of footprint are comparable to those of the targets. When a footprint is too large it gives rise to subsurface clutter. On the other hand, a too small footprint makes the detection of buried objects difficult because of the reduced strength of the target response in a radar survey (\( B-\) scan). An optimal footprint is, also, important to improve target localization. For long targets like buried pipes or cables, it is desired to have a footprint with elongated shape, whereas for circular targets such as landmines, a footprint with circular shape would be preferred.

Figure 5 demonstrates that the electric field transmitted by the antenna in the ground is mainly polarized along the \( y- \) axis (in \( E- \) plane of the antenna). In particular, the peak level of the normalized cross-polar field component \( E_x/|E_z|_{max} \) at a depth of 15 cm is found to be below \(-9.5 \, dB\) over the whole operational frequency band, from 100 MHz to 1 GHz. In Fig. 5, one can also notice that the \(-3dB\) subsurface footprint of the considered antenna features a quasi-elliptical shape with semi-axes \( a_x, a_y \) directed along the coordinate axes. It results that \( a_x < a_y \) at low frequency (\( f \lesssim 200 \, MHz \)), meaning that the footprint exhibits an elongated shape along the \( y- \) axis, which would be suitable for detecting and locating long objects. The effective footprint assumes a nearly circular shape (\( a_x \approx a_y \)) at \( f \approx 200 \, MHz \), where the antenna efficiency and the energy level transmitted by the radiating element into the ground are maximum. Such mode of operation is to be preferred for detection of circular-symmetric targets. Moreover, as in this case the largest size of the footprint is obtained, the mentioned operating frequency is well suited to perform a quick scan over a large area. In the high-frequency band (\( f \gtrsim 200 \, MHz \)) \( a_x \) tends to be greater than \( a_y \), mainly due to the effect of higher-order modes excited in the metallic cavity. As a result, the footprint tends to become elongated along the \( x- \) axis, which is useful to improve localization of long objects as in the low-frequency operation mode. In conclusion, Fig. 5 shows the footprint adaptation capability of the proposed antenna in the frequency domain with respect to the size and shape of the targets. Moreover, it's worth noting that higher operating frequency causes the radar footprint to concentrate in a reduced area near the feeding point. This information can be usefully employed to optimize the localization of small buried objects, as well as to improve the performance of detection algorithms in terms of clutter rejection.

IV. THE IMPACT OF THE GROUND

The goal of this study is to analyze the impact of the ground on circuital and radiation properties of the antenna. This, also, includes analysis of the antenna performance for different elevations above the air-ground interface.

The circuital characteristics of the antenna with optimal loading profile (\( \sigma_0 = \sigma_{opt} \)) have been analyzed in detail for different subsurface conditions (see Fig. 6). In particular, the proposed radiating element has been assumed to be elevated over sandy soil (\( \varepsilon_{r_{a}} = 4, \sigma_g = 0.004 \, S/m \)), asphalt (\( \varepsilon_{r_{a}} = 6, \sigma_g = 0.015 \, S/m \)), and dry clay (\( \varepsilon_{r_{a}} = 16, \sigma_g = 0.03 \, S/m \)). It can be noticed that the antenna is well matched to the feeding line starting from the frequency \( f_{\ell} \approx 55 \, MHz \). Due to resistive loading and dielectric embedding, the antenna input impedance as well as the lowest operational frequency \( f_{\ell} \) are only slightly affected by the very different operative conditions (see Fig. 6). On the other hand, the ground is responsible for a minor loading effect of the antenna in the low-frequency band,
Fig. 5. Normalized subsurface antenna footprints at 15 cm depth inside the ground. Frequency: $f = 100 \text{ MHz}$ (a), $f = 200 \text{ MHz}$ (b), $f = 1 \text{ GHz}$ (c). The antenna is elevated over a ground modeled as a homogeneous half space with electrical properties $\varepsilon_r = 6$ and $\sigma_g = 0.015 \text{ S/m}$. 
where the absorbing property of soil plays a significant role to reduce the level of spurious reflections and, consequently, the fluctuations in the impedance curves. Moreover, when the soil changes from soft ground (e.g., sand) to hard ground (e.g., clay), the footprint tends to become more compact in the $H$-plane of the antenna ($x$-direction), as it clearly appears from Fig. 7.

![Fig. 6.](image)

**Fig. 6.** Frequency behavior of the input reflection coefficient of the cavity-backed resistively-loaded bow-tie antenna for different electrical properties of the ground. The antenna is elevated $3\,cm$ over the air-ground interface.

The input impedance of the considered radiating structure as function of the elevation above ground has been also evaluated. The computed results are given in Figs. 8 and 9. As it can be noticed in Fig. 8, the influence of the antenna elevation on the frequency behavior of the relevant input reflection coefficient is very significant only for close proximity to the interface. In particular, the smaller the distance from the interface, the better the impedance matching of the antenna to the feeding line due to the additional resistive loading effect of the lossy ground. The antenna elevation, also, has impact on the structure performance in terms of radiated power level, and radar footprint. In Fig. 9, one can observe that decreasing the distance of the radiator from the air-ground interface generally leads to a flattening of the subsurface footprint in the $E$-plane of the antenna ($y$-direction). Moreover, as it appears from Fig. 10, the amount of energy coupled into the ground tends to increase as the elevation over the soil becomes smaller, while reducing the parasitic back-radiation level in the air region. This information should be properly taken into account in a GPR survey in order to enhance the radar detection of buried targets.

**V. THE RADAR DETECTION OF BURIED DIELECTRIC PIPES**

In this section, emphasis is devoted to the analysis of detectability of an infinitely-long buried dielectric pipe by the subsurface radar unit consisting of two identical cavity-backed resistively-loaded bow-tie antennas (see Fig. 11). The coupling level between the transmit and receive antennas is a critical parameter in GPR design limiting detectability of buried targets. In the considered configuration, the transmit ($Tx$) antenna, denoted as antenna #1, emits a Gaussian electromagnetic pulse that propagates into the ground, where it interacts with the target, modeled as a $y$-directed circular cylin-

![Fig. 7.](image)

**Fig. 7.** Normalized $-3\,dB$ subsurface antenna footprint at $15\,cm$ depth for different ground characteristics. The operating frequency is $f = 200\,MHz$, where the antenna efficiency and the energy level transmitted into the ground are maximum. The antenna is elevated $3\,cm$ over the air-ground interface.
der having diameter $D_p = 20 \text{ cm}$, buried at a depth $h_p = 50 \text{ cm}$. This interaction results in a diffracted electromagnetic field which is measured by the receive element ($Rx$) of the radar, denoted as antenna #2. By changing the location of the radar on the soil interface and recording the output of the receive antenna as function of time (or frequency) and radar location, one obtains the scattering data, which can be processed to get an image of the subsurface.

![Fig. 8. Frequency behavior of the input reflection coefficient of the cavity-backed resistively-loaded bow-tie antenna as function of the elevation above ground, modelled as a lossy homogeneous half-space having relative permittivity $\varepsilon_r = 6$ and electrical conductivity $\sigma_g = 0.015 \text{ S/m}$.

Since the considered structure is reciprocal and symmetrical (see Fig. 11), the relevant scattering matrix $S$ is completely described in terms of the $S_{11}$ and $S_{21}$ parameters, whose evaluation is carried out by feeding the radiating element #1, and setting the excitation signal of the antenna #2 equal to zero.

As it appears from Fig. 12, the return loss of the transmit antenna is negligibly affected by the buried target that, at the same time, has a reduced impact on the $S_{21}$ parameter. This means that the antenna coupling is mainly responsible for the received signal. It is worth mentioning that the maximum coupling level is a decreasing function of antenna separation, $d_a$, and tends to become larger as the relative permittivity of the pipe $\varepsilon_r$ increases (see Fig. 12). In particular, for an antenna separation $d_a = 5 \text{ cm}$, the coupling level is below $-30 \text{ dB}$ over the whole operational frequency band $100 \text{ MHz} - 1 \text{ GHz}$. The effect of the antenna elevation above the ground, $h_a$, has been also investigated, although the relevant analysis is not reported here for sake of brevity. It has been found that, as $h_a$ decreases, the antenna return-loss response is slightly shifted towards lower frequencies because of the proximity effect of the soil. On the other hand, the ground influence on the $S_{21}$ parameter is noticeable only at high frequencies, where the mutual coupling level decreases as the radiating elements approach the air-ground interface.

As it can be noticed in Fig. 13, the peak-to-peak level of the voltage contribution $v_{d_2}$ due to the presence of the pipe, excited at the input terminals of the receive antenna, is essentially function of the difference between relative permittivities of the ground and the pipe, namely the dielectric contrast $\Delta \varepsilon = \varepsilon_r - \varepsilon_p$, and is about one order of magnitude smaller than the peak-to-peak level of the voltage contribution $v_{r_2}$ due to direct antenna coupling, un-
Fig. 10. $H-$plane radiation pattern at 200 MHz of the resistively-loaded bow-tie antenna for different elevations over the soil. The observation distance from the projection of the feeding point on the air-ground interface is $r_0 = 40$ cm.

under the assumption that the depth of the buried target is $h_p = 50$ cm. The spectrum of the radio signal arising from the subsurface diffraction is similar to the spectrum of the direct coupling, and the relevant largest spectral contribution is given by the frequency harmonics around 200 MHz, the frequency around which the direct coupling reaches its maximum. It should be noticed that parasitic antenna coupling can potentially result in the early-time masking of the buried target. So, to reduce or possibly prevent such problem, it is of crucial importance in a GPR design to adopt an antenna system with a short in time direct coupling response, and reduced decaying factor. In particular, it has been numerically found that the exponential decaying factors of $\nu_{d_2}$ and $\nu_{r_2}$ are, for the considered antenna pair configuration, $\tau_{d_2} \approx 2.766$ ns and $\tau_{r_2} \approx 2.518$ ns, respectively.

It is worth noting that, where the dielectric contrast of the buried pipe $\Delta \varepsilon_r$ is negative, a phase inversion occur in the diffracted field distribution and, consequently, in the relevant radio signal component detected by the receiver. This results in interference phenomena responsible for a significant downward focalization of the total field, as outlined in Fig. 14. Such information can be usefully employed to optimize the detection of buried pipes in subsurface radar applications, as well as to enhance the performance of detection algorithms in terms of clutter rejection.

VI. CONCLUSION

We have investigated the performance of a novel cavity-backed loaded bow-tie antenna which has been designed for a new ground penetrating radar. The considered radiating structure shows an outstandingly large operational
Fig. 12. Frequency behavior of the scattering parameters of the cavity-backed resistively-loaded bow-tie antenna pair for different permittivities of the buried pipe, having electrical conductivity $\sigma_p = 0.01 \, S/m$. The antenna separation is assumed to be $d_0 = 5 \, cm$.

bandwidth from $55 \, MHz$ to $>1.5 \, GHz$ combined with a maximal size of $40 \, cm$.

The circuitual and radiation characteristics of the antenna with optimal loading profile have been investigated in detail for different subsurface conditions. The ground is responsible for a minor loading effect of the structure in the low-frequency band, where the absorbing property of soil plays a significant role to reduce the level of spurious reflections and, consequently, the fluctuations in the impedance curves. Similar minor variations in the impedance curves have been observed by variations of the structure elevation above the ground. Antenna radiation properties in the near-field region are, also, only slightly affected by the ground. In particular, when the soil changes from soft ground (e.g. sand) to hard ground (e.g. clay), the antenna footprint tends to become slightly more compact. In general, the antenna clearly demonstrates ground invariant behavior, which is of ultimate importance for synthesis of time-domain pulses in SFCW radar applications.

Fig. 13. Transient voltages at the receiver due to the direct coupling between antennas, and scattering from a buried dielectric pipe having relative permittivity $\varepsilon_{rp}$ and electrical conductivity $\sigma_p = 0.01 \, S/m$.

Fig. 14. Spatial distribution of the electric field excited along the vertical cut-plane of the antenna pair operating in presence of a buried dielectric pipe having relative permittivity $\varepsilon_{rp} = 2$ (a) and $\varepsilon_{rp} = 8$ (b). Operational frequency: $f = 500 \, MHz$.
The analysis of near-field radiation processes has shown a reasonably good transient behavior of the antenna, which simplifies the task of deconvolution of the antenna impulse response from the measured SFCW data. This behavior makes it possible to use the developed antenna in a time-domain radar. An interesting footprint adaptation capability of the proposed antenna in the frequency domain with respect to the size and shape has been observed. Such property can be usefully adopted to improve the radar detection of buried targets in a GPR survey. Also, the antenna exhibits relatively high value for the front-to-back radiation ratio and reduced spurious energy emission level in the air region, which allows for increase of the total output power of the radar transmitter without breaching allowed (e.g., by FCC regulations) radiation levels.

A particular attention has been devoted to the analysis of detectability of buried pipes by the subsurface radar unit consisting of two identical antennas. It has been found that the direct coupling level between transmit and receive antennas is below $-30\,\text{dB}$ over the whole operating frequency band from $100\,\text{MHz}$ to $1\,\text{GHz}$. In particular, the exponential decaying factor of the radio signal contribution at the receiver end due to the parasitic antenna coupling is reasonably small. Such feature is particularly important in order to reduce the early-time masking of the target in a GPR survey. The waveform and magnitude of received signals due to scattering from buried dielectric pipes have been also investigated. The obtained numerical results have provided a useful physical insight into antenna mutual coupling, and scattering from buried targets. This information is required to evaluate the required GPR dynamic range where the maximal received signal is due to the antenna coupling and the minimal detectable signal should be smaller than the weakest reflection from a thin dielectric pipe on the maximal expected depth.
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Abstract — A new technique, called incomplete Gauss-Jordan elimination (IGJE), is presented and hybridized with the characteristic basis function method (CBFM) to enable the partial solution of the method of moments (MoM) matrix. As a consequence, the goal of this technique is its application to optimization problems in electrically large scenarios where multiple but similar configurations need to be analyzed, since our method performs these analyses with a considerable reduction in the computational time and also memory. The term “similar” refers to the fact that the original structure is split into different blocks and modifications in the geometry (inserting, eliminating, or changing elements) of only a specific set of these blocks are allowed throughout the optimization process. In particular, we take advantage of this technique to analyze the optimum emplacement of an antenna on a given structure (e.g. a ship or airplane) with just one analysis. An example of an airplane antenna positioning is shown to illustrate the procedure.

Index Terms — Characteristic basis functions, method of moments, on-board antennas.

I. INTRODUCTION

Many usual simulations in the electromagnetic engineering involve the evaluation of small modifications on certain parts of a given structure. In this paper, this fixed part of the total structure will be referred to as mother structure. Among other examples, we can cite the tuning of antennas by systematically changing the dimensions of certain small metallic additions (e. g. a stub or a parasitic element). Another example of the previous situation is the study of the radiation pattern of an on-board antenna. In the latter case, the antenna is placed on multiple positions in order to study if the elements of the environment, such as the fuselage of an airplane or the tower of a ship, affect the radiation characteristics of the antenna. This results in multiple analyses of structures that share most of the geometry. In the method of moments context, several techniques have been proposed to enable the partial solution of the mother structure so that the analysis, after changing a part in the rest of the geometry, can be resumed.

The work on this kind of analysis has been dispersed along the years. However, a common step has been to speed up the computation of the entries of the matrix. For this purpose, the matrix with all the possible metallic parts is calculated and stored. Thus, if a substructure with some eliminated parts has to be analyzed, the related matrix is easily computed by removing the rows and columns associated to the removed metallic parts. After this stage, several techniques have been proposed in order to avoid solving the equations system from the scratch for each analysis. Although there is not an exhaustive comparison among these methods in the literature, their performance is expected to be close to each other since they are based on similar foundations.

Among the pioneering works on this field, we can cite the “add-on” method [1–3] that produces an incremental computation of the inverse of the impedance matrix based on the Sherman-Morrison formula and, therefore, enabling the access to partial solutions.

The research on this field has also been focused on modifying common solving techniques for equations systems such as the LU factorization
or the Gaussian elimination yielding schemes very appropriate for the optimization of microwave circuits and antennas. Another efficient partial solver was proposed in [7] for the optimization via genetic algorithms. The work on partial solving has also been continued more recently for the optimization of non-intuitive planar structures [8, 9].

As previously mentioned, an extreme case of small modifications on a large structure is the positioning of on-board antennas. In this problem, the mother structure is typically an aircraft or ship where the antenna must be placed. The derived structures to be analyzed would be composed by the airplane or the ship and the antenna located in multiple positions. Since the aforementioned partial solving techniques must deal with the entire MoM matrix, they are typically limited in the electrical size of the mother structure and, therefore, their direct application to electrically large structures is not possible.

The analysis of on-board antennas has been traditionally tackled by hybrid methods that combine asymptotic techniques to analyze the mother structures with full-wave methods to analyze the antenna and its nearest environment. Among these techniques, we can cite hybridization of the method of moments with the physical optics or with the uniform theory of diffraction [10].

Current tendencies are oriented towards the application of acceleration schemes such as the fast multipole method [12] since they do not require the approximations introduced by the asymptotic methods. These techniques are very powerful and enable the full-wave analysis of antennas on large electromagnetic structures [13–15]. However, they are based on iterative schemes rather than on direct solutions complicating the hybridization with the aforementioned partial-solving techniques.

A remarkable technique to analyze on-board antennas has been proposed in [16]. Authors decompose the geometry into multiple domains, one for the large and fixed structure and the remainder for the on-board antennas. Each domain is analyzed with full-wave methods in order to compute a scattering matrix relating the incident field on its boundary to the radiated field. Thus, if the antenna is changed, the method only has to recompute the scattering matrix of a small domain. However, if the antenna is moved, then the scattering matrix of the large domain must be also recomputed which can be very time-consuming.

Next sections are arranged as follows. Firstly, we present the incomplete Gauss-Jordan elimination (IGJE) that enables a partial solution compatible with the compression techniques that will be treated later. Afterwards, the compression of the matrix with the characteristic basis function method (CBFM) is detailed and its integration for the efficient evaluation of multiple antenna positioning is considered. In the results section, the application of the IGJE to antenna design is illustrated by means of the optimization of a reconfigurable antenna. The study of a VHF dipole at multiple positions on an airplane is considered to illustrate the capabilities of the inclusion of the IGJE into a locally modified CBFM method for dealing with electrically large structures. Finally, the conclusions are summarized and discussed.

II. INCOMPLETE GAUSS-JORDAN ELIMINATION SCHEME

A. Description of the method

The Gauss-Jordan elimination is a simple and well-known scheme to calculate the inverse of matrices. Although its application to solve equations systems is also possible, it is not usual because it requires a higher number of operations than other schemes (e.g., approximately three times more operations than a LU factorization).

This scheme pursues the reduction of the matrix into a row echelon form by means of basic operations row by row. Thus, in the n-th step, the Gauss-Jordan elimination seeks the first non-zero element (pivot element) in the n-th row, normalizes the row with this element and adds multiples of that row to the rest of rows in order to obtain zeros in the column of the pivot element. Equivalent operations are performed on the right hand side (RHS). At the end of the algorithm, the matrix is reduced to a row echelon form and, therefore, the solution of the equations system is straightforward.

In the case of MoM matrices, it will be proved later that the pivot element is always located in the diagonal so that the matrix is progressively transformed into the identity matrix. The Gauss-Jordan elimination without pivoting can be expressed using Matlab notation as:
for \( n = 1 : N \)
\[
Z(n,n:end) = Z(n,n:end) / Z(n,n);
\]
V(n,:) = V(n,:) / Z(n,n);
for \( m = 1 : N \)
if \( n == m \)
continue;
end
\[
Z(m,n:end) = Z(m,n:end) - ... \\
... Z(m,n) * Z(n,n:end);
\]
V(m,:) = V(m,:) - Z(m,n) * V(n,:);
end
end

In the above description, \( Z \) is the matrix of the equations system with \( N \) unknowns and \( V \) is a matrix containing the right hand terms. At the end of the algorithm, the matrix \( V \) contains the solution to the equations system. After the step \( n \), all the entries of the first \( n \) columns of matrix \( Z \) are zeros except the entries of the diagonal that are equal to one; so, it is not necessary to operate with these columns when adding row multiples and, therefore, it saves some CPU cycles.

Next, we detail how the conventional Gauss-Jordan elimination can be modified to obtain the incremental solution of a MoM problem. Let us split the geometry under analysis into two parts, one containing the mother structure, and the other one containing the possible metallic additions (e.g. parasitic elements) to the mother structure, with \( N_m \) and \( N_f \) unknowns respectively (typically \( N_m >> N_f \)). The total number of unknowns is given by \( N = N_m + N_f \).

We will assume that the matrix is rearranged to place the unknowns related to the mother structure in the first rows and columns and the unknowns belonging to each metallic additions are, also, arranged consecutively. After \( N_m \) iterations, the matrix will reach the form shown in Fig.1a, i.e., the identity matrix is placed in the first \( N_m \times N_m \) entries and the elements under this submatrix are zeros. Since we have carried out exactly the same operations on the initial \( N_m \times N_m \) submatrix as if we consider the isolated mother structure, the first \( N_m \) coefficients of the RHS contain the solution of the isolated mother structure. If we continue the elimination until solving the unknowns associated to the next metallic addition, we will obtain the solution for the mother structure plus that addition. On the other hand, if we had swapped the rows and columns to place the rows and columns related to a different addition at the position of the submatrix related to the first addition (see Fig. 1b), we would have obtained the solution of the mother structure plus that different addition. Thus, it is very efficient to analyze the impact of different extensions of the mother structure just by resuming from the point of Fig.1a.

Fig. 1. Equations system matrix after solving the mother structure: (a) without any change; (b) after swapping rows and columns of the entries associated to the first and second additions.

Once the previous concepts have been detailed, it is straightforward to prove that the pivot element must be located in the diagonal. After \( k \) steps, the first \( k \times k \) entries in the MoM matrix must be equal to the identity matrix (solution to the problem considering the \( k \) first basis functions). When another step is performed, a solution must exist as it corresponds to the problem of \( k+1 \) basis functions. Since the first \( k \times k \) entries are the identity matrix, there is only one choice for the pivot element: its location in the
$k+1$ position of the diagonal. The reasoning can be extended to any arbitrary number of steps.

**B. Complexity of the incomplete Gauss-Jordan elimination**

The computational time cost to solve the *mother structure* can be approximated by the cost of solving the entire structure and, therefore, it is $O(N^3)$, as the usual direct solution schemes. On the other hand, the computational cost for resuming the analysis is only $O(N_f^2N)$. Hence, this strategy involves a first analysis that is time-consuming but the penalty to analyze the rest of the combinations is very low.

The storage of the initial matrix and the time for the first analysis limit the size of the structures to be studied. In the next section, this problem will be mitigated by including recent developments related to reductions in the number of unknowns using efficient sets of macro basis functions to model parts of the geometry.

It is important to remark that after solving the *mother structure* (first $N_m$ steps), it is only necessary to store the last $N_f$ columns of the matrix, saving a large amount of memory in case we need to store several of these matrices (e.g. to carry out frequency sweeps).

**III. ANTENNA POSITIONING WITH CHARACTERISTIC BASIS FUNCTIONS**

In the previous section, we have seen how the MoM matrix can be partially solved. However, this methodology requires initially to store the entire MoM matrix so it is limited to electrically small geometries. In this section, we will show how the previous method in combination with the CBFM can be applied to the positioning of on-board antennas.

It is important to remark that in this case we must deal with parts of the geometry where two configurations are possible (with or without antenna) rather than analyzing the effect of adding metallic regions.

In particular, the problem under analysis consists in the study of one antenna for $S$ positions on an electrically large structure. This situation is depicted in Fig. 2a for a cactus antenna placed on a ship for $S = 5$. In other words, we pursue to analyze a structure where a given set of blocks can potentially contain the antenna yielding an *inter-block* strategy.

Fig. 2. Antenna positioning: a) all possible locations; b) antenna placed at position #2.

For this purpose, we will combine the aforementioned IGJE with the characteristic basis function method (CBFM) that has shown very desirable properties for the analysis of locally modified structures in the past [17].

The CBFM was developed with the aim of reducing the number of degrees of freedom when analyzing electromagnetic problems. The method is based on the use of the so-called “characteristic basis functions” (CBFs) which are defined on non-overlapped fragments of the geometry that are referred to as blocks.

These new basis functions are usually much less than the conventional low-level basis functions. Thus, this reduction enables the *direct solution* of problems much larger than the ones that can be analyzed with the conventional MoM. In addition, the direct solution avoids any potential convergence issue that could happen in the conventional fast algorithms which are based on iterative schemes. On the other hand, the current direct approaches can deal with a smaller number of unknowns if compared with the most powerful iterative schemes such as the FMM [12]. The CBFM is widely described in the literature and, therefore, we will only explain briefly the parts related to the current work. The reader is referred
to [18-21] and the references therein for further details about the method.

Once the CBFs have been defined in terms of the low-level basis functions as in [20] and their coefficients are arranged by columns, then the matrix containing the interactions between the CBFs in the $m$-th observation block and the $n$-th source block is computed as:

$$Z_{mn}^{(i)} = J_n^T Z_{mn}^{(0)} J_n,$$  \hspace{1cm} (1)

where $Z_{mn}^{(0)}$ contains the reaction terms among the low-level basis functions of the $m$-th and $n$-th blocks. Thus, the original submatrix $Z_{mn}$ is converted to a $K_n \times K_n$ block whose dimensions are typically around one order of magnitude less than the dimensions of the original matrix. It is also remarkable that the CBFM can be generalized through a multilevel formulation that enables to achieve higher compression rates for electrically large structures [22]. This compression together with the block partitioning is the keys to efficiently modify the geometry. In order to accomplish our goal, we split the geometry into $T$ blocks. These blocks are classified into two types depending if they contain a possible location of the antenna, that will be referred to as antenna positioning block (AP block), or not. The other blocks contain the mother structure and, therefore, they will be referred to as mother structure blocks (MS blocks). Hence, there will be $S$ AP blocks containing possible locations of the antenna and $R$ blocks containing regular pieces of geometry, where $T = R + S$.

From the previous discussion, it can be inferred that both MS blocks and AP blocks can be created as in the conventional CBFM [18-21]). The only special rule that we have followed in this paper is that the volume enclosed by the antenna must be contained in one single CBFM block. It can be easily carried out by grouping all the blocks, in which the antenna spans, into one single block.

The AP blocks can be made of two possible geometries: i) with the antenna; ii) without the antenna. Since the regular CBFM enables the analysis of only one location in each simulation, an appropriate setup must be carried out to avoid unnecessary computation.

The equations system is built considering both configurations for the AP blocks at the same time yielding an augmented impedance matrix. It is important to remark that as a consequence of considering both configurations for the AP blocks, the CBFs for those blocks must be also computed for both block geometries. For the sake of clarity, the MS blocks are numbered from 1 to $M$ while the AP blocks ranges from $R + 1$ to $R + S$ for cases without antenna and from $R + S + 1$ to $R + 2S$ for configurations with antenna.

The augmented matrix contains the interaction among the MS blocks (subindex $M$), the AP blocks without the antenna (subindex $P$), and the AP blocks with the antenna (subindex $P'$):

$$Z_{pa}^{(i)} = \begin{pmatrix} Z_{MM}^{(i)} & Z_{MP}^{(i)} & Z_{MP'}^{(i)} \\ Z_{PM}^{(i)} & Z_{PP}^{(i)} & Z_{PP'}^{(i)} \\ Z_{P'M}^{(i)} & Z_{P'P}^{(i)} & Z_{P'P'}^{(i)} \end{pmatrix},$$  \hspace{1cm} (2)

where the subscript $a$ stands for “augmented” and the submatrices contain the interactions due to the corresponding blocks, i.e.:

$$Z_{\alpha \beta} = \begin{pmatrix} Z_{a,b}^{(i)} & Z_{a,b+1}^{(i)} & \cdots & Z_{a,b+d}^{(i)} \\ Z_{a+1,b}^{(i)} & Z_{a+1,b+1}^{(i)} & \cdots & Z_{a+1,b+d}^{(i)} \\ \vdots & \vdots & \ddots & \vdots \\ Z_{a+c,b}^{(i)} & Z_{a+c,b+1}^{(i)} & \cdots & Z_{a+c,b+d}^{(i)} \end{pmatrix},$$  \hspace{1cm} (3)

where $\alpha$ and $\beta$ can be equal to $M$, $P$ or $P'$. The blocks involved in each submatrix, can be easily computed considering the aforementioned scheme numbering for the blocks. In addition, we provide the Tables 1a and 1b that present the values for the indexes $a$, $c$ and $b$, $d$ for each possible combination of $\alpha$ and $\beta$.

Contrary to the common uses of the partial solving techniques, the augmented matrix contains blocks that are overlapped, i.e., a block corresponding to a piece of geometry and another one corresponding to the same geometry but with the antenna, and, therefore, it is expected to be singular (or at least with a high condition number) yielding a meaningless solution. Nevertheless, as we will see, we never employ the entire matrix to acquire the final solution.
Table 1a: Values of $a$ and $c$ for (3)

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha=M$</td>
<td>1</td>
<td>$R-1$</td>
</tr>
<tr>
<td>$\alpha=P$</td>
<td>$R+1$</td>
<td>$S-1$</td>
</tr>
<tr>
<td>$\alpha=P'$</td>
<td>$R+S+1$</td>
<td>$S-1$</td>
</tr>
</tbody>
</table>

Table 1b: Values of $b$ and $d$ for (3)

<table>
<thead>
<tr>
<th></th>
<th>$b$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta=M$</td>
<td>1</td>
<td>$R-1$</td>
</tr>
<tr>
<td>$\beta=P$</td>
<td>$R+1$</td>
<td>$S-1$</td>
</tr>
<tr>
<td>$\beta=P'$</td>
<td>$R+S+1$</td>
<td>$S-1$</td>
</tr>
</tbody>
</table>

After computing (2), the IGJE is applied until finishing the first $M$ blocks, which corresponds to the MS blocks, so that the augmented matrix becomes:

$$Z_a^{(1)} = \begin{pmatrix}
I & \tilde{Z}_{MP} & \tilde{Z}_{MP'} \\
0 & Z_{PP} & Z_{PP'} \\
0 & Z_{P'P} & Z_{P'P'}
\end{pmatrix},$$

where $I$ is the identity matrix and the tilde symbol $\sim$ marks that the submatrix has been modified by the application of the IGJE.

Once the previous stage has been finished, the rows and columns related to the entries of the block with and without antenna (labelled with a prime or not, respectively, in Fig. 3) can be swapped to consider the solution for a particular position. For example, if we want to solve the configuration where the second AP block contains the antenna and the other AP blocks are antenna-free, we swap the rows and columns of the corresponding positions (see Fig. 3b). After that, the IGJE can be resumed in order to solve the following $S$ blocks and, thus, to obtain the solution for the given position. This step can be repeated once and again for each block in order to obtain the solution for each position. It is important to notice that we are only solving the first $R+S$ blocks (possibly reordered) of the augmented matrix and, therefore, the solution is not expected to be singular as for the entire augmented matrix.

Fig. 3. IGJE application to the positioning of antennas. For the sake of clarity, off-diagonal blocks have been omitted. The primed positions indicate that the block contains the antenna:

a) block status after the first stage of the IGJE;
b) block status before resuming the IGJE for analyzing the antenna in position #2.

Regarding the overall accuracy of the method, it is important to observe that the method will yield the same results as the conventional CBFM as it can be inferred from the previous description. Hence, the accuracy of the method is only limited by the accuracy of the CBFM which has been widely demonstrated in the literature [18-22].

IV. NUMERICAL RESULTS

In this section, we firstly validate the IGJE algorithm in order to study its capacities for the design of antennas by optimizing a reconfigurable antenna. Next, the application of the partial solution of MoM matrices to electrically large structures is illustrated through the analysis of
different emplacements of a VHF monopole antenna on an airplane with the objective of finding the optimum positioning.

The times shown in this section correspond to the execution of the code on a CPU AMD Opteron® at 2.4 GHz. Rao-Wilton-Glisson (RWG) basis functions are used to expand the currents.

A. Antenna optimization with the incomplete Gauss-Jordan elimination

This example deals with the design of a reconfigurable antenna to radiate in a given direction. The antenna is based on the model presented in [23] and it consists of a free-standing symmetric array of square patches (see Fig. 4) that can be connected by strips ($a = 90\text{mm}; w = 30\text{mm}$) yielding $2^{104}$ possible combinations. The existence or absence of connections between patches affects the maximum radiation direction enabling multiple radiation pattern configurations.

The mother structure consists of the patches ($N_m = 2429$) and the feeding strip, while the additions region is formed by the rest of the strips ($N_f = 624$). The incomplete solution for the mother structure consumes 209 s. After that, the analysis of a certain configuration takes 1.58 s in the average case (calculated over 1000 runs) and 13.95 s in the worst case (all patches connected). The LU decomposition for the best case (no strips) spends 16.23 s. The antenna is optimized by using a genetic algorithm to radiate in the endfire direction in the band 1.4-1.6 GHz. Figure 4 shows the obtained configuration and the realized gain (the gain including the mismatch [23]) with a very good agreement with the commercial software Feko [24].

B. Monopole positioning on an aircraft

In order to illustrate the capabilities of the combination of the CBFM with the partial solving scheme in the context of electrically large structures, we will consider the positioning of a VHF $\lambda/4$ monopole at 120MHz on an airplane-like geometry (length of 50.8 m and wingspan of 61 m). The model is discretized using 66,476 RWG basis functions, so the regular MoM application is not feasible.

In order to apply the CBFM, the airplane is fragmented into 247 blocks and we choose 18 possible blocks to contain the monopole antenna. Seven of the 18 blocks are chosen along the highest part of the fuselage of the airplane since more equilibrated radiation patterns are expected on these positions. The remainder eleven blocks are chosen on the wings in order to also check the performance of the monopole on them. This partitioning as well as the antenna positions are depicted in Fig. 5. The CBFs generation is carried out illuminating each block with 400 plane waves and applying a SVD threshold of $10^{-2}$.

If we consider the analysis of the CBFM for a single antenna, e.g. position #2 in Fig. 5, the...
CBFM reduces the problem to 9145 unknowns and it is solved in 6522 s. Thus, the study for all the locations with the CBFM would require approximately 117,396 s.

On the other hand, if the problem is solved for all the 18 locations of the monopole in a single analysis with the locally modified CBFM plus the IGJE, it results in a total number of unknowns of 10,175 (the increment with respect to 9145 is due to the duplication of the AP blocks). In this case, the number of unknowns belonging to the mother structure (the airplane without the blocks with a possible location of the monopole) is \( N_m = 8383 \).

The total time until reaching the partial solution corresponding to the mother structure – i.e., CBFs generation, matrix filling and first \( N_m \) steps of the IGJE– is 16,430 s. After that, each position can be analyzed in only 30 s and, therefore, the total time to analyze the 18 positions is 16,970 s. The computational times for both strategies as well as the time for analyzing 18 monopole positions with the CBFM are detailed in Table 2.

The radiation patterns are shown in Fig. 6 for the six positions numbered in Fig. 5 together with the results provided by Feko in order to validate the accuracy of the radiation patterns. It is important to remark that all the possible locations of the antenna are on the upper part of the fuselage and wings in order to provide coverage during the taxiing on the ground. Thus, a mask of \( \pm 30^\circ \) has been plotted in the elevation patterns to facilitate the graphical inspection. According to this mask, the most suitable diagram is the one corresponding to placing the antenna on the nose (position #6).

**V. CONCLUSIONS AND DISCUSSION**

The partial solving techniques available in the literature have been traditionally limited to electrically small structures because they need to deal with the entire MoM matrix. In this paper, we have presented a new partial solving technique based on the incomplete Gauss-Jordan elimination scheme and its extension to face electrically large problems. This extension has been carried out by combining the IGJE with the expansion of the currents by means of characteristic basis functions. Then, the number of unknowns is considerably reduced so the matrix can be efficiently manipulated in order to store and solve the MoM equations system. This fact together with the CBFM block partitioning have been exploited to efficiently analyze multiple given configurations of a certain set of blocks (inter-block strategy). The applicability of the IGJE plus the CBFM has been illustrated by considering the evaluation of positioning an antenna at multiple locations of an airplane, and has proven to be a highly efficient technique for optimization problems involving electrically large structures.

<table>
<thead>
<tr>
<th></th>
<th>CBFM 1 monopole</th>
<th>CBFM 18 monopoles</th>
<th>CBFM+IGJE 18 monopoles</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBFs generation</td>
<td>2635 s</td>
<td>2635 s × 18</td>
<td>2828 s</td>
</tr>
<tr>
<td>Matrix filling</td>
<td>3265 s</td>
<td>3265 s × 18</td>
<td>3863 s</td>
</tr>
<tr>
<td>LU factorization</td>
<td>622 s</td>
<td>622 s × 18</td>
<td>-</td>
</tr>
<tr>
<td>IGJE 1(^{st}) stage</td>
<td>-</td>
<td>-</td>
<td>9739 s</td>
</tr>
<tr>
<td>IGJE 2(^{nd}) stage</td>
<td>-</td>
<td>-</td>
<td>30 s × 18 = 540 s</td>
</tr>
<tr>
<td>Total time</td>
<td>6522 s</td>
<td>6522 s × 18</td>
<td>16,970 s</td>
</tr>
</tbody>
</table>

The future research lines are focused on including the multilevel formulation with the aim of dealing with even larger problems. The authors are also working in the effective modification of the content inside a block (intra-block strategy) in order to make possible the fine-tuning of the position of the antenna.
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Fig. 6. Normalized radiation pattern in the roll-plane for different antenna locations. The position number corresponds to patterns of Fig. 5.
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Abstract — In this paper, we investigate different techniques for improving the cache memory use when running a parallel implementation of the modified equivalent current approximation (MECA) method. The MECA method allows the analysis of dielectric and lossy geometries, and reduces to the well-studied physical optics (PO) formulation in case of PEC scatterers. We discuss several memory-hierarchy-based optimization techniques and present how to implement them in C. We show through simulations that these optimization strategies are effective for reducing the total execution time when calculating the scattered fields with a parallel implementation of the MECA method.

Index Terms — Memory-hierarchy-based optimization, parallel programming, physical optics (PO).

I. INTRODUCTION

Physical optics (PO) is a well-known asymptotic high frequency computational technique that is widely used in computing the electromagnetic scattering from electrically large and complex structures [1, 2]. In contrast to full wave methods, like the method of moments (MoM), PO does not need a huge amount of computational resources to solve these problems with a high degree of accuracy and efficiency.

The modified equivalent current approximation (MECA) method [3, 4] has extended PO to lossy materials with a complex effective permittivity by calculating the equivalent electric and magnetic currents based on the oblique incidence of a plane wave on the interface, together with a field decomposition into TE and TM components. Unlike the method of stationary phase, the surface is discretized into flat triangular facets where the current distribution has constant amplitude and linear phase variation. As a consequence, the radiation integral can be solved analytically and so problems which are prohibitive for full-wave simulation, especially at very high frequencies, are successfully modelled by MECA.

On the other hand, we have witnessed the emergence and sustained growth and improvement of high-speed and high-capacity personal computers during the last years. New programming paradigms can be used in order to improve the performances of the computational techniques (MPI, OpenMP). Two recent papers [5, 6] have analyzed parallel implementations of electromagnetic modeling codes which have been tested on several high-performance computer systems. To reduce the total runtime of MECA, we have also developed a parallel version of the code. We have selected an OpenMP paradigm because it can be applied in shared memory machines. In addition, we have implemented memory-
hierarchy-based optimization techniques [10, 11] in our code.

In this paper, we demonstrate the usefulness of employing all these computational techniques to take advantage of the new computational resources available in personal computers. The main content of this paper is divided as follows. Section II gives an overview of the MECA method and briefly explains our parallel algorithm. In Section III, the proposed techniques for improving the use of the memory hierarchy are addressed. Afterwards, performance results obtained through simulations are presented in Section IV.

II. PARALLEL IMPLEMENTATION OF MECA

A. The MECA method

In the MECA method, the equivalent magnetic and electric current densities at the barycenter of each facet are calculated according to the following two equations respectively:

\[
\begin{align*}
\mathbf{M}_i &= E_{TE}^i (1 + R_{TE}) (\mathbf{e}_{TE} \times \mathbf{n}_i) + \\
&\quad + E_{TM}^i \cos(\theta)_i (1 + R_{TM}) \mathbf{e}_{TM}|_S, \\
\mathbf{J}_i &= \frac{E_{TE}^i}{\eta_i} \cos(\theta)_i (1 - R_{TE}) \mathbf{e}_{TE} + \\
&\quad + \frac{E_{TM}^i}{\eta_i} (1 - R_{TM}) (\mathbf{n}_i \times \mathbf{e}_{TM})|_S,
\end{align*}
\]

where \(\eta_i\) is the impedance of the medium of incidence, and \(R_{TE} (R_{TM})\) is the TE (TM) reflection coefficient. For the expressions of \(R_{TE}\) and \(R_{TM}\), see [4, 12]. As shown in Fig. 1, \(E_{TE}^i = E_{TE} \mathbf{e}_{TE}\) and \(E_{TM}^i = E_{TM} \mathbf{e}_{TM}\) are the TE and TM components of the incident electric field at the barycenter of surface \(S_i\). \(\mathbf{p}_i\) is a unit vector pointing in the propagation direction of the incident wave, \(\theta_i\) is the angle of incidence, and \(\mathbf{n}_i\) is the outward unit normal vector to the triangular patch \(S_i\). The first medium is characterized by its constitutive parameters: permittivity \(\varepsilon_1\), permeability \(\mu_1\), and conductivity \(\sigma_1\). Similarly, the second medium is characterized by \((\varepsilon_2, \mu_2, \sigma_2)\).

![Fig. 1. Oblique wave incidence on a triangular facet \(S_i\).](image)

After obtaining \(\mathbf{M}_i\) and \(\mathbf{J}_i\), an analytical solution for the radiation integral at the observation point \(r_k\), located in the far field of each triangular patch, can be derived. The scattered electric field \(\mathbf{E}_s^i\) at \(r_k\) due to the contribution of all the facets \(i\) of a given mesh geometry can be stated as [13]:

\[
\mathbf{E}_k = \frac{j}{2\lambda} \sum_r e^{-jk_r} \left[ \mathbf{E}_s^i - \eta_i \mathbf{H}_s^i \times \mathbf{r}_k \right],
\]

where \(\lambda\) is the wavelength, \(k\) is the wave number in the medium of incidence, and \(\mathbf{r}_k = r\mathbf{i} + \mathbf{r}_k\) is the position vector from the barycenter \(\mathbf{r}_i\) of the \(i\)-th facet to the observation point \(\mathbf{r}_k\). Figure 2 summarizes the notation for the position vectors involved in the scattering calculations throughout this paper.

![Fig. 2. Facet \(S_i\), observation point \(r_i\) and the corresponding position vectors. \(\mathbf{r}_{i''}\) is a variable vector from barycenter \(\mathbf{r}_i\) to any point on \(S_i\).](image)
wave, the vector values \( \mathbf{E}_{ik}^a \) and \( \mathbf{H}_{ik}^a \) in Eq. (3) can be calculated as [4]:

\[
\mathbf{E}_{ik}^a = (\mathbf{r}_{ik} \times \mathbf{M}_{ik}) I_i(\mathbf{r}_{ik}),
\]

\[
\mathbf{H}_{ik}^a = (\mathbf{r}_{ik} \times \mathbf{J}_{ik}) I_i(\mathbf{r}_{ik}),
\]

where \( \mathbf{M}_{ik} \) and \( \mathbf{J}_{ik} \) are the current densities in Eqs. (1) and (2), and \( I_i(\mathbf{r}_{ik}) \) is an integral given by:

\[
I_i(\mathbf{r}) = \int_{S_i} \frac{e^{j\mathbf{r} \cdot (\mathbf{r}_{ik} \times \mathbf{M}_{ik})}}{r} dS_i.
\]

\( \mathbf{r}_{ik} \) denotes a vector from the barycenter \( \mathbf{r}_i \) of the \( i \)-th facet to the source points on the triangular surface \( S_i \) (see Fig. 2). In the particular case that the observation point \( \mathbf{r}_{ik} \) is in the absolute far field of the whole structure, then \( \mathbf{r}_{ik} = \mathbf{r}_k \) and \( r_{ik} = r_k \) for all the values of \( i \), resulting:

\[
\mathbf{E}_{ik}^a = e^{j\mathbf{r}_k \cdot \mathbf{r}_i} (\mathbf{r}_i \times \mathbf{M}_{ik}) I_i(\mathbf{r}_k),
\]

\[
\mathbf{H}_{ik}^a = e^{j\mathbf{r}_k \cdot \mathbf{r}_i} (\mathbf{r}_i \times \mathbf{J}_{ik}) I_i(\mathbf{r}_k).
\]

The explained current distributions allow modeling with facets larger than those employed in other approaches. This fact implies a computational cost decrease in terms of both time and memory.

The integral in Eq. (6) always has an analytical solution [14]. The method for analytically solving this integral is summarized in Appendix I.

**B. Parallel algorithm**

In our parallel implementation of the MECA method, each thread computes the scattered fields \( \mathbf{E}_k^a \) in a set of observation points \( \mathbf{r}_k \), i.e., calculates all the summation terms in (3) for a range of values of \( k \). A thread is a piece of computational work that runs independently. A program is parallel if more than one thread is executed concurrently during a time interval. We have selected the implementation strategy described above, instead of using each thread to compute, for all the observation points, the scattered fields due to a set of facets. As can be seen in Fig. 3, the chosen approach ensures that the threads do not compete for writing in the memory locations which must contain the values of \( \mathbf{E}_k^a \) at the end of the parallel program. If each thread were utilized to calculate the contribution of a set of triangular patches, the runtime would be increased because some threads would have to wait to write their partial calculations of \( \mathbf{E}_k^a \) (see Fig. 3b). These delays could be avoided using private variables for each OpenMP thread in order to store the partial results and, once all the threads have finished executing, employ these partial sums to compute the total values. Nevertheless, this solution can drastically increase the memory usage.

![Fig. 3. Different strategies for implementing the parallelization of MECA.](image-url)
M = \text{floor}(nr/nth) \text{ tasks, whereas others compute } M = \text{floor}(nr/nth) + 1 \text{ tasks.}

In our parallel version of the MECA method, each thread runs two main nested for loops. The outer loop goes through each observation point (index $k$ in (3)), while the inner one goes through each facet (index $i$ in (3)).

We have chosen the OpenMP paradigm because it provides a portable application programming interface (API) for high-performance parallel programs on shared-memory platforms. In general, OpenMP has better performance on symmetric multiprocessing (SMP) systems than MPI [15]. An SMP system involves a hardware architecture where two or more identical processors are connected to a single shared main memory.

III. MEMORY-HIERARCHY-BASED OPTIMIZATION

A. Loop tiling

Different techniques can be employed to improve the use of the memory hierarchy. One of these techniques is loop tiling, whose aim is to increase the reutilization of both instructions and data stored in the cache memory. An improvement in cache data reuse reduces time spent on transferring data from the main memory to the cache and vice versa. Figure 4 and the pieces of C code in Table 1 exemplify loop tiling. The implementation of this technique is simple, and it requires adding a new for loop, external to the two original loops, as seen in Table 1.

Without loop tiling, all the corresponding inner iterations are executed at each outer iteration. On the contrary, if loop tiling is applied, only a number $\text{block\_size}$ of original inner iterations are executed per outer loop iteration, as Fig. 4 shows. Once the outer loop iterations are completed, they are executed again for the next blocks of consecutive inner iterations. In our particular case, the blocks of $\text{block\_size}$ inner iterations of a complete run of the outer loop correspond to the same facets. As a consequence, loop tiling produces reutilization of instructions and loaded cache data shared by blocks of inner iterations, thus reducing the amount of data moving between the cache and the main memory.

The value of the integer parameter $\text{block\_size}$ which minimizes the execution time must be empirically determined for a particular program and computer. If $\text{block\_size}$ is too large, each iteration of the outer loop could not fit on the cache, preventing total data reutilization and forcing additional cache loads. On the other hand, if $\text{block\_size}$ is too small, there is a certain amount of space not used in the cache for data reutilization, and this fact leads the cache memory to be unnecessarily loaded and unloaded. In order to obtain the optimal value, a set of experimental runs should be executed with a reduced amount of facets. Figure 5 presents the results of our tests for determining the optimal value of $\text{block\_size}$ when the geometry has $2 \times 10^5$ facets in the experimental context described in Section IV.

![Fig. 5. Runtime vs. block_size with $2 \times 10^5$ facets. The values of the rest of the parameters can be found in Section IV.](image)

B. Array fusion

Another memory hierarchy based optimization technique is array fusion, which consists of defining a single array of structs instead of several same-size arrays in the code. In the parallelization of MECA, we regrouped all the arrays which store information relative to the facets: magnetic/electric currents, barycenter points, etc. Let us consider that data is copied from main memory to cache, and back, in blocks of contiguous data. The elements of a struct are arranged in the memory in the same order as they are defined; hence, array fusion may lower the
total data flow from and to the cache. In our case, this technique reduces the execution time because the currents at barycenter \( i \) and the coordinates of barycenter \( i \) are used together to compute Eqs. (4), (5), (7), and (8). Figure 6 and the two pieces of data declaration code in C which appear in Table 2 illustrate array fusion.

Without array fusion, the values of the magnetic and electric currents at a particular barycenter and the vector with the coordinates of that barycenter are never stored in contiguous order in the main memory. Therefore, in this case, at least three accesses to main memory could be necessary to move the needed facet data to the cache in order to compute each term of the summation in Eq. (3). On the contrary, only one access could suffice if array fusion is used.

In our MECA parallel implementation, the array which contains the observation points cannot be grouped together with the information relative to the facets in the same array of structs. The obvious reason is that the number of observation points is generally different from the amount of facets. Moreover, for a given observation point, Eq. (3) must be computed using the information of all the facets, i.e., with array fusion, it would be necessary to define additional fields in each struct for storing the coordinates of all the required observation points. Clearly, this solution would lead to a much higher memory usage, and, what is more important, the struct so defined could not fit on the cache.

Table 1: Loop tiling implementation

<table>
<thead>
<tr>
<th>Without loop tiling:</th>
<th>With loop tiling:</th>
</tr>
</thead>
<tbody>
<tr>
<td>for (ind1=0; ind1&lt;M; ind1++) {</td>
<td>for (ind_tiling=0; ind_tiling&lt;N; ind_tiling+=block_size) {</td>
</tr>
<tr>
<td>/* THIS OUTER LOOP GOES THROUGH */</td>
<td>/* THIS OUTER LOOP GOES THROUGH */</td>
</tr>
<tr>
<td>/* EACH OBSERVATION POINT */</td>
<td>/* EACH OBSERVATION POINT */</td>
</tr>
<tr>
<td>for (ind2=0; ind2&lt;N; ind2++) {</td>
<td>for (ind2=ind_tiling; ind2&lt;MIN(ind_tiling+block_size, N); ind2++) {</td>
</tr>
<tr>
<td>/* THIS INNER LOOP GOES THROUGH EACH FACET *//...}}</td>
<td>/* THIS INNER LOOP GOES */</td>
</tr>
<tr>
<td></td>
<td>/* THRUogh EACH FACET */...}</td>
</tr>
</tbody>
</table>

Fig. 4. Execution order of the loop iterations. With loop tiling, there exists an increase in the reutilization of instructions and loaded cache data shared by blocks of inner iterations.
Table 2: Array fusion implementation

<table>
<thead>
<tr>
<th>Without array fusion:</th>
</tr>
</thead>
<tbody>
<tr>
<td>double J_Real[3<em>N], J_Imag[3</em>N], M_Real[3<em>N], M_Imag[3</em>N],</td>
</tr>
<tr>
<td>Barycenter[3*N];</td>
</tr>
<tr>
<td>// For instance, { J_Real[3<em>i+0], J_Real[3</em>i+1], J_Real[3*i+2] } are the</td>
</tr>
<tr>
<td>// 3 real Cartesian components of the electric current density at</td>
</tr>
<tr>
<td>// barycenter i&gt;=0.</td>
</tr>
<tr>
<td>// Single-dimensional arrays are used here to ensure that the 3</td>
</tr>
<tr>
<td>// components of each vector are contiguous in memory independently of</td>
</tr>
<tr>
<td>// the programming language, the compiler and the platform.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>With array fusion:</th>
</tr>
</thead>
<tbody>
<tr>
<td>struct reg{</td>
</tr>
<tr>
<td>double J_Real[3], J_Imag[3], M_Real[3], M_Imag[3], Barycenter[3];</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>struct reg v[N];</td>
</tr>
<tr>
<td>// With array fusion, for each i the following 3-element arrays are</td>
</tr>
<tr>
<td>// contiguous in memory:</td>
</tr>
<tr>
<td>// v[i].J_Real, v[i].J_Imag, v[i].M_Real, v[i].M_Imag and</td>
</tr>
<tr>
<td>// v[i].Barycenter.</td>
</tr>
</tbody>
</table>

Fig. 6. Storage order in the main memory. With array fusion, all the data relative |
| to each facet is stored contiguously.
**C. False-sharing reduction**

The cache is subdivided into cache lines which represent the minimum amount of data transferable between cache and main memory. These cache lines are organized into $C$ sets of $K$ lines, as explained in Fig. 7. The content of main memory line $X$ can only be stored in cache set $X \mod C$.

To reduce false sharing, we use the `firstprivate` clause on the OpenMP task pragma. This clause declares one or more input variables to be private to a thread, and initializes each of these variables with the value that the corresponding original variable has when the task pragma is encountered. As we have seen, the utilization of `firstprivate` in our parallel program increases the performance.

**IV. RESULTS**

The algorithm for calculating the scattered field in Eq. (3) was implemented in C using the OpenMP library. We ran our parallel algorithm on a server with two Quad-Core Intel® Xeon® processors with 6 MB of L2 cache per processor, yielding a total of eight cores, each core running at 2.66 GHz. The parameter `block_size` was set to the value 512 (the optimal value, presented in Fig. 4), the number of observation points was 722, the maximum number of facets was $5 \times 10^6$, and we used 8 threads. A square plate geometry was chosen for our performance tests. Figures 9 and 10 show the total runtime as a function of the number of facets for our parallel implementation with and without all the optimization techniques described in Section III. For comparison, these figures, also, include the total runtime for a MATLAB® single-thread version of the MECA method, i.e., a sequential program version in MATLAB®, without memory-hierarchy-based optimization techniques, executed on the same computer.
Under the experimental conditions explained above, and employing the `firstprivate` clause, Figs. 11 and 12 show the effect on the runtime of the separate use of *array fusion* and *loop tiling*.

The influence of the `firstprivate` clause is represented in Fig. 13.

The speedup so calculated, up to the number of real cores, allows inferring the scalability of our program, namely the optimal performance behavior of the program as a function of the number of cores.

If *n* threads are used in an ideal scenario with *n* cores, the runtime is reduced by a factor of *n* when compared to the runtime of one thread. The reason is that the total computational load is distributed evenly amongst the threads, and each thread is executed by a core. Then the ideal speedup is
simply speedup(n threads) = n. In a real scenario, the speedup achieved is lower due to constraints such as the effect of accessing a shared memory or the communication times between threads. In our parallel algorithm, communication between the threads is not performed, but multiple threads simultaneously access the same shared memory.

The scalability obtained through simulations is illustrated in Fig. 14, showing the experimental speedup. Looking at this figure, the excellent scalability of our parallel implementation is clear.

Finally, Figs. 15 and 16 show a comparison between the far-field results of MECA and MoM. The geometry consists of a square PEC plate whose length is 3 cm, located in the XY plane. The incident field is a plane wave polarized along the direction $\hat{\theta}$, with amplitude $1$ V/m, $f = 94$ GHz, and normal incidence on the interface.

**V. CONCLUSION**

This paper presents a parallel version of a modified PO method, known as the modified equivalent current approximation (MECA) method, valid for both PEC and dielectric objects. Our experimental results show that the computational performance of this parallel implementation is increased by applying techniques to improve the use of the memory hierarchy. These optimization techniques are simple and easy to understand, and they could be very effective in improving the programmed algorithm performance (either sequential or parallel programs) in many other methods for calculating scattered fields.
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APPENDIX I

In this appendix, we explain how to solve the integral in Eq. (6) using the procedure detailed in [14].

Let us consider a triangular flat patch as seen in Fig. 17. The triangle $i$ is defined by three points $P_1$, $P_2$, $P_3$, and $r_i$ is a reference point placed at the barycenter $(r_i = (P_1 + P_2 + P_3) / 3)$. We define $v_{mn}$ as the vector $v_{mn} = P_m - P_n$. The normal vector $\hat{n}$ of the triangle $i$ is defined such that $\hat{n} \times \mathbf{v}_{12} = \mathbf{A}_i$, as seen in Fig. 17, where $A_i$ is the area of this triangle.

![Fig. 17. Triangular patch with barycenter $r_i$ and vertices $P_1$, $P_2$ and $P_3$.](image)

A coordinate system is used with scalar variables $(u, v)$ such that any point $r''_i$ on the triangle surface can be described as:

$$r''_i = P_1 - r_i + u \cdot v_{12} + v \cdot v_{13}. \quad (9)$$

The integral (6) is then given by:

$$I_i(\hat{r}) = \int_{u=0}^{1} \int_{v=0}^{1} \mathbf{A}_i e^{rac{-\alpha \beta}{\alpha + \beta}} e^{j(\alpha u + \beta v)} dv du, \quad (10)$$

whose solution is

$$I_i(\hat{r}) = 2 \mathbf{A}_i e^{-\frac{\alpha + \beta}{3}} \left[ \frac{\alpha e^{i\beta} - \beta e^{i\alpha} + \beta - \alpha}{\alpha \beta (\alpha - \beta)} \right]. \quad (11)$$

where

$$\alpha = k_1 v_{12}(\hat{r} - \hat{p}_i), \quad (12)$$

$$\beta = k_1 v_{13}(\hat{r} - \hat{p}_i). \quad (13)$$

The expression (11) has the following singular values:

$$\alpha = 0, \beta \neq 0 \Rightarrow I_i(\hat{r}) = 2 \mathbf{A}_i e^{-\frac{\beta}{\beta^2}} 1 + j \beta - e^{i\beta}, \quad (14)$$

$$\alpha \neq 0, \beta = 0 \Rightarrow I_i(\hat{r}) = 2 \mathbf{A}_i e^{\frac{\alpha}{\alpha^2}} 1 + j \alpha - e^{i\alpha}, \quad (15)$$

$$\alpha = \beta \neq 0 \Rightarrow I_i(\hat{r}) = 2 \mathbf{A}_i e^{\frac{\alpha}{\alpha^2}} 1 - j \alpha - e^{-i\alpha}, \quad (16)$$

$$\alpha = \beta = 0 \Rightarrow I_i(\hat{r}) = \mathbf{A}_i. \quad (17)$$
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Abstract—This paper presents the analysis of circular slots leaky-wave antenna by using an iterative method based on the wave concept. The classic method has been reformulated in cylindrical coordinates in order to be adequate for the analysis of the leaky-wave antenna with fast convergence. The proposed leaky-wave antenna can be used to replace a micro-strip patch array. Numerical results are presented to illustrate the advantages of the proposed structure. A good agreement between the new wave concept iterative procedure (WCIP) method results and published data is obtained.

Index Terms—Circular patch, Hankel transform, leaky-waves, multi slits antenna, wave concept.

I. INTRODUCTION

For many years, there has been an increasing interest in microstrip leaky-wave antennas (LWAs) for their several features, which made them attractive candidates for many applications, ranging from mobile communications to phased array radar systems. They are replacing the conventional antennas in electronic scanning applications by frequency steering [1, 7].

Two-dimensional (2-D) microstrip planar antennas constitute a prime candidate for the exploration, separately, in two distinct perpendicular planes. The design of these antennas depends upon understanding the effects of patches excitation, substrate thickness, dielectric constant, and grids spacing on its scan performance. A few years ago, the use of 2-D scanning possibility both in elevation and azimuth planes was realized by additional phase-shifters in one plane and the frequency scanning in the other. This geometry was proposed in order to enhance the capabilities of 1-D uniform radiating structures by frequency changes [8, 10]. In recent years, there has been significant development in planar radiating structures for 2-D scanning features in millimetre-wave range applications, particularly in two dimensional periodic structures.

Fig. 1. Multi-slits antenna design.

The aim of this paper is to use the two-dimensional leaky-wave, which propagates outward radially along a planar surface. Among the printed antennas which can satisfy the above conditions is a series of concentric slits around a circular patch in cylindrical waveguide fed by a central ring, which maximizes the excitation of leaky-waves (See Fig. 1). Before exciting the fundamental TM0 mode of the cylindrical waveguide, an electric source independent of \( \phi \) is chosen and placed in the first slot. Thus, the various parts of the antenna are successively excited, in order to generalize leaky-
wave phenomenon in all the directions of plane with circular wave forms.

To study this structure, a new wave concept iterative procedure (WCIP) in cylindrical coordinates is used. It consists in generating a recursive relationship between a given wave source and reflected waves at the interface containing the circuit [11]. The implementation of the iterative calculation is shown to extract the scattering parameters \(S_{ij}\) and generate the radiation patterns of the new structure. It consists of generating a recursive relationship between a given source wave and reflected waves at the interface containing the circular circuit. This discontinuity plane is divided into cylindrical cells and characterized by a scattering matrix operator depending on boundary conditions. Then, a Hankel transform is used to pass from spatial to spectral domain for each iteration of the recursive process. The advantage of the use of this method of simulation is to take into account the coupling between the circular slits without making additional calculations.

II. WCIP FORMULATION

Let us consider the shielded circular circuit, assumed to be lossless, presented in Fig. 2. The air-dielectric interface (plane \(\Omega\)) is divided into cylindrical cells denoted by three subdomains corresponding to metal, dielectric and source domains. The wave concept is introduced by writing the transverse electric field \(\vec{E}_i\) and surface tangential current density \(\vec{J}_i\) in terms of incident \((\vec{B}_i)\) and reflected \((\vec{A}_i)\) waves. This leads to the following set of equations [12]:

\[
\begin{align*}
\vec{A}_i &= \frac{1}{2\sqrt{Z_{0i}}} \left( \vec{E}_i + Z_0 \vec{J}_i \right) \quad i = 1, 2 \\
\vec{B}_i &= \frac{1}{2\sqrt{Z_{0i}}} \left( \vec{E}_i - Z_0 \vec{J}_i \right) \quad i = 1, 2
\end{align*}
\]  

(1)

where \(Z_{0i} = \sqrt{\mu_0 / \varepsilon_0 \varepsilon_{ri}}\) is the characteristic impedance of region \(i\) \((i = 1, 2)\) and \(\varepsilon_{ri}\) is the relative permittivity of the region \(i\). \(\vec{J}_i\) is the surface tangential current density as \(\vec{J}_i = \vec{H}_i \times \vec{n}_i\), with \(\vec{n}_i\) a unit vector normal to the interface \(\Omega\) and \([\times]\) is the cross product operator.

\(\vec{B}_i\) and \(\vec{A}_i\) are incident and reflected waves in region \(i\) associated with the discontinuity interface \(\Omega\). The iterative process consists in establishing a recurrence relationship between waves \(\vec{B}_i\) and \(\vec{A}_i\).

In order to generate incident waves \(\vec{B}_i\) in the space domain, the circular circuit is excited by an electric planar source. Supposing that the space above the patch is equipped with cylindrical symmetry, it will be possible to consider the circular patch as a discontinuity between two half spaces that form two cylindrical guides of infinity radius.

The decomposition of the incident wave vector \(B_i(\rho,\varphi)\) on the basis of mode TE and TM of the cylindrical guide, leads us to obtain:

\[
B_i(\rho,\varphi) = \sum_{m,n} \left[ B_{mn}^{TE} f_{mn}^{TE}(\rho,\varphi) + B_{mn}^{TM} f_{mn}^{TM}(\rho,\varphi) \right],
\]  

(2)

where \(f_{mn}^\alpha\) are mode functions of cylindrical guide with \(\alpha=\{\text{TE,TM}\}\). By choosing an electric excitation source with a shape of ring with thickness \(w_s\) on the patch, the expressions of the cylindrical modes can be reduced due to fact that the electric and magnetic fields in the plane \(\Omega\) are independent of \(\varphi\). Thus, the radial component of electromagnetic TM mode is only excited.

By replacing \(f_{mn}^{TM}\) by their expressions of mode, we obtain the magnitude of TM mode:

\[
B_{i,mm}^{TM} = -\frac{1}{\sqrt{\pi}} k_r \left( J'_n (k_r \rho) \right) B_{i,\rho}(m,n),
\]  

(3)

where \(k_r\) is the radial wave number and \(J'_n\) is the derivative of the Bessel function.
The scalar product in (3) becomes then:

\[
    \left\langle J_n(k_\rho \rho) \right| B_{r,n}(m,n) \right\rangle = \int_0^R B_{r,n}(m,n) J_n(k_\rho \rho) \rho d \rho.
\]

(4)

By using the recurrent relation of Bessel functions of integer order, the integral in equation (4) can be written as a Hankel transform [13, 14]. This transform enables us to move from space domain to the spectral domain.

As far as separable geometry is concerned, the set of functions associated with both TE and TM transverse electric field provides a complete set of orthogonal basis functions suitable to expand electric fields in the boxed structure as [15]:

\[
    E_T(\rho, \phi) = \sum_{\alpha, m, n} e_{\alpha} f_{\alpha}(\rho, \phi).
\]

(5)

The tangential current density is expressed as:

\[
    J_T(\rho, \phi) = \sum_{\alpha, m, n} e_{\alpha} Y_{\alpha}(\rho, \phi).
\]

(6)

The expressions (5) and (6) support the expansions in the spectral domain of the integral operator \( \hat{Y} \) defined as:

\[
    \hat{J} = \hat{Y} \hat{E}
\]

\[
    \hat{Y} = \sum_{\alpha, m, n} \left| f_{\alpha} Y_{\alpha} \right| (f_{\alpha}').
\]

(7)

Hence, from definition (1), the waves can be expanded on the same set of basis functions of the tangential fields and the \( \hat{Y} \) operator such that:

\[
    \hat{A}_{i}^{\alpha} = \hat{Y}_{i} \hat{B}_{i}^{\alpha},
\]

(8)

where \( i = 1, 2 \) refers to the sides of interface \( \Omega \). Thus, \( \hat{Y}_{i} \) has the general form:

\[
    \hat{Y}_{i} = \sum_{m, n} \left| f_{mn} \right| Y_{mn} \left( f_{mn} \right)'.
\]

(9)

Applying \( \hat{Y} \) simply consists in multiplying the modal amplitude of the waves by the corresponding numbers \( \hat{Y}^{TE}_{i} \) and \( \hat{Y}^{TM}_{i} \) in (11), such that:

\[
    \hat{Y}_{i} = \frac{1 - Z_{0i} Y_{i, mn}^{\alpha}}{1 + Z_{0i} Y_{i, mn}^{\alpha}}
\]

(10)

where \( Y_{i, mn}^{\alpha} \) is defined in Table 1, \( k_i^2 = \omega^2 e_i \mu_i / \mu_0 \), \( \gamma^2 = k_i^2 - k_\rho^2 \) and \( Y_i = \sqrt{e_0 e_i / \mu_0} \) is the admittance of each domain.

Table 1: Mode admittance expressions of a uniform waveguide

<table>
<thead>
<tr>
<th>Infinite guide</th>
<th>TE mode</th>
<th>TM mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guide short circuited at distance ( h )</td>
<td>- ( jY_{i} \gamma / k_{r} )</td>
<td>- ( jY_{i} k_{r} / \gamma )</td>
</tr>
<tr>
<td>Guide short circuited at distance ( h )</td>
<td>- ( jY_{i} \gamma \coth(\gamma h) / k_{r} )</td>
<td>- ( jY_{i} k_{r} \coth(\gamma h) / \gamma )</td>
</tr>
</tbody>
</table>

The spectral wave \( \hat{B}_{i}^{TM} \) is reflected in each domain by the \( \hat{Y} \) operator to give the reflected wave \( \hat{A}_{i}^{TM} \):

\[
    \hat{A}_{i}^{TM} = \hat{Y}_{i} \hat{B}_{i}^{TM}.
\]

(11)

To return to the spatial domain, an inverse Hankel transform must be used:

\[
    \hat{A}_{i, \rho} = \mathcal{H}^{-1} \{ \hat{A}_{i}^{TM} \}.
\]

(12)

The wave \( \hat{A}_{i, \rho} \) is scattered in interface plane \( \Omega \) by \( \Gamma_{\Omega} \) factor [16, 17] in order to constitute the incident wave \( \hat{B}_{i} \) for the next iteration:

\[
    \hat{B}_{i} = \Gamma_{\Omega} \hat{A}_{i} + \hat{B}_{0},
\]

(13)

where \( \hat{B}_{0} \) is source excitation.

The implementation of the iterative procedure consists in establishing a recurrent relationship between each side of the interface (discontinuity). By using the boundary conditions in spatial domain (13) and reflection in the spectral domain (11) the following relationships can be obtained:

\[
    \hat{B}_{i}^{(k)} = \Gamma_{\Omega} \hat{A}_{i}^{(k-1)} + \hat{B}_{0}^{(0)}
\]

(14)

\[
    \hat{A}_{i}^{(k)} = \Gamma_{\Omega} \hat{B}_{i}^{(k)}
\]

(15)

where \( i \) is the index media, \( k \) is the number of iterations. The iterative process is stopped when the electric field and the current density converge. So, the main characteristics of the circuit can be extracted. Once convergence is achieved, the \( \hat{B} \) and \( \hat{A} \) waves are expressed in spatial domain and the electric field and current density can be determined at the interface plane \( \Omega \). It is done using the equations in (1).
\[
\vec{E}_i = \sqrt{Z_{0i}}(\vec{A}_i + \vec{B}_i)
\]
(16)
\[
\vec{J}_i = \frac{1}{\sqrt{Z_{0i}}}(\vec{A}_i - \vec{B}_i).
\]
(17)

The algorithm of the iterative process is shown by Fig. 3. In order to implement this process, the FORTRAN language is used.

Fig. 3. The WCIP algorithm.

### III. VALIDATION OF WCIP METHOD

The presented formulation was implemented in FORTRAN code. To demonstrate the effectiveness of the method, circular patch antenna has been considered (See Fig. 4).

Figure 5 shows the \( S_{11} \) and real and imaginary parts of \( Z_{in} \) convergence at 6.6 GHz for the structure given by Fig. 4 for a radius patch equal to 7.0 mm. Figure 6 shows the simulated resonant frequency obtained for the space wave against radius \( R \) compared to the published data [18]. Thus, a good agreement between simulated and published data is observed.

Fig. 4. Configuration of the circular patch: (I) excitation ring, (II) circular patch, (III) dielectric, (IV) ground plane.

Fig. 5. \( S_{11} \) and \( Z_{in} \) convergence versus iterations number at 6.6GHz.

Fig. 6. The variation of resonance frequency \( f \) simulated for space wave against \( R \) compared to those published.
To validate the WCIP in cylindrical coordinate, the Q-factor of surface wave has been simulated versus the height of substrate (Fig. 7) and the radius of the patch (Fig. 8) for two different values of $\varepsilon_r$ and compared to published data [18]. The accuracy of these figures explains that the addition of the tangential electric field and density of current given by magnetic and electric walls is necessary. We denote by $E_{ma}$ and $E_{el}$ the fields given by magnetic and electric walls situated at large value of $r$ approximately equal to $5\lambda_g$. The total field is given by:

$$E_{tot} = E_{ma} - jE_{el} = \cos(k_0r) - j\sin(k_0r) = \exp(jk_0r).$$

![Fig. 7. The variation of Q-factor of surface wave with $h$ for two different $\varepsilon_r$ and $R = 7\text{mm}$.](image7)

![Fig. 8. The variation of Q-factor of surface wave with $R$ for two different $\varepsilon_r$ and $h = 1.27\text{mm}$.](image8)

**IV. ANTENNA DESIGN**

The structure proposed in this work is an antenna of low profile. Fig. 1 illustrates the circular microstrip patch antenna, which incorporates annular slits. This new design is fed by a circular ring. The circular patch of radius $R$ is mounted on a substrate of thickness $h$ and with a dielectric constant $\varepsilon_r$. The feed ring of width $w_s$ is located at a distance $r_s$ from the centre of the patch. The annular slits are situated concentrically around the central circular patch. The distance $r$ between the slits is chosen when the derivative Bessel function $J'_0$ is in its maximum. The interface $\Omega$ is sampling in $340 \times 40$ polar pixels (radial direction by 340 and azimuth direction by 40).

When this antenna is excited by an electric source, that is independent of the variable $\varphi$, the radial component of TM$_0$ mode is only excited. In each slit exists an electric field which is created by the leaky-wave. These fields give rise to a radiated field. This one is identical to an array antenna patch when it is excited by a feeder network. Thus, each patch creates a far field in space. The advantage of our antenna is the use of only one source instead of a network. Also, the condition of spacing between the slits is not necessarily $\lambda_\varphi/2$. Thus, the shape of the proposed antenna is more compact.

First, we study an antenna with a central ring (that represents the source) and an annular slit to validate the WCIP method of simulation. This antenna is mounted on a substrate of thickness $h = 2.0\text{mm}$ and with a permittivity $\varepsilon_r = 4.25$. This one is fed by the central ring having an interior radius $r_0 = 0.5\text{cm}$ and a width $w_s = 1.0\text{mm}$. The annular slit has a width $w = 1.0\text{mm}$ and an interior radius 1.0 cm. The distance between the central ring and the slit that surrounds it is $r = 2.0\text{mm}$. The $r$ distance is chosen in a way that the derivative Bessel function $J'_0$ reaches its first maximum. Both the boundary of the domain that is a perfectly cylindrical conductor and the radius of patch have $6.0\text{cm}$ of radius.

In order to demonstrate the validity and the advantages of the iterative approach, a program implanted with a symbolic calculation with FORTRAN language is developed. Figure 9 represents the distribution of the electric field on the plane $\Omega$ at the resonance frequency. We notice the appearance of the electric field in the slit, which is due to the leaky-wave.
The return loss parameter is extracted in Fig. 10. The resonance frequency of this antenna is located at 7.55 GHz. For each frequency, the WCIP process consumes 13 seconds but the ADS software consumes 19 seconds and the HFSS software 20 seconds. All these tests are done with the same computer characteristics. Moreover, the time of calculation is less than the one using a conventional technique.

In Fig. 11, the real and imaginary parts of input impedance of this antenna with two slits are represented. The real part of impedance is 50 ohm and the imaginary part is around 0 at the resonance frequency, this shows that our antenna is resonating.

V. RADIATION PATTERNS

To calculate the radiated field by multi-slits antenna, each slit can be represented as a magnetic loop of current [19]. Each loop creates a far field $E_{rad}^k$ where $k$ designs the index of slits. The total field radiated by our antenna ($E_{rad}^t$) is the sum of the fields radiated by each loop of current:

$$E_{rad}^t = \sum_{k=1}^{N_s} E_{rad}^k,$$  \hspace{1cm} (19)

where $N_s$ is the number of slits. The centre of the slits defines the origin of the reference mark. As the antenna has symmetry of revolution, the magnetic current is expressed with Fourier series:

$$M^k(\rho, \varphi) = \sum_{n=-\infty}^{\infty} \left( M^k_\rho(\rho, n\varphi) \hat{\rho} + M^k_\varphi(\rho, n\varphi) \hat{\varphi} \right) e^{jn\varphi}. \hspace{1cm} (20)$$

It is the same for the far electric field, given by:

$$E_{\rho}^t(\theta, \varphi) = -k\Psi(r_z) \sum_{n=-\infty}^{\infty} j^n e^{j\varphi} \left[ jC_{\rho,\rho}^t(\theta, n) + C_{\rho,\varphi}^t(\theta, n) \right]$$  \hspace{1cm} (21)

$$E_{\varphi}^t(\theta, \varphi) = k\Psi(r_z) \cos(\theta) \sum_{n=-\infty}^{\infty} j^n e^{j\varphi} \left[ C_{\varphi,\rho}^t(\theta, n) - jC_{\varphi,\varphi}^t(\theta, n) \right]$$  \hspace{1cm} (22)

with

$$\Psi(r_z) = \frac{e^{-j\chi_0}}{r_z}.$$  

$$C_{\rho,\rho}^t(\theta, n) = \int M^k_\rho(\rho; n) \frac{nJ_\rho(k\rho \sin \theta)}{k\rho \sin \theta} \rho d\rho$$  \hspace{1cm} (23)

$$C_{\rho,\varphi}^t(\theta, n) = \int M^k_\varphi(\rho; n) J'_\varphi(k\rho \sin \theta) \rho d\rho$$  \hspace{1cm} (24)

$$C_{\varphi,\rho}^t(\theta, n) = \int M^k_\varphi(\rho; n) J'_\rho(k\rho \sin \theta) \rho d\rho$$  \hspace{1cm} (25)

$$C_{\varphi,\varphi}^t(\theta, n) = \int M^k_\varphi(\rho; n) \frac{nJ_\varphi(k\rho \sin \theta)}{k\rho \sin \theta} \rho d\rho$$  \hspace{1cm} (26)
The simulated radiation patterns at the resonance frequency are given by Fig. 12.

\[
C_{\phi, \rho}^k(\theta; n) = \int_{\rho - \frac{n}{2}}^{\rho + \frac{n}{2}} \frac{M_{\phi}(\rho; n)J'_n(k\rho \sin \theta)}{k\rho \sin \theta} \rho d\rho 
\]

The simulated radiation patterns at the resonance frequency are given by Fig. 12.

![Fig. 12. The radiation patterns at frequency 7.55 GHz. (The numbers in the figure represent the number of slits on the patch.)](image)

Fig. 12. The radiation patterns at frequency 7.55 GHz. (The numbers in the figure represent the number of slits on the patch.)

The directivity of the proposed antenna is improved by addition of one slit in the circular disc. The beam width to -3dB is reduced by 5 degrees if we add one slit in this circular patch. That is, due to the surface waves which were excited by the source that an electric field in the second slit taking part in the radiation can be seen. This is equivalent to an antenna array with two patches. To improve the directivity in a considerable way, it is necessary to increase the number of slits. These slits are outdistanced by \( r \) distance between them such as the derivative Bessel function \( J'_0 \) which reaches its maximums on each slit. The radiated field at \( \phi = 0 \) is usually equal to zero for any number of slits. This is due to the symmetry of this antenna. The study of coupling between the slits is not necessary since the new WCIP method as electromagnetic simulator is used. The advantage of this method is to take into account the coupling between the cells, which constitutes the interface plane \( \Omega \) where the circular antenna with slits is put.

According to Fig. 13, the 3dB radiation ranges from 90 degree of circular patch to between 30 and 60 degree for a structure with slits. Thus, the band increases with the number of slits. In Table 2, the reduction of the beam width to -3dB of the antenna with slits compared with circular patch is shown.

![Fig. 13. The radiation patterns at frequency 7.55GHz of different number of slits. (The numbers in the figure represent the number of slits on the patch.)](image)

Table 2: Beam width reduction

<table>
<thead>
<tr>
<th>Number of slits</th>
<th>Beam width reduction (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 slits</td>
<td>5°</td>
</tr>
<tr>
<td>3 slits</td>
<td>23°</td>
</tr>
<tr>
<td>4 slits</td>
<td>31°</td>
</tr>
<tr>
<td>5 slits</td>
<td>36°</td>
</tr>
<tr>
<td>6 slits</td>
<td>38°</td>
</tr>
</tbody>
</table>

We notice that if we have more than six slits, the reduction of the beam width will not be significant any more. So, we can limit ourselves to an antenna with six slits.

**VI. CONCLUSION**

In this paper, the formulation and the implementation of a new iterative method based on the concept of waves is presented to study a new leaky-wave antenna with circular shape containing a number of concentric slits around a circular patch, which can be used for broadcast applications. It is demonstrated that this antenna can play the part of an array antenna if we increase the number of slits in
the structure. The advantage of this new antenna is its compact form and facility of realization. Numerical results have been obtained with reduced CPU time because of the Hankel transformation used in the iterative method. A good agreement between our results and published data is obtained.
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Abstract - This paper presents a thorough investigation on the use of parasitic patch as an effective secondary radiator to suppress mutual coupling and improve the gain of a microstrip array. The measured results show that the proposed parasitic patch placed halfway between elements in the $E$-plane of two-element array not only suppresses mutual coupling by 7.3dB, but, also, improves the gain by 1.6dB. By further simulation and comparison, the results indicate the proposed parasitic patch is quite suitable for application into the high-density microstrip arrays.

Index Terms - Gain improvement, microstrip array, mutual coupling reduction, parasitic patch.

I. INTRODUCTION

Microstrip arrays are used extensively due to their many attractive features, including low profile, light weight, and convenience for integrating with microwave monolithic integrated circuit (MMIC) technologies. Despite the above important advantages over other conventional antennas, there are some drawbacks which have prevented practical applications. One of the most severe problems is that, when the substrate with high dielectric constant is selected, the strong mutual coupling is accordingly incurred in virtue of the pronounced surface wave excitation [1-3]. To suppress unwanted surface wave, lots of methods are presented, such as loading electromagnetic band-gap (EBG) structures [4], mu-negative (MNG) metamaterials [5, 6], and defected ground structures (DGSs) [7]. However, they take on some inherent defects in applications. EBG needs complicated and high-cost design, and takes too much spacing; MNG metamaterials are of narrowband and little mechanical robustness; DGSs lead to inevitable strong backward radiation through the notched ground.

In this paper, the parasitic antenna of the same dimensions is proposed, and it is etched halfway between the two $E$-coupled microstrip antennas as a simple and effective way to suppress surface wave and improve the whole gain, due to its “secondary radiation” property.

II. USING PARASITIC PATCH TO SUPPRESS MUTUAL COUPLING AND IMPROVE GAIN OF THE WHOLE ARRAY

The comprehensive studies related to the mutual coupling between adjacent microstrip antennas exist [8]. In a standard array configuration with a high permittivity substrate, the surface waves dominate and the coupling between elements in the $E$-plane orientation is greater than that in the $H$-plane [7]. Therefore, mutual coupling suppression between the $E$-plane-coupled elements is only investigated to validate the performance of the proposed parasitic antenna in Fig. 1. The parasitic antenna has the same dimensions of the two active antennas, and it is loaded halfway in the traditional probe-fed microstrip array, with the interelement spacing approximately three quarters of wavelength in free space.

The antenna arrays presented in this paper are all simulated using Ansoft HFSS [9], an electromagnetic simulator based on finite element method (FEM). Together with simulated results, the experimentally measured results of the array in Fig. 1 are entirely shown in Figs. 2 and 3. Because of strong surface waves, the mutual coupling ($S_{21}$) of -13.9dB in traditional array at the center resonant frequency 6.06GHz is observed in Fig. 2(a), which is in good agreement with the aforementioned analysis in Section I. When the parasitic patch of the same dimensions is etched halfway between the two elements as a secondary radiator in the $E$-plane, the mutual coupling drops to -21.2dB (7.3dB reduction) at the center.
Fig. 1. Geometry of a two-element array with parasitic patch; the patches: $L = L_1 = 6.6\, \text{mm}$, $W = W_1 = 6.7\, \text{mm}$, the distance of the two active patches: $D = 36\, \text{mm}$, the two probe-fed positions: $D_1 = 4.2\, \text{mm}$, the substrate $(a \times b = 140\, \text{mm} \times 70\, \text{mm})$ with the dielectric constant $\varepsilon_r = 10.2$ has the height $= 2\, \text{mm}$. (a) dimensions in details, (b) fabricated antenna array.

Resonant frequency 6.09 GHz in Fig. 2 (b). It is noticed that, due to the additional intercoupling between the active elements and parasitic element, there is a slight drift of the center resonant frequency occurrence (0.03 GHz shifting).

The far-field radiation performance is also experimentally measured and compared as shown in Fig. 3. The side lobe drops distinctly and the gain pattern becomes smooth with no apparent ripples in comparison with that of the reference array [7], especially in the $E$-plane. As a secondary radiator, a certain surface wave constrained within substrate is radiated into front free space, which improves the whole array peak gain of radiation pattern in the front from 7.9 dBi to 9.5 dBi.

Fig. 2. Simulated and measured scattering parameters of the traditional array and parasitic patch loaded array. (a) traditional array, (b) parasitic patch loaded array.
III. RESULTS AND ANALYSIS

To analyze the electromagnetic characteristics of parasitic patch, the surface current distribution on the upper surface of the three identical patches at the center resonant frequency 6.09GHz is, also, simulated, and the sketch is drawn in Fig. 4. It is shown that when the two $E$-coupled antennas are excited with the same phases and magnitudes, the current on parasitic patch is synchronously induced, which is regularly polarized on the surface in accordance with that on the active patches. Certain EM energy could radiate through the parasitic patch and much more energy is guided upwards into free space by comparing traditional array and the array with parasitic patch as shown in Fig. 5. It is in good agreement with the measured results in Fig. 3, which improves the main lobe gain. In details, the near-field illumination created by the proposed parasitic-patch-loaded array is more uniform than the traditional two-element array, and it has cosine-shaped illumination amplitude shown in Fig. 4. Surface current distribution on all patches at resonance frequency.

Fig. 3. Experimentally measured gain patterns of the traditional array and parasitic patch loaded array. (a) $E$-plane, (b) $H$-plane.

Fig. 5. Simulated Poynting vector distribution in $E$-plane of the two-element array and corresponding amplified $E$-field distribution images (I and II) in the middle places. (a) traditional array, (b) the array with parasitic patch.

Fig. 5(b), in opposition to the illumination in Fig. 5(a), which clearly shows some peaks in the Poynting vector amplitude. Therefore, the radiation diagram of the proposed parasitic-patch-loaded array has higher directivity (due to the fact that more uniform illumination creates a larger effective radiating aperture) and lower sidelobe level (as the cosine tapered amplitude illumination reduces diffraction at the edges of the patch), as it can be seen in the $E$-plane gain patterns shown in Fig. 3(a).

Furthermore, the current on the parasitic patch (in Fig. 4) is induced by surface wave in the substrate. It could be verified by comparing two amplified images in Fig. 5. The $E$-field of surface wave in the amplified image I is weak and homogeneous in the substrate. On the contrary, when the parasitic patch is loaded halfway, the $E$-field in the amplified image II is much stronger in the substrate. Besides, the $E$-field on the two sides of the parasitic patch is polarized in opposite phase, which demonstrates that the surface wave gives rise to parasitic patch resonance as two other active patches (Fig. 4). Accordingly, the parasitic patch acts as an energy director, and it guides the majority of the surface wave energy from the substrate into the front space so that the surface wave in the substrate degrades sharply. The reduction of surface wave interaction between the two active elements consequently incurs mutual coupling suppression (Fig. 2). Moreover, we add another probe-fed under the parasitic patch to excite it with the same phase. The simulation result demonstrates that the peak gain reaches 8.67dBi (which is lower than the array with
parasitic patch in Fig. 1), and the mutual coupling between two elements at the edges is -15.7dB (slight mutual coupling reduction 1.8dB). It is seen that the active patch exhibits much poorer performance in comparison with the parasitic one.

It can be seen that the parasitic patch has two functions: mutual coupling suppression and gain improvement. In contrast of the aforementioned inherent defects (methods of EBG, mu-negative metamaterials, and DGS loading), this method, conquering the above problems, exhibits particular properties when the elements in array are placed in high density.

![Fig. 6. The mutual coupling coefficient (S21) against the length of parasitic patch L1.](image)

The dimensions of the parasitic patch are thoroughly simulated and compared in Figs. 6 and 7. Figure 6 gives the relationship between the mutual coupling S21 and the length of the parasitic patch when the width is fixed to 6.7mm. The results indicate when its length changes, the mutual coupling changes accordingly. Especially when \( L_1 = L = 6.6\text{mm} \) is chosen, the best mutual coupling suppression (S21= -21.3dB) is attained. Similarly, the mutual coupling, also, alters with variation of the parasitic patch width, and \( W_1 = W = 6.7\text{mm} \) is the most suitable value for mutual coupling reduction, on the premise of the fixed length 6.6mm, shown in Fig. 7. It can be seen that the parasitic patch can be utilized as a radiating patch operating at 6.09GHz. However, the best choice is the use of ordinary parasitic patch of the same dimensions as the radiating elements.

Moreover, the performance of the parasitic patch in mutual coupling suppression is further analyzed in Fig. 8. In order to validate its predominant capability, the results of traditional array are also listed in Fig. 8. When the elements are high-density placed in the \( E \)-plane with the variation of interelement distance between 0.5\( \lambda_0 \) and \( \lambda_0 \) (where \( \lambda_0 \) is the wavelength in free space at the operation frequency), the mutual coupling drops markedly (5-10dB), compared with the reference array. Thus, it is quite suitable to be utilized in a high density microstrip array application.

![Fig. 8. The mutual coupling coefficient (S21) against distance between two active elements in \( E \)-plane.](image)

**IV. CONCLUSIONS**

A simple and effective method to suppress mutual coupling is presented in this paper. The arrays with and without parasitic patch are measured and compared, respectively. The results demonstrate that the compact parasitic patch can suppress mutual coupling by 7.3dB, and improve the gain of the array by 1.6dB in a two-element array.
array. With the assistance of simulation analysis, the proposed parasitic patch with the same dimensions as the active elements is quite available to apply into high density microstrip array to suppress mutual coupling and improve the whole array radiation performance. In addition, due to low mutual coupling performance and simple configuration of the proposed parasitic patch, it can be a candidate for conformal phased array applications.
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Abstract — A new practical approach is proposed to the response sensitivity analysis of high-frequency structures modeled with the method of moments. The response sensitivities are calculated with the self-adjoint approach and discrete shape perturbations on the method of moments grids. The approach requires certain computational effort as a pre-process. This effort is due to building a global system matrix that covers all possible geometrical variations which may arise during design optimization. The technique is illustrated through the sensitivity analysis of the input impedance of a Yagi-Uda array and a printed patch antenna. The computed sensitivities are validated by comparing with the central finite-difference estimates at the response level.

Index Terms — Antenna analysis, frequency-domain, response sensitivity analysis, self-adjoint.

I. INTRODUCTION

The purpose of response sensitivity analysis is to evaluate the sensitivity of the responses of a system to its design parameters. The response sensitivity is represented by the response gradient in the design-parameter space. In high-frequency structure analysis, the design parameters typically describe the geometry and the electromagnetic (EM) properties of the involved materials.

The system response may be defined as: 1) a distributed response represented by the state variables such as current or field distributions; 2) a set of engineering parameters describing the structure’s performance such as S- or Z-parameters; and 3) a single scalar function, which represents a global performance measure, such as the objective function in an optimization problem.

The sensitivity information is crucial in gradient based optimization. In this paper, we propose a new technique using method of moments (MoM) grids and the respective current solutions to perform the sensitivity analysis and to carry out gradient optimization.

Our technique is based on the adjoint variable method (AVM). The AVM offers an efficient approach to the design sensitivity analysis of problems of high complexity where the number of state variables is much greater than the number of the required response derivatives [1-10].

Approaches to the sensitivity analysis with the MoM have been developed before [11-13]. There, the analytical formulation of the system matrix derivatives is abandoned as it is impractical for a general sensitivity solver. Instead, the derivatives of the system matrix are estimated with finite differences or the Broyden update. With these approaches, however, the computational speed is still limited due to the following factors: (a) the need to actually compute the perturbed system matrices, and/or (b) the need to perform an adjoint-system analysis, which means one additional full-wave simulation.

A general self-adjoint approach to the sensitivity analysis of network parameters was formulated in [15, 16]. It requires neither an adjoint problem nor analytical system matrix derivatives. An application to the sensitivity analysis of S-parameters with the MoM is considered. However, the approach has three drawbacks. First, the computational overhead of the sensitivity is still significant due to the additional matrix fills for the n perturbed structures. These n matrices are needed to carry out the forward finite differencing of the system.
matrices. Second with commercial software, users can only have access to the system matrices after they are written on the disk. The time needed to export \( n+1 \) large dense system matrices in every iteration (one system matrix for the nominal structure and \( n \) system matrices for the perturbed structures) may be significant. Finally, a special mesh control has to be enforced when perturbing the design variables. This is difficult to implement with most existing commercial MoM solvers.

Here, we propose a new self-adjoint sensitivity analysis (SASA) technique with the MoM solutions. This technique uses discrete perturbations of the optimizable shape parameters on a pre-determined MoM grid. The purpose is to aid gradient-based optimization of antenna structures. A global system matrix is calculated only once at the beginning of the analysis. This system matrix covers the whole range of structures (in MoM, these are metallic surfaces), which could be considered during the design optimization. The system matrix of any particular structure arising during optimization is assembled by disabling the elements of the global system matrix corresponding to segments or surfaces which are not metalized.

Take a planar patch antenna as an example. The global system matrix is built for a sufficiently large area, which is discretized into a predetermined number of rectangular subsections. Every structure that is smaller than this large area can be represented by a proper selection of subsections. The patches of the small structure are simply a sub-set of the patches of the large area.

The advantage of the technique is that it accelerates not only the response sensitivity analysis but also the optimization procedure. This is due to the fact that the global matrix is used to assemble quickly not only the perturbed-structure system matrices needed in sensitivity analysis but also the system matrices for all iterates during the optimization.

In Section II, we state the basics of the self-adjoint sensitivity analysis. In Section III, we introduce the discrete perturbation technique on MoM grids. The application of the approach to the sensitivity analysis of a wire array and a printed patch are presented in Section IV. An example of optimizing a printed patch is given in Section V together with comparisons with conventional optimization. The implications and significance of this work are briefly discussed in the conclusions.

### II. SELF-ADJOINT SENSITIVITY ANALYSIS

Using the MoM notations, a linear EM system is represented by

\[
Z(x)I = V .
\]

Here, \( x = [x_1 \ldots x_n]^T \) is the vector of design parameters; \( Z \) is the system matrix whose complex coefficients depend on the geometry and the materials; \( I = [I_1 \ldots I_m]^T \) is the solution provided by the MoM solver at the nominal design; and \( V \) is the excitation vector.

We define a general response function \( f(x,\hat{I}(x)) \) at the current solution \( \hat{I} \) of (1) with respect to the design parameter \( x \). The objective of the sensitivity analysis is to obtain the gradient of the system response, i.e.,

\[
\nabla_x f, \text{ subject to } ZI = V ,
\]

where \( \nabla_x f \) is the row operator

\[
\nabla_x = \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_n}.
\]

Assuming that the \( Z \) matrix is not singular, \( \nabla_x I \) is obtained from (1) as

\[
\nabla_x I = Z^{-1}[\nabla_x V - \nabla_x (Z\hat{I})].
\]

The response gradient \( \nabla_x f \) of (2) can be written as

\[
\nabla_x f = \nabla_x^* f + \nabla_f \cdot \nabla_x I ,
\]

where \( \nabla_f \) is a row operator analogous to \( \nabla_x \) in (3). The gradient \( \nabla_x^* f \) represents the explicit dependence of \( f(x,\hat{I}(x)) \) on \( x \). Substituting (4) into (5) leads to

\[
\nabla_x f = \nabla_x^* f + \hat{I}^T[\nabla_x V - \nabla_x (Z\hat{I})].
\]

The adjoint vector \( \hat{I} \) is the solution to
Discretization of a wire antenna array: (a) the large library structure; (b) the new structure as a sub-set of the library structure. Segments shown with thick line correspond to metal and those shown with dash line correspond to air.

\[ Z = \frac{\partial Z}{\partial x_i}, \quad i = 1, \ldots, n. \]  

The matrix derivatives can be obtained by central finite differences (CFD) as

\[ \frac{\partial Z}{\partial x_i} = \frac{Z(x_i + \Delta x_i) - Z(x_i - \Delta x_i)}{2\Delta x_i}, \quad i = 1, \ldots, n. \]  

The shape parameter perturbations \( \Delta x_i \) are equal to the respective segment size in the MoM discrete grid. This is explained in detail in Section III.

The adjoint current \( \hat{I} \) is the solution to (7). With the self-adjoint approach, we do not need to solve (7), which would be as computationally demanding as solving (1). From (1) and (7), we see that if the system matrix is symmetric, \( Z = Z^T \), and the excitation vectors \( V \) and \( \hat{V} \) fulfill

\[ \hat{V} = cV, \]  

therefore

\[ \hat{I} = cI. \]  

Here, \( c \) is a complex number called the self-adjoint constant. The adjoint simulation is thus avoided. In the case of an antenna input impedance (a response of interest here), the self adjoint constant is [15]

\[ c = -I_{in}^2 \]  

where \( I_{in} \) is the current at the feed point of the antenna.

III. DISCRETE PERTURBATION WITH THE METHOD OF MOMENTS

Here, we propose a method for system analysis, which is particularly suitable for design optimization. It is based on deriving a complete set of mutual-coupling coefficients \( Z_{i,j} \) (\( i, j = 1, \ldots, N_{\text{max}} \)), for all possible metallic segments of the antenna structure. This approach reduces the computational load associated with building the system matrices of the optimized structures during the iterative process. It is particularly advantageous in response sensitivity analysis as discussed next.
A sufficiently large structure is built which covers all the possible metallic segments that may be used in the structures arising during the optimization or sensitivity analysis. Its system matrix is referred to as library matrix $\mathbf{Z}_{lb}$. Any new structure can be viewed as a sub-set of the library structure. Also, each new system matrix $\mathbf{Z}$ can be obtained by switching off the corresponding elements of $\mathbf{Z}_{lb}$ and filling the respective rows and columns with zeros. Take a $K$-element Yagi-Uda array, as an example. We first choose a suitable segment length $\delta$ and discretize each wire into $M$ segments as shown in Fig. 1 (a). Thus, $\mathbf{Z}_{lb}$ has the dimension of $N_{\text{max}} \times N_{\text{max}}$ ($N_{\text{max}} = K \cdot M$). The new structure has its segments with indices $i_1, i_2, \ldots, i_k$ de-metalized. These segments are shown with a dash line in Fig. 1 (b). The new system matrix is obtained by switching off all the corresponding matrix elements in $\mathbf{Z}_{lb}$, i.e., all matrix elements with subscripts containing $i_1, i_2, \ldots, i_k$ are set to zero.

In order to perform the sensitivity calculation in (9), we need to obtain $\mathbf{Z}(\Delta x_i + \Delta x_i)$ and $\mathbf{Z}(\Delta x_i - \Delta x_i)$. These are the system matrices of the perturbed antenna structures where the $i$th parameter is perturbed in the forward and backward directions. Each one of these perturbed-structure $\mathbf{Z}$ matrices is obtained from $\mathbf{Z}_{lb}$ by switching off “air” segments. Note that all shape parameters are thus constrained to a large but finite set of segment combinations. A typical perturbation $\Delta x_i$ is equal to one segment length $\delta$ (on a uniform MoM grid).

**Table 1: Nominal design parameters of the Yagi-Uda antenna**

<table>
<thead>
<tr>
<th>Design parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_0 / \lambda$</td>
<td>0.386</td>
</tr>
<tr>
<td>$L_2 / \lambda$</td>
<td>0.426</td>
</tr>
<tr>
<td>$L_2 / \lambda$</td>
<td>0.604</td>
</tr>
<tr>
<td>$s_d / \lambda$</td>
<td>0.340</td>
</tr>
<tr>
<td>$s_{rd} / \lambda$</td>
<td>0.320</td>
</tr>
<tr>
<td>$s_r / \lambda$</td>
<td>0.050</td>
</tr>
<tr>
<td>$a / \lambda$</td>
<td>0.003</td>
</tr>
</tbody>
</table>

**Fig. 2.** Six-element Yagi-Uda antenna.

**Fig. 3.** Sensitivity of the input impedance of the Yagi-Uda antenna with respect to the normalized length of the driving element: (a) resistance derivative; (b) reactance derivative.
Fig. 4. Sensitivity of the input impedance of the Yagi-Uda antenna with respect to the distance between the driving element and the reflector: (a) resistance derivative; (b) reactance derivative.

IV. VALIDATION EXAMPLES FOR THE SENSITIVITY ANALYSIS WITH THE MOM

We use a six-element Yagi-Uda array and a printed patch to illustrate the SASA of the input impedance of the two antennas.

A. Sensitivity analysis of a Yagi-Uda array

The size of the library structure in this example is determined by two factors. First, the length of each wire element in the library structure needs to be sufficiently long in order to cover the whole range of lengths allowed in the optimization and needed by the sensitivity analysis. We fix the lengths of all six wire elements to $L = \lambda$, with a radius $a = 0.003 \lambda$. Each wire element is discretized into $M = 101$ segments. The segment length is thus $\delta = \lambda / M = \lambda / 101$. Second in order to perform the sensitivity analysis and optimize with respect to the separation distance between the driving element and the reflector, we assign $K_p = 9$ positions at which the reflector can be positioned. These are shown in Fig. 2 with dash lines. The total number of wire elements in the library structure is thus $K_{lib} = K + K_p - 1 = 14$. Therefore, the size of $Z_{lib}$ is $N_{lib} \times N_{lib}$ where $N_{lib} = M \times K_{lib} = 101 \times 14 = 1414$.

After a nominal structure is built and analyzed, its sensitivity analysis is carried out. Its forward and backward perturbed structures with respect to the length of a wire are obtained by adding and subtracting one segment at each wire end. The forward and the backward perturbed structures with respect to the separation are obtained by selecting the neighbouring positions to that of the nominal reflector position. The nominal parameters of the Yagi-Uda array are shown in Table 1. Note that $s_f$ is the fixed distance between
neighbouring reflector positions [see Fig. 2].

The derivatives of the antenna input impedance are calculated with the proposed approach for a sweep of the length of the driving element. The length of the driving element \( L_d \) is swept from 0.1\( \lambda \) to 0.9\( \lambda \) while the separation distance between the driving element and the reflector is fixed at 0.32\( \lambda \). The results for the derivatives with respect to the normalized lengths of the driver \( L_n = L_d / \lambda \) are plotted in Fig. 3. There, two derivative curves are shown. The curves marked with “SASA” are obtained using our approach. The curves marked with “CFD” (center finite difference) are obtained with the perturbation approach where finite differences at the response level are used.

The results plotted in Fig. 4 present the sensitivities with respect to the normalized separation distance \( s_n = s_{nr} / \lambda \) between the reflector and the driving element. This distance is swept from 0.37\( \lambda \) to 0.67\( \lambda \) with a step of 0.05\( \lambda \). The length of the driving element is fixed at \( L_d = 0.426 \lambda \). The agreement between the adjoint sensitivities and those obtained with finite differences at the response level is excellent as shown in both Fig. 3 and Fig. 4.
B. Sensitivity analysis of a printed patch

The library structure is shown in Fig. 5. Here, we set the edge length of the square subsection to be $\delta = 5.0 \text{mm}$. The length of the library structure is $L = 36 \text{ mm}$ and its width is $W = 45 \text{ mm}$. Sensitivity analysis is carried out with respect to the length and width of the patch antenna. The forward and backward perturbed structures with respect to the length of the patch are obtained by adding and subtracting one line of subsections at the patch edge opposite to the feeding-point edge. The forward and the backward perturbed structures with respect to the width of the patch are obtained by adding and subtracting one line of subsections at both sides of the patch. The nominal design parameters of the patch are shown in Fig. 5.

The analysis is carried out at the frequency $f_0 = 0.97 \text{ GHz}$. The derivatives of the antenna input impedance are calculated with the proposed approach for a sweep of the length of the patch. The length $L$ is swept from $0.27\lambda$ to $0.55\lambda$ while the width of the patch is fixed at $W_n = W/\lambda = 0.66$. Here, $\lambda$ is the wavelength in air. The results for the derivative with respect to the normalized length of the patch $L_n = L/\lambda$ are plotted in Fig. 6. The results shown in Fig. 7 present the sensitivities with respect to the normalized width of the patch $W_n = W/\lambda$ which is swept from $0.42\lambda$ to $0.69\lambda$ while the length is fixed at $L_n = L/\lambda = 0.48$. Again, excellent agreement is observed between the sensitivities calculated with the proposed approaches and those calculated with response-level finite differences.

Note that in calculating the CFD sensitivity, two additional EM simulations have to be performed per parameter. In obtaining the adjoint sensitivity, the calculation involves only two matrix subtractions and a vector-matrix-vector multiplication. Thus, our approach is much faster than the CFD method.

V. DESIGN OPTIMIZATION EXAMPLE

We use the technique described above to optimize the input impedance of the planar patch antenna shown in Fig. 5. The objective function is defined as

$$f(x) = \left| \frac{Z_{\text{in}} - \bar{Z}}{\bar{Z}} \right|,$$  \hspace{1cm} (13)

where $\bar{Z} = 50 \Omega$ and $Z_{\text{in}}$ is the input impedance of the antenna. The vector of design parameters is $x = [L, W]^T$. The values of the rest of the design parameters are fixed at those given in Fig. 5. The objective function (13) depends on a single complex-valued current $I_f$ at the feed-point. The input impedance is then calculated with $Z_{\text{in}} = V_f/I_f$, where $V_f = 1 \text{ V}$. The relation between $\nabla_x f$ and $\nabla_x Z_{\text{in}}$ is given by

$$\nabla_x f = \operatorname{Re} \left[ \frac{1}{\bar{Z}} \frac{(Z_{\text{in}} - \bar{Z})^*}{|Z_{\text{in}} - \bar{Z}|^2} \nabla_x Z_{\text{in}} \right]. \hspace{1cm} (14)$$

The sensitivity $\nabla_x Z_{\text{in}}$ is calculated by our proposed approach. The optimization is implemented by using the Matlab function $fmincon$, whose algorithm is based on the line-search method with sequential quadratic programming (SQP). At each iteration, the SQP sub-problem is solved and its solution is used to define a search direction.

For comparison, the optimization is carried out in two separate procedures using two different methodologies: a) optimization with the sensitivity information offered by our self-adjoint method and using the library matrix $Z_{\text{lib}}$; b) optimization without the sensitivity information and without using the $Z_{\text{lib}}$ matrix.

A. Design optimization with sensitivity information and pre-calculated library matrix

The frequency of interest is $f_0 = 0.97 \text{ GHz}$. The initial design is set to $x = [165, 195]^T \text{ mm}$. The EM solver [17] is used to compute the library matrix $Z_{\text{lib}}$. It is, also, called by the optimization algorithm to compute the input impedances of the antenna design iterates. The system matrices of these iterates are obtained by switching on and off the corresponding elements of the library matrix according to the geometry information provided by the optimizer. The optimization process converges after 4 iterations with an optimal design $x^* = [175, 205]^T \text{ mm}$ and objective function $f(x^*) = 0.098$. The progress of the optimization is shown in Fig. 8. Only four optimization iterations are needed. During these iterations, the EM solver is called 14 times. The values of the design parameters as well as the values of the input
impedance, and the objective function are listed in Table 2.

Table 2: Design parameters, input impedance, and objective function in the optimization with sensitivity information and using the $Z_{lb}$ matrix

<table>
<thead>
<tr>
<th>$L$</th>
<th>$W$</th>
<th>$R_{in}$</th>
<th>$X_{in}$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>165</td>
<td>195</td>
<td>9.96</td>
<td>411.09</td>
</tr>
<tr>
<td>1</td>
<td>175</td>
<td>210</td>
<td>7.24</td>
<td>190.88</td>
</tr>
<tr>
<td>2</td>
<td>170</td>
<td>205</td>
<td>53.60</td>
<td>-16.60</td>
</tr>
<tr>
<td>3</td>
<td>175</td>
<td>205</td>
<td>50.10</td>
<td>4.90</td>
</tr>
<tr>
<td>4</td>
<td>175</td>
<td>205</td>
<td>50.10</td>
<td>4.90</td>
</tr>
</tbody>
</table>

Fig. 8. Progress of the objective function and the input impedance during the optimization with sensitivity information.

B. Design optimization without sensitivity information and pre-calculated library matrix

In order to illustrate the efficiency of the gradient-based design optimization with sensitivity information, we present a conventional optimization without the sensitivity information and without the use of $Z_{lb}$. The conventional approach has the same settings, except that the gradient is not provided to the optimizer. The system matrices are built by the EM solver for each particular structure. Optimization starts with the same initial values. After 23 calls to the EM solver (6 iterations), the result converges to an optimal design $x^* = [175, 205]$ mm and objective function $f(x^*) = 0.098$. The progress is shown in Fig. 9 and the design parameters are given in Table 3.

Table 3: Design parameters, input impedance, and objective function in the optimization without sensitivity information and without using the $Z_{lb}$ matrix

<table>
<thead>
<tr>
<th>$L$</th>
<th>$W$</th>
<th>$R_{in}$</th>
<th>$X_{in}$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>165</td>
<td>195</td>
<td>9.96</td>
<td>411.09</td>
</tr>
<tr>
<td>1</td>
<td>175</td>
<td>210</td>
<td>3.33</td>
<td>237.69</td>
</tr>
<tr>
<td>2</td>
<td>165</td>
<td>205</td>
<td>7.48</td>
<td>123.62</td>
</tr>
<tr>
<td>3</td>
<td>165</td>
<td>210</td>
<td>7.71</td>
<td>45.94</td>
</tr>
<tr>
<td>4</td>
<td>170</td>
<td>205</td>
<td>53.61</td>
<td>-16.60</td>
</tr>
<tr>
<td>5</td>
<td>175</td>
<td>205</td>
<td>50.10</td>
<td>4.90</td>
</tr>
<tr>
<td>6</td>
<td>175</td>
<td>205</td>
<td>50.10</td>
<td>4.90</td>
</tr>
</tbody>
</table>

C. Comparison between the two optimization procedures

For the optimization with the proposed approach, the computational overhead is due to two calculations: 1) filling the system matrix $Z_{lb}$ at the beginning of the optimization; and 2) solving

Fig. 9. Progress of the objective function and the input impedance during the optimization without sensitivity information.

Table 4: Comparison between the computational overhead of the gradient-based optimization with and without sensitivity information / library matrix

<table>
<thead>
<tr>
<th></th>
<th>Proposed approach</th>
<th>Conventional approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Call for solver</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>Matrix fill time (s)</td>
<td>3.9</td>
<td>66.8</td>
</tr>
<tr>
<td>Solve system time (s)</td>
<td>52.0</td>
<td>80.6</td>
</tr>
<tr>
<td>Total CPU time (s)</td>
<td>55.9</td>
<td>147.4</td>
</tr>
</tbody>
</table>
the linear system of the nominal structure at each simulation call. In the second approach, the computational overhead at each call to the simulator is due to: 1) matrix fill, and 2) solving the system of equations. The comparison between the two approaches is shown in Table 4 in terms of: 1) the number of iterations, 2) the number of calls for EM simulations, 3) the CPU time for matrix fill, 4) the CPU overhead for solving the system, and 5) the total CPU overhead. It is evident that the optimization process with our approach converges faster and takes shorter time.

VI. CONCLUSION

A new approach to self-adjoint sensitivity analysis with discrete perturbations on MoM grids is proposed. The technique aims at computationally efficient gradient-based optimization of antenna structures analyzed by the MoM. A large system matrix (the “library matrix”) is computed only once at the beginning. This matrix is then used for rapid sensitivity calculations as well as for quick matrix-building for the structures arising during the optimization.
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Abstract—This paper presents a detailed investigation utilizing a defected ground structure (DGS) to a conventional edge-coupled microstrip coupler with tight coupling level over a relatively wide frequency band. A reasonable spacing between microstrip coupled lines and stronger coupling are achieved using this technique. A 20 dB initial coupler (over a fractional bandwidth of 35% with ±1dB ripple) is converted into 8 dB coupler with almost 3 times wider band by etching off a single unit cell of rectangular and meandered slot loop in the ground plane under the central part of the coupling region. Optimum DGS dimensions are related to coupler dimensions in easy to use design curves. An efficient technique for compensation of the significant unavoidable mismatch resulting from the presence of the DGS is applied and tested. Some coupler samples with different DGS are fabricated, measured, and compared with a conventional coupler counterpart to verify the simulation results and illustrate the improvements, very good agreements are observed.

Index Terms—Defected ground structures, directional coupler, microstrip, wideband.

I. INTRODUCTION

Couplers are essential components for applications in virtually all RF and microwave transmission systems, such as power and VSWR measurements, signal sampling for monitoring or testing, equal or unequal power division, phase shifting (particularly 90° and 180°), feed-forward signal injection, isolation of signal sources. Other applications with the highest possible performance are particularly required in instrumentation, such as the new version of vector network analyzers require couplers with wide bandwidth, flat frequency response, and long-term stability [1].

In recent years, a growing research interest has been shown in applying various shapes of defected ground structures (DGS) to improve the performance of microwave circuits, such as microstrip filters and couplers. DGS are achieved by etching off a defected pattern from the ground plane of the microstrip line. Such structures disturb the current distribution in the ground plane and hence, introducing higher effective inductance and capacitance of the microstrip circuit, and reject certain frequency bands. A design of the lowpass filter using microstrip defected ground structure has been first proposed by Ahn et al. [2] in 2001. Numerous publications have applied the DGS in lowpass filter [2-6], and in directional coupler designs [7-10]. Hong et al. [11] proposed a general circuit model that represents varieties of DGS in either microstrip or coplanar waveguide (CPW).

It is commonly known that higher coupling in conventional microstrip couplers can be achieved by tightening the spacing between the coupled lines which is limited by fabrication tolerance. Sharma et al. [10] demonstrated an edge-coupled coupler with reasonable spacing between lines and improved coupling by introducing a rectangular slot in the ground plane under the coupler lines. Burokur et al. [7] realized a narrow band coupler by using the inverted slot split-ring resonators
Liu et al. [8] has proposed a microstrip coupler with complementary split-ring resonator (CSRR), to achieve a 3 dB coupling over a fractional bandwidth of only 38.1%. With utilizing the properties of electromagnetic bandgap structure (EBG), Wu et al. [9] improved the coupling of a microstrip coupler by using cascaded EBG and showed a broader coupling band.

Other works have used other methods rather than DGS such as inductor loading to enhance the directivity and the bandwidth as Seungku et al. [12] for a bandwidth of 16.3% at 2.4 GHz or using multi-section asymmetric directional coupler as Gruszczynski et al. [13] to achieve 4 GHz bandwidth at 3 GHz center frequency.

Dong et al. [14] has used a DGS technique on a CPW directional coupler design and achieved only 1 GHz bandwidth (50% fractional bandwidth at 2 GHz center frequency). Conventional edge-coupled microstrip coupler design, applying floating-plate overlay (not DGS), can be found in Kuo-Sheng et al. [15] for a one-section (one-stage) 3-dB and three-section (three-stages) 6 dB directional couplers over a bandwidth of 1 to 2 GHz (54% and 94% fractional bandwidth, respectively). Abbosh [16] demonstrated a 3 dB coupling coefficient over a wide bandwidth by converting an initial 7 dB conventional coupler, which implies a 4 dB coupling gain. This is achieved by applying a DGS of a floating potential plate in the ground plane. However, the coupled line spacing of only 0.13 mm still seems to be tight. The mismatch introduced by the DGS and restoring it to acceptable levels may also need to be addressed.

In this paper, a simplified approach, for systematic control of the coupler characteristics, is presented. This approach provides a much more relaxed line spacing and compensated mismatch caused by the presence of DGS. The DGS geometrical parameters are related to the geometry of any desired initial coupler through several extracted design curves which enables the designer to identify the trade-offs between geometry and performance parameters. The investigation includes DGS geometries from rectangular slot area to rectangular slot loop and meandered versions of slot loops. The mismatch caused by the DGS that deteriorates the reflection and isolation scattering parameters was compensated by inserting a narrow notch in the feed arms of the initial coupler in addition to mitering the corners with the feed lines. Full-wave EM simulation tools [17-18] are used in the study. Samples of the proposed couplers are fabricated, measured, and compared and their results have very good agreements.

II. DESIGN AND GEOMETRY

Before starting with the geometrical details of the coupler and related DGS design to be used in the simulations, it is useful to discuss some concepts of the DGS and its effects on the properties of the microstrip line.

A. Design considerations

A DGS in the ground is a kind of slot, regardless of its shape: a line slot, rectangular slot area, slot loop, dumbbell etc., and single or periodic, all exhibit multi stop bands in frequencies [11].

It is known that the presence of the DGS modifies the properties of the microstrip line such as characteristic impedance and propagation constant. Thus, a disturbance of the already setup matching is expected. The simplest general equivalent circuit of a DGS can be presented in parallel LC circuit resonators, which can also be obtained from cutoff and attenuation frequencies obtained from the field analysis or the experimental measurement.

The coupled microstrip lines support two propagation modes denoted as even and odd modes. In the even mode, the electric field is symmetric, and the DGS may act as an open circuit, consequently slowing down the signal phase velocity, something like passing through a series stub. While in the odd mode, the electric field is asymmetric and the slot behaves something like a short circuit, where the signal can simply pass through without slowing down its phase velocity which is the same as if the DGS is absent. When the phase velocity decreases as is the case in the even mode, the effective dielectric constant increases. In this way, the microstrip properties are modified by the DGS, so the coupling coefficient may, also, be controlled by the shape and dimensions of the DGS. A simple equation illustrating such a control is given from the proportionality [19].
where $|S_{31}|$ is the magnitude of the coupling coefficient, while the $\varepsilon_{\text{reff}}$ and $\varepsilon_{\text{effo}}$ are the effective dielectric constant for the even and odd modes, respectively.

### B. Design geometry

The initial microstrip coupler (without DGS) is designed using conventional synthesis technique [20-22]. The well known design steps are used assuming symmetrical two-line microstrip directional coupler. The coupler was designed on RT/Duroid 5880 ($\varepsilon_r = 2.2$, $h = 1.5748$ mm) with -20 dB coupling coefficient at center frequency of 2 GHz.

The coupling level is deliberately chosen, so to obtain enough spacing and reasonable line width to ease the fabrication lithography process. The geometrical dimensions, Fig.1, are ($W_C = 4.8$ mm), ($S_C = 1.8$ mm), and ($L_C = 36$ mm) which are the width of the lines in the coupled region, the separation between the coupled lines, and the coupling length of the coupler, respectively.

For preliminary investigation, the DGS structure, chosen to be applied with this initial coupler, is a rectangular slot loop shown in Fig. 1 (b). The parameters are denoted as: slot length ($L_S$), slot width ($W_S$), and the slot side ($2W_C + S_C$) that is maintained fixed in all investigations. The other dimensions are made variables during the optimization process as will be shown in next sections.

### III. SIMULATION RESULTS

The simulated frequency response of the initial microstrip coupler without DGS, that has a finite ground plane, is shown in Fig. 2. It achieves -20 dB coupling around the operating frequency 2 GHz as specified with acceptable transmission, isolation, and reflection coefficients. The effect of varying the DGS slot loop length and width will be discussed next.

![Fig. 2. Simulated S-Parameters of the -20 dB initial coupler without DGS, designed at 2 GHz.](image)

#### A. Effect of the DGS slot loop dimensions

Preliminary investigations showed that a reasonable slot loop width of ($W_S = 1.2$ mm) can be used as a starting parameter. The slot loop length ($L_S$) is then altered from zero up to nearly the coupling length ($L_C$). Note that when ($L_S = 0$), the DGS vanishes and the coupler is returned back to its original initial microstrip structure.

The DGS geometrical parameters are illustrated in Fig. 3, where two investigations will be conducted to gain insight in designing the DGS and to achieve the optimal design in terms of all scattering parameters. In Fig. 3 (a), the slot loop width ($W_S$) is fixed at 1.2 mm, while in Fig. 3 (b), the slot length ($L_S$) is fixed at 24 mm.

For convenience of extracted data, normalized values are used such as normalized slot length to coupling length ($L_S / L_C$) and normalized slot width to coupled line width ($W_S / W_C$). This is
essential to relate the DGS dimensions with the initial coupler dimensions. Figure 4 illustrates the simulated S-parameters against the normalized slot length to coupling length ($L_S / L_C$) at fixed ratio of slot width to coupling width ($W_S / W_C = 0.25$). Figure 5 illustrates the simulated S-parameters against the normalized slot width to coupling width ($W_S / W_C$) at fixed ratio of slot length to coupling length ($L_S / L_C = 1$).

From these plots (Fig. 4 and Fig. 5), although an immediate increase in the coupling from -20 dB to around -7 dB is observed, it can be clearly seen that this increase in coupling is associated with a significant deterioration of reflection and isolation coefficients $S_{11}$ and $S_{41}$. Such deterioration would make the coupler useless. This is due to a significant mismatch caused by applying the DGS beneath the coupler which confirms the concepts mentioned in the design considerations in Section II. A. However, it can also be seen that the effect of slot length variations is stronger than the effect of the slot width. This may be due to the fact that increasing the slot length, actually increases the metallic conductor area beneath the coupler lines and affects the electric field distribution of the structure; hence, the odd mode capacitance of the structure will increase. Increasing the slot width, on the hand, reduces the conductor area beneath the coupler lines. As a result, an opposite effect occurs on both even and odd modes capacitances (see also the discussions in Section II).

To complete this preliminary study, the effect of slot length and width variations on the coupler fractional bandwidth ($B\%$) are shown in Fig. 6. In fact, the very large fractional bandwidth of the coupling above 90% is associated with the worst $S_{11}$ and $S_{41}$, as expected. Also, the slot length effect on the bandwidth is much stronger than the slot width effect.

It should be noted that the variations of S-parameters due to slot dimensions are larger in the higher frequency region than in the lower frequency region. This may be due to the difference in phase velocities of the odd and even modes of the coupler.

To acquire better insight on the extent of the resulting mismatch in the reflection coefficient $S_{11}$ (even with the improvement of the coupling coefficient $S_{31}$ over a wide frequency band),
several simulations for $S_{11}$ and $S_{31}$ responses, are plotted in Fig. 7 to illustrate these effects.

Fig. 6. Fractional bandwidth (B%) against ($L_S / L_C$) and ($W_S / W_C$) at fixed ratios of ($W_S / W_C = 1/4$) and ($L_S / L_C = 1$) respectively.

Fig. 7. The coupling and reflection coefficients against frequency at different values ($L_S / L_C$) at fixed ratio of ($W_S / W_C = 1/4$).

Fig. 8. Geometry of the notch length ($L_N$) and associated DGS of the coupler.

The effect of the notch feed lines and mitered corners, on $S$-parameters of the modified coupler, is shown in Fig. 9. The normalized notch length to coupler width ($L_S / W_C$) is varied at fixed notch width ($W_N / W_C \approx 1$).

B. Mismatch compensation of the DGS coupler

The presence of the DGS modifies some properties of the microstrip line including the coupling coefficient, but at the same time deteriorates both the reflection coefficient $S_{11}$ and isolation coefficient $S_{41}$. Thus, the already matched initial coupler is expected to deteriorate its reflection $S_{11}$ and isolation coefficient $S_{41}$, although the coupling bandwidth has improved. To restore the $S_{11}$ and $S_{41}$ Performance, while maintaining a wide bandwidth and relatively flat coupling response, mismatch compensation should be achieved. Thus, the coupler feed arms are modified with a narrow notch and increased depth of the corner mitering as shown in Fig. 8 (a). Figure 8 (b) shows the DGS geometrical parameters used in the subsequent simulations. Therefore, it is important to investigate the impact of this mismatch compensation method on the other scattering parameters of the coupler.

Fig. 9. Effect of the notch and mitering on the scattering parameters of the modified coupler, against ($L_S / W_C$) at fixed ratio of ($W_N / W_C \approx 1$).
The improvement on $S_{11}$ and $S_{41}$ is evident in the limits ($0.65 \leq L_N / W_C \leq 0.85$), while the other parameters remain almost unchanged. The optimum notch length is chosen to be 4 mm, i.e. ($L_N / W_C = 0.833$). That gives a broader coupling coefficient.

The modified coupler is shown in Fig. 10, while the S-parameters with respect to ($L_S / L_C$) at ($W_S / W_C = 1/4$) are shown in Fig. 11, where the notch is fixed at length of 4 mm and width of 0.5 mm. From Fig. 11, it can be seen that when the ratio of ($L_S / L_C = 2/3$), a better performance of $S_{11}$ and $S_{41}$ has been occurred, so the slot length ($L_S$) will be equal to 24 mm. This value is adopted as optimum for the investigations.

![Fig. 10. Geometry of the modified initial coupler with a notch in feed arms. All dimensions are in mm.](image1)

![Fig. 11. Variation of S-parameters of the modified coupler against ($L_S / L_C$) at fixed ($W_S / W_C = 1/4$). The notch dimensions are 4 mm x 0.5 mm.](image2)

Now, it is worth monitoring the variations of fractional bandwidth (B%) for the coupler (Fig. 10) against the ratios ($L_S / L_C$), and ($W_S / W_C$) at fixed ratios ($W_S / W_C = 1/4$), and ($L_S / L_C = 2/3$) respectively. These relationships are illustrated in Fig. 12 where the effect on (B%) by varying the slot width is much smaller than the effect of varying the slot length. The best (B%) is somewhere about a value of ($L_S / L_C = 2/3$) at fixed value of ($W_S / W_C = 1/4$), i.e. a slot length of $L_S = 24$ mm and slot width of $W_S = 1.2$ mm. These values are adopted for the coupler to be fabricated and measured.

The variation of S-parameters of the coupler (Fig. 10) against normalized slot width ($W_S / W_C$) at fixed ratio of slot length ($L_S / L_C = 2/3$), is shown in Fig. 13. The variations are relatively slight in comparison to those due to slot length variation.

![Fig. 12. Variation of (B%) of the coupler (Fig. 10), against ($L_S / L_C$), and ($W_S / W_C$) at fixed ratios of ($W_S / W_C = 1/4$), and ($L_S / L_C = 2/3$), respectively.](image3)

![Fig. 13. The S-parameters of the coupler (Fig. 10), against normalized slot width ($W_S / W_C$) at fixed ratio of slot length ($L_S / L_C = 2/3$).](image4)
IV. FABRICATIONS AND MEASUREMENTS

A. Rectangular slot loop example

Following the design considerations in Section II and simulation results, summarized in several useful design curves, the microstrip coupler shown in Fig. 10 was fabricated, using thin film technology and photolithographic techniques. The substrate used is Rogers RT/Duroid 5880 ($\varepsilon_r = 2.2$, $h = 1.5748 \text{ mm}$). The photo of the realized coupler (coupler-1) with DGS is shown in Fig. 14. The simulated and measured S-parameters of this coupler are presented in Fig. 15. The simulated and measured S-parameters are in a good agreement. The measured $S_{31}$ is smoother than the simulated response above 3 GHz, which may be due to parasitic radiation effects from the DGS, not taken into account by the simulation tools for the surroundings of the coupler. In addition, there are tolerances between the box shield used in the simulation tools and the microstrip test fixture used in measurements.

The measured $S_{11}$ and $S_{41}$ are all below 20 dB in the coupling bandwidth, and better than the simulated counterparts at certain frequencies. However, the ripple of $S_{11}$ seems stronger than the simulated response.

B. Meandered slot loop example

Meandering the DGS slot loop actually adds more bends in the structure and hence its size can be reduced while maintaining the same total length and area.

More bends, on the other hand, are expected to increase the parasitic capacitances. Reducing the DGS size would allow applying more DGS cells in the available ground area.

Several publications [7, 9, 11] have shown that multiple cells (or periodic DGS structure) are another way to improve the coupling performance. Thus, testing a single cell of such a meandered slot loop is useful to explore such effects on the coupling coefficient $S_{31}$ and its fractional bandwidth ($B\%$), while maintaining acceptable levels of $S_{11}$ and $S_{41}$. Meandering can, also, be made multiple on all sides of the slot structure if needed.

Two microstrip directional couplers with different meandered slot dimensions were fabricated according to the geometries shown in Fig. 16. The top layer of the initial coupler geometry (Fig. 16 (a)) is used for the two different DGS structures (Fig. 16 (b) and (c)).

Photos of the two fabricated couplers are shown in Fig. 17. For convenience, the top and bottom layers of Fig. 16 (a) and (b) are assigned as coupler-2, while Fig. 16 (a) and (c) as coupler-3. For coupler-2, the simulated and measured frequency responses of S-parameters are compared in Fig. 18, where a good agreement was observed.
The coupler achieves 2.5 GHz bandwidth with a coupling coefficient \((S_{31} = -7 \pm 1 \text{dB})\). This would correspond to a fractional bandwidth of 125% at a center frequency of 2 GHz. However, if we consider the associated reflection and isolation coefficients \(S_{11}\) and \(S_{41}\) with acceptable values below -15 dB and -20 dB, respectively, the useful bandwidth would be reduced to around 95%.

Fig. 16. Geometric dimension of the fabricated meandered DGS couplers 2 and 3. (a) The top layer geometry used for both couplers. (b) DGS geometry of coupler 2. (c) DGS geometry of coupler 3. All dimensions are in mm.

For coupler-3 with smaller DGS meandered slot dimensions, the simulated and measured S-parameters are compared in Fig. 19. Good agreement was observed, but the coupling coefficient for this coupler is slightly weaker \((S_{31} = -10 \pm 1 \text{dB})\) than in coupler-2. The sharp drop (observed in coupler-2) in the coupling level beyond 4 GHz is not observed for coupler-3.

The measured \(S_{11}\) is still below -15 dB in the entire lower frequency region up to 3 GHz, beyond which, a sharp rise is seen. On the other hand, the measured \(S_{41}\) is below 25 dB in most of the frequency region, which is better than \(S_{41}\) in coupler-2.

Fig. 17. Photos of the realized and measured couplers, (a) & (b) for coupler-2 while (c) & (d) for coupler-3.

Fig. 18. Measured and simulated S-parameters of the DGS coupler-2.
It can be seen that meandering the DGS slot loop does not show significant effect on the overall performance of the desired parameters, although it affects the reflection and isolation positively and slightly decreases the coupling level.

In general, the measurements confirm the approach undertaken to identify trade-offs in selecting the design geometry, so to achieve the desired coupler response, in terms of the coupling bandwidth, flatness and reasonable levels of reflection and isolation coefficients.

The achieved results for the investigated structures and design curves can be applied to other frequencies of interest, if scaling theory is properly applied to all geometrical and substrate parameters.

V. CONCLUSION

Various microstrip directional couplers, composed of DGS shapes, ranging from slot area to slot loop, were studied. Three different samples of DGS couplers were fabricated and measured. The measured responses were in good agreement with the specified parameters and the full-wave simulations. The results showed that the coupling level can be raised from -20 dB to around -8 dB over a relatively wide bandwidth of 3 GHz, which corresponds to more than 95% fractional bandwidth (± 1 dB ripple) and acceptable levels of reflection and isolation below -15 dB and -20 dB, respectively.

Such results are not achievable with a conventional microstrip directional coupler, having a reasonable spacing between the coupled lines, crucial for fabrication lithography techniques. Various effects of the DGS on the coupler performance were investigated and many useful design curves were extracted. The study showed that the coupling bandwidth can be increased significantly, but this is limited by a deterioration of the reflection and isolation coefficients. A well-matched microstrip coupler exhibited a large mismatch when the DGS is present. A method is applied to restore the matching to acceptable levels, but with some reduction in the bandwidth. The unit cell DGS structure may be applied in other shapes or multiples of such a cell for further improvement of the coupling. If the initial coupler is designed with -15 or -10 dB coupling, the described DGS is expected to raise the coupling to much tighter levels.
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Abstract — This paper offers one possible solution to the problem of different phase velocities in even and odd mode during the design of Wilkinson power splitters. This topic is especially important in the design of modern beamforming networks for military and space applications where low insertion loss is required and obtained through a use of suspended stripline and other extremely (ultra) inhomogeneous platforms. A new approach is proposed where even and odd mode quarter-wave transforming sections of a multi-section Wilkinson splitter do not end at the same locations. The approach has been implemented through an algorithm that calculates all critical parameters of the splitter. In order to confirm the practicality of the proposed solution, various examples of Wilkinson splitters have then been developed through the algorithm and then simulated using SONNET® and other electromagnetic software tools. The developed configurations have, also, been compared to the conventional ones to evaluate the improved performance.

Index Terms — Beamforming network, Chebyshev polynomials, even-odd mode, phase velocities, SONNET®, suspended stripline Wilkinson power splitter.

I. INTRODUCTION

Modern radar and satellite systems often require a low insertion loss performance of their integral parts to accommodate for a stringent loss budget and long communication paths. This restriction is imposed on the corresponding beamforming networks, as well. In order to meet this design requirement, the beamformers are very often realized in suspended airline technology (Figure 1) that provides for a low effective dielectric constant and consequently low insertion loss.

Fig. 1. Cross-section (stack-up) of an RF component realized in suspended airline technology.

II. DESIGN PROBLEM

An important phase in the development of such a beamformer is the design of a corresponding Wilkinson power splitter [1]. Wilkinson power splitters have been treated by many authors and through many different configurations. An overview of these configurations can be found in [2]. Demir et al. for example recently proposed a model of efficient wideband power divider for planar antenna arrays that used Klopfenstein impedance taper for a significant reduction of the physical dimensions of the component [3]. This work as well as many others in the past didn’t take into consideration output parameters of the splitter such as output return loss and isolation between the two output
ports. Certain applications such as antenna arrays require good isolation between the two output ports of the splitter in order to avoid undesired coupling between the elements of an antenna array. In order to meet this design requirement, odd mode must, also, be considered and resistors must be incorporated into the design of the power splitter. In that case, isolation and output return loss of the power divider is calculated as follows

\[
\text{Isolation} = -20 \log |\Gamma_e - \Gamma_o| \ [\text{dB}] \quad (1)
\]

\[
\text{Out Ret Loss} = -20 \log |\Gamma_e + \Gamma_o| \ [\text{dB}], \quad (2)
\]

where \(\Gamma_e\) and \(\Gamma_o\) represent reflection coefficients in even and odd mode, respectively.

If the splitter consists of coupled quarter-wave impedance transforming sections, then the characteristic impedances of these coupled sections in odd mode would determine the values of the resistors that are to be used in the power splitter design [4]. In addition to that, if the splitter is designed in an inhomogeneous environment such as a suspended stripline then these sections would have different electrical lengths in even and odd modes due to different phase velocities of the two modes. This effect is further strengthened at the chip resistor locations due to a high dielectric constant of the material the chips are built from (usually alumina, BeO, etc).

![Fig. 2. Electrical lengths of coupling sections in even and odd modes as a function of transmission line width (physical length of the section=7.5mm, coupling gap=0.625mm).](image1)

Therefore, if physical lengths of quarter-wave impedance transforming sections are tuned to be equal to quarter-wave lengths in even mode, the same physical lengths would not represent 90° sections in odd mode. They would most probably be longer than 90° due to a higher dielectric constant of odd mode. Figure 2 shows electrical lengths of coupling sections of the same physical length (7.5mm) in even and odd modes as a function of transmission line width for a suspended stripline stackup that consists of 0.125mm thick Taconic TLE-95 substrate as a dielectric carrier and two 0.625mm deep air channels on the top and bottom of the carrier (see Figure 1). Significant difference in the length in the two modes is observed (5-8°).

![Fig. 3. Performance comparison of the ideal power splitter and splitter with 98° long transforming sections in odd mode (for a 10-section Wilkinson splitter centered at 10GHz realized in suspended stripline - 0.125mm Taconic TLE-95 dielectric carrier and two 0.625mm deep air channels): analysis done in Ansoft Designer®.](image2)
Different electrical lengths of the transforming sections of the power divider affect the performance of the power divider. Figure 3 compares performance of the 10-section power divider in an ideal case (electrical lengths of even and odd mode equal) and a power divider in which transforming sections are 8° longer in odd mode compared to even mode. As a result, a significant deterioration of the output return loss and isolation performance at the higher end of the frequency band may be noticed.

The problem of different lengths for even and odd modes has been treated by many authors in the past. March [5] used lumped elements to achieve phase velocity compensation in the two modes while Podell [6] proposed use of teeth-like or sawcut-like shapes in the “wiggly” coupler for the same purpose. The use of anisotropic substrates [7] or dielectric overlays [8] has also been suggested as a solution to the problem described above. All these solutions are related to specific application and would not be suitable to the case of Wilkinson power splitter in suspended stripline, either because the solution would be too bulky or would not be compatible with the suspended stripline as a choice for the material platform in this particular application.

III. PROPOSED SOLUTION

As a result of this research, an elegant approach has been offered to the problem described above. The main idea used in the proposed solution is to have the quarter-wave transforming sections not necessarily being separated by the shunt resistive elements, as is the case in the conventional Wilkinson power splitter [1], but rather pulled toward the T-junction (Figure 4a).

In even mode (Figure 4b), this technique would still result in a traditional multi-section quarter-wave transforming network optimized through the use of Chebyshev polynomials. In odd mode (Figure 4c), however, each transmission line section between the two consecutive shunt resistors will consist of two elements with different characteristic impedances, but their electrical lengths would add up to a total of 90°.

The values of the shunt resistors then need to be optimized in order to satisfy matching conditions in a newly arisen odd-mode transforming network [9]. This optimization is realized through an algorithm developed for this purpose and tested through multiple examples.

The desirable performance of the Wilkinson splitter is achieved if reflection coefficients in even and odd mode, $\Gamma_e$ and $\Gamma_o$, have the same zeros. The reflection coefficient in odd mode can be written as a quotient of two polynomials.
\[ \Gamma_o = -\frac{w^m + c_{m-1}w^{m-1} + \ldots + c_o}{w^m + d_{m-1}w^{m-1} + \ldots + d_o}, \quad (3) \]

where \(c_o\) and \(d_o\) are determined by the parameters \(Z_{o,i}\) and \(R_i\) of the odd mode network shown in Figure 4(c). Equation (3) is derived by considering this odd mode network as a cascaded network of \(m\) two-port elements with the first element being shorted.

Similarly, the reflection coefficient of the even mode network is represented by

\[ \Gamma_e = \frac{w^m + a_{m-1}w^{m-1} + \ldots + a_o}{w^m + b_{m-1}w^{m-1} + \ldots + b_o}, \quad (4) \]

where \(a_o\) and \(b_o\) are determined by the parameters \(Z_{e,i}\) of the even mode network shown in Figure 4(b). Values of \(Z_{e,i}\) are optimized through the use of Chebyshev polynomials and \(Z_{o,i}\) are so determined to satisfy requirements for the desired physical gap between the two branches of the splitter. At last, forcing \(\Gamma_o\) in (3) to have the same zeros as \(\Gamma_e\) in (4) results in a system of \(m\) equations from which \(m\) resistances \(R_i\) are found.

The values of resistances \(R_i\) depend on the coupling between the coupled transforming sections. This coupling tends to increase the values of the resistances towards the outputs of the splitter. If the splitter contains more than five sections and more than five resistances, it is found that some of the resistor values closer to the outputs become so large (several times the characteristic impedance) that they can be entirely removed from the splitter without changing its performance. This has been done with the last resistor of the splitter in Figure 5. This provides an advantage because it reduces the cost associated with the chip resistors and reduces the overall length of the splitter.

Based on the optimized values of the shunt resistors, and previously determined values of characteristic impedances and electrical lengths of transforming sections, various Wilkinson power splitter geometries have been modeled and simulated. Excellent results have been achieved that confirm the novelty and success of the proposed technique.

Figure 5, for example, shows a design of a 10-section, 10-chip equal-split Wilkinson power splitter developed using the proposed technique.

As observed in the geometry shown in Figure 5, there is a clear indication of the impedance transformation location shift due to the previously described reasons.

For this design, we have used a 0.125mm thick Taconic TLE-95 substrate as a dielectric carrier, with 0.625mm deep air channels on the top and bottom of the carrier (see Figure 1). Each transforming section has been individually simulated in SONNET® to arrive at the proper values of corresponding even and odd mode impedances as well as physical lengths of quarter-wave impedance transforming sections in even and odd mode.

Fig. 5. Geometry of 10-section 10-chip Wilkinson power splitter with tuned quarter-wave transformer lengths.
Figure 6 presents a corresponding SONNET® model of the entire structure. The splitter has been simulated in different ways in SONNET®. It has been broken up into sub-models that have been analyzed with the use of co-calibrated ports.

The splitter has then been simulated in its entirety. No significant difference has been observed in the performance of the full model relative to the performance of the combined sub-models. Simulating the splitter through multiple sub-models, however, significantly reduces the computational memory and time.

The simulated performance of this power splitter is shown in Figure 6. Slight asymmetries that can be seen on the performance curves are the result of the effects that are not accounted for in the optimization algorithm (finite size of the resistive elements, minor discontinuities at the impedance transformation locations, etc).

Fig. 6. SONNET® model of the 10-section 10-chip Wilkinson power splitter with tuned quarter-wave transformer lengths shown in Figure 3.

IV. CONCLUSION

The proposed algorithm represents an elegant design solution to the problem of different phase velocities in even and odd mode during the Wilkinson splitter design in inhomogeneous stack-ups. It has been tested and confirmed on multiple practical examples. The authors hope that this idea will find successful application by RF engineers who design low loss beamforming networks and other systems on inhomogeneous platforms.
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Abstract—This work outlines a new technique for detecting cracks in buried pipes using scattered fields. The matrix pencil method (MPM) is applied on synthetic data to extract the natural frequency poles. A 50 cm long hollow pipe, 2.5 cm in diameter, and 5 mm in thickness is considered. Cracks of arc lengths of 6 cm and 4 cm with a width of 0.5 mm are introduced into the metallic pipes. It is shown that the MPM has the capability to extract distinctive poles associated with these cracks even when the pipe is hidden behind plywood, buried in sand, or when the synthetic data is corrupted with random noise of 10 dB signal to noise ratio.

Index Terms—Complex frequency, crack, GPR, detect, matrix pencil method.

I. INTRODUCTION

Under the effect of pressure, humidity, and other natural or unnatural causes, cracks develop in pipes. The results of such leaks are hazardous to the environment and cause economical losses. Several crack detection techniques have been developed and each serves a specific application [1-5]. Some techniques use trained dogs that can sniff odors of leaking material even from underground [1]. Hardware based techniques include closed-circuit television techniques [2] where a camera is used to record images from the pipes’ walls.

In general, non destructive evaluation techniques, NDE, are preferred since they require no excavation. Common NDE techniques use radiography [3] to assess the condition of pipes. An X-ray tube is used to photograph pipes hidden behind walls. The instruments for this method are bulky and hazardous. Also, ultrasonic waves are used to detect cracks on the surfaces of pipes that are partially inaccessible [4]. Such techniques are still inaccurate when detecting corrosion and wall thinning from the inside of the pipe.

Of the many techniques, ground penetrating radars, GPRs, have shown the most flexibility and portability. Ground penetrating radars use electromagnetic waves in order to remotely characterize the physical properties of a media. By doing so, buried targets can be located. For example, Gamba et al. [5] use neural networks to detect hyperbolic signatures of pipes underground. In addition, the media surrounding the defected pipe can be evaluated. As mentioned in [1], the GPR profile is altered whenever a liquid, such as water, leaks into the surrounding.

The method of moments commercial solver was available at our labs, FEKO [6], and was used in this work to simulate cases where a pipe was immersed in free space, hidden behind plywood, or buried underneath sand. The scattered field was solved in the frequency range 50MHz – 10 GHz in steps of 12.5MHz. The present work is not limited to frequency domain solvers, but other time domain software could have been used.

Many available techniques to extract the poles of the complex frequencies such as ESPRIT, Prony and several other singular value decomposition based methods can be found in [7]. Of the many methods, the matrix pencil method (MPM) has shown effectiveness and simplicity [8]. The total least square matrix pencil method (TLSMPM) is the version used in this work. The TLSMPM has shown better performance than other MPM variations when operated under noisy data [9].

A MATLAB algorithm extracts the complex frequencies from the scattered far fields. These frequencies are associated with the cracks on the pipes. This method was inspired by the work in [10] where Blischak et al. used elliptical antennas
with different sized notches to generate unique radio frequency identifications (RFIDs). Each RFID is composed of a set of complex frequencies. The method used for extracting the complex frequencies is known as the matrix pencil method (MPM) [7].

II. MATRIX PENCIL METHOD

The time domain transient response of a scattering object can be expressed by a sum of exponentially decaying signals [8]

\[ x(kT_s) = \sum_{i=1}^{M} R_i z_i^k \quad \text{for} \quad k = 0,1,\ldots,N-1, \quad (1) \]

where \( x(t) \) is a vector of size \( N \) containing the discrete time points, \( T_s \) is the sampling period, \( R = A_i e^{j\phi_i} \) are the complex residues of the matrix pencil poles composed of the amplitudes \( A_i \)'s and the phase delays \( \phi_i \)’s. The poles

\[ z_i = e^{s_i T_s} = e^{(-\alpha_i + j\omega_i)T_s} \quad (2) \]

are composed of damping factors \( \alpha_i \) and radial frequencies \( \omega_i \). The number of poles to be extracted is defined by the parameter \( M \). The first step in extracting the poles is to build the Hankel matrix \( X_H \) as [9]:

\[ X_H = \begin{bmatrix} x_1 & x_2 & \cdots & x_{L+1} \\ x_2 & x_3 & \cdots & x_{L+2} \\ \vdots & \vdots & \ddots & \vdots \\ x_{N-L} & x_{N-L+1} & \cdots & x_N \end{bmatrix} \quad (3) \]

where \( L \) is known as the pencil parameter.

The singular value decomposition (SVD) is performed on the matrix as in (4) in order to obtain the eigenvectors and eigenvalues as [9]:

\[ U \Sigma V^H = \text{SVD}(X_H) \quad . \quad (4) \]

The matrices \( U \) and \( V \) are the left and right unitary matrices, respectively. The matrix \( U \) is composed of the eigenvectors of the matrix \( X_H^H X_H \) where the superscript \( H \) denotes the conjugate transpose; whereas, \( V \) is composed of the eigenvectors of the matrix \( X_H X_H^H \). The diagonal matrix \( \Sigma \) contains the singular values of \( X_H \) as in (5) [9]:

\[ \Sigma = \begin{bmatrix} \sigma_1 & 0 & \cdots & 0 \\ 0 & \sigma_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sigma_{N-L} \end{bmatrix} \quad . \quad (5) \]

Only the first \( M \) eigenvectors of either \( U \) or \( V \) are kept. Considering \( U \), as an example, (6) shows the truncated matrix.

\[ U = [\hat{u}_1, \hat{u}_2, \ldots, \hat{u}_M]^T \quad . \quad (6) \]

The complex-frequency poles are the eigenvalues of (7) [9]:

\[ [z H] = [U_1^H][U_2]_{MxM} \quad . \quad (7) \]

where \( z \) is a vector containing the complex poles and \( I \) is the identity matrix. + denotes the Moore-Penrose pseudo inverse \( X^+ = [X^H X]^{-1} X^H \) and

\[ U_1 = [\hat{u}_1, \hat{u}_2, \ldots, \hat{u}_M]^T \quad . \quad (8) \]

\[ U_2 = [\hat{u}_2, \hat{u}_2, \ldots, \hat{u}_M]^T \quad . \quad (9) \]

Once the poles are calculated, the residues, \( R_i \), in (10) can be found by solving the least square problem:

\[ \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_M \end{bmatrix} = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ z_1 & z_2 & \cdots & z_M \\ \vdots & \vdots & \ddots & \vdots \\ z_{N-1} & z_{N-1} & \cdots & z_{N-1} \end{bmatrix} \begin{bmatrix} R_1 \\ R_2 \\ \vdots \\ R_M \end{bmatrix} \quad . \quad (10) \]

The resulting poles are ordered with respect to the singular value matrix in (5). Thus, \( \sigma_1 \) is the maximum entry and \( \sigma_{N-L} \) is the minimal entry of matrix \( \Sigma \). This, also, means that \( z_1 \) corresponds to \( \sigma_1 \) and so on.

There are rules of thumb in the literature to what the best values of the pencil parameter \( L \) and
the numbers of poles $M$ are [9]. It is recommended that the pencil parameter $L$ have values between $N/3 \leq L \leq 3N/2$ where $N$ is the number of data points. As for $M$, the ceiling value depends on (11) where $\sigma_{\text{max}}$ is the maximum singular value found in matrix $\sum$ [8]:

$$\frac{\sigma_c}{\sigma_{\text{max}}} \approx 10^{-p},$$

where $\sigma_c$ is another singular value entry down the matrix and $p$ is the number of significant figures of the collected data. The equation states that the singular value that is $p$ orders lower than the maximum singular value is the last pole that needs to be considered [8]. The rest of the poles having lower singular values are considered as noise.

For perfect electric conductors (PEC) structures, a minimal value of $M$ is sufficient to reconstruct the signal within a high accuracy [11]. The value of $L = 50$ was fixed throughout the analysis.

### III. NUMERICAL METHODOLOGY

**A. Free space reference configuration**

A perfect electric conductor, PEC, pipe is used. The pipe types used in this work are only metallic which are very common in the fuel transport industry like iron cast and steel pipes. Pipes made of dielectrics require further investigation. The length of the pipe is 50 cm, has a diameter of 2.5 cm and a thickness of 0.5 cm. In practical settings the length of the pipe could be in kilometres. However, as a proof of concept the size is limited to 50 cm or less due to the excessive CPU time required by the solver to sweep over the frequency range. For example, the described configurations required ~4 days on an AMD Opteron 246 having four 2 GHz processors. Parallel implementation could solve this issue. Two crack sizes were considered, one having an arc length of 6 cm and the other having an arc length of 4 cm. Cracks are placed at the center of the pipe as shown in Fig. 1. The pipe is excited using a plane wave source with the electric field $\hat{E}_x$ parallel to the axis of the pipe and perpendicular to the crack as shown in Fig. 1.

As known, the polarization plays an important factor in picking up the crack signature. The model is solved in the frequency range 50 MHz – 10 GHz at a frequency step of 12.5 MHz. The observation point is located at (0, 0, 60 cm) above the midpoint of the pipe’s surface, which is the origin as shown in Fig. 1.

![Fig. 1. Pipe configuration and dimensions.](image)

The scattered far field shown in Fig. 2 demonstrates three different cases.

![Fig. 2. Scattered fields for pipe in free space.](image)
on the other side from the illumination source. The dotted line seems to show a small perturbation also at 3 GHz. However, by solely examining the scattered field, no confirmation can be made as to whether a crack exists at the bottom of the pipe or not.

Once the scattered field is collected, a Gaussian filter is applied in order to limit the bandwidth [12] and attenuate residual values of artificial single poles at 0 GHz and 10 GHz. The profile of the filter is shown in Fig. 3.

![Gaussian filter profile](image)

**Fig. 3. Gaussian filter profile.**

The time domain of the filtered field is obtained using the Fourier transform. The overall time response in Fig. 4a shows a peak at time $t=2$ ns. This is the time required by the scattered field to propagate from the pipe to the observation point 60 cm away. The matrix pencil method [7-13] is performed on the late time window of the time domain response shown in Fig. 4b. Using the late time response assures removing the illumination effects and makes sure the entire pipe is excited [14].

![Time domain response](image)

**Fig. 4. a) Overall time domain response, b) late time window.**

The output of the matrix pencil method is shown in the pole plot of Fig. 5. Only the poles with dominant residues are considered for the three different cases shown in Fig. 2. Consistent with the results of Fig. 2, the resonance of the reference pipe (no cracks) is shown at the pole marked at 260 MHz, which has a dominant residue. The matrix is truncated at $M=4$. The pole is indicated by a plus sign in Fig. 5. On the other hand at $M=4$, the resonance of the pipe doesn’t appear for the case where there was a crack on top or on bottom. Their $M$ was incremented to a value of $M=8$ till the main resonance of the reference pipe was extracted. At this value of $M$, the most dominant pole (largest residue $R$) appears at a frequency of 2.9 GHz. The 260 MHz reference pole appeared with a significant residue but not the dominant. This signifies the existence of a crack in the pipe. The poles marked with squares and circles in Fig. 5 represent the cases of a crack on the top and on the bottom of the pipe, respectively. Note here that even when a crack was hidden at the bottom of the pipe, a pole associated with the crack appeared as a dominant pole. This was not the case in the far field plot in Fig. 2. This observation confirms that a crack exists in the pipe and shows one of the strengths of the algorithm.

The 4.0 cm arced crack is also introduced at the top of the pipe. A comparison of the scattered field for the pipe is shown in Fig. 6 for the cases with and without the crack. The resonance associated with the crack appears at 6.6 GHz. It was expected that the resonance shifts to a higher frequency compared to the 6.0 cm arced crack since its dimension is smaller.

![Resonance frequencies comparison](image)

**Fig. 5. Pole comparison for reference pipe with no cracks vs. same pipe with 6.0 cm arced crack.**
Fig. 6. Scattered field for pipe with a 4.0 cm crack.

The poles of Fig. 6 are plotted in Fig. 7. The algorithm was successful in extracting the reference poles marked as + and the pole associated with a crack marked as a square.

Fig. 7. Pole plot for the reference pipe with and without the 4.0 cm arced crack.

B. Pipe hidden behind plywood

Another case was for a pipe hidden behind a 10.0 cm plywood wall that was infinite in the x-y plane as shown in Fig. 8. The pipe is located at 5.0 cm away from the wall. Plywood has $\varepsilon_r = 1.9$ and a loss tangent ($\tan\delta$) = 0.027. The field is calculated at 60 cm away from the pipe with the origin at the midpoint of the pipe. The illumination was positioned on the opposite side of the pipe.

The scattered fields of four scenarios are shown in Fig. 9. The two upper plots of solid and dashed lines represent the pipe in free space without a crack and with a 6.0 cm arced crack, respectively. The bottom two curves are the scattered fields of the hidden pipe with and without the crack. The dotted line is for the pipe with no crack, and the short dashed line is for the same pipe but with the 6.0 cm crack. The magnitude of the scattered field shows attenuation for the hidden case due to the effect of the plywood wall compared with that of free space. However, the scattered fields show that the locations of the resonances are almost the same at 200.0 MHz for the reference pipe and at 3.0 GHz for the hidden pipe with the 6.0 cm crack.

Fig. 8. The configuration of hidden pipe behind plywood wall.

Fig. 9. Comparison of scattered field for pipe in free space vs. pipe hidden behind plywood.

The extracted poles of only the hidden pipe cases are plotted in Fig. 10. Note that the truncation number M is 4 and 10 for the pipe without the crack and with the crack, respectively.
Another common case is for a pipe totally immersed in the plywood wall. The pipe is located at 7.5 cm away from the surface of the plywood interface. The field was computed at the same point as the previous example in Fig. 8. The lower two curves in Fig. 11, where one is dotted and the other is short-dashed, are for an immersed pipe without a crack and a pipe with a crack, respectively. As anticipated, the scattered fields show a shift in the resonance frequency compared with the free space fields due to the contrast between the medium surrounding the pipe in this case.

The extracted poles only for the immersed cases are shown in Fig. 12. The reference poles appeared at a frequency of 230 MHz; whereas, the crack pole appeared at a frequency of 2.21 GHz. The pole technique was again successful in detecting the crack in the pipe.

C. Pipe buried underneath sand

A practical case of interest is for a pipe buried underneath sand. The pipe is placed 7.5 cm below the surface of a semi infinite sand plane as shown in Fig. 13. Dry sand has a dielectric constant \( \varepsilon_r = 2.549 \) and a loss tangent of \( \tan\delta = 0.005 \). Again, the field is calculated at 60 cm away from the pipe with the origin at the midpoint of the pipe as shown in Fig. 1.

The four curves in Fig. 14 compare the scattered fields of the buried pipe with that in free space. The lower two curves represent the buried
cases for a pipe without a crack in dotted lines and a pipe with a crack in short dashed lines. The scattered fields show a shift in the position of the resonances due to the medium contrast. The extracted poles show the extra resonance at 1.84 GHz which is associated with the presence of the crack as shown in Fig. 15 marked by a square.

**D. Pole extraction using noisy data**

The synthetic data obtained using FEKO simulations for the pipe in free space was corrupted with random Gaussian noise with signal to noise ratio SNR = 10dB. The pole plot in Fig. 16 shows that, the pipe with no crack and with the 6 cm crack, the reference poles were extracted at 280 MHz and 220 MHz, respectively.

Fig. 16. Poles of the pipe immersed in free space using noisy data of SNR = 10dB.

The presence of the noise has caused the reference resonance to shift from 260 MHz for the case of pipe immersed in free space shown in Fig. 2 and in Fig. 5. As well for the case of a pipe with a crack, a dominant pole at 3.24 GHz was extracted as shown in Fig. 16. This shows that the crack detection was successful even with SNR of 10 dB.

As expected, when the SNR is decreased, the pole extraction of the cracks is degraded.

**E. Pole extraction algorithm**

The pole extraction algorithm is shown in Fig. 17. Testing the algorithm on buried pipes at larger burial depth with rough interfaces is important for the practical scenario of buried pipes. However, using FEKO, the required CPU time to sweep over the frequency in steps of 12.5MHz was excessive. It is anticipated that the clutter due to the rough surface interface, the attenuation of the soil background, and the larger burial depth of the pipe will affect the sensitivity of the pole extraction. However, the current work has proven the concept of the method in detecting the cracks.

Experiments were conducted inside a custom made 1m³ anechoic chamber [15] in order to verify the numerical results. Two Vivaldi antennas, operating between 3 GHz – 10 GHz, were used as transmitters and receivers. The maximum separation distance that can be achieved inside the chamber between the pipe and Vivaldi
antennas was 40 cm. The measured SNR was below -5 dB. The transmitted power was -50 dB [16]. Due to these challenges, the extracted poles were erroneous and resulted in random poles that were at frequencies at least 500 MHz higher than the numerical poles. The experimental work needs a larger chamber to assure far field measurements away from absorbing walls of the small chamber in [16]. Also, a power amplifier is needed to increase the transmitted power. More work will be conducted to validate the algorithm on real data.

**IV. CONCLUSION**

The numerical algorithm presented here was successful in employing the matrix pencil method for crack detection on the surface of metallic pipes. The algorithm showed success even when noisy data up to SNR of 10 dB was processed for a pipe in free space. However, when the SNR was below 10dB, the extracted poles took random non-resilient values. The susceptibility to noise can be improved by possibly substituting the total least square method by a more noise tolerant approach such as the minimum mean square error [17]. It is possible to integrate the current algorithm with an inverse scattering algorithm [15]. This will serve to extract the host’s electrical parameters simultaneously with detecting and reconstructing the crack’s shape. This is an interesting future research topic.
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