A model of finite electrodes in layered biological media: hybrid image series and moment method scheme
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The low-frequency electromagnetic field interaction with layered biological tissue is investigated for electrode array excitation. The problem may be reduced into a system of $P$ (number of electrodes) Fredholm integral equations of the first kind for the electrodes' current distribution. We have shown that the kernel (Green's function) of each integral equation can be expressed by image series. This leads to a most effective inversion of the integral equation system via the moment method, since the moment matrix elements can be expressed explicitly by image series. The outlined procedure is simple to implement and allows estimation of the distributions of low-frequency potential, current, field and power within the multilayer tissue. It may serve as a simplified first-order prototype model for realistic biomedical problems where the dependence on the number of electrodes, tissue layers and their electrical properties must be accounted for. The model has been utilized for the calculation of the electrode array impedance matrix, potential fields, intra-muscular current distributions and isometric recruitment curves (IRC). The simulation results indicate that the IRCs are insensitive to the electrodes' size, however, the inclusion of the bone/fascia layer significantly increases the IRC slope. Furthermore, the simulation scheme, which can be readily implemented for the classification, calibration, verification and interpretation of reported numerical and experimental biomedical data, is also applicable in other problem areas such as geophysical prospecting and electrode grounding in power systems.
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1. INTRODUCTION

Electrode excitation of biological tissue is a well known and fundamental subject (e.g., [1], [2]), related to almost every functional electrical stimulation (FES) application. It is, therefore, quite a surprise to discover that apart from a few elementary models, dealing with either a single finite electrode in infinite space [3],[4] (both make use of Jackson's derivation for circular electrode [5]), [6], or arrays of point electrodes [7],[8], etc., more general electrode models (analytical or numerical) are not reported in the current literature.

Herein, the electromagnetic field interaction with multilayered biological medium is investigated for electrode array excitation. A layered medium may serve as a simplified first-order prototype model for many realistic biomedical problems where the dependence on the number of electrodes, tissue layers and their electrical properties has to be accounted for (e.g., [9]). The proposed computational procedure can be used as a simple tool for producing analytical data for testing numerical subroutines applied to simulate direct (FES) and inverse (electromagnetic imaging) problems in biomedical application [10]. The method outlined can also be applied in other disciplines such as geophysical prospecting [11], [12], and electrode grounding in power systems [13], [14].

The problem may be reduced into a system of $P$ (number of electrodes) Fredholm integral equations of the first kind for the electrodes' current distribution. To obtain an easy to implement and effective solution for an arbitrary number of electrodes and layers, we propose an hybrid solution method. This method is based on a theoretical manipulation of a recently proposed rigorous image series expansions scheme [15],[16] and the numerical moment method [17]. To successfully execute the hybrid method the kernel (Green's function) of each integral equation is expressed by image series. This leads to a most effective inversion of the integral equation system via the moment method, since the moment matrix elements can be expressed explicitly by a finite number of image terms and a collective image, using a novel summation loop operator, and closed-form analytic integration. The procedure outlined is simple to implement and allows estimation of the distributions of low-frequency potential, current, field and power within the multilayer tissue, regardless of the number of electrodes and layers.

The hybrid image series and moment method scheme is applied herein for numerical calculations. The simulations are selected to address simple, yet fundamental, concepts associated with electromagnetic field interaction with biological tissues. Thereby, they demonstrate the potential promise of the hybrid scheme which is capa-
in the $i$-th layer,

$$z_{i-1} < z < z_i, \ i = 1, 2, ..., n + 1, \ z_0 = -\infty, \ z_{n+1} = \infty,$$

and $i(r)$ is the electrodes’ current distribution.

We note that $\sigma(z)$ should be replaced by the complex conductivity $\varsigma(z)$

$$\varsigma(z) = \sigma(z) + j\omega\varepsilon(z),$$

in every layer for which the inequality $\sigma(z) \gg \omega\varepsilon(z)$ is not satisfied. The parameters $\varepsilon(z)$ and $\omega$ denote the medium permittivity and the angular (low) frequency of the electrode excitation (assuming time-dependence $e^{j\omega t}$), respectively.

B. Integral equation formulation

The electrodes’ current density distribution $i(r)$ can be written explicitly as,

$$i(r) = \sum_{p=1}^{P} i_p(r)$$

where $i_p(r)$, the current density distributed on the electrode surface $S_p$ (Fig.1), is given by

$$i_p(r) = \begin{cases} i_p(r_p), & r = r_p, \ r_p \in S_p, \ p = 1, 2, ..., P, \\ 0, & r \neq r_p. \end{cases}$$

Hence, the solution of (3) \( \phi(r) \) can be expressed as superposition over all the electrode potentials \( \phi_p(r) \),

$$\phi(r) = \sum_{p=1}^{P} \phi_p(r),$$

defined via the convolution integral

$$\phi_p(r) = \frac{1}{\sigma_1} \int_{S_p} i_p(r_p) G(r, r_p) ds_p.$$  

(10)

The point-source response $G(r, r_p)$, which can be represented in an explicit closed-form expression known as the image series expansion is discussed in Appendix A.

Assuming that all the P electrode plates (Fig.1) are perfect conductors, i.e., constant potential patches, the potential of each electrode is specified. Hence, equation (10) constitutes a system of P Fredholm integral equations of the first kind for the electrodes’ current density distribution \( i_p(r_p) \),

$$V_q = \phi(r_q) = \frac{1}{\sigma_1} \sum_{p=1}^{P} \int_{S_p} i_p(r_p) G(r_q, r_p) ds_p, \ q = 1, 2, ..., P.$$  

(11)

Once system (11) is inverted (Section III), i.e., solved for \( i(r), \phi(r) \) the solution of (3) is obtained via (9) and (10). Consequently, the vector fields \( E(r) \) and \( j(r) \) are calculated using (2) and (1), respectively.
C. Electrode array

The total current of each electrode \( I_p \) is obtained by integration of the electrode current density distribution \( i_p(r_p) \) over the electrode surface,

\[
I_p = \oint_{S_p} i_p(r_p) ds_p. \tag{12}
\]

The uniqueness of the solution of system (11) in conjunction with the superposition principle leads to the following linear relation between the electrode currents and electrode voltages

\[
I = GV, \tag{13}
\]

or, alternatively, \( V = RI \), where \( G \) and \( R = G^{-1} \) denote the input conductance (admittance) and the input resistance (impedance) \( P \times P \) matrices of the electrode array feeding network, respectively. It can be readily shown that the matrices \( R \) and \( G \) are symmetric due to the reciprocity property of \( G(r, r_p) \), i.e., \( G(r, r_p) = G(r_p, r) \). Furthermore, all the diagonal elements of both matrices are positive, whereas, the off-diagonal elements are positive for \( R \) and negative for \( G \).

In view of Kirchhoff’s current law, the sum of all the electrode currents must be zero,

\[
(1, 1, \ldots, 1) I = (1, 1, \ldots, 1) GV = 0, \tag{14}
\]

i.e. (LHS),

\[
\sum_{p=1}^{P} I_p = 0, \tag{15}
\]

or, equivalently (RHS),

\[
\sum_{p=1}^{P} \alpha_p V_p = 0, \quad \alpha_p = \sum_{q=1}^{P} G_{qp}. \tag{16}
\]

This restriction leads to the conclusion that only \( P \)-1 of the elements of either the vector \( V \) or the vector \( I \) can be arbitrarily selected. Thus, the remaining \( P+1 \) elements of \( V \) and \( I \) are explicitly specified via either (15) or (16), and (13).

The total complex power \( S \), delivered by a \( P \)-electrode array, can be expressed in terms of the vector \( V \) and complex conjugate of the vector \( I \),

\[
S = \frac{1}{2} V^T I^*. \tag{17}
\]

Note that for \( \omega=0, \varsigma(z) = \sigma(z) \) in (6), leading to real input power \( S = V^T I \).

III. MOMENT METHOD

The integral equation system in (11) can be inverted using the moment method with pulse base for the electrode current distribution and pulse match for the potential [17]. The discretized electrode potential \( \phi \) is a linear transformation of the discretized current density distribution \( i \) via \( L \),

\[
\phi = Li. \tag{18}
\]

The moment matrix \( L \) is a square matrix specified by its elements \( \ell_{mn} \) (representing the potential at the center of the subsection \( m \) due to unit current density distribution on the subsection \( n \)), given as,

\[
\ell_{mn} = \frac{1}{\sigma_1} \int_{z_n-b/2}^{z_n+b/2} \int_{y_n-b/2}^{y_n+b/2} G(r_m, r'_n) dx'_n dy'_n, \tag{19}
\]

where \( r_m \) and \( r_n \) represent the location of the observation and source points, respectively. It can be readily verified that the discretization quanta is a square element of size \( a \times a \), thus a square electrode of size \( a \times a \) contains \( N = (a/b)^2 \) subdivisions (Fig.1). Hence, a problem involving \( P \) identical square electrodes associates with vectors \( i \) and \( \phi \) of size \( PN \) and a moment matrix \( L \) of size \( (PN) \times (PN) \). An explicit closed-form expression for the moment matrix element can be obtained by substituting (A.23) and (A.24) from Appendix A in (19) and utilizing the identity,

\[
f(x, y, z) = \int_{x}^{x'} \int_{y}^{y'} \frac{dx' dy'}{r'} = x \ln(y + r) + y \ln(x + r) - x \arctan(xy/2r), \tag{20}
\]

where \( r' = (x'^2 + y'^2 + z'^2)^{1/2} \). In this derivation we make use of [19],[20], or more efficiently, the symbolic software, *Mathematica* 2.2 (Wolfram Research Corp.). The expression can be reduced into Bancroft’s result [21] upon setting \( z = 0 \). The resultant element \( \ell_{mn} \) is given by,

\[
\ell_{mn} = \frac{1}{4\pi\sigma_1} \left[ h(x_m - x_n + b/2, y_m - y_n + b/2, z_m) 
- h(x_m - x_n + b/2, y_m - y_n - b/2, z_m) 
- h(x_m - x_n - b/2, y_m - y_n + b/2, z_m) 
+ h(x_m - x_n - b/2, y_m - y_n - b/2, z_m) \right], \tag{21}
\]

where \( h(x, y, z_m) \) is expressed via the loop operator (see Appendix A),

\[
\begin{align*}
\delta(x, y, z) &= f(x, y, z - z') + K_1 f(x, y, z + z') + \\
&+ \prod_{j=1}^{n-1} \left[ \sum_{l_{j-1}=0}^{m_j} \sum_{l_{j-2}=\max(0, l_{j-1} - 1)}^{m_{j-2} + 1} \sum_{l_{j-3}=\max(0, l_{j-2} - 1)}^{m_{j-3} + 1} \sum_{m_j=0}^{m_j} \right] \times (m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + 1) \\
&\times (m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2})^{-K_j} \\
&\times K_j^{l_{j-1}} K_{n-j}^{m_j - l_{j-1} - (1 - K_j^{l_{j-1}})(m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-1} + 1)} \\
&\times f(x, y, z + z') \right] K_n + \tilde{\Gamma}_1(z, z') b^2.
\end{align*}
\tag{22}
\]
The last term in the RHS of (22) represents an asymptotic error estimation of \( l_{nn} \) due to the truncated image series expansion in (A.23). This collective image term significantly accelerates the image series convergence and the overall algorithm speed.

Note that, the electrode voltages and currents in (13) are related to the discretized electrode potential and current density distribution in (18) via,

\[ \phi = UV = UG^{-1}I, \]  

(23)

and

\[ I = b^2 U^T i, \]  

(24)

where \( U \) is a \((PN) \times P\) rectangular matrix,

\[ U_{ij} = \begin{cases} 1 & \text{if } 1 + P(j-1) \leq i \leq Pj \\ 0 & \text{otherwise}, \end{cases} \quad i = 1, 2, ..., PN, \ j = 1, 2, ..., N. \]  

(25)

Thus, using (23) equation (18) can be uniquely inverted once either \( P-1 \) electrode voltages or electrode currents are specified (Eqs.(14)-(16)). Furthermore, upon utilizing (24) as well, the conductance matrix \( G \) is completely determine via \( L^{-1} \)

\[ G = b^2 U^T L^{-1} U. \]  

(26)

IV. ELECTRODE ARRAY EXCITATION OF LAYERED BIOLOGICAL TISSUE NUMERICAL SIMULATIONS

The hybrid image series and moment method scheme that has been outlined in Sections 2 and 3 is applied herein for numerical calculations. The simulations are selected to address simple, yet fundamental, concepts associated with low-frequency electromagnetic field interaction with biological tissues. Thereby, they demonstrate the potential promise of the hybrid scheme that is capable of efficiently handling 3-D problems in layered media excited by a finite electrode array of an arbitrary (generally non-planar) shape.

The method's efficiency is due to three inherent distinct features, namely: 1. The moment matrix elements \( l_{mn} \) are expressed explicitly and recursively via the image series expansion combined with an asymptotic truncation error estimation, i.e., finite number of images and a collective image term; 2. The field vectors \( E(r) \) and \( j(r) \) in (2) and (1), respectively, are obtained through explicit (analytic) closed-form differentiation of \( \phi(r) \) and \( G(r,r_p) \) in (8), (9) (i.e., term by term differentiation of the image series expansion) which is more accurate and stable than the numerical differentiation that is used in other schemes. 3. Utilization of the complex conductivity of \( \sigma(z) \) in (6), enables the generation of low-frequency \( \omega \neq 0 \) field data for the layered media rather than the DC component only.

Since, all of the calculations are carried out for the physical configuration depicted in Fig.1 where \( z_p = z_I = 0, \ p = 1, 2, ..., P \) \( z_p \) is a component of \( r_p = (x_p, y_p, z_p) \), defined in (8), \( \omega = 0 \), and \( \sigma_z = 0 \) (air layer), the expression for \( G_1(r, r') \) in (A.23) has to be modified in accordance with the identity,

\[ \frac{1 + K_1}{\sigma_1} = \frac{1 - K_1}{\sigma_2}, \quad \lim_{\sigma_1 \to 0} \frac{1 + K_1}{\sigma_1} = \frac{2}{\sigma_2}. \]  

(27)

Furthermore, the simulations are calculated assuming perfect conducting electrode plates discretized as \( b = 0.05a \) \((N = (a/b)^2 = 400) \) and the following typical FES parameters: \( n = 4, \sigma_1 = 0 \) (air), \( \sigma_2 = 0.4 \ S/m \) (wet skin), \( \sigma_3 = 0.04 \ S/m \) (fat), \( \sigma_4 = 0.7 \ S/m \) (muscle), \( \sigma_5 = 0.07 \ S/m \) (bone/fascia), \( z_1 = 0, \ z_2 = 0.005 \ m, \ z_3 = 0.01 \ m, \ z_4 = 0.04 \ m \) [22].

A. Potential map

The potential in the m-th layer \((m=1, 2, ..., n+1)\) is obtained via (9) through discretization of (10),

\[ \phi_m(r) = \frac{1}{\sigma_1} \sum_{k=1}^{PN} i_k G_m(r, r_k), \quad r_k \in S_p, \]  

(28)

where \( p = 1, 2, ..., P, 1 + (p - 1)N \leq k \leq pN, \ i_k \) is a component of the \( PN \)-dimensional vector \( i \) in (18) and \( G_m \) is the corresponding m-th layer Green's function.

The potential distribution and vector plot of the \( x-y \) components of the electric field, depicted in Fig.2, is calculated for a four electrode array \( P = 4, \ PN = 4 \times 400 = 1600, m = 1 \) and electrode size \( a = 0.04 \ m \). The map illustrates efficiently the complete excitation status of the biological tissue at the electrode plane \( z_p = z_I = 0 \), \( p = 1, 2, 3, 4 \). The electrode \( x-y \) spacings and the electrode potentials \( V \) are specified in Fig.2. The plot of the \( x-y \) projection of the field vector \( E(r) \) in (2) is obtained through explicit (analytic) closed-form differentiation of \( \phi(r) \) and \( G_m(r, r_k) \) in (28), i.e., term by term differentiation of the image series expansion.

B. Two-electrode configuration

We focus here on the dependence of electrode array and biological tissue interaction on the following three parameters: 1. electrode size, 2. electrode separation, 3. number of layers and their conductivities. The array configuration, therefore, is reduced to the simplest possible, i.e., a two-electrode system.

The numerical simulations carried out next signify the importance of an appropriate modeling of the tissue layers. Oversimplified models which utilize a reduced number of layers may result in an inaccurate simulation which may significantly obscure the real situation. Since our hybrid model can handle effectively \( n \)-layer problems, the decision whether a particular layer should be included in the model can be accurately made.
FIG. 2: Potential map and vector plot of the $x - y$ components of the electric field for a four-electrode array at $z=z_2=0$, $p=1,2,3,4$. The electrodes' size are $a_p=0.04 m$, their $x - y$ centers are $x=(x_1,x_2,x_3,x_4)=(0.1, 0.1, 0.1, 0.2)[m]$, $y=(y_1,y_2,y_3,y_4)=(0.05, 0.15, 0.25, 0.15)[m]$, and their potentials are $V=-0.5,0.5,-0.5,0.5$ [V], respectively.

FIG. 3: Dependence of the normalized electrodes input conductance (Eq.(29)) and conductance matrix elements (Eq.(26)) on the normalized distances between the electrode centers.

The fundamental problem of field interaction with excitable tissue is investigated here for the muscle layer ($\sigma_4$). The $x$-component of the current density $j(x)$ (Eq.(1)) is calculated in the muscle layer $r=(x,0,z)$, $z_3 \leq z \leq z_4$, for constant electrode currents and spacing ($I_1=-I_2=0.1 A$ and $d=0.2 m$, respectively) utilizing the image series ex-
pansions in Appendix A. Its dependence on the x-axis is depicted in Figs.6 and 7, for various electrode sizes ($a=0.001\ m$, $0.005\ m$, $0.01\ m$, $0.04\ m$, setting $z=z_3$) and for two different conductivities of the lowermost layer ($\sigma_5 = \sigma_4$ or $\sigma_5=0.07\ S/m$, setting $a=0.001\ m$ and $z=z_3$, $(z_3+z_4)/2$, $z_4$), respectively.

The difference between the current density midway between the electrodes may be critical for whole muscle excitation. While the electrode size has (almost) no effect on the current distribution, midway between the electrodes (Fig.6), it has a strong influence on the maximal current density values, just beneath the electrode edge, due to a large or small electrode's distance to size ratio, respectively. Thus, it may be concluded that the main role of the electrode size is to reduce the maximum current density to below the safety threshold standard [1] by increasing the electrode area.

Furthermore, the selection $\sigma_5=0.07\ S/m$ enhances the current density due to the support of the lowermost layer (Figure 7), and the selection $\sigma_5 = \sigma_4$ reduces the current density due to the absence of the lowermost layer. Thus, disregarding the bone/fascia layer may lead to a painful error resulting in an underestimation of the inter-muscle current density. This important observation highlights once more the potential promise of the proposed method that can effectively handle layered medium problems with any number of layers.

![FIG. 6: Dependence of the current density $j_x(r)$ (Eq.(1)) on x for various electrode sizes (setting $r=(x,0,z_3)$ and $d=0.2\ m$).](image)

![FIG. 7: Dependence of the current density $j_x(r)$ (Eq.(1)) on x for two different conductivities of the lowermost layer (setting $z=[z_3, (z_3+z_4)/2, z_4]$, $a=0.001\ m$ and $d=0.2\ m$). Dashed line denotes $\sigma=0.07\ S/m$ and solid line denotes unbounded muscle $\sigma=0.7\ S/m$](image)

![FIG. 8: Effect of electrode size on the IRC.](image)

C. Isometric recruitment curve

The isometric recruitment curve (IRC) of a muscle is defined as the relation between the stimulus activation level and the output force when the muscle is held at a fixed length. The IRC curves depicted in Figs.8 and 9 are an extension, to finite size electrodes and to a five-layer media (air, skin, fat, muscle, muscle boundary), of previous simulations [15].

Fig.8, presents the IRC for various electrode sizes ($a=0.001\ m$, $0.01\ m$, $0.04\ m$, $0.1\ m$). It should be noted that the $0.001\ m$ electrode case gives a similar solution for both current density distribution and IRC problems as for the point-electrode case [15]. Despite the broad range of sizes (1 $mm - 4\ cm$), the model shows no substantial effect of the electrode size on the IRC shape. However, for electrode sizes comparable to the width of the Quadriceps muscle ($\sim 10\ cm$), the IRC shifts toward the right side of the current axis and manifests an abrupt reduction of the maximal force. This is due to a more uniform current density, reducing the electrode current density below threshold.
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APPENDIX A: IMAGE SERIES EXPANSION OF GREEN'S FUNCTION IN LAYERED MEDIA

1. Integral representation

Setting \( r_p = (0,0,z') \) for the point-source coordinate leads to a circularly symmetric Green's function in (10) and (11) which can be expressed via a single spectral integral, known as the Fourier-Bessel representation [12],

\[
G(\mathbf{r}, r_p) = \frac{1}{4\pi} \int_{0}^{\infty} g(z, z') J_0(\xi \rho) d\xi \tag{A.1}
\]

where \( J_0 \) is the Bessel function of the first kind and zero order, \( \rho \) is the radial coordinate and \( g(z, z') \) is the characteristic Green's function, and given via [15], [16],

\[
g_i(z, z') = \prod_{p=1}^{i} T_p(\xi)[e^{-\xi|z-z'|} + R_i e^{\xi(z+z')}] , \quad z_{i-1} \leq z \leq z_i . \tag{A.2}
\]

The subscript \( i \) \( (p) \) denotes specific expressions or values that are valid in the \( i \) \( (p) \)-th layer, defined in (5). \( R_i(\xi) \) and \( T_i(\xi) \) in (A.2) are the reflection and the transmission coefficients, given recursively as

\[
R_i(\xi) = \left\{ K_i + \frac{1 - K_i^2}{1 + K_i R_{i+1}(\xi) e^{2\xi z_i}} \right\} e^{-2\xi z_i} , \quad R_{n+1}(\xi) = 0 , \tag{A.3}
\]

and

\[
T_i(\xi) = \frac{1 + K_{i-1}}{1 + K_{i-1} R_i(\xi) e^{2\xi z_{i-1}}} , \quad T_1(\xi) = 1 , \tag{A.4}
\]

where \( K_i \) denotes the intrinsic reflection coefficient of the \( i \)-th interface,

\[
K_i = \frac{\sigma_i - \sigma_{i+1}}{\sigma_i + \sigma_{i+1}} , \quad K_0 = 0 , \quad \sigma_0 = 0 . \tag{A.5}
\]

2. Image series expansions via the loop operator

The finite binomial series expansion, containing \( M \) terms and a remainder,

\[
\frac{1}{(1 - x)^{N+1}} = \sum_{m=0}^{M} \binom{M + N}{m} x^m + \sum_{p=0}^{N} \binom{M + N + 1}{M + p + 1} x^{M+p+1} \tag{A.6}
\]

is a vital tool for the image series expansion of (A.2) and consequently (A.1). The series converges as \( M \to \infty \), for all \( |x| < 1 \). Image series representations has been obtained upon repeatedly expanding both the reflection and the transmission coefficients in (A.3) and (A.4), respectively, in finite binomial series as outlined in (A.6) [16].

Unfortunately, the representations become quite cumbersome as the number of layers increases (e.g. [23], [24],[25]). More succinct representations can be obtained by introducing the notation \( \prod \) for the loop operator, defined via,

\[
\prod_j h_1(n_1) \sum_{n_2=\sqrt{2}} h_2(n_1, n_2) \sum_{n_3=\sqrt{2}} h_3(n_1, n_2, n_3) = \prod_j h_1(n_1) \prod_{n_2=\sqrt{2}} h_2(n_1, n_2) \prod_{n_3=\sqrt{2}} h_3(n_1, n_2, n_3) \tag{A.7}
\]

where \( q \) denotes the overall number of the nested cycles (layers). The upper and the lower summation limits of the \( j \)-th cycle, denoted by \( M_j(n_1, n_2, \ldots, n_{j-1}) \) and \( m_j(n_1, n_2, \ldots, n_{j-1}) \), respectively, depend on the preceding \( n_1, n_2, \ldots, n_{j-1} \) indices, whereas the function \( h_i(n_1, n_2, \ldots, n_j) \), evaluated in the \( j \)-th cycle, depends on all the \( n_1, n_2, \ldots, n_j \) indices. For \( q < j \) the loop operator is defined as \( \prod_{j=q}^{\infty} = 1 \).

While repeatedly expanding (A.3) and (A.4) via (A.6), the characteristic Green's function \( g_i(z, z') \) is most conveniently decomposed into two finite image series expansions, \( g_i^+(z, z') \) and \( g_i^-(z, z') \), and two corresponding remainder terms \( \gamma_+^+(z, z') \) and \( \gamma_-^-(z, z') \),

\[
g_i(z, z') = \prod_{p=1}^{i} [1 + K_p]\left[ g_i^+(z, z') + g_i^-(z, z') \right] + \sum_{j=1}^{n-1} \prod_{k=j+1}^{i-1} (1 + K_k) \prod_{k=j}^{i-1} (1 + K_k) \left[ \gamma_+^+(z, z') + \gamma_-^-(z, z') \right] \tag{A.8}
\]

where the index \( j \) represents summation over all layers, and \( M_j \) is related to the number of images accounted.
for in the j-th layer and are contained in $g_i^+(z, z')$ and $g_i^-(z, z')$. Note that, $g_i^+(z, z')$ and $g_i^-(z, z')$ correspond to the transmitted and reflected image contributions, respectively, whereas $\gamma^+(z, z')$ and $\gamma^-(z, z')$ collectively account for the truncated transmitted and reflected image contributions.

The image series representations, utilizing the loop operator for $i > 1$, is summarized herein. The representations for $i=1$ can be expressed in terms of the $i=2$ expansions and thus given subsequently.

$$
\begin{align*}
g_i^+(z, z') &= \prod_{j=1}^{n-1} \left( \sum_{l_{j-1}=0}^{m_j} \sum_{n_{l_{j-1},j}}^{M_j} \sum_{m_{j,0}}^{M_j} (m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,i}^+) \\ & \times \left( m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,i}^+ \right) \\ & \times \left( m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,i}^- \right) \\ & \times (-K_j)^{m_j} K_j^{l_{j-1}-1} (1 - K_j^2)^{m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-1} + n_{l_{j-1},j,i}^+) \\ & \times e^{-2\xi(z_{j-1} - z_j)(m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-1} + n_{l_{j-1},j,i}^-)} \\ & \times K_n^{m_j - l_{j-1}} \left[ K_n^{\eta_{l_{j-1},j,i}^+ - \eta_{l_{j-1},j,i}^-} e^{-\xi(z \mp z')} \right],
\end{align*}
(A.9)

where the summation factor $\eta_{l_{j-1},j,i}^\pm$,

$$
\eta_{l_{j-1},j,i}^\pm = 0, \quad \eta_{l_{j-1},j,k}^- = k - \mu_{i,j}
$$
(A.10)
is expressed via the discrete step function $\mu_{i,j}$,

$$
\mu_{i,j} = \begin{cases} 1, & i > j \\ 0, & i \leq j. \end{cases}
$$
(A.11)
The equalities $l_{-1} = l_0 = 0$, $m_0 = 0$, are also adapted here. The individual truncation error, associated with the j-th layer $(M_j)$ and depending on the preceding j-1 layers $(M_1, M_2, \ldots, M_{j-1})$, is given as,

$$
\begin{align*}
\gamma_i^+ &= \prod_{k=2}^{j} \left( \sum_{m_{k-1,0}}^{M_{k-1}} \sum_{n_{l_{k-1},k,1}}^{M_{k-1}} \sum_{l_{k-1}=0}^{m_{k-1}} (m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{l_{k-1},k,1}^+) \\ & \times \left( m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{l_{k-1},k,1}^+ \right) \\ & \times \left( m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{l_{k-1},k,1}^- \right) \\ & \times (-K_{k-1})^{m_{k-1}} K_{k-1}^{l_{k-1}-1} (1 - K_{k-1}^2)^{m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-1} + n_{l_{k-1},k,1}^+} \\ & \times e^{-2\xi(z_{k-1} - z_k)(m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-1} + n_{l_{k-1},k,1}^-)} \\ & \times [R_{k,j+1}(\xi)e^{2\xi z_j}]^{m_{k-1} - l_{k-1}} \\ & \times [R_{k,j}(\xi)e^{2\xi z_j}]^- \eta_{l_{k-1},j,0} \sum_{p=0}^{\infty} e^{-\xi(z \mp z')} \\ & \times \left( M_j + m_1 + \ldots + m_{j-1} + 1 - l_1 - \ldots - l_{j-1} + n_{l_{j-1},j,0}^+ + \mu_{i,j} \right) \\ & \times \left[ (-K_j)^{e^{2\xi z_j} R_{j+1}(\xi)}]^{M_{j+1}+p+1} \\ & \times [1 + K_j R_{j+1}(\xi)e^{2\xi z_j}]^{p+1} e^{-\xi(z \mp z')} \right],
\end{align*}
(A.12)

Substituting (A.8) into (A.1) and utilizing the Weber-Lipschitz identity [12]

$$
\int_0^\infty e^{-\xi|z-z'|} J_0(\xi |r-r_p|) d\xi = \frac{1}{|r-r_p|},
$$
(A.13)
results in an image series expansion for $G_i(r, r_p)$

$$
G_i(r, r_p) = \frac{1}{4\pi \sum_{p=1}^{i-1} \prod_{j=1}^{i-1} (1 + K_p)} \left[ \sum_{l_{i-1}=0}^{m_{i-1}} \sum_{n_{l_{i-1},i,1}}^{M_{i-1}} \sum_{m_{i,0}}^{M_{i-1}} (m_1 + \ldots + m_{i-1} - l_1 - \ldots - l_{i-2} + \eta_{l_{i-1},i,1}^+) \\ \times \left( m_1 + \ldots + m_{i-1} - l_1 - \ldots - l_{i-2} + \eta_{l_{i-1},i,1}^+ \right) \\ \times \left( m_1 + \ldots + m_{i-1} - l_1 - \ldots - l_{i-2} + \eta_{l_{i-1},i,1}^- \right) \\ \times (-K_{i-1})^{m_{i-1}} K_{i-1}^{l_{i-1}-1} (1 - K_{i-1}^2)^{m_1 + \ldots + m_{i-1} - l_1 - \ldots - l_{i-1} + n_{l_{i-1},i,1}^+} \\ \times K_n^{m_{i-1} - l_{i-1}} \left[ K_n^{\eta_{l_{i-1},i,1}^+ - \eta_{l_{i-1},i,1}^-} e^{-\xi(z \mp z')} \right]
\right],
$$
(A.14)

where

$$
G_i^\pm(r, r_p) = \prod_{j=1}^{n-1} \left( \sum_{l_{j-1}=0}^{m_{j-1}} \sum_{n_{l_{j-1},j,1}}^{M_j} \sum_{m_{j,0}}^{M_j} (m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,1}^+) \\ \times \left( m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,1}^+ \right) \\ \times \left( m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-2} + \eta_{l_{j-1},j,1}^- \right) \\ \times (-K_j)^{m_j} K_j^{l_{j-1}-1} (1 - K_j^2)^{m_1 + \ldots + m_{j-1} - l_1 - \ldots - l_{j-1} + n_{l_{j-1},j,1}^+} \\ \times K_n^{m_j - l_{j-1}} \left[ K_n^{\eta_{l_{j-1},j,1}^+ - \eta_{l_{j-1},j,1}^-} e^{-\xi(z \mp z')} \right]
\right],
$$
(A.15)
\[ z'^\pm = \pm \left( z' - 2 \sum_{j=1}^{n-1} (z_{j+1} - z_j) \right) \]
\[ \times (m_1 + \ldots + m_j - l_1 - \ldots - l_{j-1} + \eta_{i,j,1}^\pm) \]  
(A.16)

and a remainder term \( \Gamma(r, r_p) \) representing a collective image, i.e., summation over all the image series terms that are not included in the finite image series (A.15). Following [16] \( \Gamma_{M_1,\ldots,M_j}(r, r_p) \) is evaluated asymptotically (end-point integration) for \( M_j \to \infty, j = 1, 2, \ldots, n-1 \), yielding,

\[ \Gamma_i(r, r_p) \sim \hat{\Gamma}_i(z, z') = \sum_{j=1}^{n-1} \frac{\prod_{k=1}^{i-1} (1 + K_k)}{\prod_{k=j+1}^{i-1} [1 + K_R k + 1]} \times \left[ \hat{\Gamma}^+_i, M_1, \ldots, M_j (z, z') + \hat{\Gamma}^-_i, M_1, \ldots, M_j (z, z') \right] \].  
(A.17)

The asymptotic truncation error \( \hat{\Gamma}_{M_1,\ldots,M_j}(z, z') \) is expressed as,

\[ \hat{\Gamma}^\pm_{i, M_1, \ldots, M_j}(z, z') = \prod_{k=2}^{M_k-1} \sum_{m_{k-1} = 0}^{M_{k-1}} \times \left( m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{i,k,1}^\pm - 1 + \mu_{i,j} \right) \]
\[ m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{i,k,1}^\pm \times \sum_{l_{k-1} = 0}^{m_{k-1}} \times \left( m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{i,k,1}^\pm \right) \]
\[ -K_{k-1}^{m_{k-1} + 1} K_k^{l_{k-1}} (1 - K_k^2)^{m_1 + \ldots + m_{k-1} - l_1 - \ldots - l_{k-2} + \eta_{i,k,1}^\pm} \times [R_j(0)]^{m_{k-1} - l_{k-1}} \]
\[ \times [R_i(0)]^{-\eta_{i,j,0}} \sum_{p=0}^{M_{j+1}} \times \left( M_j + m_1 + \ldots + m_{j-1} + 1 - l_1 - \ldots - l_{j-1} + \eta_{i,j,0}^\pm + \mu_{i,j} \right) \]
\[ M_j + p + 1 \times \left[ -K_j R_{j+1}(0) \right]^{M_j + p + 1} \times [1 + K_j R_{j+1}(0)]^{p+1} [z - Z^\pm], \]  
(A.18)

where

\[ R_{j+1}(0) = (\sigma_{j+1} - \sigma_{n+1})/(\sigma_{j+1} + \sigma_{n+1}). \]  
(A.19)