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Abstract — A numerical study based on the finite difference time domain (FDTD) method is presented for the oblique incidence of TE modes with an emphasis on dispersion properties. The proposed medium has sinusoidally modulated dielectric permittivity. In order to truly address this scattering problem, total field-scattered field (TFSF) approach is suggested, which yields accurate results for the electric field distribution inside the modulated medium. A comparison between analytical plots and the FDTD results reveals the ability of FDTD in rigorous analysis of band diagrams for any arbitrary value of modulation factor. In addition, a closed form formula for numerical dispersion relation is derived for the case of small modulation.

Index Terms — Dispersion analysis, FDTD, inhomogeneous media, Mathieu functions, oblique incidence, permittivity-modulated media, scattering, TFSF.

I. INTRODUCTION

Modulated structures have gained a great deal of attention in recent years. It is mainly due to their band-gap behavior which allows one to control the propagation and possible radiation of electromagnetic waves off these configurations. These platforms are extensively used to realize both radiating and non-radiating devices such as leaky-wave antennas, metamaterial lenses, filters, and etc. [1-3]. In antenna applications they are particularly useful for miniaturization, bandwidth enhancement, surface-coupling reduction, and generation of holographic surfaces.

In general, two common solutions are offered to exhibit band-gap properties in materials. First is by periodic arrangement of parasitic loads, which suggests modulation of the surface impedance. The second solution is periodic variation of electromagnetic properties of the material, i.e., modulation of effective permittivity. Drilling holes in dielectrics [4] or periodic variation of the width of microstrip line [5] are among solutions proposed to change effective dielectric permittivity in terms of fabrication and manufacturing.

Over the past years surface impedance modulation has received considerable studies (see [2] for instance), whereas modulation of effective dielectric permittivity has been investigated in an intermittent way throughout the years [5-6]. It is due to the complexity involved in Maxwell’s equations, once the permittivity of the medium is altered as a function of space coordinate(s). This in fact changes the whole dynamic of the wave equation, which makes it impossible to find a simple analytic solution. In this case, one has to take into consideration that the medium is no longer homogeneous and it will treat electromagnetic waves differently as they try to propagate through. Since inhomogeneous media are finding very attractive applications in electromagnetic and antennas, it is absolutely necessary to find techniques to analyze such configurations [7,8].

A lot could be said about the characteristics of wave propagation by inspecting the dispersion curve corresponding to the structure along which the wave travels. Therefore the first step in designing unit cells is to obtain the related dispersion diagram. However this is not a straightforward process even for the case of homogeneous structures. Now for the non-homogeneous media, this could be quite a challenge since it requires exact knowledge of the effective permittivity of the medium at hand. Various numbers of numerical approaches have been adopted over the years for this
purpose. Despite the satisfactory results derived by these methods, they are still suffering from a deplorable lack of generality. Furthermore, the application of these methods is restricted by some factors like the configuration of the unit cell, the amount of loss associated with the excited modes, and etc. [2,5,9]. All these restrictions make it difficult to effectively employ the useful features of modulated structures. Hence, we were stimulated to revisit this problem in more depth. Therefore, the main motivation of this work is to develop a more general procedure capable of analyzing modulated structures in a fast and accurate way. Another aspect of this work is that it is focused on the study of an open structure, while mostly the investigations found in the literature have only considered closed structures.

Here we apply finite difference time domain FDTD method in an attempt to find both the dispersion and also field distributions for a medium whose effective permittivity has been sinusoidally modulated. The FDTD method has been selected since in addition to its generality it is robust and proved to produce reliable results for a wide number of applications [10]. However, we are aware of some negative impacts of FDTD like the numerical dispersion and try to choose the numerical parameters to avoid such effects.

The paper is structured as follows. In Section II, we begin by the wave equation inside the stratified structure. Then in Section III, we proceed to the more complicated task of finding dispersion plots. Three major methods of graphical, analytical and numerical are investigated and dispersion plots from each method are compared. It is proved that the proposed numerical method is capable of accurately predicting wave behavior and band gap limits inside the modulated medium and it has no restriction regarding the value of the modulation index as opposed to the analytical method. A demonstration of the electric field distribution inside modulated medium is also presented that agrees well with the theory which confirms the validity and reliability of the proposed method.

II. FORMULATION OF THE PROBLEM

A. TE wave equation

For a transverse electric, TE wave obliquely incident from free space to the semi-infinite medium of Fig. 1, under the assumption $\partial / \partial y = 0$, the wave equation is given by:

$$\frac{\partial^2 E}{\partial x^2} + \frac{\partial^2 E}{\partial z^2} = \mu_0 \varepsilon_0 \varepsilon_r (1 - M \cos 2\pi \frac{z}{d}) \frac{\partial^2 E}{\partial t^2},$$

where $\varepsilon(z) = \varepsilon_r (1 - M \cos 2\pi \frac{z}{d})$, being the relative dielectric permittivity of the modulated medium with $\varepsilon_r$, $d$, and $M$ identifying the average permittivity, periodicity, and modulation constant respectively.

Fig. 1. Oblique incidence on a semi-infinite stratified medium. Shown to the left and right hand side of the $x$-axis, are the permittivity constants of the un-modulated and modulated media, respectively. The un-modulated medium is considered free space, hence its relative permittivity, $\varepsilon_1$ is equal to 1.

B. FDTD discretization

For FDTD computation we first set the following assignments:

$$\tilde{E}(\xi, \zeta, \tau_n) = E((\Delta x, m\Delta z, n\Delta t)) = E_{lm}^n,$$

$$\varepsilon(\zeta_m) = \varepsilon_r (1 - M \cos 2\pi \frac{m\Delta z}{d}) = \varepsilon_m.$$  

Now we use central-time central-space discretization scheme to form the discretized version of (1):

$$E_{lm}^{n+1} = 2E_{lm}^n (1 - \theta_x - \theta_z) + \theta_x (E_{l+1,m}^n + E_{l-1,m}^n) + \theta_z (E_{l,m+1}^n + E_{l,m-1}^n),$$

where $\theta_x = \frac{1}{\mu_0 \varepsilon_0 \varepsilon_m (\Delta t)^2}$, and $\theta_z = \frac{1}{\mu_0 \varepsilon_0 \varepsilon_m (\Delta z)^2}$ with $\Delta x$, and $\Delta z$, being grid spacing and $\Delta t$ designating time increment. In the next sections, we employ this scheme to calculate the electric field intensity inside the modulated medium.

III. DISPERSION ANALYSIS

A. Graphical dispersion

For the medium presented in Fig. 1 as shown in [6], solutions of wave Equation (1) can be described in the form of Mathieu functions and there is no closed form for the dispersion relation. In fact, dispersion in such medium can be obtained by the help of “Mathieu stability diagrams” using the graphical approach. A comprehensive study of this kind can be found in [6]. In what follows we will present a brief illustration of the method. We restrict our discussion to the case of oblique incidence in Fig. 1 considering $k_0 = \omega \sqrt{\mu_0 \varepsilon_0}$ the free space wavenumber, with $k_t$ and $k_u$ being the wavenumbers along $x$ and $z$ directions respectively given by $k_t = k_0 \sqrt{\varepsilon_r \sin \theta}$ and $k_u^2 = k_0^2 \varepsilon_r - k_t^2$, where $\varepsilon_r$ is the relative permittivity of un-modulated medium and $\theta$ is the angle of incidence. The last expression, i.e., $k_u^2 = k_0^2 \varepsilon_r - k_t^2$, would be the dispersion relation if no modulation was present in the medium, namely $M = 0$. 

$\varepsilon_0\varepsilon_r (1 - M \cos 2\pi \frac{z}{d})$
However, when $M \neq 0$ the propagation constant along $z$, namely $\kappa$, has to be obtained by employing an iterative process to numerically solve a continued fraction expression. This leads to “stability diagrams” of Fig. 2.

It is customary to plot stability diagrams in $a$-$q$ axes [5,6]. The vertical axis, $q$ is basically an indication of modulation parameter, $M$ which is multiplied by 
\[
(\sqrt{\varepsilon_r}k_0d/\sqrt{2\pi})^2
\]
to factor in the effect of average dielectric constant and also frequency, since dispersion is the description of wavenumber variation with respect to frequency and also as modulation index, $M$ varies, wave experiences different stratifications in the medium, and hence different dispersion effects, so modulation coefficient $M$ has to be included in the definition of the axis as well. A more sophisticated physical meaning of parameter $q$ is actually dependent on the specific problem at hand for which Mathieu equation arises. For example, in a problem where Mathieu equation describes vibrating modes of an elliptical membrane, $q$ is associated with the eigenfrequencies of those vibrating modes [11].

The horizontal axis is $a = (k_0d/\pi)^2$ and it arises when the method of ‘separation of variables’ is used in the TE wave Equation of (1) to find solutions of Mathieu equation. (See [6] for more details).

From Fig. 2 one can distinguish two distinct regions, the shaded areas are “stable regions” where $\kappa$ is real, whereas in the unshaded areas (unstable regions) $\kappa$ becomes complex. Furthermore, we can draw a line through origin that will cut through all the regions of stability diagrams. Intersection points are shown with red stars in Fig. 2. The slope of this line can be written as:

\[
\tan \varphi = \frac{0.5e_0M}{\varepsilon_r - \varepsilon_s \sin \theta}.
\]

From (5), one realizes that at a specific angle $\theta$ and for constant values of $\varepsilon_s$, and $\varepsilon_r$, the slope of this line, $\tan \varphi$ is fixed and an intersection point with stability diagrams is the value of $\kappa$ excited at a certain frequency. If $M = 0$, then the slope of the line is zero and it will fall on the horizontal axis which is described by $k_0^2$ and as stated earlier, $k_0^2$ is the wave number in the absence of modulation in the medium.

In a general case where $M \neq 0$, in order to construct dispersion diagram we have to find variation of $\kappa$ versus frequency. Note that by changing frequency, parameters $a$, and $q$ vary along the straight line yielding different intersection points each corresponding to a specific value of propagation constant at that frequency. Such diagram is shown in Fig. 3 where one can recognize a band-gap between $15.99 \text{ GHz} - 18.99 \text{ GHz}$. This is a result of the straight line of Fig. 2 passing through the first unstable region of stability diagrams and exciting waves with complex values of $\kappa$.

![Fig. 2. Mathieu stability diagram (using the data in [12]). The intersecting points, shown with red stars on the straight line, determine the wavenumbers of modes excited in the modulated medium. Parameter $\lambda$ used in the definition of $q$ is the free space wavelength which is $1 \text{ cm}$ at the design frequency of $f = 30 \text{ GHz}$. Other parameters are as follows; $d = 1 \text{ cm}$, $M = 0.15$, $\theta = 30^\circ$, $\varepsilon_r = \varepsilon_s = 1$.](image)

![Fig. 3. Dispersion diagrams for the modulated medium shown in Fig. 1 using the graphical approach.](image)

For the case represented in Fig. 2 based on the values given in the caption, the slope of the straight line given by (5) is equal to $0.1$, and as can be seen it cuts through the stability diagrams where the appearance of the first band gap (first unshaded region) is noticeable, whereas it hardly cuts through the $2^{nd}$ unstable region; hence the $2^{nd}$ band gap is almost non-existent for such a small value of line slope. Therefore Fig. 3 is only focused on the first band gap. For higher values of incidence angle or modulation index the slope of the line increases and it will cut through both $1^{st}$ and $2^{nd}$ unshaded areas of Fig. 2 for which case both band gaps should be
B. Analytical dispersion

The above approach, though accurate but is frustrating since every time a single parameter in (5) varies, the whole process needs to be repeated. A more straightforward way is to use the following analytic expression suggested in [6] which is capable of predicting dispersion curves only when the value of \( q \) is taken very small and the solution is considered inside pass bands or the ‘stable’ regions of the Mathieu stability diagram:

\[
\frac{\kappa}{\kappa_u} = 1 + \frac{1}{1 - (k_u d / \pi)^2} \left( \frac{\pi q}{k_u d} \right)^2.
\]

(6)

Under these circumstances, (7) is a good approximation for the solution of electric field inside the modulated medium:

\[
E_y(x, z) = \left[ 1 - \frac{q}{2} \cos \left( \frac{2\pi z}{d} \right) - j \frac{k_u d}{\pi} \sin \left( \frac{2\pi z}{d} \right) \right] e^{j k x} e^{j \omega t}.
\]

(7)

Designated with blue rhombus is the dispersion plot of (6) depicted in Figs. 4 (a) and (b). One recognizes that (6) is quite accurate in pass-bands but when it comes to band-gaps its values cannot be trusted, which was expected as stated earlier.

C. Numerical dispersion

To find more satisfactory results we tried the FDTD technique. The discretized version of (7) is applied into (4) which reveals the numerical dispersion relation as in:

\[
\sin^2 \left( \frac{\omega \Delta t}{2} \right) = \theta_x \sin^2 \left( \frac{k_x \Delta x}{2} \right) + \theta_z \sin^2 \left( \frac{k_z \Delta z}{2} \right).
\]

(8)

Note that the actual expression is much more complicated and what is given in (8) is derived after taking into account certain approximations [13].

To examine the amount of numerical dispersion introduced by FDTD method into the solution one may try to find the \( \kappa - \omega \) diagram of (8) but due to \( \theta_x \) and \( \theta_z \) being functions of space, as shown in Figs. 4 (a) and (b), plots will change for different nodes along the axis of modulation \( z \).

This makes it hard to understand whether or not the numerical scheme is giving valid results in terms of band diagrams. However one interesting fact concluded from comparing Figs. 4 (a) and (b), is that such trend is periodic. As a matter of fact within one period, dispersion plots for nodes symmetrically located around \( z = d / 2 \), (line of symmetry) are the same. Another interesting observation is that for the values selected here, neither of these plots suggests the existence of “numerical” band-gaps. The only effect is a small drift of dispersion plots along the nodes. This was expected since permittivity is a function of \( z \), which means the guided wavelength varies along the modulation direction and so does the propagation constant.

These all mean that the approximations made to obtain (8) have worked out for the best since we could firstly avoid the numerical band-gaps arising from the periodic grid lattice used in the finite difference method and secondly, as suggested from Fig. 4(a) and (b), predict the dispersion plots quite accurately.

Back to our oblique incidence problem we need to find possible value(s) of \( \kappa \) that are excited in the modulated medium and also the band-gap frequencies. Based on the above analyses, the graphical method though accurate enough, is not necessarily the fastest way to approach the problem and (8) yields different dispersion plots for various nodes. It is also worth to emphasize that the approximations in (8) are only valid...
within the pass bands not to mention the restrictions on
the value of modulation constant. Having that in mind
it seems like the most convenient way to obtain the
dispersion curve is to calculate the electric field
numerically at various sample frequencies and then to
determine the wavenumber at each frequency. The
results of such calculations are depicted in Fig. 5.

Lastly, we also computed the electric field solution
inside the semi-infinite medium of Fig. 1, using a
sinusoidal excitation at the incidence plane (at \( z = 10 \text{ cm} \))
chosen twenty wavelengths behind the air-dielectric
interface (at \( z = 30 \text{ cm} \)).

![Fig. 5. Comparison between dispersion curves obtained
by graphical approach and FDTD method.](image)

A small discrepancy observed between the graphical
and numerical plots is believed to be mostly due to a
certain degree of approximation involved in the
computation of the actual wavelength of the field. This
can be explained using Fig. 6 where it can be seen that
the electric field solution in the modulated medium has
a slightly perturbed sinusoidal shape. One realizes this
perturbation is responsible for a slight change of
wavelength along the propagation direction. Hence, the
results of Fig. 5 are obtained using the average value of
the wavelength. There are other factors that affect the
accuracy of plots in Fig. 5. First one needs to understand
that the graphical approach, does not always give the
exact values; to solve for the \( k \) values we have to find
the intersection points in Fig. 2 which requires the
evaluation of non-integer Mathieu functions of any
arbitrary order. Not enough tabulations of this kind can
be found in literature. Furthermore, the intervals between
two successive steps are often large not to mention the
restricted range of parameters (namely \( q \) and \( a \)) for
which these tables are available. Here we have used
values in [12] which are obtained with an accuracy of
\( 10^{-5} \), however the intersection points, as presented in
Fig. 2, do not exactly lie on the graphs available from
[12] and therefore an interpolation process needs to be
carried out to find the values in the intermediate steps.
All these factors will introduce errors in the calculation
of dispersion diagram, which then result in the small drift
between the graphical and numerical plots of Fig. 5.

![Fig. 6. Electric field distribution in modulated medium
using: (a) closed form formula of (7) and (b) FDTD. As
clear from the graph, \( z = 30 \text{ cm} \) is the interface of air
and the modulated medium whereas the incidence plane
is set at \( z = 10 \text{ cm} \). To insure accuracy the modulated
medium has extended over 15 wavelengths beyond the
interface.](image)
IV. CONCLUSION

Realizing the challenge exist to address scattering problems involved oblique incidence, a numerical study based on FDTD has been presented to analyze wave propagation inside a modulated medium in terms of dispersion and field distribution. To avoid numerical dispersion a node-by-node band-diagram monitoring process has been carried out in order to adjust FDTD parameters to guarantee a distortion-free transmission. As an appropriate figure of merit for comparison of the numerical results, an approximate closed form formula was used. An inspection of band diagram and field distribution revealed great agreement between graphical and numerical results with the latter being less time consuming, more robust and accurate in predicting the band-limits.
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Abstract — A new method is proposed to analytically evaluate the line integral on truncated-wedge incremental length diffraction coefficients (TW-ILDCs). By utilizing the coherence of a geometry, the trailing edges can be divided into several linear segments, and the line integrals can be reduced as the two end-point contributions for each segment based on the mathematical model derived in this paper. Thus, the efficiency is greatly enhanced in comparison with the traditional numerical techniques. Numerical results for the bistatic radar cross sections show excellent performance of the proposed method both in accuracy and efficiency.

Index Terms — Closed form, linear division, TW-ILDCs.

I. INTRODUCTION

It is well known that the surface integral in the physical theory of diffraction (PTD) has the following form:

\[ I(k) = \int_{\nu_1}^{\nu_2} \int_{\eta_1}^{\eta_2} f(u,v) e^{i\kappa\phi(u,v)} \, du \, dv, \] (1)

in which \( k \) is a large wavenumber, \( f(u,v) \) represents the amplitude of the integrand, and \( \phi(u,v) \) is the phase function, both of them have two arguments \( u \) and \( v \). The integral on \( u \) is seen as the inner integral with the lower and upper limits \( u_1 \) and \( u_2 \); while the integral on \( v \) is thought to be the outer integral with limits \( v_1 \) and \( v_2 \). As is known, this PTD surface integral was firstly introduced by Ufimtsev, who has also reduced it into point contributions. But his reduction procedure is a directly surface-to-point process, lacking the surface-to-line step, which may contribute to ‘very complicated and immense equations’ [1]. Thu, Ufimtsev’s result is not very practical [3].

Therefore, there have been numerous contributions to better evaluate the inner integral in (1) in the past decades [2]-[10]. The theory of incremental length diffraction coefficients (ILDCs) [2] proposed by Mitzner has made significant improvement for such evaluation. In ILDCs, the two associated faces of a wedge are assumed to be two half-planes based on high frequency localization phenomenon. Hence, the inner integral limit is from zero to infinity. Meanwhile, a function \( v_B \) [11] is used to describe the fringe-wave surface current \( f(u,v) \), the variable of which only contains \( u \) without \( v \) in this case, and the phase function \( \phi(u,v) \) can be expressed separately by \( \phi(u) \) and \( \phi(v) \) for the inner and outer integral. Thus, the inner integral in (1) is able to be reduced into closed form, and \( I(k) \) can be evaluated analytically for straight wedges. For curved wedges, the stationary phase method [13] can be used to asymptotically reduce the outer integral into point contributions. Hence, ILDCs is an efficient algorithm, and has been successfully applied to design B-2 stealth aircraft [14].

However, some problems exist in ILDCs. Firstly, singularities emerge in some combinations of incidence and observation directions. The reason, as pointed out by Michaeli, is the inappropriate selection of the coordinate system [3]. Unlike ILDCs, who chooses the direction normal to the wedge edge as the inner integral direction, Ref. [3] has selected the grazing diffracted direction, which is a more natural way as pictured by the ray behavior in the geometrical theory of diffraction (GTD) [15]. As a result, most singularities were removed except the non-removable Ufimtsev singularity. Secondly, the half-plane assumption is in contrast to real conditions, which will influence the accuracy especially when the observation direction is close to the grazing diffracted ray [9]. This problem of ILDCs leads to the necessity to consider the second-order diffraction. In this circumstance, the upper limit of the inner integral is a finite value because the fringe wave surface current incremental strips will be truncated when hitting the second-order diffraction points. Work related to solve this kind of inner integral includes Refs. [6], [7] for the half-plane, and [8] for a right-angled wedge. Though the expression for a wedge with arbitrary angle was firstly
gained by Michaeli [9], the non-removable singularities still exist due to the improper mathematical derivation procedure. This difficulty was finally overcome by Johansen [10] with no non-removable singularities emerged in his result. Therefore, an analytical, more accurate and robust evaluation of the inner integral in (1) than ILDCs is achieved. Thus, the method in [10], named as truncated-wedge incremental length diffraction coefficients (TW-ILDCs), has been widely used and implemented in Xpatch [16] and GRASP [17].

However, compared with ILDCs, when considering the second-order diffraction, the outer integral in (1) cannot be analytically evaluated even for a straight wedge, because the length of each incremental strip is different and depends on the geometry of an object. To calculate such an integral, the numerical quadrature method has been used [16], [18], [19]. In Ref. [16], to implement TW-ILDCs in Xpatch, sample points on a wedge’s leading edge are taken, and the incremental strips of the fringe wave surface currents, emanated from each sample point, will travel until hitting a point on another discontinuous edge. Obviously, the length of the incremental strip has to be calculated again for different sample points and incident angles. In Ref. [18] the distance between every two sample points is set to be \( \lambda / 10 \), which is a frequency-related value and a similar value is taken in [19] as well. Thus, the final result of \( I(k) \) is the summation of the diffraction coefficients calculated from all sample points. Consequently, to deal with such highly oscillatory integral, the computation time will increase largely as the frequency increases. To accelerate this numerical technique, a fixed truncated length TW-ILDCs method was proposed based on the idea of rectangular strip [7]. Similar to ILDCs, the amplitude of the integrand in the outer integral in (1) is thereby constant and this line integral can be reduced to closed form resultantly. Though the efficiency was improved by this approach, the accuracy cannot be guaranteed which has been illustrated by the examples in Ref. [18].

In this paper, we propose a new method that can rigorously reduce this line integral into a closed-form expression for planar structures. For the commonly used triangular patch mesh, it is found that the trailing edges can be divided into several linear segments, and on each of them, the outer integral in (1) can be evaluated analytically. The mathematical model required in this process is derived in details. Meanwhile, the efficiency can be greatly improved in comparison with the numerical technique.

This paper is organized as follows. In Section II, a mathematical model referring to the integral on the complementary error function is introduced. Then its application to PTD is described in Section III, including details in integral reduction. Numerical results are given in Section IV to illustrate the validation of the proposed method. Finally, Section V gives the concluding remarks.

II. MATHEMATICAL MODEL

Consider the integral form given below:

\[
I(a_1, b_1, a_2, b_2) = \int F(\sqrt{a_1 z + b_1}) e^{j k (a_2 z + b_2)} dz,
\]

in which \( z \) is the integral variable, \( a_1, b_1, a_2, b_2 \) are the constant terms, and \( F(x) \) is the modified Fresnel integral [9]. The aim here is to rigorously reduce the integral (2) into a closed form.

A. The general case

Note that the modified Fresnel integral has a relationship with the complementary error function [20]

\[
F(z) = 0.5 \text{erfc}(\sqrt{jz}) e^{jz},
\]

then (2) can be rewritten as:

\[
I(a_1, b_1, a_2, b_2) = 2 \int \text{erfc}(\sqrt{j(a_1 z + b_1)}) e^{j(a_1 + k a_2) z} dz.
\]

By using the approach of integrating by parts, and noting that \( \text{erfc}'(x) = -2e^{-x^2} / \sqrt{\pi}, \) (3) can be transformed into:

\[
I(a_1, b_1, a_2, b_2) = 2e^{j b_2 / a_2} \text{erfc}(\sqrt{j(a_1 z + b_1)}) e^{j(a_1 + k a_2) z} + \left[ \frac{j}{\pi} a_2 e^{-j h} \int \frac{e^{j k a_2 z}}{\sqrt{(a_1 z + b_1)}} dz \right].
\]

For the integral contained in (4), it has,

\[
\int \frac{e^{j k a_2 z}}{\sqrt{(a_1 z + b_1)}} dz = -\frac{\sqrt{\pi}}{a_1} \sqrt{\frac{a_1}{k a_2}} e^{j a_1 / a_1} \text{erfc}\left(\sqrt{\frac{j k a_2}{a_1}} (a_1 z + b_1)\right).
\]

Therefore, based on the relationship between modified Fresnel integral and the error function, the final result of (2) can be obtained by taking (5) into (4) as:

\[
I(a_1, b_1, a_2, b_2) = \frac{4e^{j b_2 / a_2}}{j(a_1 + k a_2)} \left[ F(\sqrt{a_1 z + b_1}) - j \frac{a_1}{k a_2} F\left(\sqrt{\frac{k a_2}{a_1}} (a_1 z + b_1)\right)\right].
\]

B. The singular case

In (3), when \( a_1 + k a_2 = 0 \), the integral will be changed as the following form:

\[
I(a_1, b_1, a_2, b_2) = 2e^{j b_2 / a_2} \int \text{erfc}(\sqrt{j(a_1 z + b_1)}) dz.
\]

Referring to Ref. [21], the result of integral
\[ \int z \cdot \text{erfc}(z) dz \] is listed in its table. Noting that 
\[ 0.5 \int \text{erfc}(\sqrt{z}) dz = \int z \cdot \text{erfc}(z) dz, \] it is easy to get the value of (7) by variable substitution:
\[ I(a_1, b_1, a_2, b_2) = 2e^{j(b_1+b_2)} \left[ \frac{1}{a_1} \left( a_1z + b_1 \right) + \frac{j}{2} \right] \text{erfc} \left( j(a_1z + b_1) / \pi \right). \]  

(8)

### III. APPLICATION TO PTD

#### A. The line integral on TW-ILDCs

The geometry of a perfectly conducting wedge with two finite sized polygonal planes is shown in Fig. 1. The points B and C are two points on the leading edge, from which the fringe wave incremental strips emanate, along the grazing diffracted direction \( \hat{\sigma} \), hit an edge at point B' and C'. The dashed lines BB' and CC' are their propagation paths, whose lengths are \( l_B \) and \( l_C \), respectively. And the equivalent edge currents are distributed on the polygon face AA'B'C'D. Therefore, edges A'B', B'C' and C'D are the so-called trailing edges.

![Fig. 1. The geometry of a perfectly conducting wedge.](image)

The fringe-wave field is expressed by the radiation integral [12] as:
\[ E_{FW} = \frac{jk}{4\pi R} \left[ Z_0 \hat{\sigma} \cdot \left( \hat{k}_s \times \hat{i} + M_T \hat{k}_s \times \hat{i} \right) \right] e^{-jR} dz, \]  

(9)

where \( Z_0 \) is the impedance, \( \hat{i} = \hat{z} \), the direction of the leading edge, and \( M_T, I_T \) are the truncated equivalent magnetic and electric currents [10], having the expressions that \( M_T = M_{ut} - M_{cor} \), \( I_T = I_{ut} - I_{cor} \), in which \( M_{ut} \) and \( I_{ut} \) represent the untruncated equivalent magnetic and electric currents and their expressions can be obtained in Ref. [3], while \( M_{cor} \) and \( I_{cor} \) are the correction terms when considering partly the secondary diffraction, respectively.

Since \( M_{ut} \) and \( I_{ut} \) are constants for a wedge edge, the integrals on them can be expressed analytically. Hence, the main work here is to evaluate the integral on the correction terms \( M_{cor} \) and \( I_{cor} \):

\[ E_{cor} = \frac{e^{-jR}}{4\pi R} \left[ Z_0 \hat{\sigma} \cdot \left( \hat{k}_s \times \hat{i} + M_T \hat{k}_s \times \hat{i} \right) \right] \int_c \exp \left( jk(-\hat{k}_s \cdot \hat{z}) \cdot z \right) dz \]  

(10)

The expressions of \( M_{cor} \) and \( I_{cor} \) are obtained from Ref. [10] and listed as:

\[ M_{cor} = \frac{2Z_0 \sin \varphi_s \hat{z} \cdot \hat{H}^i \exp \left[ jL(\mu - 1) \right]}{jk \sin \beta_s \sin \beta_i} \]  

\[ + \left[ -\sin[\cos(\varphi_s / 2)] \right] F \left( \sqrt{2L} \cos(\varphi_s / 2) \right) \]  

\[ + \left( \frac{\sqrt{1-\mu}}{\sqrt{2(\mu+\cos \varphi_i) \cos(\varphi_s / 2)}} \right) - \left( \frac{\sqrt{2(\sin(\pi / n) - \cos(\varphi_s / n))}}{n(\sin(\pi / n) - \cos(\varphi_s / n))} \right) \]  

\[ \cdot F \left( \sqrt{1L(1-\mu)} \right) \]  

(11)

\[ I_{cor} = \frac{2Z_0 \sin \varphi_s \hat{z} \cdot \hat{E}^i}{jk \sin \beta_i (\mu+\cos \varphi_s)} \]  

\[ + \left[ -\left( \cos \beta_i \cos \varphi_s + \cos \beta_s \cos \varphi_s \right) \hat{z} \cdot \hat{H}^i \right] \]  

\[ \cdot F \left( \sqrt{2L} \cos(\varphi_s / 2) \right) + \sqrt{2(1-\mu)} \]  

\[ + \left[ \frac{\sin(\pi / n) (\mu+\cos \varphi_s) \left( \cos \beta_i - \cos \beta_s \cos \varphi_s \right)}{Z_0 \sin \beta_i} + \frac{\hat{z} \cdot \hat{H}^i}{2 \cos(\varphi_s / 2)} \right] \]  

\[ \cdot F \left( \sqrt{1L(1-\mu)} \right) \]  

(12)
The argument $L$ in the modified Fresnel integral has the expression:

$$L = kl \sin^2 \beta_i,$$

(13)
in which $l$ is the truncated length for each incremental strip, and the angle-related terms for both excitation and observation, such as $\beta_i, \theta_i, \varphi_1, \varphi_2,$ and $\mu,$ are the same as those defined in Ref. [10].

Taking (11), (12) into (10), it can be found the key point when dealing with the integrals in (10) is to calculate the two integrals below:

$$T_1 = \int_{c} F \left( \sqrt{2L} \cos(\varphi_1/2) \right) \cdot \exp \left[ jL(\mu-1)+jk(-\hat{k}_i+\hat{k}_j) \cdot z \right] dz,$$

(14)

$$T_2 = \int_{c} F \left( jL(1-\mu) \right) \cdot \exp \left[ jL(\mu-1)+jk(-\hat{k}_i+\hat{k}_j) \cdot z \right] dz.$$

(15)

**B. Linear division and representation**

When the mesh of an object is based on triangular patches, each edge of the meshed model is a linear segment. Therefore, within each linear segment, the truncated length of any point on the corresponding leading edge segment can be expressed as a linear function of the point’s position on the leading edge. As illustrated by Fig. 1, take edge BC as an example. For face 0, the distance between points A and B is $z_1,$ between points A and C is $z_2,$ the distance between point A and any point on edge AD is assumed to be $z,$ and the position vector is $z.$ For face $n,$ it has $z \rightarrow z_n;$ hence, the starting point of the wedge edge should also be changed. The truncated length of each point on edge BC is:

$$l = \frac{l_C - l_B}{z_2 - z_1} (z - z_1) + l_B.$$  

(16)

Thus, the slope for this trailing edge is given as $k_l = \frac{1}{l_C - l_B} (z_2 - z_1),$ then $l$ is further written as

$$l = k_l z + c_l,$$

where $c_l$ can be derived from (16).

As a result, the variable $L$ in (18) and (19) can be represented as:

$$L = k l \sin^2 \beta_i, \quad c_L = k c_L \sin^2 \beta_i.$$

(17)

**C. Integral reduction**

Taking (17) into (14) and (15), $T_1$ and $T_2$ are rewritten as:

$$T_1 = \int F \left( \sqrt{k_L (1+\cos \varphi_1)} z + c_L (1+\cos \varphi_1) \right) \cdot e^{-jk \left[ \frac{k_L (\mu-1)+\cos \beta_i - \cos \beta_j}{k} \right] z + c_L (\mu-1) \cdot dz},$$

(18)

$$T_2 = \int F \left( \sqrt{k_L (1-\mu)} z + c_L (1-\mu) \right) \cdot e^{-jk \left[ \frac{k_L (\mu-1)+\cos \beta_i - \cos \beta_j}{k} \right] z + c_L (\mu-1) \cdot dz},$$

(19)

Obviously, the integrals (18) and (19) have the same form as (2), so the results of them have the same form as (6) and the values of $a_i, b_1, a_2,$ and $b_2$ can be determined for $T_1$ and $T_2$ in this condition. For $T_1$,

$$a_2 = \frac{k_L (1-\mu)}{k} \cos \beta_i + \cos \beta_j, b_2 = \frac{(\mu-1)}{k} c_L,$$

(20)

and for $T_2$,

$$a_2 = \frac{k_L (1-\mu)}{k} \cos \beta_i + \cos \beta_j, b_2 = \frac{(\mu-1)}{k} c_L.$$

(21)

Consequently, for each face of a wedge, the line integral on TW-ILDCs is successfully reduced into a closed-form expression in terms of the modified Fresnel integral.

**IV. NUMERICAL RESULTS**

In this section, the good performance of the proposed method will be demonstrated via calculating the bistatic radar cross sections on a trapezoid body. The results of numerical TW-ILDCs method are also exhibited as comparisons.

The geometry of the object is illustrated in Fig. 2. The incident angle is given by $\theta_i = 60^\circ$ and $\varphi_i = 30^\circ,$ and the observation angles are determined by $\theta_o = 90^\circ$ and $\varphi_o = 0 ~ 360^\circ$ using an angular resolution of 0.25°. The working frequency is set to be 3 GHz. Numerical TW-ILDCs are performed using the method presented in [18], in which the $\lambda/10$ mesh on wedge edge is taken to give enough accuracy.

![Fig. 2. Perfectly conducting object. The bottom face is ABCD, a 0.6m x 0.6m square. The upper face is EFGH, the front and back side faces are CDHG and ABFE. $\theta_i, \theta_o$ are from the z axis to the incident and scattering directions, $\varphi_i$ and $\varphi_o$ are from the x axis to the projections of the incident and scattering directions on xy plane, respectively.](image-url)
Considering the linear division process for all discontinuous edges, the trailing edges of edges AE, BF, EH and FG can only be divided into one linear segment for their two faces, thus these four wedge edges do not need to be divided. For the upper face of edge AB, the trailing edges are divided into four linear segments: EA, HE, DH, part of CD. Thus, the outer integral in (1) can be written as the summation of four sub-integrals on these four linear segments. For the bottom face of AB, the trailing edges are: AD and part of CD. Hence AB should be divided into two parts, and the outer integral in (1) is the summation of two sub-integrals on these two linear segments. The division of BC, CD, CG, EF, GH and DH are similar to AB.

As can be seen from Figs. 3-4, the results of the proposed method are almost the same as the numerical TW-ILDCs except some small discrepancies which are possibly due to the slight numerical errors in the calculation process. Moreover, the results of multi-level fast multipole method (MLFMM) minus PO are also given as a reference, in which the results of MLFMM are obtained by software FEKO and the reason for the difference between the proposed method and MLFMM minus PO is that the higher-order and vertex diffraction contributions are not considered by both numerical TW-ILDCs and the proposed method.

Meanwhile, to illustrate the efficiency of the proposed method and numerical TW-ILDCs, the computation time is listed in Table 1.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Computation Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The Proposed Method</td>
</tr>
<tr>
<td>3.0</td>
<td>0.827</td>
</tr>
<tr>
<td>10.0</td>
<td>0.905</td>
</tr>
<tr>
<td>30.0</td>
<td>0.905</td>
</tr>
</tbody>
</table>

It can be seen that the time needed by numerical TW-ILDCs is increased as the frequency increases; while the computation time of the proposed method is relatively stable and takes very small part of that of numerical TW-ILDCs.

V. CONCLUSION

In this paper, a new method is proposed to analytically treat the line integral on TW-ILDCs. Based on the triangular patch mesh, the trailing edges corresponding to a leading edge can be divided into several linear segments, and the line integral can then be reduced to a analytical form in terms of the modified Fresnel integral among the linear segments. Thus, the efficiency has been improved significantly compared with the traditional numerical quadrature method. The future work will focus on the higher-order diffraction contributions to develop a more accurate algorithm.
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Abstract — The source current reconstruction method (SRM) is based on reconstructing equivalent current from the known electric field and can be used as a method of near field to far field transformation. In this paper for the first time the reactive near field (RNF) to far field (FF) transformation based on SRM is carefully studied. It is shown that in the RNF region, the singular values of the SRM transformation matrix can magnify the evanescent modes of RNF region and unstable the SRM iterative solvers. Therefore, in this paper for RNF/FF transformation a regularized SRM is proposed and the equivalent magnetic current of an antenna under test is reconstructed from the Tikhonov SRM equation. The regularization parameter of the Tikhonov equation is determined by the L-curve method. The effect of near field distance and noise on the accuracy of far field transformation of the proposed algorithm are studied in two different antenna simulations. It is shown that in all cases in the RNF region a regularized SRM have more stable behavior and more accurate results.

Index Terms — Reactive near field, regularization, source current reconstruction, Tikhonov inverse problem.

I. INTRODUCTION

One of the important parameters to characterize the antenna performance is its far field radiation pattern which is measured in an anechoic chamber. In practice, due to size limitation, it is not always possible to measure the far field radiation pattern of the antenna under test (AUT). Therefore, the near field radiation pattern of the AUT is measured and the far field radiation pattern is reconstructed by means of Near Field (NF) to Far Field (FF) transformation [1].

In recent years, many different techniques for NF/FF transformation are developed [1]-[10]. The earliest works are based on the mode expansion, in which the measured near field data are used to determine the wave mode coefficients of the AUT [1], [2]. By finding theses wave mode coefficients, it is possible to determine the antenna radiation pattern at any desired distance. However, in these techniques, the spatial sampling rate should satisfy Nyquist criterion and reducing the number of sampling points from that criterion can deteriorate the transformation procedure. Furthermore, the modal techniques are limited to canonical acquisition surfaces (planar, cylindrical or spherical measurements) [3].

Recently, another NF/FF transformation technique, called the sources reconstruction method (SRM), has been proposed [3]-[12]. In this technique by using an equivalence principle, the equivalent currents at the antenna aperture can be reconstructed from the known NF data. By reconstructing the equivalent current at the antenna aperture it is possible to determine the radiation pattern of the AUT at any desired distance.

SRM is, in fact, an inverse radiation problem which is based on an electric field integral equation and is solved by the inverse method of moment techniques [8]. In comparison to the modal methods, SRM is more accurate, more stable and more robust but have a high computational cost associated to the solving of complex integral equations [3]. Furthermore, SRM is based on the full wave equations which are valid in all of the space around the AUT, while modal expansion based NF/FF transformation can be applied outside the minimum sphere enclosing AUT [3].

Until recently, the NF/FF transformation are mostly done with data that measured in the radiative near field region [13]. In fact, unavoidable coupling, reflection, and interferences between the AUT and typical electromagnetic field probes enforce the measurement to be done at distance more than one wavelength from the AUT aperture [13]. With the development of optic sensors and equipment, the reactive near field (RNF) measurement is also possible [13]-[15]. With such progressions in the measurement systems, a method for RNF/FF transformation can drastically reduce the dimensions of test facilities and test costs and increase measurement speeds. However, up to the authors’ knowledge, the RNF/FF transformation are not studied well until know.

A brief report about the very near field to far field transformation with the modal techniques can be found in [14]. An accurate RNF/FF transformation is obtained
in this paper by the field sampling strategy that the authors have proposed. In fact, in this paper, the field sampling positions have been optimized for each antenna in a way that creates a transformation matrix with the most convenient singular value. This will reduce the effects of evanescent modes of RNF region as shown in this paper.

A RNF/FF transformation based on SRM technique is reported in [12]. In this paper, it has been shown that the field transformation error of the conventional SRM is increased drastically in the RNF region. Therefore, a dual equation formulation for SRM technique has been proposed. One can be shown that the proposed formulation of SRM technique can noticeably improve the condition number of field transformation matrix and therefore reduce the effects of evanescent modes but this formulation has very high computational cost.

In this paper, the effect of RNF data on the SRM field transformation is completely studied. It is shown that if the singular values of the SRM field transformation matrix are not treated well, the evanescent modes of the RNF region will create instability in the FF transformation. Therefore, in order to reconstruct the FF radiation from the RNF data, a regularized SRM is proposed in the paper. The necessity of regularization for RNF/FF applications are demonstrated both analytically and experimentally. The effect of near field distance and noise on the accuracy of the proposed regularized SRM are studied in two different antenna simulations. It is shown that in all cases, in the RNF region the regularized SRM have more stable and more accurate results.

II. DESCRIPTION OF THE METHOD

A. Source current reconstruction method

The SRM is based on the electromagnetic equivalence principle which allows one to establish an equivalent problem of an AUT radiation by using equivalent electric and magnetic currents [8]. According to this principle, the radiated fields outside the domain containing the equivalent currents are the same in both the original and the equivalent problem. This basic idea is used in the SRM to develop a set of integral equations in which the known electric field is related to the radiation of equivalent current at the AUT aperture.

SRM integral equation can be used to reconstruct both equivalent electric and magnetic currents [8]. However, in the field transformation applications for the simplification of equations, one can assume that a half space perfect electric conductor is placed at the AUT aperture in the xy-plane and reconstruct only an equivalent magnetic current by the following integral equation [4]:

\[ \tilde{\vec{M}}(\vec{r}) = \frac{1}{4\pi} \int \tilde{\vec{E}}_o(\vec{r}') \times \nabla G_m(\vec{r}, \vec{r}') \, ds', \]  \hspace{1cm} (1)

in which \( \tilde{\vec{E}}_o(\vec{r}) \) is the known electric field at the observation point \( \vec{r} \), \( \tilde{\vec{M}}_o \) is the equivalent magnetic current at the antenna aperture and \( G_m \) is the appropriate dyadic Green function relating the magnetic current and fields in free space.

This integral equation should be discretized and solved via standard method of moments (MOM). For this purpose, the antenna aperture should be meshed with triangular facets as shown in Fig. 1, and the equivalent magnetic current \( \tilde{\vec{M}}_o \) is approximated by a finite sum of Rao-Wilton-Gilson (RWG) subdomain basis functions as follows [9]:

\[ \tilde{\vec{M}}_o(\vec{r}') = \sum_{n=1}^{N} I_{M,o,n} \tilde{f}_n(\vec{r}'), \]  \hspace{1cm} (2)

in which \( I_{M,o} \) is the unknown coefficient that should be determined by the method of moment and \( \tilde{f}_n(\vec{r}') \) are the well-known RWG basis functions defined at each triangular facets as shown in Fig. 2 [9].

Fig. 1. Source current reconstruction method elements. (a) A horn antenna is selected as an AUT, (b) the RWG facets at the horn antenna aperture, (c) the hemisphere acquisition of reactive near field with \( \lambda/2 \) radius from the antenna aperture, and (d) the reconstructed equivalent magnetic current at the antenna aperture.

Fig. 2. RWG basis function definition on the triangular facets.
By adding a set of known electric fields at different positions in Equation (1) and using Equation (2), a matrix equation can be constructed as follows:

\[
\begin{align*}
\begin{bmatrix}
H_{\mu} \psi_{\mu} \\
H_{\mu} \psi_{\mu} \end{bmatrix}
\begin{bmatrix}
I_{\mu} \\
I_{\mu} \end{bmatrix}
= \begin{bmatrix}
E_{\mu} \\
E_{\mu} \end{bmatrix},
\end{align*}
\]

(3)

where \(m\) is the number of measured electric field points, \(n\) is the number of unknown coefficients (total edges in RWG basis function) and \(H\) is the discretized impedance matrix which has \(2 \times m\) column and \(n\) rows.

The system of Equations (3) is overdetermined because the number of known field is greater than unknown coefficients. Therefore, Equation (3) should be solved by a least square solver which minimize the following equation:

\[
I_{\mu} = \arg \min \| E - H \times I_{\mu} \|^2_{\text{F}}.
\]

(4)

This least square equation can be solved by the singular value decomposition (SVD) method [5]. In this method, the impedance matrix \(H\) is expanded as \(H \approx U \Sigma V^*\) in which matrix \(U\) contains the left singular vector \(\hat{u}_i\), the matrix \(V\) contains the right singular vector \(\hat{v}_i\) and the diagonal matrix \(\Sigma\) contains the singular values \(\sigma_i\) of the impedance matrix \(H\). With this decomposition, the solution of (4) can be considered as follows [16]:

\[
I_{\mu} = H^\dagger \times E.
\]

\[
I_{\mu} = \left\{ \frac{\hat{u}_i E_i}{\sigma_i} \right\},
\]

(5)

where \(H^\dagger\) is called the pseudo inverse of matrix \(H\). It should be mentioned that in the applications where a large amount of data is involved in the system of Equations (4), iterative solvers like conjugate gradient (CG), least square QR (LSQR) and etc. is preferred [8].

Once the equivalent magnetic currents are obtained, the final step is to use these currents in the forward radiation problem and find the radiation fields at any desired distance.

**B. The regularized SRM**

As is shown in the previous section, SRM is an inverse source problem in which the equivalent currents are determined from the known electric field data. Like all other inverse problems, SRM is inherently an ill-posed problem, which means that a solution is very sensitive to small errors and noise.

In order to minimize the effect of measurement errors and noise, a regularized SRM can be applied in which the currents are reconstructed by the Tikhonov Regularization Technique (TRT). It is already shown that the TRT results are more stable in the presence of any type of noise signals [6]. In the TRT, the minimization Equation (4) is replaced by the following equation [6]:

\[
I_{\mu} = \arg \min \| E_{\text{noisy}} - H \times I_{\mu} \|^2_{\text{F}} + \Gamma^2 \| I_{\mu} \|^2_{\text{F}},
\]

(6)

in which \(E_{\text{noisy}}\) is the measured electric field in the presence of noise and \(\Gamma\) is a regularization parameter. Similar to (5), the solution of Equation (6) can be written as follows [16]:

\[
I_{\mu} = H^\dagger \times E_{\text{noisy}},
\]

\[
I_{\mu} = \left\{ \frac{\hat{u}_i E_{\text{noisy}}}{\sigma_i^2 + \Gamma^2} \right\} \hat{v}_i,
\]

(7)

where \(H^\dagger\) is the pseudo inverse of the regularized Equation (6).

From Equation (7), it is obvious that by adding a regularization parameter to the singular values of \(H\), the effect of perturbation error and noise is reduced. Therefore, the regularized solutions are more stable in the presence of noise. It is also can be understood that if the measurement is noiseless no regularization is needed (\(H^\dagger = H^\dagger\)).

As described before, in this paper we want to investigate the effectiveness of noiseless SRM in the RNF/FF transformation. To evaluate the SRM accuracy, a RNF/FF error can be defined as follows [11]:

\[
E_{\text{RF}} = \frac{\| E_{\text{FF}} - E_{\text{SRM-FF}} \|_2}{\| E_{\text{FF}} \|_2},
\]

(8)

in which \(E_{\text{FF}}\) is the reference FF data of the AUT and \(E_{\text{SRM-FF}}\) is the obtained FF radiation by the SRM equations. The numerator of this equation can be expanded based on the known reactive near field data \(E_{\text{RN}}\) as follows:

\[
\text{Num}(E_{\text{RF}}) = \| E_{\text{FF}} - H^\dagger M_{\text{eq}} \|_2 = \| E_{\text{FF}} - H^\dagger (H^\dagger \times E_{\text{RF}}) \|_2,
\]

(9)

in which \(H^\dagger\) is the impedance matrix of the forward problem which transform the equivalent currents to the FF radiation fields.

As is known in the RNF region, the electric field \(E_{\text{RN}}\) is composed of evanescent and non-evanescent modes and can be written as follows:

\[
E_{\text{RN}} = E_{\text{Non-Er}} + E_{\text{Er}}.
\]

(10)

If this equation is used in the FF transformation error of Equation (9) and the \(H^\dagger\) matrix is replaced by its SVD, the following equation is obtained:

\[
\text{Num}(E_{\text{RF}}) = \| E_{\text{FF}} - H^\dagger \times \sum_{i=1}^{n} \left( \frac{U_i E_{\text{Er}}}{\sigma_i} \right) v_i - H^\dagger \times \sum_{i=1}^{n} \left( \frac{U_i E_{\text{Non-Er}}}{\sigma_i} \right) v_i \|_2.
\]

(11)

In this equation the forward radiation matrix \(H^\dagger\) is ideally try to filter all of the evanescent terms of electric field and amplify the non-evanescent terms in order to create the stable far field radiation. However if the singular values of \(H^\dagger(\sigma_i)\) are not treated well, mathematically they can magnify the non-desirable evanescent modes in Equation (11) and makes the far field radiation unstable. This important point is neglected.
in the SRM papers until now [3]-[12]. This instability in the far field transformation error in Equation (11) can be resolved by replacing $H^\dagger$ with $H^\diamondsuit$ as follows:

$$
\text{Num}(\epsilon_{FF}) = \left| E_{FF} - H' \times H^\dagger \times E_{Ev} - H' \times H^\diamondsuit \times E_{Non-Ev} \right|^2 \nonumber
$$

2
2 . ( ) , FF FF Ev Non Ev

It should be emphasized that in the above equations it is assumed that all the measurements are noiseless, however, because of a large amount of evanescent modes, only a regularized SRM have a stable behavior in the RNF/FF transformation. In (12) the term $H' \times H^\# \times E_{Ev}$ can be defined as a regularized perturbation error in the noiseless RNF/FF transformation.

C. Determination of the regularization parameter

Once the necessity of regularization in the RNF/FF transformation is shown, the next step is to introduce a method for determining the regularization parameter, $\Gamma$, in the Equation (6). In the open literature, there are different methods for computing a good regularization parameter, such as the discrepancy principle, the L-curve, and generalized cross validation (GCV) [17].

In this paper, the L-curve method is used for finding a regularization parameter because this method is more visual and can be understood more physically. In the L-curve method for different regularization parameters, the norm of $\|I_{reg}\|_2$ versus the residual norm of $\|E - H \times I_{reg}\|_2$ is plotted in a log-log scale as shown in Fig. 3. This plot has always a characteristic of L-shaped appearance and the regularization parameter is determined at the L-curve corner which is corresponds to the minimum of both quantities [17].

III. RESULTS AND DISCUSSION

A. Horn antenna effect of near field distance

In order to evaluate the accuracy of the proposed regularized SRM, first, a horn antenna as shown in Fig. 1, is simulated in a well-known FEM solver HFSS. This horn antenna that is simulated at 2.4 GHz, has a largest dimension of $D=24cm$. Therefore, the RNF region of this antenna extends up to $1.6\lambda$ from the antenna aperture. The RNF data of this antenna is obtained in a hemisphere with $0^\circ < \theta < 90^\circ$, $0^\circ < \phi < 360^\circ$ and angular resolution of $\Delta\theta = 1^\circ$ and $\Delta\phi = 6^\circ$. The magnetic currents are reconstructed in a rectangular aperture of $40 \times 40 cm$ with 800 triangular facets and 1160 edges. Therefore, the SRM matrix equation should be solved with 11102 known near field data and 1160 unknown magnetic current coefficients.

For the initial investigation, reactive near field data on a hemisphere with $\lambda/2$ radius from the antenna aperture is used as the input of the proposed regularized SRM. The L-curve plot of this data is shown in Fig. 3. As it can be seen from this figure, the value of the regularization parameter should be chosen as $\Gamma=0.57$.

In order to solve the Tikhonov Equation (6) with this regularization parameter, LSMR solver is used. LSMR is an iterative solver for the least square problem that recently proposed in [18]. In comparison to other iterative solvers like LSQR and CG, the LSMR has better numerical properties and may be able to terminate sooner [18]. The magnetic current that reconstructed by these settings is shown in Fig. 1 (d).

The reconstructed FF pattern of the regularized solver (LSMR with $\Gamma=0.57$) and non-regularized solver (LSMR with $\Gamma=0$) from $\lambda/2$ RNF data are compared with the full wave HFSS simulation in Fig. 4. From this figure, it can be seen that in both E-and H-plane, the regularized algorithm can reconstruct the FF pattern drastically better than the non-regularized solver.
In order to study the necessity of regularization, the FF transformation error (9) of three different near field hemispheres with $\lambda/2$, $\lambda$, $3\lambda/2$ radius is evaluated and plotted in Figs. 5 (a), (b) and (c) respectively. The errors are plotted in these figures at each iteration of four different iterative solvers of regularized LSQR, non-regularized LSQR, regularized LSMR and non-regularized LSMR.

![Figures 5(a), 5(b), 5(c)](image)

**Fig. 5.** Comparison of the far field transformation error of regularized and non-regularized solvers in different solver iterations. Input data is a hemisphere with: (a) $\lambda/2$, (b) $\lambda$, and (c) $3\lambda/2$, radius.

As it can be seen in these figures, while the regularized solvers have a stable response in all three sub figures, the non-regularized solvers show semi-convergence and instability in Figs. 5 (a) and (b). It should be mentioned that the semi-convergence behavior of the iterative solvers in the presence of noise is already discussed in many publications of regularization [19]. The reason for this behavior is that the early iterations of non-regularized solvers reconstruct correct information about the solution while the later iteration amplifies the noise [19].

In our problem, although noiseless simulation data are used in all three figures, but the evanescent modes in the reactive near field region of $\lambda/2$ and $\lambda$, create such instability in the error plots. As it can be seen in Fig. 5 (c), when these modes are reduced in the $3\lambda/2$ radiative near field region, this instability is also disappeared.

In Fig. 6, the FF transformation error of regularized and non-regularized solvers for near field data of different radii is plotted. As it can be seen in this figure, while in the radiative near field region all methods have almost identical results, in the reactive near field region the non-regularized solvers are oscillating strongly.

Figure 7 shows the value of regularization parameter $\Gamma$ for the near field data of different radii that calculated by L-curve method. As expected, the value of $\Gamma$ becomes greater and greater when we approach the antenna aperture, while this value is almost zero in the radiative near field region. In other words, when the evanescent modes become greater the minimum norm condition ($\|I_{\text{reg}}\|_2$) should be stronger in the least square Equation of (6).

From the above results it can be concluded that while the evanescent modes are part of the input data in the RNF region, they can unstable the SRM field transformation just like a noise signal and a regularization is necessary for the RNF/FF transformation applications.

![Figures 6, 7](image)

**Fig. 6.** The far field transformation error of regularized and non-regularized solvers for near field data of different radii.

**Fig. 7.** The value of regularization parameter $\Gamma$ for the near field data of different radii that calculated by L-curve method.

### B. Array antenna effect of SNR

For the second example, consider an array of three
broadband clover leaf dipole antenna as shown in Fig. 8. Clover leaf antennas are originally a broadband cross dipole antennas and are frequently used in base transceiver station (BTS) structures [20]. This antenna is simulated in 1.7 GHz frequency in a well-known FDTD solver CST.

The largest dimension of this antenna is equal to 48 cm, therefore, the RNF region of this antenna extends up to 2.8λ from the antenna aperture. The near field data of this antenna is obtained in a hemisphere with $0^\circ < \theta < 90^\circ$, $0^\circ < \varphi < 360^\circ$ and angular resolution of $\Delta \theta = 4^\circ$ and $\Delta \varphi = 3^\circ$. The magnetic currents are reconstructed by SRM in a rectangular aperture of 70 cm × 40 cm and this aperture is meshed with 2000 triangular facets and 2935 edges. Therefore, the SRM matrix equation should be solved with 5566 known near field data and 2935 unknown magnetic current coefficients.

The reconstructed magnetic current of the regularized LSMR solver from the RNF data of a hemisphere with 1.3λ radius is shown in Fig. 8. The FF pattern that reconstructed by the regularized and non-regularized LSMR are compared with the full wave CST simulation results in Fig. 9. As it can be seen in the both E- and H-planes, the regularized SRM are again reconstructed the FF pattern more accurate than the non-regularized ones. It should be mentioned that a little deviation that can be seen in the calculated pattern of regularized SRM over the horizon angles are mainly due to the truncation error in the reconstructed equivalent current domain as described in [7]. Theoretically, it is assumed that magnetic currents are reconstructed in an infinite surface; however, in the practical computation this surface is truncated at a specified distance. The other important reason is considering only the currents of antenna aperture in SRM calculation while in the full wave simulation scattering from the antenna body is also considered. Therefore calculated pattern with SRM is valid at angles above the horizon [7].

For this example, we try to show the effectiveness of the regularized SRM in the presence of noise. Therefore, a Gaussian noise with different SNR is added to the reactive near field data of CST software. The far field transformation error of non-regularized and regularized LSMR for near field data of different radii in different SNRs is plotted in Figs. 10 (a) and (b), respectively. As it can be seen in this figure, the regularized SRM have more accurate results in all cases especially in the RNF region (less than 2.8λ). It also can be seen that in the radiative near field region the regularization reduce the effect of Gaussian noise when the SNR is not so high.

From these results, it can be understood that in the RNF region due to the presence of a large amount of evanescent modes a regularized SRM should be used instead of the conventional SRM. It is shown that the regularized SRM in RNF/FF application can create more stable and accurate transformation whether RNF data are noiseless or noisy.
VI. CONCLUSION

In this paper, the RNF/FF transformation based on the SRM technique has been studied carefully. It has been shown that in the RNF region whether the input data is noisy or noiseless, the evanescent modes can unstabe the SRM iterative solvers. It has been shown analytically that the RNF instability can be resolved by using a Tikhonov SRM equation. The regularization parameter of the Tikhonov equation has been determined by the well-known L-curve method. In order to evaluate the accuracy of the proposed regularized SRM two different antenna with different conditions has been simulated. Far field transformation error of these antennas has been evaluated by both regularized and non-regularized solvers. It has been shown that in the RNF region the non-regularized SRM is unstable and failed to reconstrcut the correct pattern, while the regularized SRM is maintained stable and can create better transformation both in the presence and non-presence of Gaussian noise. According to the results of this paper, a regularized SRM should be used instead of conventional SRM for the RNF/FF applications.
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Abstract — In the radio monitoring, electromagnetic interference diagnostics and radar detection, the electromagnetic radiation source identification (ERSI) is a key technology. A new method for ERSI was proposed. The support vector machines (SVMs) have been applied to facilitate the ERSI on the basis of the spatial characteristics of the electromagnetic radiation sources. The radiation sources were located by the triangulation method, and then their spatial characteristics were collected by a band receiver array, and converted from 3D data to 1D vector with subscripts as the inputs for the SVMs. We trained the model with these 1D vectors to enable it to identify the radiation source types with both high speed and accuracy. The identification time needs only a few seconds, which is much faster than the artificial neural networks (ANNs). The influence of parameters (e.g., noise from the ambient environment, the data collection method, the scaling method for the input data, and the penalty parameter) were discussed. The proposed method has good performance even in the noisy environments. The results were verified by a designed measurement. The proposed approach is very useful for the ERSI of unknown radiation sources in practice.

Index Terms — Band receiver array, electromagnetic radiation source identification, spatial characteristics, support vector machines.

I. INTRODUCTION

Electromagnetic radiation source identification has been a topic of intense researches due to its applications in the radio monitoring and electromagnetic interference diagnostics as well as radar sensor [1-10]. Nowadays, the EMC diagnosis is mainly confronting with a challenge, that is, the identification and localization of different interference sources. The traditional EMC diagnosis widely relies on the experience of engineers and the exact knowledge of the electronic system, and there is no unitized methodology can be referred to. [1] proposed an electromagnetic radiation source identification method based on the independent component analysis (ICA) theory. By using a kurtosis-based ICA algorithm, the radiated emission feature of different sources is extracted from some spectrum data measured at different positions. This method requires that the sources are independent signals, whose features are different frequencies. If the frequencies overlap, the method may be unavailable. Moreover, the accuracy is affected by the noise in the environment significantly. [2-8] investigated the possibility of detecting and identifying the electronic devices based on their electromagnetic emissions. Short-term FFT combined with a cross correlation technique was applied to identify different devices [2]. The signal was separated from the noise on the basis of different frequency, and then the envelope of the signal was recovered. The devices were identified by their envelopes with a cross correlation or a neural network. Thus, the different frequencies and envelopes are necessary for this method. [3] presented a method for detecting and identifying the vehicles based on their RF emissions. The parameters like the average magnitude or the standard deviation of the magnitude within a frequency band were extracted from the measured emission data. These parameters were used as the inputs to the artificial neural networks (ANNs) that were trained to identify the vehicle that produced the emissions. When a spark event was not captured, however, the neural network was unable to successfully identify the responsible vehicle. Thus, a high signal to noise ratio is needed. In the radar detection, many published literatures are focus on the emitter identification (EID). The conventional identification approaches, which separate the received pulses into individual emitter groups, are usually based on the basic pulse parameters, such as the direction of arrival (DOA), radio frequency, time-of-arrival, pulse width and pulse repetition interval; these approaches are not applicable when the EM source frequencies overlap and are sensitive to noise [9-18]. In the radio monitoring, the distinction between the radiation sources mainly depends on the frequency separation by using a spectrum analyzer [19-20].

Our group has been working on the radiation source identification when the frequencies of sources overlap in
the noisy environment [21-22]. Firstly, we proposed to identify the radiation sources based on their spatial characteristics by using the artificial neural networks [21]. The method is very accurate without any additive noise. However, the accuracy is affected by the noise significantly. Thus, an improved method was brought forward [22]. The radiation source type was recognized by the support vector machines (SVMs), which can withstand some strong noise. Nevertheless, the above two methods have the same limitation for they use the same receiver array, which is located in a 3D cube. This requires that the test data must be collected in the same way as the training data collected. It means all data are collected in the enlarged or shrunken cubes in the main lobe of the radiation sources, and only small bias is allowed.

In this paper, to make the method more applicable, the receiver array is improved by using a band shape instead of a 3D cube. The band receiver array is more consistent with the pattern recognition theory. It relaxes the requirement that the test data should be exactly collected in the same way as the training data collected, where all the data are collected in a narrow cone around the main lobe of the radiation sources. In our model, the ERSI problem is considered as a nonlinear mapping problem, the mapping from the space of the feature vectors of the radiation source to the space of the source type. The effectiveness of the method is demonstrated as a multi-ERSI problem with and without the additive noise. With this method, taking the spatial characteristics as the feature vectors is enough to obtain the high accuracy for the identification, which is much simpler than the multi-features for the identification in [9].

II. SVMs FOR CLASSIFICATION

The data used for the SVM classification is often a pair comprising an input object (typically a vector, called attribute or feature) and a desired output value (called label). A supervised learning algorithm analyzes the training data and produces inferred functions, which are called “classifiers”. The inferred function should predict the correct output value for any valid input object. This approach requires the learning algorithm to generalize unseen situations in a “reasonable” way.

In classification, however, it often happens that the data sets to discriminate are not linearly separable in a finite dimensional space. For this reason, it is proposed that the original finite-dimensional space is mapped into a much higher-dimensional space, presumably making the separation easier in that space. In our model, the data sets composed by the electric field strengths at 27 points are difficult separated in the finite dimensional space, so they should be mapped into a higher-dimensional space by using a kernel function $K(x_i, x_j)$ [23-24]. The radial basis function (RBF), a kind of the kernel functions, is suitable for the case that the class labels and attributes is nonlinear. In our model, the attributes are the electric field strengths at 27 points, and the labels are the types of the radiation sources, so the RBF is chosen for this nonlinear issue:

$$K(x_i, x_j) = \exp(-\gamma \| x_i - x_j \|_2^2), \quad \gamma > 0. \quad (1)$$

After the data are mapped to a higher-dimensional space with the RBF, the soft margin method will choose a hyper-plane that splits the examples as cleanly as possible, while still maximizing the distance to the nearest cleanly split examples [25]. The method introduces the non-negative slack variables $\xi_i$ to mark a degree of the classification error of sample $x_i$. Given a training set of attribute-label pairs $(x_i, y_i), i = 1, \cdots, m$, where $x_i \in \mathbb{R}^n$ and $y_i \in \{-1,1\}^m$, the SVMs require the solution of the following optimization problem:

$$\min_{w,b,\xi} \left\{ \frac{1}{2} w^T w + C \sum_{i=1}^m \xi_i \right\}$$

subject to $y_i(w^T \phi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0. \quad (2)$

Here, the training vectors $x_i$ are nonlinearly mapped into a higher dimensional space by the function $\phi$. The RBF has the relationship with function $\phi$, that is, $K(x_i, x_j) = \phi(x_j)^T \phi(x_i)$. $w$ is the normal vector to the hyper-planes. We should minimize $\|w\|$ to find the maximum distance between these hyper-planes. $C>0$ is the penalty parameter of the error term, and the compromise between the maximal margin and the classification error can be achieved by adjusting $C$. Eq. (2) tries to increase the margin and decrease the error introduced by $\xi_i$.

The steps using the SVMs for the classification in this paper are listed below:

1) Collect data sets comprising attributes (electric field strengths at 27 points) and labels (types of the radiation sources), and randomly divide them into the training sets and test sets.

2) Scale the attributes.

The scaling of attributes is to avoid the attributes in greater numeric ranges to dominate those in smaller numeric ranges, and can accelerate the convergence of the SVMs. Since the kernel values usually depend on the inner products of the feature vectors, large attribute values may also lead to numerical problems. As a result, each attribute is scaled to the range $[0, 1]$ in our model. An arc tangent, logarithm scaling and linear scaling are applied, and the results are compared in Section IV.

3) Choose the RBF kernel function.

The RBF usually works well in the situation that the
number of feature is small, but the size of the training set is intermediate. For the model introduced in the paper, which contains 27 feature points and 9,000 rows in the training set, the RBF kernel can help provide enough variance to fit the training data within the constraints.

4) Perform cross-validation to find the best parameters \( C \) and \( \gamma \). The influence on identification accuracy from different \( C \) and \( \gamma \) is investigated in Section IV. The optimized \( C \) and \( \gamma \) are found by the genetic algorithm (GA), which are 2 and 1 respectively in our model.

5) Utilize the best parameters \( C \) and \( \gamma \) to train the data sets and then find an appropriate inferred function.

6) Test and predict the accuracy with the test data sets, and then check the validity of the method.

III. MODEL AND CALCULATION

For the intentional electromagnetic radiation, it is often generated from the radiator, namely antenna. For instance, the radiation from a mobile phone usually comes from the phone antenna, such as the planar inverse-F antenna (PIFA), the radiation from a base station is often generated by a planar antenna, and the radars transmit the electromagnetic wave through the phased array antennas, etc. On the other hand, for the unintentional radiation, it is often caused by the equivalent antennas. For example, a bare wire in an electronic device often causes the electromagnetic interference (EMI), which is usually modeled with a dipole antenna. The radiation caused by a printed circuit board trace is often modeled with a loop antenna. In a word, the devices causing the radiation interference can be modeled with their primary radiated antennas. Obviously, the spatial characteristics of different antennas are different, which are unique features used for identification of the antennas, thereby achieving the ERSI.

In [21] and [22], the spatial characteristics of the radiation sources are collected by a 3D cube. The dimensions of this cube are 50 mm x 50 mm x 50 mm. The 27 receivers distributed in a cube are located at the center of edges, faces and volume. Two neighboring receivers are set 25 mm away from each other. The cube moves with a 20 mm steps in the x, y and z directions in a cone around the main lobe to collect the data sets. In those models, the way collecting the data sets for the recognition should be similar with the way collecting data sets for the training. That is, the 27 receivers collect the data sets in the enlarged or shrunken cubes in a narrow cone around the main lobe of the radiation sources. In other words, the high identification accuracy is achieved under these conditions:

1) The test data sets are collected at the same plane as the training data sets, shown in Fig. 1.

2) For an alternative method, if the test data sets are collected at different plane from the training data sets, the distance between the neighboring receivers should vary with the distance from the radiation source to the receiver cube, and the formula is presented in [21]:

\[
L = \frac{H}{50\sqrt{6}},
\]

where \( L \) is the distance between the neighboring receivers, \( H \) is the distance from the radiation source to the receiver cube.

We have tested the ability of the method proposed in [21] to withstand the deviation between the test data sets and the training data sets. It is found that the identification accuracy decreases significantly with the deviation, as shown in Table 1.

![Fig. 1. Data collection for a dipole antenna.](image)

<table>
<thead>
<tr>
<th>Table 1: Identification accuracy vs. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Data Location</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>1.5 m</td>
</tr>
<tr>
<td>3 m</td>
</tr>
<tr>
<td>5 m</td>
</tr>
<tr>
<td>6 m</td>
</tr>
<tr>
<td>10 m</td>
</tr>
<tr>
<td>15 m</td>
</tr>
<tr>
<td>20 m</td>
</tr>
</tbody>
</table>

Table 1 shows that the location deviation between the training data sets and the test data sets gives rise to an accuracy degeneration.

To solve the problem, hence, this paper brings up a new receiver array. In practice, before the data are collected by the receiver array, the position of the radiation source should be located. The triangulation method is often used. As Fig. 2 shows, a directional antenna with a narrow range is located at TP1. The DOA (direction of arrival) of the radiation source is determined [26], which is in the line of r1. Similarly, another directional antenna is located at TP2, which determines that the radiation source is in the line of r2. Therefore, the intersection point between r1 and r2 is the location of the radiation source [27].
After the location of the radiation source is determined, the receiver array is moved around the equator of the radiation source to collect the electric field distribution of the source, and then the data are sent to the SVMs for the training and recognition. The steps of the ERSI are shown in Fig. 3.

The receiver array is composed by 27 elements, which are utilized to collect the spatial characteristics of the radiation source simultaneously. The receivers are located at a band, which is 30° in latitude and 120° in longitude. All the receivers are arranged at 3 rows and 9 columns. The receivers at 9 columns are shown as MP1 to MP9 in Fig. 2. The neighboring receivers are 15° intervals in latitude and 15° intervals in longitude. Then the receiver band moves along the equator of the radiation sources with a 0.1° step. When the band moves 360° along the equator, 3600 data sets are collected, and every data set includes 27 values, which can be expressed as a 1D vector with 27 elements:

\[
E_p^k = [E_{11}^k, E_{12}^k, E_{13}^k, E_{14}^k, E_{21}^k, \ldots, E_{39}^k],
\]

where \( k \) is the label of the radiation source type, \( p \) is the position label of the band receiver array, \( m \) is the row label of the receiver in the band, and \( n \) is the column label of the receiver in the band.

Three EM radiation sources, namely, the bare wires, mobile phones, and RFID systems, are modelled with their primary radiators, that is, a dipole antenna, a planar inverse-F antenna (PIFA), and a microstrip antenna, respectively. These three antennas are all working at 3 GHz to ensure that the SVMs identify the radiation sources on the basis of the spatial characteristics other than the frequency. The electric field distributions around these sources, called “spatial characteristics”, are collected by the simulation with the HFSS software, a commercial software based on the finite element method [28]. The band receiver arrays vs. the antenna patterns are displayed from Fig. 4 to Fig. 6.
collected by a band receiver array, which is a circular and part of a big ring around the radiation source, and are used as the unique features for the SVMs to identify. The spatial information is converted from 3D array to 1D vector with subscripts as inputs to simplify the model. Since there are 3600 data sets, that is, 3600 1D vectors for each antenna, 10800 data sets for these three antennas are obtained. These data sets are expressed as a combined vector set $E_{total} = [E_1^1, E_2^1, \ldots, E_{3600}^3]$, where the superscript in the vector set represents the type of the radiation source, and the subscript in the vector set represents the position of the band receiver array. The vector set $E_{total}$ is scaled to the range $[0, 1]$ with a linear scaling and marked with the source type. For instance, the data sets belonging to the dipole antenna are marked with “1” at the end of the data sets, the data sets belonging to the PIFA antenna are marked with “2”, and the third one is marked with “3”. The vector set $E_{total}$ includes 10800 vectors, which are randomly divided into two categories for the training and the test. In the training process, the RBF kernel function is utilized to extract the relationship between the spatial characteristics and the source types, and constructs a hyper-plane classifying the sources based on the vectors. Since the distinction among the spatial characteristics of the radiation sources is apparent, the hyper-plane is easy to construct. The RBF kernel function has two important parameters, called “kernel parameter $\gamma$ and penalty parameter $C$”. The GA is applied to find the best parameters $C$ and $\gamma$ by an iteration searching, which are 2 and 1 in this model respectively. After trained with 9000 data sets within a few minutes, the SVMs can identify these EM source types by their spatial characteristics rapidly and accurately. The 1800 data sets left are applied for the test. When the vectors are input into the SVMs, the SVMs can identify the source types these vectors belong to, and the identification accuracy is up to 100%. The $F1$ measure is used for checking the validity of our model. $F1$ combines the recall ($r$) and the precision ($p$) with an equal weight in the following form:

$$F1 = \frac{2rp}{r + p},$$

(5)

where $p$ is the number of the correct results divided by the number of all returned results, and $r$ is the number of the correct results divided by the number of results that should have been returned. The $F1$ in this model is 1, which reflects the validity of our method.

IV. DISCUSSION

A. The influence from the noise

In this section, the influence from ambient noise is investigated. The Gaussian noise is added in our model. The parameter of signal-to-noise ratio (SNR) is applied, which is expressed as follows:

$$\text{SNR (dB)} = 10 \times \log_{10} \frac{P_{\text{avg}}}{P_{\text{noise}}},$$

(6)

where $P_{\text{avg}}$ is the average power of the input data, and $P_{\text{noise}}$ is the power of the Gaussian noise.

The identification accuracy versus SNR is listed in the Table 2. It also gives the comparison between the SVMs and the ANNs. The ANNs are classic back-propagation (BP) neural networks which include one input layer, one hidden layers, and one output layer. There are 30 neurons in the hidden layer. The levenberg-marquardt algorithm is applied in the training. When the mean square error (MSE) falls below 0.01 or the epochs exceed 30000, the training stops. The data for the training and the test are same with those for the SVMs, and a linear scaling is used. From Table 2 it is found that if no noise is added, the identification accuracy with the SVMs and the ANNs is both very high. However, the SVMs are not closely related to the noise. When the SNR decreases from 20 dB to 15 dB, the accuracy varies from 99.94% to 97.12%. Even in a strong noise environment, where the SNR is only 10 dB, the accuracy with the SVMs is still 76.57%. Thus, the method using the SVMs to identify the radiation sources can be applied in the noisy environments. Whereas the accuracy with the ANNs significantly decreases as the noise increases. When the SNR is 15 dB, the accuracy rate with the ANNs degrades to 64.1%, and it cannot work when the SNR is 10 dB.

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>No Noise</th>
<th>25</th>
<th>20</th>
<th>15</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of SVMs/%</td>
<td>100</td>
<td>100</td>
<td>99.94</td>
<td>97.12</td>
<td>76.57</td>
</tr>
<tr>
<td>Accuracy of ANN/%</td>
<td>99.98</td>
<td>98.43</td>
<td>82.3</td>
<td>64.1</td>
<td>38.87</td>
</tr>
</tbody>
</table>

B. The influence from the data collection

The spatial characteristics are represented by the data sets. Thus, the method of the data collection is important to the identification accuracy. In [22], we proposed to collect the data sets by using a 3D cube with 27 receivers. The 3D cube moves along a cone, whose angle is 60°. So the data sets mainly represent the spatial characteristics of the main lobe of the antennas. As an improved method, the data sets are collected with a band receiver array, and the band moves around the equator of antennas. According to the pattern recognition theory, it is preferable to identify the radiation sources with the global information other than the local information, which has been proven by the result comparison between this method and that proposed in [22].

Some other test results also support this point. Firstly, we use a band receiver array with 9 receivers to collect the data sets. The neighboring receivers are 1° intervals in longitude. The identification accuracy is not good, and the best accuracy is only 71.2%. So we
suppose that the receiver number is not enough to collect the spatial characteristics. Then the receiver number is increased to 30, and the neighboring receivers are also 1° intervals in longitude. Unfortunately, the identification accuracy is still not satisfactory. Thus, we increase the intervals between the neighboring receivers to 15° in longitudes and 27 receivers are applied, and good results are obtained finally. The reason lies in the fact that the pattern recognition has better performance when the object is recognized as a whole. The results using a receiver array with different intervals are compared in Fig. 7.

![Fig. 7. Accuracy of three data collection methods.](image)

From Fig. 7 it can be found that the method using 27 receivers with 15° intervals is the most accurate one among these three methods.

C. The influence from the scaling method

Different scaling methods give different identification accuracy. In this section, three typical scaling methods, namely the tangent scaling, logarithm scaling and linear scaling, are utilized to investigate the influence from the scaling method on the accuracy.

As mentioned in Section III, a total of 10800 input vectors are expressed as a combined vector set $E_{total} = [E_1^1, E_2^1, \ldots, E_{3600}^1]$. The elements in $E_{total}$ are scaled by three different methods.

The following formula is applied for the arc tangent scaling:

$$E_s = \arctan(E_{total}) \times 2/\pi,$$

where $E_s$ is the input vector sets after the scaling.

Eq. (8) is used for the logarithm scaling:

$$E_s = \log_{10}(E_{total}).$$

Eq. (9) is applied for the linear scaling:

$$y_i = \frac{x_i - x_{min}}{x_{max} - x_{min}},$$

where $x_i$ is the element of $E_{total}$; $y_i$ is the element of $E_s$ after the scaling; $x_{max}$ and $x_{min}$ are the maximum and minimum elements of $E_{total}$, respectively.

The accuracy versus different scaling methods is shown in Table 3.

<table>
<thead>
<tr>
<th>Linear Scaling /%</th>
<th>25</th>
<th>20</th>
<th>15</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.09</td>
<td>93.66</td>
<td>84.16</td>
<td>67.21</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>99.47</td>
<td>92.4</td>
<td>68.67</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>99.94</td>
<td>97.12</td>
<td>76.57</td>
<td></td>
</tr>
</tbody>
</table>

Obviously, the linear scaling method has the best performance among these three scaling methods. The reason lies in the fact that the linear scaling works better when the data value exceeds 3 while the arc tangent scaling is more suitable for the data value in range (0-3), and most of the data used in our model are above 4.

D. The influence from the parameters of the SVMs

For the support vector machines, there are two key parameters, namely the penalty parameter $C$ and $\gamma$ of the kernel function. The penalty parameter $C$ reflects the impact from the outlier case, and adjusting it can achieve the compromise between the maximal margin and the classification error. According to Eq. (2), the loss of the object function increases with $C$ when $\sum \xi_i$ is fixed.

When $C$ is infinite, the problem would be insoluble once the outlier case exists. Therefore, smaller $C$ is preferable when the same identification rate is achieved since it can improve the generalization ability of the SVMs. However, if $C$ is too small, the penalty to the outlier case is small and the error is large, leading to an identification accuracy degradation. For $\gamma$ of the kernel function, it represents the correlation between those support vectors. If $\gamma$ is too small, there is no significant correlation between the support vectors, and the learning process is complex. On the other hand, if $\gamma$ is too large, the mutual influence between the support vectors is obvious and the precision of the model will be affected. Table 4 presents the identification accuracy versus $C$ and $\gamma$. The optimized $C$ and $\gamma$ are found by the GA, which are 2 and 1 respectively. Obviously, the most accurate result is obtained with these optimized parameters. The accuracy decreases as the values of $C$ and $\gamma$ deviate from the optimized values. If the $C$ and $\gamma$ are too small or too large, the accuracy is poor.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$C=0.1, \gamma=0.2$</th>
<th>$C=0.1, \gamma=0.1$</th>
<th>$C=2, \gamma=0.2$</th>
<th>$C=2, \gamma=1$</th>
<th>$C=20, \gamma=20$</th>
<th>$C=100, \gamma=100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy /%</td>
<td>79.61</td>
<td>94.66</td>
<td>100</td>
<td>89.58</td>
<td>35.62</td>
<td></td>
</tr>
</tbody>
</table>
V. VERIFICATION BY MEASUREMENTS
Some measurements are made to validate the proposed method. The spatial characteristics of the three cell phones with above antennas are collected by a receiving antenna and a spectrum analyzer in an anechoic chamber. The electric field of the points distributed within the sphere that surrounds the source can be obtained by setting the rotation angle of the receiving antenna. A 1° interval is applied for the antenna rotation in the equatorial plane, and 15° intervals are used in the meridian plane. Consequently, the data within the band from $-15^\circ$ to $15^\circ$ longitude and $1^\circ$ to $360^\circ$ latitude around the cell phones are extracted. Then, the electric fields at 27 points are divided into groups using the same method described in Section III. A total of 90 data sets are selected randomly from the three cell phones (i.e., 30 for each cell phone), combined, and scaled. Finally, the scaled data are sent to the proposed model to check the validity of the presented method. The model can correctly identify the data set belonging to which type of the sources. The identification accuracy is 96%, which proves the validity of the proposed method.

VI. CONCLUSION
A new method for the ERSI by using the SVMs is proposed in this paper. The data collection method has been improved. After the position of the radiation source is determined by the triangulation method, a band receiver array is applied for the data collection. The band receiver array moves along the equator of the radiation sources and focuses on collecting the data with global information, which more coincides with the pattern recognition. The results demonstrate that the method proposed in this paper has a better identification accuracy compared with the ANNs and the 3D cube receiver array. It can be applied in a strong noise environment, and the deviation between the training data sets and the test data sets is allowed.

In practice, the method proposed in this paper is also useful for the radiation predication of the sources. The same SVMs model can be applied. After trained by the electric field strengths at several points, the SVMs can predict all the radiations from the sources accurately, which can save a lot of computation time and cost, and this will be investigated in the next step.

ACKNOWLEDGMENT
This work has been supported by National Natural Science Foundation of China, No. 61201024.

REFERENCES


Dan Shi received Ph.D. degree in Electronic Engineering from Beijing University of Posts & Telecommunications, Beijing, China in 2008.

She has been working in Beijing University of Posts & Telecommunications. Her interests include electromagnetic compatibility, electromagnetic environment and electromagnetic computation.

Shi has published more than 100 papers. She is Chair of IEEE EMC Beijing Chapter, Vice Chair of URSI E-Commission in China, General Secretary of EMC Section of China Institute of Electronics.

Yougang Gao received his B.S degree in Electrical Engineering from National Wuhan University, China in 1950. He was a Visiting Scholar in Moscow Technical University of Communication and Information in Russia from 1957 to 1959. He is now a Professor and Ph.D. Supervisor in Beijing University of Posts and Telecommunications, China. He has been an Academician of International Informatization Academy of UN since 1994. He was once the Chairman of IEEE Beijing EMC Chapter and Chairman of China National E-Commission for URSI. He has published several books: Introduction of EMC, Inductive Coupling and Resistive Coupling, as well as Shielding and Grounding (all these books were published by People’s Posts and Telecommunications Press). He became an EMP Fellow of US Summa Foundation since 2010.
A Null Broadening Beamforming Approach Based on Covariance Matrix Expansion

Wenxing Li 1, Yu Zhao 1, Qiubo Ye 2, and Si Li 1

1 College of Information and Communications Engineering
Harbin Engineering University, Harbin, 150001, China
liwenxing@hrbeu.edu.cn, zhaoyu0816@hrbeu.edu.cn, lisi@hrbeu.edu.cn

2 Department of Electronics
Carleton University, Ottawa, Canada
qiubo.ye.1997@ieee.org

Abstract — In order to improve the performance of antenna array beamforming in the case of jammer motion, a null broadening beamforming approach based on covariance matrix expansion is proposed in this paper. The covariance matrix of the array is expanded through the Kronecker product of an eye matrix and the sample covariance matrix. The steering vector of the array is also expanded. When the expanded covariance matrix is used for beamforming, more linear constraints can be constructed compared with the original sample covariance matrix, so wider and deeper nulls can be obtained with equal number of array elements, or similar performance can be obtained with fewer number of array elements. Necessary numerical procedures are provided and computation complexity is analyzed. The validity of the proposed approach is verified by theoretical analysis and simulation results.

Index Terms — Beamforming, covariance matrix expansion, null broadening.

I. INTRODUCTION

Adaptive antenna beamforming has been widely used in radar, sonar, mobile communications and other fields. It helps adaptive arrays improve the reception of the desired signal and suppress interferences by forming nulls at the directions of interferences [1-4]. The performance of the adaptive arrays is severely degraded if the weights of the arrays are not able to adapt sufficiently fast to the changing (nonstationary) jamming situation or to the antenna platform motion. This issue can be handled, however, if a broad null is formed toward the direction of the interference [5-7]. Broad nulls can be formed by the approach of covariance matrix taper (CMT) [8-11], the concept of which is introduced in [10]. The CMT approach does not need prior knowledge of the directions of interferences. Broad nulls will be formed at all the directions of interferences adaptively, and the width of the nulls can be controlled. However, as a price, the depth of the nulls will be reduced.

Quadratic constraint sector suppressed (QCSS) is another approach of null broadening [12, 13]. The QCSS approach needs prior knowledge of the approximate directions of interferences. Broad nulls can be formed around the directions specified, that is to say, the directions of broad nulls can be controlled. In addition, both the width and depth of the nulls can be controlled by the QCSS approach, and the depth of the nulls can be increased. However, the solving process of the QCSS approach is complicated, which is a nonlinear problem. The approach of linear constraint sector suppressed (LCSS) [14] is proposed based on the QCSS approach. The quadratic constraint is transformed into a set of linear constraints, by which the nonlinear problem is transformed into a linear problem and the solving process is simplified. The LCSS approach is an advanced null broadening beamforming method that forms broad nulls through linear constraints, while it can be further improved. In order to obtain wider or deeper nulls, more linear constraints should be constructed by the LCSS approach, which requires more degrees of freedom (DOFs) of an antenna array, so the DOFs of the antenna array is a restrictive factor to the LCSS approach.

Virtual antenna array is an advanced technique that focuses on the methods of forming virtual array elements and transforms the real array into virtual array, which mainly includes the methods of virtual array transformation [15-17] and high order cumulant [18-20]. By using the idea of the virtual antenna array that forms virtual array elements, a null broadening beamforming approach based on covariance matrix expansion (CME) is proposed in this paper. In this proposed approach, the covariance matrix of an array is expanded through the Kronecker product of an eye...
null broadening beamforming approach to diagonal matrix containing the denotes expectation, denotes the steering vector of the desired is the weight vector of the , and . Therefore, when the numbers of the array elements of the two approaches are equal, wider and deeper nulls can be obtained by the proposed approach and the output signal-to-interference-plus-noise ratio (SINR) can be improved. Besides, similar performance can be obtained by the proposed approach with fewer number of array elements compared with the LCSS approach. The validity of the proposed approach is verified by theoretical analysis and simulation results.

II. SIGNAL MODEL AND THE QCSS APPROACH

Assuming that noncoherent narrowband excitation sources are far away from the antenna array, we consider a uniform linear array (ULA) with elements and the element space is equal to one-half wavelength. The structure of the ULA antenna is shown in Fig. 1.

![ULA Structure](image)

Fig. 1. The structure of the ULA antenna.

The received data can be expressed as follows:

\[
X(t) = AS(t) + N(t) ,
\]

where is an data vector, is the matrix of steering vectors, is the complex signal envelope, and is the noise of the antenna array.

If is the weight vector of the antenna array, the output power of the array can be expressed as follows:

\[
P_{\text{out}} = E\left[|W^H X(t)|^2\right] = W^H R_{\text{sn}} W ,
\]

where denotes expectation, denotes conjugate transpose, and is the covariance matrix of interference-plus-noise. In practice, this matrix is commonly replaced by the sample covariance matrix with snapshots as

\[
\hat{\mathbf{R}} = \frac{1}{K} \sum_{k=1}^{K} X(k)X^H(k) .
\]

Assume that the direction of the source of interest, denoted by , is constant during the observation time . When the interference direction changes around and the total variation is , the optimal weight vector of the QCSS approach will minimize the output power . In addition, the desired signal level should be kept and the average output power within the sector should be lower than a pre-set value in order to obtain a broad null with certain depth. These can be expressed as follows:

\[
\min_{\mathbf{w}} \mathbf{w}^H \hat{\mathbf{R}} \mathbf{w} \quad \text{s.t.} \quad \mathbf{w}^H \mathbf{a}(\theta_d) = 1 , \quad \mathbf{w}^H \mathbf{Q} \mathbf{w} \leq \eta ,
\]

where denotes the steering vector of the desired signal, and is a matrix of . The solving process of the optimal weight vector of the array in formula (3) is complicated, which is a nonlinear problem involving the quadratic constraint. To reduce the complexity of the QCSS approach, the LCSS approach was proposed in [14], which replaced the quadratic constraint by a set of linear constraints.

III. THE LCSS APPROACH

Ideally, the goal of null broadening is to obtain a zero power response at the sector , that is, . Since is a Hermitian matrix, it can be factorized as where is an matrix containing the orthonormal eigenvectors of , and is an diagonal matrix containing the eigenvalues of in a decreasing order. Assume that has a rank equal to , and is the matrix of eigenvectors that correspond to the larger eigenvalues. Then, the quadratic constraint is satisfied if . Therefore, the quadratic constraint can be transformed into a set of linear constraints, and the optimal weight vector of the array can be obtained as follows [14]:

\[
\min_{\mathbf{w}} \mathbf{w}^H \mathbf{R} \mathbf{w} \quad \text{s.t.} \quad \mathbf{w}^H \mathbf{C} = \mathbf{e}_i^T ,
\]

where is a matrix of , and is the solution to (5) is:

\[
\mathbf{w}_{\text{LCSS}}(r) = \mathbf{R}^{-1} \mathbf{C}(\mathbf{C}^H \mathbf{R}^{-1} \mathbf{C})^{-1} \mathbf{e}_i .
\]

where the rank is the number of linear constraints that minimize the average output power of the sector . Similar to the QCSS approach, in practice, is first replaced with the sample covariance matrix , and then the sample matrix inversion method can be applied where we calculate selectively with or without diagonal loading (DL).

The minimal number of linear constraints, which needs to be determined to ensure that the average
output power of the sector $\Delta \theta$ is lower than the pre-set value $\eta$, can be expressed as [14]:

$$r_{\text{opt}} = \arg \min_{r \in \{1, 2, \ldots, N\}} q(r') \leq \eta,$$

where $q(r') = W_{\text{LCSS}}^H (r') Q W_{\text{LCSS}} (r')$.

When the DOFs of a real array are more than the optimal rank $r_{\text{opt}}$, the broad nulls can be achieved by the LCSS approach and the interferences can be suppressed. However, if the DOFs of the real array are less than the optimal rank $r_{\text{opt}}$, the width or depth of nulls will not be able to reach the requirements. Hence, the performance of the LCSS approach can be improved by increasing the DOFs of the array to construct more linear constraints.

IV. THE CME-LCSS APPROACH

A. The proposed approach

The LCSS approach is an advanced null broadening beamforming method. However, more DOFs of the array will be needed when the performance of the LCSS approach is improved. To solve the problem, the covariance-matrix-expansion-based LCSS (CME-LCSS) approach is proposed in this paper. Compared with the LCSS approach, more linear constraints can be constructed by the CME-LCSS approach and the width and depth of nulls can be improved.

An eye matrix is used to expand the sample covariance matrix $\hat{R}$. The expanded matrix $\hat{R}$ can be expressed as follows:

$$\hat{R} = I \otimes \hat{R},$$

where $I$ is an eye matrix of $N \times N$ order and $\otimes$ denotes the Kronecker product. The steering vector of the antenna array is expanded as:

$$b(\theta) = a(\theta) \otimes a(\theta).$$

It can be observed from formula (8) that the sample covariance matrix, $\hat{R}$ (of $N \times N$ order), is expanded to matrix $\hat{R}$ (of $N^2 \times N^2$ order). From formula (9), the steering vector, $a(\theta)$ (of $N \times 1$ order), of the real antenna array is expanded to the steering vector, $b(\theta)$ (of $N^2 \times 1$ order), of the virtual antenna array. Therefore, virtual antenna array elements are formed and more linear constraints can be constructed.

Ideally, the goal of null broadening is to obtain a zero power response at the sector $\Delta \theta$, that is, $W^H \bar{Q} W = 0$. It can be obtained according to the steering vector of virtual antenna array as follows:

$$\bar{Q} = \frac{1}{\Delta \theta} \int_{\theta_1}^{\theta_1 + \Delta \theta} b(\theta) b^H(\theta) d\theta, \quad (10)$$

where $\bar{Q}$ is a matrix of $N^2 \times N^2$ order.

We can factorize it as $\bar{Q} = \tilde{U} \Sigma \tilde{U}^H$, where $\tilde{U}$ is an $N^2 \times N^2$ matrix containing the orthonormal eigenvectors of $\bar{Q}$, and $\Sigma$ is an $N^2 \times N^2$ diagonal matrix containing the eigenvalues of $\bar{Q}$ in a decreasing order.

Assume that $\bar{Q}$ has a rank equal to $r$, then $\tilde{U}_r = [\tilde{u}_1, \ldots, \tilde{u}_r]$ is the matrix of eigenvectors that corresponding to larger eigenvalues. The quadratic constraint $W^H \bar{Q} W = 0$ is satisfied if $W^H \tilde{U}_r = 0$.

Therefore, the quadratic constraint can be transformed into a set of linear constraints, and the optimal weight vector of the array can be obtained as follows:

$$\min_{W} W^H \hat{R} W \quad \text{s.t.} \quad W^H \bar{C} = \bar{e}_i^T, \quad (11)$$

where $\bar{C} = [b(\theta_1), \tilde{U}_r]$ and $\bar{e}_1 = [1, 0]^T$.

According to the Lagrange multipliers, we define:

$$L(W) = \frac{1}{2} W^H \hat{R} W + \mu^H (\bar{C} - \bar{C}^H \mu).$$

The solution of $\partial L(W) / \partial W = 0$ is $W = \hat{R}^{-1} \bar{C}^H \mu$. Substituting $W$ into $W^H \bar{C} = \bar{e}_i$ and $\mu = (\bar{C}^H \hat{R}^{-1} \bar{C})^{-1} \bar{e}_i$. Finally, $\mu$ is substituted into $W$.

The optimal weight vector of the CME-LCSS approach can be expressed as follows:

$$W_{\text{CME-LCSS}} (\vec{r}) = \hat{R}^{-1} \bar{C} (\bar{C}^H \hat{R}^{-1} \bar{C})^{-1} \bar{e}_i. \quad (13)$$

Similar to the LCSS approach, the optimal number $\vec{r}_{\text{opt}}$ of linear constraints for the CME-LCSS approach, which needs to be determined to ensure that the average output power of the sector $\Delta \theta$ is lower than the pre-set value $\eta$, can be expressed as:

$$\vec{r}_{\text{opt}} = \arg \min_{r \in \{1, 2, \ldots, 2N - 1\}} q(\vec{r}) \leq \eta, \quad (14)$$

where $q(\vec{r}) = W^H_{\text{CME-LCSS}} (\vec{r}) Q W_{\text{CME-LCSS}} (\vec{r})$.

DL can be selectively used to improve the stability of the LCSS approach, and the loading to noise ratio (LNR) is $10dB$. The performance of the CME-LCSS approach can also be further improved with DL with the same $\text{LNR} = 10dB$.

B. Theoretical analysis

Firstly, the relationship between the sample covariance matrix and the expanded covariance matrix is illustrated. According to Schmidt’s orthogonal subspace resolution theory, the sample covariance matrix can be expressed as:

$$\hat{R} = \tilde{U} \Sigma \tilde{R}^H,$$  

(15)

where $\tilde{U}$ is a matrix containing the orthonormal eigenvectors of $\hat{R}$, and $\Sigma$ is a diagonal matrix.
containing the eigenvalues of \( \hat{\mathbf{R}} \) in a decreasing order. The eigenvectors in \( \hat{\mathbf{U}} \) correspond to the incident directions of signals and interferences. The eigenvalues in \( \hat{\Sigma} \) correspond to the power of signals and interferences.

Substituting formula (15) into formula (8) and using the properties of Kronecker product [22], we know that:

\[
\hat{\mathbf{R}} = \mathbf{I} \otimes \hat{\mathbf{R}}
\]

\[
= \mathbf{I} \otimes (\hat{\mathbf{U}} \hat{\Sigma} \hat{\mathbf{U}}^H)
\]

\[
= (\mathbf{I} \otimes \hat{\mathbf{U}})(\mathbf{I} \otimes \hat{\Sigma})(\mathbf{I} \otimes \hat{\mathbf{U}})^H
\]

where:

\[
\hat{\mathbf{U}} = \mathbf{I} \otimes \hat{\mathbf{U}}
\]

\[
\hat{\Sigma} = \mathbf{I} \otimes \hat{\Sigma}
\]

It can be seen from formula (17) that both \( \hat{\mathbf{U}} \) and \( \hat{\Sigma} \) are expanded with an eye matrix. Therefore, the information of the incident directions and the power contained in the expanded matrix \( \hat{\mathbf{R}} \) is the same as that in the sample covariance matrix \( \mathbf{R} \).

Secondly, the relationship between the steering vectors of the real antenna array and the virtual antenna array is illustrated.

Since the antenna array is an ULA, its steering vector \( \mathbf{a}(\theta) = \begin{bmatrix} 1, e^{j \frac{2\pi}{\lambda} d \sin \theta}, \cdots, e^{j \frac{2\pi}{\lambda} (N-1) \sin \theta} \end{bmatrix}^T \) is a vector of \( N \times 1 \) order. According to formula (9), we know that \( \mathbf{b}(\theta) \) is a vector of \( N^2 \times 1 \) order, in which there are \( 2N-1 \) non-repetitive elements. To describe this more clearly, the expansion of steering vector is shown in Fig. 2 as follows.

Fig. 2. Schematic diagram of expansion of the steering vector of the antenna array.

It is observed from Fig. 2 that the antenna array is expanded and virtual array elements are formed. There are \( 2N-1 \) non-repetitive array elements, therefore more linear constraints can be constructed compared with the real antenna array. The computational load of the proposed approach is increased as the price. The computation complexity of the LCSS approach is \( O(JN^2) + O(N^3) \), where \( J \) is the number of sampled points in \( \Delta \theta \). The computation complexity of the CME-LCSS approach is \( O(JN^4) + O(N^6) \), which is greater than that of the LCSS approach. Therefore, the CME-LCSS approach is more applicable to enhancing the situation where the LCSS approach for broadening nulls is not effective because the number of array elements is not large enough.

V. NUMERICAL EXAMPLES AND SIMULATION

Assuming that the noncoherent narrowband excitation sources are far away from the antenna array and the element space is equal to one-half wavelength. The desired signal illuminates on the antenna array in the direction of \( 0^\circ \). Three independent interferences are from the directions of \(-50^\circ, 20^\circ \) and \( 60^\circ \). The signal to noise ratio (SNR) is \( 0 dB \). The interferences to noise ratio (INR) is \( 30 dB \). The number of snapshots is 200. With these given conditions, we demonstrate the performance of the CME-LCSS approach and the LCSS approach via computer simulations. In the end, numerical simulation procedures are described.

A. Example 1

The number of array elements is 15. Assume that the widths of broad nulls are set to \( 10^\circ \). Broad nulls are formed around the three directions of \(-50^\circ, 20^\circ \) and \( 60^\circ \). To compare the CME-LCSS approach with the LCSS approach, Fig. 3 shows the beam patterns of the two approaches versus the azimuth angle.

Fig. 3. Beam patterns of the two approaches.
the CME-LCSS approach is about $-130\,\text{dB}$, while the null depth of the LCSS approach is about $-75\,\text{dB}$. Compared with the LCSS approach, deeper nulls can be obtained by the CME-LCSS approach.

**B. Example 2**

The number of array elements is 10. Assume that the broad nulls, whose widths are both set to $10^\circ$, are formed around the directions of $-50^\circ$ and $60^\circ$. To compare the CME-LCSS approach with the LCSS approach when the null widths are equal, Fig. 4 shows the beam patterns of the two approaches versus the azimuth angle.

![Beam pattern](image)

Fig. 4. Beam patterns of the two approaches.

It can be observed from Fig. 4 that broad nulls can be formed around the interferences selectively. Besides, the null depth of the CME-LCSS approach is about $-140\,\text{dB}$, while the null depth of the LCSS approach is about $-80\,\text{dB}$. Compared with the LCSS approach, deeper nulls can be obtained by the CME-LCSS approach.

**C. Example 3**

Simulation conditions are the same as example 2. While the null width of the CME-LCSS approach is $20^\circ$ and the LCSS approach is $10^\circ$, the performance of the CME-LCSS approach is compared with that of the LCSS approach. Figure 5 shows the beam patterns of the two approaches. Figure 6 shows the output SINR versus the snapshots of the two approaches. Figure 7 shows the output SINR versus the input SNR of the two approaches.

It is observed from Fig. 5 that the null depth of the CME-LCSS approach is about $-110\,\text{dB}$ when the null width is $20^\circ$, and the null depth of the LCSS approach is about $-80\,\text{dB}$ when the null width is $10^\circ$. Compared with the LCSS approach, deeper and wider nulls can be obtained by the CME-LCSS approach.

From Fig. 6, we know that both approaches need a certain number of snapshots to obtain the stable output SINR, and the output SINR of the CME-LCSS is always higher than that of the LCSS approach.

It can be observed from Fig. 7 that when the input SNR exceeds $10\,\text{dB}$, the output SINR of the two approaches will tend to be stable. Besides, the output SINR of the CME-LCSS approach is always higher than that of the LCSS approach.

![Output SINR](image)

Fig. 5. Beam patterns of the two approaches.

![Output SINR](image)

Fig. 6. Output SINR versus snapshots.

![Output SINR](image)

Fig. 7. Output SINR versus input SNR.
D. Example 4
Simulation conditions are the same as Example 3. Both of the CME-LCSS and the LCSS approach are used with DL (\( LNR = 10\, \text{dB} \)). Figure 8 shows the output SINR versus input SNR of the two approaches.

![Fig. 8. Output SINR versus input SNR with DL.](image)

It is observed from Fig. 8 that the output SINR of the two approaches will tend to stable when the input SNR exceeds 20\,dB, that is to say, the performance of the two approaches are both improved.

E. Example 5
The CME-LCSS approach is used in an array with 10 elements, while the LCSS approach is used in an array with 19 elements. Broad nulls with widths of both 20°, are formed around the directions of −50° and 60°. Figure 9 shows the beam patterns of the two approaches.

![Fig. 9. Beam patterns of the two approaches.](image)

It is observed from Fig. 9 that the beam patterns of the two approaches are similar. Therefore, approximate performance can be obtained by the CME-LCSS approach with fewer array elements compared with the LCSS approach.

F. Numerical simulation procedures
To numerically calculate formula (10), discrete points are taken in \( \Delta \theta \) with equal spacing, and the integral operation is approximately obtained though the summing operation as follows:

\[
\text{theta0} = [\text{lb}:0.01: \text{rb}];
\]
\[
\text{for } i = 1: \text{length} (\text{theta0})
\]
\[
A = \exp ( -j * 2 * \pi * [0:N-1]' * \sin(\text{theta0}(i)) * d / \lambda); \]
\[
B = \text{kron} (A, A); \]
\[
Q_{\text{bar}} = B' * B + Q_{\text{bar}}; \]
\[
\text{end}
\]

where ‘lb’ and ‘rb’ stand for the boundary of \( \Delta \theta \), ‘kron’ stands for the Kronecker product, ‘A’ stands for \( a(\theta) \) and ‘B’ stands for \( b(\theta) \). As the number of discrete points increases, the accuracy of \( \bar{Q} \) will increase. However, the computation complexity of the CME-LCSS approach will be greater.

The matrix of linear constraints \( \bar{C} \) in formula (11) can be calculated as follows:

\[
[V, D] = \text{eig}(Q_{\text{bar}});
\]
\[
\bar{C} = [\text{kron}(\text{Ad}, \text{Ad}), V(:,1:\text{lc})];
\]

where ‘eig’ stands for eigen-decomposition, ‘V’ stands for the eigenvectors matrix of \( \bar{Q} \), ‘D’ stands for the eigenvalues matrix of \( \bar{Q} \), ‘Ad’ stands for the steering vector of the desired signal, and ‘lc’ stands for the number of linear constraints that corresponding to the large eigenvalues of \( \bar{Q} \). Then, the optimal weight vector of the CME-LCSS approach can be obtained using formula (13).

VI. CONCLUSION
A covariance-matrix-expansion-based linear constraint sector suppressed (CME-LCSS) beamforming approach is proposed in this paper. Numerical solution procedures of CME-LCSS are provided and computation complexity is analyzed and compared between CME-LCSS and LCSS. It is verified by simulations that, compared with the LCSS approach, more linear constraints can be constructed by the CME-LCSS approach, so wider and deeper nulls can be obtained with equal number of array elements, or similar performance can be obtained with fewer number of array elements.
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Abstract — This paper deals with the design and experimental verification of a dual-band metamaterial radar absorbing structure for the reduction of radar cross section (RCS) of a microstrip antenna. A Metamaterial Absorber (MMA) is designed to work in X-band with absorption rate near 100%. To demonstrate the effective performance of the proposed structure, its influence on RCS and performance of a microstrip antenna is investigated. According to the numerical and measurement results, one can find that the designed antenna shows dual-band RCS reduction within X-band for wide incident angles, while the radiation characteristics of the antenna are sustained without undesired changes.

Index Terms — Dual-band absorber, metamaterial, microstrip antenna, radar absorbing materials, radar cross section.

I. INTRODUCTION

Radar cross section (RCS) reduction has long been an interest of the research community. Stealth technology, which reduces visibility to detection radar, has become a more important and interesting research topic. With the development of the modern stealth technology, RCS reduction has received more attention, especially for the military platforms. For example, a stealth platform should have design features that give it a low RCS. For such low RCS platforms, the antennas which are designed to be effective radiators, have also been the main contributors total RCS. The RCS of a conventional antenna can be very large making it an easy target to pick up on basic radar systems. In fact, if such antenna is placed on a stealthy platform, it will destroy the low RCS properties. Thus, research on RCS reduction for antennas is extremely meaningful.

In recent years, many novel techniques have been proposed to RCS reduction of antennas, such as antenna shaping [1], using radar absorbing materials (RAM) [2-4], and using cancellation technology [5], [6]. Antenna shaping is widely used to reduce RCS of antenna. With this technique, RCS can be reduced by changing the structures of the original antennas. Another way is the use of RAMs. For in-band frequencies, it is difficult to reduce the RCS using conventional RAMs; because they would severely degrade the performance of the antenna. However, the use of RAMs for the RCS reduction of antenna usually requires a trade-off between radiation characteristics of antennas and RCS reduction effects. Another way to RCS reduction of antennas is the use of Frequency Selective Surface (FSS) radomes [7-11]. In this case, the FSS is transparent to electromagnetic waves in the operating band of antennas, while the signal outside the operating band is reflected. For out-of-band frequencies, FSS can be employed to reduce the RCS of antenna. However, in order to obtain favorable RCS reduction, a complex conformal shape should be designed which increases the complexity, weight and costs.

In 2008, the design of resonant metamaterial absorber (MMA) with near perfect absorptivity has been proposed at microwave band [12]. Later, many efforts have been made on MMA to achieve wide-angle and polarization-insensitive absorption [13-16], multiband absorption [17-19], and broadband absorption [20], [21]. In this contribution, the objective of the present work is to investigate the effect of a dual-band MMA to RCS reduction of microstrip antennas. The proposed antenna exhibits undisturbed radiation performance and dual-band out-of-band RCS reduction for wide incident angles. Also, this approach keeps the advantages of lightweight, low-profile, easy conformal and easy manufacturing nature of the original antenna.

II. DESIGN OF DUAL-BAND MMA STRUCTURE

The layout of the dual-band MMA structure is shown in Fig. 1. The unit cell of this structure constructed
by two metal loops patterned on the FR-4 board. The relative dielectric constant of FR-4 board is 4.35 with a dielectric loss tangent of 0.02. The electromagnetic properties of our proposed structure are characterized using full-wave simulations. Numerical simulations are performed by using periodic boundary condition template and the frequency-domain solver of the CST Microwave Studio (Computer Simulation Technology GmbH, Darmstadt, Germany), which uses a finite element method to determine transmission and reflection coefficients. Unit cell boundary conditions with a tetrahedral mesh were used in the frequency solver, in which case the wave ports were automatically added in the direction of normal incidence to the substrate. The variations of resonant frequency of single-band MMA with parameter \( l_1 \) are presented in Fig. 2. It can be clearly seen that, with variation of from 4 to 7 mm, the resonant frequency changes from 12.1 to 5.5 GHz. The presented curve can be used to design arbitrary MMA absorbers. In addition, the proposed dual-band MMA structure can be scaled to achieve desired resonant frequencies.

![Image](image-url)

Fig. 1. Unitcell of: (a) single- and (b) dual-band MMA. The dimensions are: \( a = 7.5, \ l_1 = 5.5, \ l_2 = 4.1, \ l_3 = 1.9, \ l_4 = 0.9, \ w = 0.3, \) and \( d = 0.8. \)

The designed idea is to adjust the effective and independently by varying the dimensions of loops in the unit cell so as to match the effective impedance of the structure to free space and achieve a large resonant dissipation in the meantime. Thus, wave transmission and reflection are minimized simultaneously and absorption is maximized. Based on this, the geometry and dimensions of the loops are optimized to achieve two resonance frequencies at the X-band. The numerical simulations are executed in a frequency range of 8–12 GHz. The absorption is calculated as \( A(\omega) = 1 - R(\omega) - T(\omega), \) where \( R(\omega) = |S_{11}|^2 \) and \( T(\omega) = |S_{21}|^2 \) are the reflectance and the transmittance, respectively. In this case, the metal backing results in \( T(\omega) = 0. \)

The simulated absorption as a function of frequency is calculated and shown in Fig. 3 for both TE and TM polarizations at various angles of incidence. Observe that for the both TE and TM case, at normal incidence there appear two absorbing peaks that are attributed to two resonant modes. Two perfect absorptivity peaks operating at 8.4 GHz and 10.9 GHz can be obtained; whose absorptivity ratios come up to 99%, and with increasing angle of incidence, the absorption remains quite large. Briefly, the simulation results show that the performance of the absorption of the structure is independent of the angle of incidence and polarization of electromagnetic wave.

The mechanism of the resonance for the MMA structure can be understood by studying the surface current distributions as shown in Fig. 4. Observe that in the first resonance, the majority of induced currents flow on the larger loop. Similarly, in the second frequency band, the majority of induced currents flow on the smaller loop. This shows that the effective frequency bands of this structure are independent and can be simply adjusted. In fact, with poising the length of larger loop and varying of the length of smaller loop, the first frequency band is fixed, while the second one is replaced. The physical mechanism of the absorption of structure is similar to presented discussion in [22], which uses a model based on the destructive and constructive interferences at interfaces.

![Image](image-url)

Fig. 2. Variations of resonant frequency of the single-band MMA with parameter \( l_1. \)

Fig. 3. Absorption of dual-band MMA for various angles of incidence for TE and TM polarizations.
III. DESIGN OF LOW RCS MICROSTRIP ANTENNA

The geometry of a microstrip patch antenna is shown in Fig. 5. The microstrip patch antenna can be fed by a variety of methods, such as microstrip line feed, coaxial feed, aperture coupled feed, and proximity coupled feed. Here, due to the simplicity, the coaxial or probe feed is used. In the coaxial feed, the input impedance can be adjusted by the probe’s location. The optimized location for feed is in \( x_f = -2.1, \ y_f = 0 \).

The dual-band MMA is applied to the microstrip patch antenna in order to reduce the radar cross section without compromising the performance of antenna. As shown in Fig. 6, this composite structure can act as an antenna as well as an electromagnetic wave absorber.

The simulated \( S_{11} \) and radiation pattern of the designed patch antennas with and without MMA are shown in Figs. 7-8. Observe that both of the two microstrip antennas resonated at almost the same frequency of 6.4 GHz with deviation of 50 MHz. Also, according to the results, one can find that the radiation patterns of the proposed antennas in the \( \phi = 0 \) and \( \phi = 90 \) planes are almost the same. The gain of antenna with MMA approaches 7.15 dB at 6.4 GHz, while the common antenna without MMA has gain of 7.2 dB. The total efficiency of the designed antennas with and without MMA are 52% and 51%, respectively.

The simulated RCS of the microstrip antenna with and without single- and dual-band MMA are calculated and presented in Fig. 9. It can be seen that the frontal RCS of the antenna with dual-band MMA declined from -10 to -30 dBsm and from -8 to -19 dBsm at the frequencies of 8.35 and 11.1 GHz, respectively. Notice that the resonance frequencies of the MMA obtained in the prior sections are valid for a very large structure consisting of many unit cells. Here, due to the physical constraints, the transverse dimensions of the practical MMA should be finite. So, the little difference between the resonance frequencies of the MMA with and without the antenna is due to the finite dimensions of composite structure.

In order to further studies and to illustrate the variation of in-band RCS versus the theta angle, the RCS of antenna with and without MMA in terms of theta angle are shown in Fig. 10. The results show that the RCSs have been effectively reduced within the angular ranges.
IV. FABRICATION AND MEASUREMENT

To validate the design strategies above, the proposed microstrip antenna with MMA absorber is physically fabricated and practically measured. The photograph of fabricated low RCS antenna is shown in Fig. 11.

The input reflection coefficient measured by an HP8720 network analyzer is depicted in Fig. 7 along with the simulated values. Observe that the numerical and experimental reflection coefficients are in very good agreement. The measured center resonance frequency is 6.38 GHz and the measured \( S_{11} \) show a small frequency shifts compared with the simulated one. This discrepancy can be attributed to substrate errors and fabrication precision. The monostatic RCS of microstrip antenna with MMA is measured and shown along with the simulated values in Fig. 9. The simulated and measured backward RCS are in very good agreement. Also, the measured and simulated radiation patterns of low RCS antenna at frequency of 6.38 GHz are compared in Fig. 12.

Fig. 11. Photograph of fabricated antenna. The dimensions are: 52.5 × 52.5 × 0.8 mm\(^3\).

Fig. 12. Comparison of simulated and measured radiation patterns of low RCS microstrip antenna at 6.38 GHz. (a) \( \phi = 0^\circ \) and (b) \( \phi = 90^\circ \).
V. CONCLUSION

Major contribution to the research community discussed in this paper is the RCS reduction of microstrip antenna by using a dual-band MMA. The numerical and experimental results exhibit that it is possible to acquire dual-band RCS reduction by combining microstrip antennas and MMAs. Meanwhile, the performance of microstrip antenna is preserved when the MMA is used. The measured results show that the antenna obtains 20 and 10 dB RCS reduction almost in 8.5 and 11.2 GHz, while its out-band radiation performance is preserved favorably.
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Abstract — A novel time reversal detection (TRD) algorithm for noise suppression is presented. The targets can be located accurately by analyzing the cross-correlation character of TR echo signals received by sub-arrays. Compared with conventional TR algorithm, the performance of proposed method is superior, especially under low signal-to-noise ratio (SNR) condition.

Index Terms — Cross-correlation, noise suppression, sub-arrays, time reversal.

I. INTRODUCTION

Time-reversal (TR) methods have attracted much significant attention and interest recently due to their promising use in a wide range of applications. Its basic principle is able to be described as follows: firstly, the channel state information can be extracted by observing the received signal from the sources or scatterers; then, this received signal is time-reversed in time domain (or phase conjugated in the frequency domain) and retransmitted from the respective receiver used as transmitter in this stage; finally, according to the spatial reciprocity principle, the rebroadcast wavefields focus at the locations of the original sources or scatterers. This effect is valuable for many applications in which the energy of acoustic or electromagnetic waves needs to be physically focused at the desired destination, e.g., in communications or biomedical applications [1-4].

Most current TR methods require a large number of echo signals, such as the time reversal multiple-signal-classification (TR-MUSIC) algorithm and decomposition of the time-reversal operator (DORT), these two algorithms need to measure N×N echo signals for constructing the multistatic data matrix (MDM) whose size is N×N, where N is the total number of transceivers [5-8]. Moreover, the conventional TR method also needs to measure a lot of echo signals for improving TR-focusing quality (resolution) and suppressing noise interference.

TR system becomes more practical, low cost and exploitable if few echo signals can be successfully utilized, since making use of few echo signals purports to employ few detection elements [9]. However, when few echo signals are used, the MDM may be unavailable, or multiple spurious images which can be misinterpreted as scatterers may be appearance under noisy conditions.

To address the aforementioned issues, I propose a new TRD approach which can suppress incoherent noise effectively. The general idea of this new approach is as follows: firstly, the detection array is divided into several looks (sub-arrays). Secondly, the echoes received by each sub-array are separately time reversed. Finally, the detection map is able to be obtained by calculating the cross-correlation of TR signals of the sub-arrays. Since the noise is irrelevant to the TR-focusing signal, the proposal method can effectively suppress the noise, even in a situation where few echo signals are available.

Furthermore, the TR signal is easy to be interfered by noise in a simple environment, since the TR-focusing effect gets weak. In contrast, the TR-focusing effect can be strengthened in the cluttered environment where the focal signal can be improved. Therefore, the detection method which works well to suppress noise in the simple environment is able to have a better performance in the cluttered environment. As a result, in this study, an experiment was arranged to investigate the proposal algorithm in a simple environment [8].

It is worthwhile mean that, in order to estimate the impact of noise on the algorithm accurately, the measured experiment was taken in a microwave chamber to obtain low-noise echo signals. And then an extra additive white Gaussian noise is added to the low-noise echoes, so as to obtain the high-noise echo signals. And this additive white Gaussian noise is a good candidate to simulate background noise, thermal noise, inner noise of system, etc. and is often assumed to be zero mean in the image denoising literature [10].

II. NOVEL TRD METHOD

Assume a target located at \( r_s \), an array of N transceivers, and the \( n \)th transceiver’s receiver and transmitter separately located at \( r_n \) and \( r'_n \). A time domain probing pulse \( x(t) \) is emitted from the \( n \)th
transmitter. The Fourier transform of incident signal at the target’s location can be represented as:

\[ S(\omega, \mathbf{r}_s) = G(\mathbf{r}_s, \mathbf{r}_s', \omega)X(\omega), \]

where \( X(\omega) \) is the Fourier transform of \( x(t) \) and \( G(\mathbf{r}_s, \mathbf{r}_s', \omega) \) is the background Green function that satisfies the reduced wave equation [11] representing the “propagator” from location \( \mathbf{r}_s \) to \( \mathbf{r}_s' \). In the presence of additive white Gaussian noise \( w(t) \) which is called noise for short thereafter, the signal received by the corresponding receiver at \( \mathbf{r}_s \) could be modeled as:

\[ y(t, \mathbf{r}_s, \mathbf{r}_s') = \frac{1}{2\pi} \int \left[ G(\mathbf{r}_s, \mathbf{r}_s', \omega)G(\mathbf{r}_s, \mathbf{r}_s', \omega)X(\omega) + W_\omega(\omega) \right] e^{i\omega t} d\omega, \]

where \( W_\omega(\omega) \) is the Fourier transform of \( w(t) \).

Since a TR signal in time domain is equivalent to taking the complex conjugate in frequency domain, the TR version of this response becomes, with the length of the time-window being denoted as \( T \),

\[ y_{TR}(T-t, \mathbf{r}_s, \mathbf{r}_s') = \frac{1}{2\pi} \int \left[ G^*(\mathbf{r}_s, \mathbf{r}_s', \omega)G^*(\mathbf{r}_s, \mathbf{r}_s', \omega)X^*(\omega) + W^*_\omega(\omega) \right] e^{-i\omega t} d\omega, \]

where “*” represents the complex conjugate.

Accounting for propagation from the \( n \)th transmitter at \( \mathbf{r}_s' \) and the \( n \)th receiver at \( \mathbf{r}_s \) to any point at \( \mathbf{r}_s' \) in the detection domain, the TR signal for a generic observation point \( \mathbf{r}_s' \) can be illustrated as:

\[ f(t, \mathbf{r}_s, \mathbf{r}_s'; \mathbf{r}_s') = \frac{1}{2\pi} \int \left[ G(\mathbf{r}_s, \mathbf{r}_s', \omega)G^*(\mathbf{r}_s', \mathbf{r}_s', \omega)X^*(\omega) + W^*_\omega(\omega) \right] G(\mathbf{r}_s, \mathbf{r}_s', \omega) e^{-i\omega t} d\omega. \]

In the proposed method, the transceivers are divided into several sub-arrays (looks), before the received signals are time reversed and resubmitted. Assume each sub-array includes \( L \) adjacent transceivers. Therefore, the number of sub-arrays is \( N-L+1 \). According to (4), at point \( \mathbf{r}_s' \), the TR signal of the \( n \)th sub-array containing transceivers \( n_s \), ..., \( n_s + L - 1 \):

\[ f_n(t, \mathbf{r}_s, \mathbf{r}_s'; \mathbf{r}_s') = \frac{1}{2\pi} \int \left[ G(\mathbf{r}_s, \mathbf{r}_s', \omega)G^*(\mathbf{r}_s', \mathbf{r}_s', \omega)G(\mathbf{r}_s, \mathbf{r}_s', \omega) \right] e^{-i\omega t} d\omega \]

\[ = \frac{1}{2\pi} \int \sum_{n_s}^{n_s+L-1} G(\mathbf{r}_s, \mathbf{r}_s', \omega)G^*(\mathbf{r}_s', \mathbf{r}_s', \omega)X^*(\omega) e^{-i\omega t} d\omega + \frac{1}{2\pi} \int \sum_{n_s}^{n_s+L-1} G(\mathbf{r}_s, \mathbf{r}_s', \omega)G(\mathbf{r}_s, \mathbf{r}_s', \omega) e^{i\omega t} d\omega \]

\[ = v_n(t, \mathbf{r}_s) + u_n(t, \mathbf{r}_s), \]

where

\[ u_n(t, \mathbf{r}_s) = \frac{1}{2\pi} \int \sum_{n_s}^{n_s+L-1} G(\mathbf{r}_s, \mathbf{r}_s', \omega)G^*(\mathbf{r}_s', \mathbf{r}_s', \omega)G(\mathbf{r}_s, \mathbf{r}_s', \omega) X^*(\omega) e^{-i\omega t} d\omega. \]

Likewise, \( f_n(t, \mathbf{r}_s' \), \( v_n(t, \mathbf{r}_s' \) and \( u_n(t, \mathbf{r}_s' \) can be got in the same way, and calculate the cross-correlation function between \( f_n(t, \mathbf{r}_s' \) and \( f_n(t, \mathbf{r}_s' \),

\[ D_n(t, \mathbf{r}_s) = \int_{-\infty}^{\infty} f_n(t, \mathbf{r}_s) f_n(t, \mathbf{r}_s') dt \]

\[ = \int_{-\infty}^{\infty} v_n(t, \mathbf{r}_s) v_n(t, \mathbf{r}_s') dt + \int_{-\infty}^{\infty} u_n(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt + \int_{-\infty}^{\infty} v_n(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt \]

\[ \int_{-\infty}^{\infty} v_n(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt + \int_{-\infty}^{\infty} u_n(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt. \]

Then, the target image can be built by using the following function:

\[ I(\mathbf{r}_s) = \sum_{p=1}^{C(N-L+1, 2)} |D_p(0, \mathbf{r}_s)|, \]

where \( C(N - L + 1, 2) \) is the number of 2-combinations from \( N-L+1 \) elements. Due to the space focusing and temporal compression of TR signal at point \( \mathbf{r}_s \), \( f_n(t, \mathbf{r}_s' \) is similar to \( f_n(t, \mathbf{r}_s' \) near the time reference \( t=T \). Therefore, according to Equation (8), the maximum value of cross-correlation function can be obtained at \( t=0 \). Furthermore, at the point \( \mathbf{r}_s \) \( (\mathbf{r}_s \neq \mathbf{r}_s') \), \( f_n(t, \mathbf{r}_s' \) is irrelevant to \( f_n(t, \mathbf{r}_s' \). That means the value of cross-correlation function at the point \( \mathbf{r}_s \) are larger than those at off-target points, namely, \( |D_n(0, \mathbf{r}_s)| > |D_n(0, \mathbf{r}_s)|, (\mathbf{r}_s \neq \mathbf{r}_s) \).

With the use of Equation (9), the detection map is built, and the point with the maximum value is the position of target.

In addition, \( u_n(t, \mathbf{r}_s' \) and \( u_n(t, \mathbf{r}_s' \) are random and uncorrelated, that means,

\[ \int_{-\infty}^{\infty} u_n^*(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt = 0. \]

And the TR echo signals without noise are irrelevant to noise. Therefore, we can get

\[ \int_{-\infty}^{\infty} v_n^*(t, \mathbf{r}_s) v_n(t, \mathbf{r}_s') dt = 0, \]

\[ \int_{-\infty}^{\infty} v_n^*(t, \mathbf{r}_s) u_n(t, \mathbf{r}_s') dt = 0. \]

Furthermore, the impacts of noise on the reconstructed image \( I(\mathbf{r}_s) \) can be neglected. In other words, the proposed method can effectively suppress the noise interference.

**III. EXPERIMENT AND DISCUSSION**

To verify and investigate the performance of the proposed method, two experiments were taken. Firstly, a numerical experiment was taken to investigate the availability of sub-arrays’ constitution. Then, a measured experiment was executed to prove the feasibility of the proposed method in the applications where few echo signals were used.
A. Numerical experiment

In this section, the Gaussian modulated pulse of 0.5-ns duration centered at 3.5 GHz, which is suitable for medium/long range search radars was chosen as detection pulse. A rectangle scatterer S1 modeled with 4 scattering points (-0.6m, 0.7m), (-0.55m, 0.7m), (-0.5m, 0.7m), (-0.45m, 0.7m) was chosen as an extended target, and a scatterer S2 modeled with one scattering point (0m, 0.45m) was employed as a point-like target, as shown in Fig. 1. It is worth mention that four transceivers were employed for simplicity. The specific positions of the transmitter and receiver of each transceiver are listed in Table 1. The standard noise is added to the echo signals.

<table>
<thead>
<tr>
<th>Transceiver</th>
<th>Transmitter’s Location</th>
<th>Receiver’s Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transceiver 1</td>
<td>X=-0.125, Y=0</td>
<td>X=-0.175, Y=0</td>
</tr>
<tr>
<td>Transceiver 2</td>
<td>X=-0.025, Y=0</td>
<td>X=-0.075, Y=0</td>
</tr>
<tr>
<td>Transceiver 3</td>
<td>X=0.075, Y=0</td>
<td>X=0.025, Y=0</td>
</tr>
<tr>
<td>Transceiver 4</td>
<td>X=0.175, Y=0</td>
<td>X=0.125, Y=0</td>
</tr>
</tbody>
</table>

Fig. 1. Setup of the numerical experiment.

The sub-arrays are constituted in three ways, as shown in Table 2. In case 1, three sub-arrays are made, and each sub-array consists of two adjoining transceivers. In cases 2 and 3, two sub-arrays are got, and each sub-array consists of three adjoining transceivers in case 2, while there are two adjoining transceivers in case 3 whose total number of transceivers are three.

By using the proposed method, the results based on the aforementioned three cases are shown in Figs. 2 and 3. At SNR=0 dB, two targets can be distinguished obviously from all the detection maps. Precisely, the shapes and positions of this extended target and point-like target can be obtained, and there are hardly ghost images appearance in the detection maps. Moreover, compared with case 1 and case 2, although the imaging resolution of case 3 is a little declined, both the extended target and point-like target can be differentiated evidently, and these two targets are able to be detected easily. Investigate its germ, on the one hand, the increase of transceivers contained in each sub-array can improve the TR-focusing effort; on the other hand, according to Equation (9), the increase of sub-arrays can enhance the pixel value at target’s location due to the superposition that reduces the influence of noise. Thus, cases 1 and 2 are able to remove the artifacts better, compared with case 3. Furthermore, when the SNR drops to -10 dB, two targets including shapes and locations are still able to be distinguished in all cases by using the proposed algorithm. And also compared with cases 1 and 2, the imaging resolution decreases a little, the reason is the same as discussed above. Moreover, the target images are not influenced by noise, while the images created by the background are influenced by noise dramatically. Thus, this method can suppress noise effectively.

![Fig. 1. Setup of the numerical experiment.](image1)

![Fig. 2. Detection results based on various constitutions of the sub-arrays at SNR=0 dB: (a) Case 1, (b) Case 2, and (c) Case 3.](image2)
Fig. 3. Detection results based on various constitutions of the sub-arrays at SNR=-10 dB: (a) Case 1, (b) Case 2, and (c) Case 3.

Table 2: The constitution of the sub-arrays in numerical experiment

<table>
<thead>
<tr>
<th>Sub-array 1</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transceiver 1</td>
<td>Transceiver 1</td>
<td>Transceiver 1</td>
<td>Transceiver 1</td>
</tr>
<tr>
<td>Transceiver 2</td>
<td>Transceiver 2</td>
<td>Transceiver 2</td>
<td>Transceiver 2</td>
</tr>
<tr>
<td>Transceiver 3</td>
<td>Transceiver 3</td>
<td>Transceiver 3</td>
<td>Transceiver 3</td>
</tr>
</tbody>
</table>

Table 3: Specific positions of the transmitting and receiving antennas of each transceiver (unit: m)

<table>
<thead>
<tr>
<th>Transceiver</th>
<th>Transmitting Antenna’s Position</th>
<th>Receiving Antenna’s Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x=-0.125, y=0</td>
<td>x=-0.175, y=0</td>
</tr>
<tr>
<td>2</td>
<td>x=0.025, y=0</td>
<td>x=-0.175, y=0</td>
</tr>
<tr>
<td>3</td>
<td>x=0.175, y=0</td>
<td>x=0.125, y=0</td>
</tr>
</tbody>
</table>

Fig. 4. Setup illustration of measured experiment.

B. Measured experiment

In this experiment, to evaluate the impact of using few echo signals on the performance of the proposed method, three transceivers were employed to obtain three echo signals. And these three transceivers are separated into two sub-arrays according to case 3 of Table 2.

The measured experimental setup is illustrated in Fig. 4, which is a 2-D construct. A cylinder metal pot whose diameter is 15cm was centered at (0m, 0.295m), and used as the scatterer. Three transceivers were used to detect the scatterer. Specific positions of the transmitting and receiving antennas of each transceiver are listed in Table 3. The Gaussian modulated pulse used in numerical experiment was also employed in this measured experiment.

The schematic diagram and the corresponding photo of the measured experimental are shown in Figs. 5 (a) and 5 (b). In each transceiver’s location, the probing signal from a Tektronix AWG 7122B arbitrary waveform generator was amplified and used to drive a directional vivaldi antenna whose maximum direction of radiation is toward metal pot, and bandwidth is from 0.8 GHz to 8 GHz. The echo signal was received by an omnidirectional bow-tie antenna which has a bandwidth ranging from 2 to 12 GHz and recorded by Tektronix DSA 72004B.

I considered to process the echo signals in two cases, namely, the low-noise case and the high-noise case. In the low-noise case, the echo signals received by transceivers were processed directly. However, in the high-noise case, an extra noise was added to the realistic echo signals to achieve a SNR of -10 dB, where the SNR
was defined as the ratio between the amplitude of realistic echo signals and the standard deviation of the noise amplitude, and then the new signals were acquired. The results obtained by using the conventional TR algorithm and the proposed algorithm in the both cases are shown in Figs. 6 and 7, respectively.

![Fig. 5](image)

**Fig. 5.** Schematic diagram and photo of the measured experiment: (a) schematic diagram and (b) photo.

![Fig. 6](image)

**Fig. 6.** Detection results by using the conventional TR in both cases: (a) low-noise and (b) high-noise.

Shown in Fig. 6 are detection results constructed by using the conventional TR algorithm. In low-noise case, the obtained image clearly reveals the correct target supports. The beneficial effect quickly disappeared, however, after adding noise. In high-noise case, the strong noise leads to several ghost images whose pixel values even exceed the pixel value in target’s location. Clearly, Fig. 6 (b) is not an accurate reconstruction of the target’s position. Such degradation performance is most likely a result of using few echo signals in the TR system.

Compared with Fig. 6, Fig. 7 can give a good idea of the scatterer’s position in both situations. It can be seen that the detection maps based on the proposal method are not almost influenced by the enhancement of noise. Those mean the proposed algorithm outperforms the conventional TR method under few echo signals and strong noise interference conditions.

In order to facilitate comparison, the distributions of the maximum pixel values based on the two detection methods in both cases are able to be extracted from Fig. 6 and Fig. 7 and are also listed in Table 4. It can be found that the image peaks based on the proposal method appear at the same position that is the scatterer’s location. In contrast, the conventional TR algorithm can point out the scatterer’s location in the low-noise case, the maximum pixel value shifts to wrong position when noise enhances.
In general, the decrease of the number of echo signals can weaken the TR-focusing effect, so that the peak of noise can exceed the peak of focusing signal under strong noise conditions. Therefore, the conventional TR algorithm which reconstructs the detection map by using the amplitude of TR signal at the focusing time, leads to a false image. However, since the proposal method utilizes the signal waveform similarity to reconstruct the detection map, the interference of strong noise is suppressed effectively. Thus, the target can be detected accurately by taking advantage of the proposed method, even under the situation of strong noise.

Otherwise, the number of each sub-array’s transceivers and the number of sub-arrays can be increased by adding employed transceivers. Both of them can improve the performance of the proposed method, as mentioned before. Therefore, the proposed method can work better when the number of employed transceivers are more than three. Additionally, TR-MUSIC and DORT cannot be applied in the experiment, since their MDM whose size is 3x3, cannot be constructed just by using 3 echo signals [5-8].

### IV. CONCLUSIONS

In this paper, a novel TRD algorithm which uses the cross-correlation character of TR signals as the detection function is presented. Since the noise is irrelevant to TR-focusing signal, the proposal algorithm can effectively suppress the interference of noise, even in a situation where few echo signals are available. The result shows that the new method can utilize only three echo signals to distinguish the scatterer’s location even under a SNR of -10 dB condition. Thus, compared with the conventional TR method, the proposed TRD algorithm is shown to be both practical and exploitable.

### REFERENCES


<table>
<thead>
<tr>
<th></th>
<th>High-noise</th>
<th>Low-noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposal algorithm</td>
<td>x=0.01, y=0.3</td>
<td>x=0.01, y=0.3</td>
</tr>
<tr>
<td>The conventional TR algorithm</td>
<td>x=0.21, y=0.5</td>
<td>x=0.01, y=0.3</td>
</tr>
</tbody>
</table>

Table 4: The distributions of the maximum pixel values (unit: m)
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Abstract — This paper presents a new design of a microwave low pass filter (LPF) using coupled stepped impedance patches. The designed LPF has specifications such as ultra sharp roll-off, ultra wide stopband, low insertion-loss and high return-loss in the passband. The designed LPF has -3 dB cut-off frequency of 1.38 GHz. The transition-band is 0.12 GHz that is from 1.38 to 1.50 GHz with the attenuation levels of -3 and -20 dB, respectively. Maximum insertion-loss at about 80% of the passband is 0.1 dB. The simulation and experimental results are close to each other. The proposed LPF achieved to a remarkable figure-of-merit of 171622.

Index Terms — Bended structure, group delay, lowpass filter, microstrip.

I. INTRODUCTION

Within the development of modern communication technologies, demands for pure signals are increasing rapidly. So, in order to get pure signals, high performance LPFs have been widely used. Recently, many microstrip LPFs are realized by various structures. In [1], a structure consists of high-impedance meandered transmission lines loaded by triangular and polygonal resonant patches is presented. Although the filter has wide stopband but it has a low return-loss in the passband. An LPF consists of radial resonators is presented in [2]. The structure has a sharp roll-off and compact size but the stopband is not so wide. Dual-transmission line is suggested to design an LPF in [3]. The filter has sharp roll-off and high return-loss in the passband, but it has also poor specifications such as very large size and narrow stopband width. In [4], an LPF employs rat-race directional couplers properly arranged to operate as bandstop transversal filtering sections (TFSs) is presented, which has a sharp roll-off but also suffers from a large size. A compact LPF using a T-shaped patch and stepped impedance resonators with sharp roll-off is presented in [5]. But the value of return-loss in the passband is not high. An LPF structure which consists of a high impedance microstrip line (HIML) and a pair of radial stubs (RSs) loaded at its center and a pair of stepped impedance open stubs (SIOSs) loaded on both ends of HIML, is designed in [6]. Despite having a wide stopband and high return-loss, it has poor characteristics such as large size and gradual cut-off. In this paper, a compact microstrip lowpass filter using coupled stepped impedance patches with ultra wide stopband, remarkable roll-off rate and noticeable figure-of-merit (FOM) of 171,622 is designed.

II. DESIGN PROCEDURE

At the first step, the resonator is analyzed and the process of designing the resonator is represented step by step; at the second step, the suppressor is analyzed and designed as well.

A. Design and analysis of the resonator

The main idea in the resonator design contains to have a two resonator which occupies a one resonator area (each resonator creates a one transmission zero nearby the cut-off frequency and results in a sharp roll off). This case can be occurred using the bending technique, which allows the resonators to fold in each other, which results a compact size.

1) First resonator design

The LC circuit and layout of the prototype resonator are shown in Fig. 1. Based on the basic concepts and theories of microstrip filters, a short open circuited stub of a lossless microstrip line can be considered as a shunt capacitor and a similar short-circuited stub can be considered as a shunt inductor. The parameters of the transmission line of the prototype resonator as well as the physical lengths of the low and high impedance lines are obtained as follows [7]:
\[ l_{Li} = \frac{\lambda_{0Li}}{2\pi} \sin^{-1}\left(\frac{Z_0^{*}R_{0Li}}{Z_{0Li}}\right), \quad (1) \]
\[ l_{Ci} = \frac{\lambda_{0Ci}}{2\pi} \sin^{-1}\left(\frac{Z_0^{*}R_{0Ci}}{Z_{0Ci}}\right), \quad (2) \]

where \( Z_{0Ci} \) and \( Z_{0Li} \) represent the impedance transmission lines with low and high impedance, respectively, \( g_i \) is the element value of each part of the prototype layout, \( \lambda_{0Li} \) and \( \lambda_{0Ci} \) is the guided wavelength of high and low impedance lines, respectively.

A comparison of the S-parameters of LC model and layout of the prototype resonator is shown in Fig. 1. As shown, the frequency response has a low insertion loss in the passband, but the transition band is not sharp enough. Moreover, to achieve a lower cut-off frequency, in conventional type the size should be increased, which is not desired. Therefore, to improve the performance, bending technique is employed. Bending in designing microstrip structures is a technique for reducing the size of the filters [7].

![Fig. 1. The prototype resonator, the LC circuit, the layout and the simulated S-parameters.](image1)

The first bended resonator, its equivalent LC circuit and a comparison of the S-parameters of LC model and layout of the bended resonator are shown in Fig. 2 (a). In comparison with the structure shown in the Fig. 1, the size of the bended structure is more compact.

2) Second resonator design

By Similar procedure, another bended resonator is designed to have a new transmission zero nearby the previous one in first resonator; the LC model, layout of the second resonator and a comparison of the S-parameters of this resonator and its LC model are shown in Fig. 2 (b).

3) Combination of first and second resonator

With merging the first and second bended resonators, as shown in Fig. 2 (c) (with specifications of bended technique, the overall size of the resonator has not been increased), a sharper transition band can be achieved in order to have two transmission zeros nearby each other. The LC model and a comparison of the simulated S-parameters of the merged resonator and its LC model are illustrated in Fig. 2 (c). The merged resonator has two transmission zeros at 1.1 and 1.36 GHz, which creates a transition band of 0.26 GHz from -3 dB to -40 dB. But unfortunately, as highlighted in Fig. 4 (b), the insertion loss has a significant value in the passband.

![Fig. 2. The LC model, the layout and the simulated S-parameters: (a) the first bended resonator, (b) the second bended resonator, and (c) the merged resonator.](image2)

4) The proposed modified resonator

To achieve a better performance especially a low insertion loss, the structure of the merged resonator is modified by defecting the squired-shaped open stubs as shown in Fig. 3 (a). In this figure, the dimensions are indicated on this structure. The LC equivalent circuit is illustrated in Fig. 3 (b). The deflection procedure not only results a better roll-off and higher return loss in the passband region, but also guarantee a small circuit area. Figure 3 (c) shows a comparison of the S-parameters of LC model and layout of the proposed modified resonator.

B. Design and analysis of the suppressor

To obtain an LPF with desired characteristics such as an ultra-wide rejection band, a modified radial patch cell (MRPC) is used as the suppressor. The LC model, layout of a prototype radial patch cell (RPC) and a comparison of the LC model and simulated S-parameters of this cell are shown in Fig. 4. As shown, this resonator cannot provide a wide rejection band, also the attenuation level is not sufficient in this region. To achieve wide rejection band and preferred attenuation level the
bending technique has been used to have a MRPC as shown in Fig. 5. The LC equivalent circuit of the MRPC and a comparison of the LC model and simulated S-parameters of MRPC are shown in Fig. 5.

III. LPF DESIGN

Merging the proposed modified resonator and MRPC, results in a primal LPF before loading a triangle-shaped microwave cell, which is shown in Fig. 6. From the simulated frequency response as illustrated in this figure, the filter has a very sharp transition band and wide stopband from 1.50 to 10 GHz with corresponding attenuation level of -20 dB, but the insertion loss in the passband is not low enough. Also, a wider rejection band is desired to have an ultra-wide stopband. So, by using the free spaces between the feeding lines and the radial open stub in the proposed MRPC, two stubs can be loaded to have a high performance LPF and without size increment.

Firstly, as indicated in Fig. 6, the free space between feeding lines and the upper side of MRPC is loaded by a triangle-shaped microstrip cell. As considered from this figure stopband region is dramatically suppressed from 1.50 to 18.8 GHz with corresponding attenuation level of -20 dB. Finally, the proposed LPF can be obtained as indicated in Fig. 7, which the free space below the MRPC has been loaded by a tapered microstrip cell.

As seen from this figure, the simulated S-parameters of this suppressor results in a wide stopband (4.2 to 9.7 GHz, with corresponding attenuation level of -20 dB), which is created by a transmission zero at 8.2 GHz with attenuation level of -96 dB. Also, the proposed MRPC occupies a smaller area than the conventional RPC.
The dimensions of the loaded triangle-shaped and tapered microstrip cells to the proposed MRPC are shown in this figure.

IV. SIMULATION AND MEASUREMENT

The simulations are performed by ADS software and the measurements are carried out by an HP8757 Network Analyzer as shown in Fig. 8. As seen in Fig. 8, the final proposed filter is fabricated on the RT/Duriod 5880 substrate ($E_T = 2.2$, thickness = 15 mil, loss tangent of 0.0009). As concluded from the final measurements, the LPF has -3 dB cut-off frequency at 1.38 GHz. The transition band is only 0.12 GHz. Maximum insertion loss is less than 0.08 dB in 78% and less than 0.2 dB in the 82% of the passband region. It has an ultra-wide stopband from 1.38 to 22.5 GHz with the attenuation level of -20 dB. The performance comparison of the proposed LPF within other published LPFs is summarized in Table 1. In this Table, the $\xi$ is roll-off rate. RSB is the relative stop bandwidth and SF is the considered suppressing factor for the stopband. NCS is the normalized circuit size. AF is the architecture factor. Finally, FOM is the figure-of-merit for a LPF. All of these factors are defined in appendix section. As seen in Table 1, the proposed LPF has the highest FOM (171,622) among the referred LPFs.

As shown in Fig. 10, the calculated phase of $S_{21}$ parameter is illustrated in comparison with the simulated one using ADS software. As seen, it is good agreement between the measurements and simulations in this case.

![Fig. 8. The Simulated and measured S-parameters of the final proposed LPF and photograph of the proposed LPF.](image)

A flat group delay for an LPF is desirable in the passband region [7]. As seen in Fig. 9, the maximum variation of the measured group delay in the passband is a dispensable value of 0.212 ns. The measured group delay can be determined using cure fitting as exponential functions as shown in Fig. 9. So the group delay equation can be written as bellows:

$$\text{Group delay (s)} = ae^{bf} + ce^{df}. \quad (3)$$

The group delay is considered using below equation:

$$\text{Group delay (s)} = -\frac{d\varphi}{d\omega}, \quad (4)$$

where $\varphi$ is the total phase shift in radians (in this case from the parameter of $S_{21}$), and $\omega$ is the angular frequency in radians per unit time, equal to $2\pi f$, where $f$ is the frequency in hertz. From Equations (1-2) and with considering $= 2\pi f$:

$$-\frac{1}{2\pi} \frac{d\varphi}{df} = ae^{bf} + ce^{df}, \quad (5)$$

$$\int df = -2\pi \int_{0.1GHz}^{1GHz} (ae^{bf} + ce^{df}) df. \quad (6)$$

$$\varphi(S_{21})|_{0.1GHz}^{1GHz} = -2\pi (a/ b e^{bf} + c/ d e^{df}). \quad (7)$$

As shown in Fig. 9, the calculated phase of $S_{21}$ parameter is illustrated in comparison with the simulated one using ADS software. As seen, it is good agreement between the measurements and simulations in this case.

![Fig. 9. The group delay in the passband for the proposed LPF.](image)

Table 1: Comparison between the characteristics of the proposed LPF and other similar types

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$f_c$ (GHz)</th>
<th>$\xi$</th>
<th>NCS</th>
<th>RSB</th>
<th>R-L (dB)</th>
<th>SF</th>
<th>AF</th>
<th>FOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>2.44</td>
<td>178.9</td>
<td>0.0232</td>
<td>1.73</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>26912</td>
</tr>
<tr>
<td>[2]</td>
<td>4.24</td>
<td>130.7</td>
<td>0.014</td>
<td>1.26</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>23526</td>
</tr>
<tr>
<td>[3]</td>
<td>4</td>
<td>425</td>
<td>0.0551</td>
<td>1.30</td>
<td>15.2</td>
<td>2</td>
<td>1</td>
<td>78928</td>
</tr>
<tr>
<td>[6]</td>
<td>1.07</td>
<td>56.67</td>
<td>0.0089</td>
<td>1.70</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>21649</td>
</tr>
<tr>
<td>[7]</td>
<td>1.11</td>
<td>58.62</td>
<td>0.0088</td>
<td>1.54</td>
<td>18.2</td>
<td>2</td>
<td>1</td>
<td>20495</td>
</tr>
<tr>
<td>[8]</td>
<td>1.5</td>
<td>81</td>
<td>0.017</td>
<td>1.72</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>16400</td>
</tr>
<tr>
<td>[9]</td>
<td>3.2</td>
<td>52.8</td>
<td>0.0075</td>
<td>1.66</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>1160</td>
</tr>
<tr>
<td>[10]</td>
<td>0.85</td>
<td>18</td>
<td>0.0072</td>
<td>1.73</td>
<td>17</td>
<td>1.5</td>
<td>1</td>
<td>6479</td>
</tr>
<tr>
<td>[11]</td>
<td>2</td>
<td>43.9</td>
<td>0.015</td>
<td>1.63</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>4771</td>
</tr>
<tr>
<td>[12]</td>
<td>2.4</td>
<td>92.5</td>
<td>0.037</td>
<td>1.35</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>10106</td>
</tr>
<tr>
<td>[13]</td>
<td>1.67</td>
<td>21.2</td>
<td>0.0064</td>
<td>1.49</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>4936</td>
</tr>
<tr>
<td>[14]</td>
<td>1.65</td>
<td>57.8</td>
<td>0.012</td>
<td>1.61</td>
<td>12.5</td>
<td>1</td>
<td>1</td>
<td>27142</td>
</tr>
<tr>
<td>[15]</td>
<td>1.18</td>
<td>36.3</td>
<td>0.0061</td>
<td>1.32</td>
<td>32</td>
<td>1.5</td>
<td>1</td>
<td>11543</td>
</tr>
<tr>
<td>[16]</td>
<td>3.6</td>
<td>370</td>
<td>0.01496</td>
<td>0.98</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>49672</td>
</tr>
<tr>
<td>This Work</td>
<td>1.38</td>
<td>324.25</td>
<td>0.0058</td>
<td>1.74</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>171622</td>
</tr>
</tbody>
</table>
V. CONCLUSION

A microstrip LPF with sharp transition band and ultra-wide stopband has been presented. By applying bended structures, without increasing the size, the cut-off frequency has been decreased. The filter passes frequencies through L-band range and highly suppresses in the higher ranges. The fabricated LPF with flat group delay in the passband can be expected to use in microwave circuits for suppressing the unwanted harmonics and signals.
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APPENDIX

In Table 1, the roll of rate ($\zeta$) is used to evaluate the sharpness which is defined as [7]:

$$\zeta = \frac{\alpha_{\text{max}} - \alpha_{\text{min}}}{f_{s} - f_{c}} \quad (\text{dB} / \text{GHz}),$$

(8)

where $\alpha_{\text{max}}$ is the 20 (or 40 dB) attenuation point, $\alpha_{\text{min}}$ is the 3 dB attenuation point; $f_{c}$ is the 20 dB stopband frequency; and $f_{s}$ is the 3 dB cut-off frequency. The relative stopband bandwidth (RSB) is given by [7]:

$$\text{RSB} = \frac{\text{stopband bandwidth}}{\text{stopband center frequency}}.$$  

(9)

The suppression factor (SF) is based on the stopband suppression. A higher suppression degree in the stopband leads to a greater SF. For instance, if the stopband bandwidth is calculated under 20 dB restriction, then the SF is considered as 2. The normalized circuit size (NCS) is given by [7]:

$$\text{NCS} = \frac{\text{physical size} (\text{length} \times \text{Width})}{\lambda_{g}^{2}}.$$  

(10)

This is applied to measure the degree of miniaturization of diverse filters, where $\lambda_{g}$ is the guided wavelength at 3 dB cut-off frequency, the architecture factor (AF) can be recognized as the circuit complexity factor which is signed as 1 when the design is 2D and 2 when the design is 3D. Finally, the figure of merit (FOM) is defined as [7]:

$$\text{FOM} = \frac{\zeta \times \text{RSB} \times \text{SF}}{\text{NCS} \times \text{AF}}.$$  

(11)
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Abstract — A compact wideband microstrip bandpass filter constructed by a parallel-coupled microstrip line and a parallel-connected half-wavelength (λ₀/2) microstrip line is proposed in this letter. The proposed bandpass filter showcases wideband bandpass response with four transmission zeros within the operating bandwidth from DC to 2f₀ (f₀ center frequency). The transmission zeros located at DC and 2f₀ are inherently generated by the parallel-coupled microstrip line while the other two are realized by the parallel-connected λ₀/2 microstrip line. For validation, a wideband bandpass filter centered at 4.15 GHz with bandwidth of 3 GHz is designed, fabricated and measured. The size of the in-line bandpass filter is 0.27λ₀ × 0.045λ₀, which features very compact size and can be integrated conveniently with other microwave components.

Index Terms — In-line structure, parallel-coupled microstrip line, transmission zero, wideband filter.

I. INTRODUCTION

Compact microwave wideband microstrip line bandpass filters are the most widely used filter structures, as they can be integrated with other passive or active microwave components conveniently, benefitting from the advantages of planar structure, easy fabrication and low cost. The parallel-coupled microstrip line (PCML) has been widely employed in the design of multistage bandpass filters [1-9]. Nevertheless, the conventional PCML filters may suffer from several disadvantages. One major disadvantage is that the occupied sizes of this kind of filters are too large, especially when the filter order becomes high to achieve good selectivity for the filter or other multi-functional microwave device [10]. Another disadvantage is that the first spurious passband of this type of bandpass filter appears at twice of the fundamental (2f₀), which is resulted from the unequal even and odd-mode phase velocities. These advantages may be the main limitation for the application of this type of filters.

In order to expand the application range for the PCML bandpass filters, several approaches have been adopted accordingly. In [1-2], meandered PCMLs and capacitive termination have been employed respectively to achieve size minimization. By taking these measures in [1-2], the reported PCML filters can achieve at least 25% size minimization compared with the conventional PCML filters of same order and specification. To reject the second harmonic response at 2f₀, several methods have been reported [3-6]. In [3], the re-entrant coupling structure was applied in the design of parallel-coupled microstrip bandpass filter to realize a wide bandwidth and the suppression of spurious [3]. A certain height of substrate suspension [4] and grooved substrate [5] were used to equalize the even- and odd-mode phase velocities, and the second harmonic response can be rejected accordingly. In [6-9], defected ground structure (DGS) has been reported in designing microwave filter for rejecting spurious responses. However, filters employed DGS have etched patterns in the ground plane, which will cause a problem for package and lowering the reliability of the microwave systems.

In this letter, a compact wideband bandpass filter realized by PCML and a parallel-connected half-wavelength (λ₀/2) microstrip line is proposed. The PCML is used to provide wideband bandpass response while the λ₀/2 microstrip line is employed to generate two more transmission zeros and enhance the bandwidth of the proposed bandpass filter. In order to adjust the bandwidth of the filter for different kind of practical applications, the λ₀/2 microstrip line has been folded to form a parallel-connected coupled line. And the bandwidth of the bandpass filter can be shifted by changing the coupling coefficient of the parallel-connected coupled line. In addition, as the parallel-connected coupled line was compact, and it could be placed into the 50Ω
microstrip line and a wideband bandpass filter with in-line structure was realized. Owing to this in-line structure, the size of the bandpass filter is only 12mm×1.9mm, which corresponds to 0.27\(\lambda_g\)×0.045\(\lambda_g\) in electrical size.

II. ANALYSIS OF THE PARALLEL-COUPLED MICROSTRIP BANDPASS FILTER

The ideal circuit for the traditional PCML is shown in Fig. 1. In this figure, \(Z_{oe}\) and \(Z_{oo}\) are the even-mode and odd-mode characteristic impedances of the PCML and \(\theta\) is the electrical length. The ideal responses for the circuit under different coupling coefficient \(K = (Z_{oe} - Z_{oo})/(Z_{oe} + Z_{oo})\) in Fig. 1 are presented in Fig. 2. As we may see from this figure, the transmission poles will move away from the center frequency \(f_0\) as the coupling coefficient \(K\) of the PCML increases. Therefore, the bandwidth of this structure can be controlled accordingly. There is a pair of transmission zeros located at DC and 2\(f_0\) within the operating bandwidth, however, the selectivity of the bandpass filter is not good enough. Therefore, a parallel-connected half-wavelength (\(\lambda_g/2\)) microstrip line is added to generate another two transmission zeros.

Fig. 1. Ideal circuit for the PCML.

![Fig. 1. Ideal circuit for the PCML.](image1)

Fig. 2. Simulated responses for the traditional PCML under different coupling coefficient \(K\).

A. Analysis of the transmission zeros

The ideal circuit for the proposed parallel-coupled filter with a parallel-connected \(\lambda_g/2\) microstrip line is presented in Fig. 3. The ideal responses for the circuits in Fig. 1 and Fig. 3 are compared and plotted in Fig. 4. According to Fig. 4, a pair of transmission has been added for the proposed wideband bandpass filter.

Fig. 3. Proposed PCML filter with a parallel-connected \(\lambda_g/2\) microstrip line.

![Fig. 3. Proposed PCML filter with a parallel-connected \(\lambda_g/2\) microstrip line.](image2)

Fig. 4. Simulated responses for the circuits in Fig. 1 and Fig. 3 (\(Z_{oe}=180\Omega\), \(Z_{oo}=70\Omega\), \(Z_1=100\Omega\)).

The \(ABCD\) matrices of the PCML and the parallel-connected \(\lambda_g/2\) microstrip line are given as [11]:

\[
M_p = \begin{bmatrix} A_p & B_p \\ C_p & D_p \end{bmatrix},
\]

\[
M_s = \begin{bmatrix} A_s & B_s \\ C_s & D_s \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

For the proposed bandpass filter, the \(ABCD\) matrices is \(M_p \times M_s\), then the \(S\)-parameters of the wideband bandpass filter can be illustrated as [12]:

\[
S_{11} = \frac{A + B/Z_0 - C Z_0 - D}{A + B/Z_0 + C Z_0 + D}.
\]
\[ S_{21} = \frac{2}{A + B/Z_0 + CZ_0 + D}. \]  

(4)

When \( S_{21}=0 \), two transmission zeroes can be obtained as: 
\[ \theta_{z1}=\pi/4, \]  
\[ \theta_{z2}=3\pi/4. \]

(5) (6)

Moreover, three transmission poles reflect that \( S_{11}=0 \) has three real solutions when the values of \( Z_{oe}, Z_{oo} \) and \( Z_1 \) are properly selected.

B. Analysis of the parallel-connected \( \lambda_g/2 \) microstrip line

In Fig. 5, simulated transmission coefficient for the proposed bandpass filter versus \( Z_1 \) is presented. Bandwidth of the proposed bandpass filter will increase when the value of \( Z_1 \) decreases. Nevertheless, the out-of-band rejection level becomes bad while the bandwidth increases. Therefore, large value of \( Z_1 \) has been adopted in this design. In order to adjust the bandwidth even further, the parallel-parallel-connected half-wavelength (\( \lambda_g/2 \)) microstrip line has been folded to form a parallel-connected coupled line as depicted in Fig. 6. The bandwidth of the proposed bandpass filter can be adjusted by changing the coupling coefficient \( K_1 = (Z_{oe1}-Z_{oo1})/(Z_{oe1}+Z_{oo1}) \) of the parallel-connected coupled line, as shown in Fig. 7.

![Fig. 5. Simulated transmission coefficients for the circuit in Fig. 3 versus \( Z_1 \) (\( Z_{oe}=180\Omega, Z_{oo}=70\Omega \)).](image1)

![Fig. 6. Ideal circuit for the proposed PCML filter with a parallel-connected coupled line.](image2)

![Fig. 7. Simulated transmission coefficients for the circuit in Fig. 6 versus \( K_1 \) (\( Z_{oe}=180\Omega, Z_{oo}=70\Omega \)).](image3)

III. FILTER DESIGN AND RESULTS

Based on the analysis given above, the final parameters for the circuit in Fig. 6 are obtained as follows: \( Z_{oe}=180\Omega, Z_{oo}=70\Omega, Z_{oe1}=160\Omega, Z_{oo1}=80\Omega, f_0=4.15\ GHz, \theta=90^\circ \). One prototype of the proposed PCML bandpass filter is fabricated on a RO4003c substrate with \( \varepsilon_r = 3.55, h = 32\ mil, \) and tan\( \delta = 0.0027 \).

The layout of the filter and the photograph of the fabricated filter are shown in Fig. 8, while the ideal, simulated and measured S-parameters and group delay are depicted in Fig. 9.

![Fig. 8. Layout and photography of the fabricated in-line bandpass filter (\( L_1=12\ mm, L_2=11.5\ mm, L_3=11\ mm, W_0=1.9\ mm, W_1=0.2\ mm, W_2=0.8\ mm, W_3=0.15\ mm, W_4=0.5\ mm \)).](image4)

As can be seen from Fig. 9, the results match with each other very well. The proposed wideband bandpass filter is centered at 4.15 GHz with 3-dB bandwidth of...
3 GHz, which corresponds to 72.3% fractional bandwidth. Two transmission zeros generated by parallel-connected coupled line are located at 2.5 GHz and 5.8 GHz, which have greatly improved the selectivity of the bandpass filter. The minimum insertion loss is less than 0.55 dB while the return loss is over 10 dB within the passband. The ideal, simulated and measured group delay of this wideband bandpass filter are flat and less than 0.50 ns across the entire passband. As a result of the in-line structure, the total size of the proposed bandpass filter is $0.27\lambda_g \times 0.045\lambda_g$.

To further demonstrate the performance of the proposed bandpass filter, comparison between the proposed bandpass filter in this letter and previously reported filter structures are listed in Table 1. As can be seen from Table 1, the insertion loss of the proposed bandpass filter is much lower than most of the reported structures. Besides, the proposed bandpass filter is free of the spurious passband at $2f_0$ and possesses the most compact size.

**Table 1: Performance comparison with previously reported PCML filters**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$f_0$ (GHz)</th>
<th>3-dB Bandwidth</th>
<th>Insertion Loss (dB)</th>
<th>Transmission Zeros (DC to $2f_0$)</th>
<th>First Spurious Passband</th>
<th>Size ($\lambda_g \times \lambda_g$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>1.0</td>
<td>50%</td>
<td>NA</td>
<td>3</td>
<td>$&gt;2f_0$</td>
<td>0.19 x 0.14</td>
</tr>
<tr>
<td>[2]</td>
<td>0.9</td>
<td>10%</td>
<td>1.0</td>
<td>2</td>
<td>$&gt;3f_0$</td>
<td>0.8 x 0.06</td>
</tr>
<tr>
<td>[3]</td>
<td>5.0</td>
<td>70%</td>
<td>0.9</td>
<td>3</td>
<td>$&gt;2f_0$</td>
<td>0.88 x 0.31</td>
</tr>
<tr>
<td>[4]</td>
<td>2.45</td>
<td>10%</td>
<td>NA</td>
<td>2</td>
<td>$3f_0$</td>
<td>1.33 x 0.17</td>
</tr>
<tr>
<td>[5]</td>
<td>1</td>
<td>20%</td>
<td>2</td>
<td>2</td>
<td>$3f_0$</td>
<td>NA</td>
</tr>
<tr>
<td>[6]</td>
<td>3</td>
<td>10%</td>
<td>1.0</td>
<td>3</td>
<td>$&gt;2f_0$</td>
<td>NA</td>
</tr>
<tr>
<td>This work</td>
<td>4.15</td>
<td>&gt;70%</td>
<td>0.53</td>
<td>4</td>
<td>$3f_0$</td>
<td>0.27 x 0.045</td>
</tr>
</tbody>
</table>

Where $\lambda_g$ is the guided wavelength at the center frequency of the bandpass filters.

**IV. CONCLUSION**

In this letter, a compact PCML bandpass filter with in-line structure has been presented. Based on the traditional PCML, a parallel-connected half-wavelength ($\lambda_g/2$) microstrip line was added to realize two extra transmission zeroes, which have not only improved the selectivity of the filter but also enhanced the bandwidth. In addition, the parallel-connected $\lambda_g/2$ was folded and placed into the 50Ω microstrip line forming an in-line bandpass filter while the bandwidth of the filter can be tuned by changing the coupling coefficient of the parallel-connected coupled line. Compact size and good selectivity are realized for this wideband bandpass filter, which indicates a good candidate for modern wideband microwave communication applications.
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Abstract — A novel wideband bandpass filter (BPF) based on multi-layered coupling using low temperature co-fired ceramic (LTCC) technology is proposed. Four folded quarter-wavelength layered coupled lines are distributed in 3D space to achieve compact circuit structure. Two transmission zeros near edges of the passband response can be easily realized by the two quarter-wavelength open/short coupled lines. Besides over 15-dB out-of-band rejection, the insertion loss of less than 0.7 dB is realized in the passband. A prototype with 3-dB fractional bandwidth of 25.7% operated at 2.95 GHz is designed and fabricated.

Index Terms — Bandpass filter, LTCC, multi-layered coupling, open/short coupled lines, wideband.

I. INTRODUCTION

With the rapid development of wireless communication system, low temperature co-fired ceramic (LTCC) technology has been widely used in many microwave devices, due to its characteristics of low dielectric loss, high frequency, high Q value, multilayer layout and high integration. As vital passive components, more and more researches have been focused on bandpass filters (BPFs) with LTCC technology. At the early stage, LTCC BPFs based on lumped elements are popular and easy-implemented [1]-[3]. In [1], a capacitor connected between the input and output is utilized to create a feedback path to introduce two finite zeros near the passband. A compact BPF using negative coupling structure has been proposed; however, the selectivity of the passband is not so good due to lacking of transmission zeros at the upper stopband [2]. In addition, a wideband BPF with multiple transmission zeros are fabricated by cascading a high- and low-pass filter [3]. In order to improve the flexibility of the implement, semilumped elements are introduced in some LTCC BPFs [4]-[5]. Recently, several LTCC BPFs based on distributed elements were presented [6]-[7]. In [6], a compact LTCC BPF with wide stopband is proposed using discriminating coupling scheme, but the passband is not wide. Moreover, a LTCC wideband BPF based on the dual-mode stepped-impedance resonator was designed and fabricated [7].

In this letter, a novel LTCC wideband BPF based on multi-layered coupling is presented. The filter is completely constructed by distributed elements, which include two quarter-wavelength open/short coupled lines and two quarter-wavelength open coupled lines. The two transmission zeros near the passband can be independently controlled by the coupling value of two quarter-wavelength open/short coupled lines. The compact size can be easily realized by the folded transmission lines and multilayer technology. Due to the symmetry of the circuit, even/odd-mode method can be applied to analyze the characteristic of the filter.

II. DESIGN OF PROPOSED LTCC WIDEBAND BANDPASS FILTER

A. Analysis of planar structure of the filter

As shown in Fig. 1 (a), two quarter-wavelength open coupled lines (Ze1, Ze1, θ) are located between port 1 and 2, and two quarter-wavelength open/short coupled lines (Ze2, Ze2, θ) are shunted connected in the two ports as well as characteristic impedance Z0 = 50 Ω. The planar circuit is symmetric along the plane AA’, when the even/odd-mode are excited, a virtual open/short appears along AA’, and the even/odd-mode input admittances Yeven and Yodd of the equivalent circuits in Figs. 1 (b) and (c) can be illustrated as:

\[ Y_{even} = j \frac{2\tan \theta}{Z_{e1}+Z_{o1}} + j \frac{(Z_{e2}+Z_{o2})\sin 2\theta}{(Z_{e2}+Z_{o2})\cos ^2 \theta -(Z_{e2}+Z_{o2})^2} , \]

\[ Y_{odd} = j \frac{(Z_{e1}+Z_{o1})\sin 2\theta}{(Z_{e1}+Z_{o1})\cos ^2 \theta -(Z_{e1}+Z_{o1})^2} + j \frac{(Z_{e2}+Z_{o2})\sin 2\theta}{(Z_{e2}+Z_{o2})\cos ^2 \theta -(Z_{e2}+Z_{o2})^2} . \]

And the S-parameters of the filter can be expressed as:

\[ S_{21} = \frac{Y_0(Y_{odd} - Y_{even})}{(Y_0 + Y_{even})(Y_0 + Y_{odd})} , \]

\[ S_{11} = \frac{Y_0^2 - Y_{even}Y_{odd}}{(Y_0 + Y_{even})(Y_0 + Y_{odd})} , \]

where \( Y_0 = 1/Z_0 \), when \( S_{21} = 0 \), the two transmission zeros of the circuit in Fig. 1 (a) can be obtained as:

\[ \theta_{\zeta 1} = \arccos \frac{Z_{e2} - Z_{o2}}{Z_{e2} + Z_{o2}} , \quad \theta_{\zeta 2} = \pi - \theta_{\zeta 1} . \]
Consequently, the locations of the transmission zeros are only determined by the coupling coefficient $k_2$ ($k_2 = (Z_{e2} + Z_{o2})/(Z_{e2} + Z_{o2})$).

Figure 2 (a) shows the even/odd-mode input admittances versus $\theta$, and Fig. 2 (b) shows $|S_{21}|$ versus the normalized frequency $f/f_0$. The bandwidth of the bandpass filter is mainly determined by the two even-modes ($f_{e1}, f_{e2}$). As shown in Fig. 2 (c), the in-band return loss improves as $k_1$ ($k_1 = (Z_{e1} + Z_{o1})/(Z_{e1} + Z_{o1})$) increases, but the out-of-band rejection level improves as $k_1$ decreases. Moreover, the 3-dB bandwidth and locations of transmission zeros have no changes as $k_1$ varies. It should be pointed that $k_2$ can be seen as independent parameters for adjusting the locations of two transmission zeros ($f_{tz1}, f_{tz2}$) as shown in Fig. 2 (d). When $k_2$ increases, the 3-dB bandwidth increases and $f_{tz1}, f_{tz2}$ move far away from each other. The above transmission characteristic reduces the design complexity of the filter effectively.

![Fig. 1. The planar circuit diagram of proposed wideband BPF. (a) Ideal circuit of the filter, (b) even-mode equivalent circuit, and (c) odd-mode equivalent circuit.](image)

![Fig. 2. Simulated frequency responses of Fig. 1. (a) Even/odd-mode resonant frequencies versus $\theta$, (b) analysis of resonator frequencies under weak coupling, $Z_{e1} = Z_{e2} = 190 \ \Omega$, $Z_{o1} = Z_{o2} = 70 \ \Omega$, (c) $|S_{21}|$ of Fig. 1 (a) versus $k_1$, $Z_{e2} = 190 \ \Omega$, $Z_{o2} = 70 \ \Omega$, and (d) $f_{tz1}, f_{tz2}$ and 3-dB bandwidth versus $k_2$, $Z_{e1} = 90 \ \Omega$, $Z_{o1} = 70 \ \Omega$.](image)

**B. Constructions of LTCC 3D model of the filter**

In order to obtain the compact size of the filter, the planar circuit can be converted into the LTCC 3D structure. As shown in Fig. 3 (a), the proposed filter is fabricated on a 14-layer LTCC substrate with the dielectric constant of 5.9 and loss tangent of 0.002. And the dielectric thickness of each layer is 0.1 mm. As we
can see, the planar edge-coupled structures have been improved to multi-layered coupled structures. In addition, the folded coupled lines can decrease its size efficiently. Figure 3 (b) shows the filter is composed of five metal layers. On the layer 1 are the G-S-G ports, and the rectangular metal sheets on the layer 2 linked between the ground and ports can be used to match the port impedance. The coupled quarter-wavelength resonators are on the layer 7 and 11, so the coupling gap (h_1) between coupled lines is 0.4 mm. It should be pointed that, the coupling gap of open/short coupled lines is h_1-s, and the coupling gap of open coupled lines is h_1-o. The ground plane is on the layer 15, and h_2 is also 0.4 mm. All the interconnection and grounding are realized by via-holes. The layout of each layer is shown in Figs. 3 (c)-(e), the parameters are determined as follows: w_1 = 0.37 mm, w_2 = 0.13 mm, w_3 = 0.5 mm, w_4 = 0.15 mm, w_5 = 0.3 mm, h_1 = 2 mm, l_2 = 12.3 mm, l_3 = 10.4 mm, l_4 = 21 mm, l_5 = 11.3 mm, l_6 = 7.2 mm, h_1 = 8.55 mm, s_1 = 0.8 mm. When h_1-s increases, the two transmission zeros move towards each other and the bandwidth of the filter decreases as shown in Fig. 4 (a). As we know, the coupling coefficient k_2 decreases as h_1-s increases, so the simulated results in Fig. 4 (a) are corresponding to the Equation (4). By contrast, Fig. 4 (b) shows the locations of the transmission zeros and bandwidth nearly have no changes when h_1-o varies.

![Fig. 3. Proposed LTCC wideband BPF configuration. (a) 3D structure, (b) side view, (c) layer 1 and layer 2, (d) layer 7 and layer 11, and (e) layer 15.](image)

![Fig. 4. Simulated frequency responses |S_21| of the LTCC wideband BPF. (a) Versus h_1-s, h_1-o = 0.4 mm, h_2 = 0.4 mm, and (b) versus h_1-o, h_1-s = 0.4 mm, h_2 = 0.4 mm.](image)

### III. EXPERIMENT AND RESULTS

The measured and simulated results of the LTCC wideband BPF are illustrated in Fig. 5, which show good agreement. The measured centre frequency of the filter is 2.95 GHz with the 3-dB fractional bandwidth of 25.7%. The in-band return loss is greater than 20 dB, and the minimum insertion loss is only 0.7 dB. Over 15-dB out-of-band suppression can be realized by the two transmission zeros near the passband which are located at 2.32 and 3.88 GHz. In addition, the upper stopband
rejection is achieved from 3.52 to 7 GHz (2.37f0). The photograph of the filter is also shown in Fig. 5, and its overall size is only 8.55mm×7.2mm×1.4mm.

Fig. 5. Photograph, measured, simulated results of the LTCC wideband BPF.

IV. CONCLUSIONS

A novel LTCC wideband BPF based on multi-layered coupling is presented in this letter. The coupling amount of the quarter-wavelength resonators can be easily adjusted by the vertical spacing of the coupled lines. In addition, the two transmission zeros near the passband can be independently controlled by the quarter-wavelength open/short coupled lines, which reduces the complexity of the design obviously. Moreover, the advantages of compact size, good passband selectivity and wide out-of-band suppression of the proposed filter make it competitive for many wireless communication systems.
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Abstract — A novel compact modified quarter mode substrate integrated waveguide (QMSIW) resonator is proposed. The dominant resonant mode of the proposed resonator is TE\textsubscript{101} mode. Using modified QMSIW resonator can reduce 97.3% in size with respect to its corresponding substrate integrated waveguide (SIW) counterpart. With the new coupling structures, the miniaturized cavity can be properly arranged in the filter design to minimize the footprint of the circuit. Two novel filters using compact modified QMSIW cavity are designed, and these proposed compact filters are fabricated to prove the predicted results in experiments, in which good agreement is obtained.

Index Terms — Filter, substrate integrated waveguide, TE\textsubscript{101} mode.

I. INTRODUCTION

Substrate integrated waveguide (SIW) circuits have many advantages such as low cost and high quality factor, so they are well suited to realize passive components in microwave and millimeter wave integrated circuits. Nevertheless, the biggest drawback of SIW is that the physical dimension may be too large for lower microwave integrated circuits [1-4].

In 2006, the concept of half mode substrate integrated waveguide (HMSIW) was proposed, which can reduce the size of SIW components by half [5-6]. The field distribution of the HMSIW remains almost unchanged compared with that of the original SIW. The center symmetrical plane of the HMSIW is equivalent to a quasi-magnetic wall for some particular modes. The HMSIW can be further bisected into two parts again along the symmetrical plane. As a result, a quarter mode substrate integrated waveguide (QMSIW) can be achieved and its size is only half of HMSIW resonator cavity [7-9]. An eighth-mode SIW (EMS IW) resonator cavity has been realized by bisecting the QMSIW. The cavity is only one-eighth the size of the SIW [10,11].

Another size miniaturization approach is folding in its thickness direction [12-19]. In 2005, folded SIW (SIFW) concept has been proposed [13]. SIFW exhibits similar cutoff frequency and propagation characteristics while only occupies half the room of its SIW equivalent structure, and then the double-folded SIW (DFS IW) [14-17] has been proposed. This DFSIW resonator cavity has the footprint only a quarter of the original SIW cavity, but still keeps similar high Q property. In [18,19], compared with classical SIW resonant cavity, the circuit area of the quadruple folded SIW (QFSIW) resonant cavity can be decreased to 89%.

Meanwhile, folded HMSIW (FHMSIW) has been applied in designing microwave devices. FHMSIW [20] and double folded HMSIW (DFHMSIW) [21] can be properly arranged in the filter design to minimize the footprint of the circuit. DFQMSIW are able to reduce the dimension of SIW components by approximately 94% [22,23].

In this paper, a compact modified QMSIW resonator is proposed and used to design high performance microwave filters in the paper. The compact modified QMSIW resonator is operated at TE\textsubscript{101} mode, with more than 97.3% size reduction in contrast with the traditional SIW filter. Two novel filters using compact modified QMSIW cavity are designed, including single bandpass and dual bandpass filters. The results of the simulation and experimentation matches very well. Thus, the proposed method has been proved to be feasible.

II. COMPACT MODIFIED QMSIW CAVITY

Figures 1 (a) and (b) show the structure of a compact modified QMSIW cavity, which is composed of a bottom conductor plane, two dielectric layers, a middle metallic conductor plate with a C-shaped slot, and a top conductor plane. The top conductor plane and bottom conductor plane are united through the C-shaped slot as a whole. Its height is two times of the original SIW, because it has two layers of substrate with height of h. The length (L = 2(L\textsubscript{1} + L\textsubscript{2}) of the C-type slot obviously affects the miniaturization of the QMSIW cavity.

A conventional SIW cavity with 36×36 mm\textsuperscript{2} area is designed on Rogers RT/Duriod 5880 substrate with the relative permittivity of 2.2 and the height of 0.508 mm.
Its \( \tan \delta = 0.0009 \). As a result a fundamental \( \text{TE}_{101} \) mode exists around 3.9 GHz. For a fixed QMSIW cavity resonator size, inserting C-type slot into the structure will reduce the resonance frequency. The miniaturization factor for a particular miniaturized resonator operating at a lower frequency of \( f_0 \) is computed using miniaturization factor (MF):

\[
MF = \frac{A_{\text{rw},f_0} - A_c}{A_{\text{siw},f_0}} \times 100\% ,
\]

where \( A_{\text{rw},f_0} \) is the area of a conventional SIW resonator, which fundamentally operates at \( f_0 \) and \( A_c \) is the area of the proposed modified QMSIW cavity resonators. This miniaturization factor contribution for each element is mentioned in the caption of Fig. 2 (a).

Conventionally, the length of square SIW cavity with a dominant resonant mode of \( \text{TE}_{101} \) is of half wavelength. The resonant frequency of the \( \text{TE}_{101} \) mode is calculated using Equation (2) [24]:

\[
f_{101}^{\text{SIW}} = \frac{C}{2\pi} \sqrt{\mu_\varepsilon} \sqrt{\left(\frac{\pi W_{\text{eff}}} {W_{\text{SIW}}}\right)^2 + \left(\frac{\pi L_{\text{SIW}}} {W_{\text{SIW}}}\right)^2} ,
\]

where \( \mu_\varepsilon \) is the permeability of the substrate and \( \varepsilon_r \) is the permittivity of the substrate. \( C \) stands for the velocity of light in vacuum. \( W_{\text{eff}}^{\text{SIW}} \) represents the equivalent width of the corresponding original square SIW structure. \( W \) is the length and width of the original square SIW cavity resonator. \( d \) and \( s \) are the diameter of via and the distance between adjacent vias, respectively. The fundamental resonant mode in the compact modified QMSIW structure is still the \( \text{TE}_{101} \) mode, and its resonant frequency is given by Equation (4) [25]:

\[
f_{101}^{\text{Modified}} = \frac{C}{p\sqrt{2\mu_\varepsilon s\/W_{\text{eff}}^{\text{Modified}}}} ,
\]

where \( W_{\text{eff}}^{\text{Modified}} \) is the equivalent width of compact modified QMSIW. \( P \) is the multiple of the length of the original substrate integrated waveguide with respect to the length of the proposed modified QMSIW substrate integrated waveguide. The value of \( P \) is mainly determined by the length of the C-type slot, which is between 2 and 6. \( \Delta W \) is the additional width and achieved because of the change in feeding position. In fact, the magnetic walls are not ideal on account of fringing fields [25].

A compact modified QMSIW cavity with \( 6 \times 6 \text{ mm}^2 \) area is designed on Rogers RT/Duriod 5880 substrate. The relative permittivity and the height of the substrate is \( 2.2 \) and \( 0.508 \text{ mm} \), respectively. Its \( \tan \delta = 0.0009 \), \( L = 17.6\text{ mm} \), \( L_s = 4.8\text{ mm} \), \( L_c = 4\text{ mm} \), \( s = 1.2\text{ mm} \), \( D = 0.8\text{ mm} \), \( g \) is fixed to 0.3 mm. A conventional SIW cavity with \( 36 \times 36 \text{ mm}^2 \) area and a conventional single layer QMSIW cavity with \( 18 \times 18 \text{ mm}^2 \) are designed in the same condition. Figure 2 (b) shows the simulated S-parameter curve of the modified QMSIW cavity, the conventional QMSIW cavity and the conventional SIW cavity. It is shown that the \( \text{TE}_{101} \) mode resonant frequency of the proposed compact modified QMSIW almost remains unchanged compared with that of the corresponding original SIW resonator cavity. When the width of compact modified QMSIW is nearly \( 1/6 \) of the corresponding SIW, the compact modified QMSIW can preserve similar propagation and cutoff characteristics with the SIW structure, with the advantages of simple structure, compact size and the merit of low-loss.
Therefore, the compact modified QMSIW cavity can be used for the circuit size reduction with its footprint about 2.7% of the conventional TE_{101} mode. However, the unloaded Q factor \( Q_u \) of the proposed compact modified QMSIW is smaller than that of the corresponding SIW in the same condition, because the open edges are not perfect magnetic walls and a certain amount of radiation may happen. In our design, \( Q_u \) is about 186. Under the same conditions, the \( Q_u \) of the corresponding SIW resonator is around 270. The E-field distribution of the upper layer is the same as that of the down layer. The field distribution of the compact modified QMSIW in the fundamental mode is different from that of SIW. The maximum electric field does not concentrate on the center. Instead, it is focused on the C-shaped slot region, as shown in Fig. 3. Table 1 lists the comparative results among different compact SIW resonant cavities.

It is demonstrated that our configuration is the smallest structure.

\[
\begin{align*}
\lambda_0 &\approx 0.128\lambda_0 \\
\lambda_0 &\approx 0.197\lambda_0 \\
\end{align*}
\]

**Fig. 3.** Electric field distribution of different cavities. (a) SIW, (b) QMSIW, and (c) modified QMSIW.

Table 1: Comparison with different compact SIW resonant cavities

<table>
<thead>
<tr>
<th>Type</th>
<th>( f_s ) (GHz)</th>
<th>( Q_u )</th>
<th>Dimensions(L×W×H)</th>
<th>( \varepsilon_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMSIW in [5]</td>
<td>9.88</td>
<td>250</td>
<td>0.52( \lambda_0 \times 0.26\lambda_0 \times 0.008\lambda_0 )</td>
<td>2.94</td>
</tr>
<tr>
<td>QMSIW in [7]</td>
<td>5.85</td>
<td>172.8</td>
<td>0.195( \lambda_0 \times 0.195\lambda_0 \times 0.005\lambda_0 )</td>
<td>2.94</td>
</tr>
<tr>
<td>EMSIW [10]</td>
<td>3.29</td>
<td>Not calculated</td>
<td>0.5\times(0.197\lambda_0 \times 0.197\lambda_0 \times 0.017\lambda_0)</td>
<td>2.2</td>
</tr>
<tr>
<td>SIFW in [13]</td>
<td>10.03</td>
<td>206</td>
<td>0.32( \lambda_0 \times 0.16\lambda_0 \times 0.013\lambda_0 )</td>
<td>5.9</td>
</tr>
<tr>
<td>DFSIW in [14]</td>
<td>30</td>
<td>94</td>
<td>0.253( \lambda_0 \times 0.253\lambda_0 \times 0.088\lambda_0 )</td>
<td>7.8</td>
</tr>
<tr>
<td>QFSIW [19]</td>
<td>3.2</td>
<td>232</td>
<td>0.128( \lambda_0 \times 0.128\lambda_0 \times 0.01\lambda_0 )</td>
<td>3.5</td>
</tr>
<tr>
<td>FHMSIW in [21]</td>
<td>5.5</td>
<td>Not calculated</td>
<td>0.179( \lambda_0 \times 0.258\lambda_0 \times 0.019\lambda_0 )</td>
<td>2.2</td>
</tr>
<tr>
<td>DFHMSIW in [21]</td>
<td>5.5</td>
<td>Not calculated</td>
<td>0.138( \lambda_0 \times 0.147\lambda_0 \times 0.019\lambda_0 )</td>
<td>2.2</td>
</tr>
<tr>
<td>QFQMSIW in the paper</td>
<td>3.19</td>
<td>186</td>
<td>0.06( \lambda_0 \times 0.06\lambda_0 \times 0.01\lambda_0 )</td>
<td>3.5</td>
</tr>
</tbody>
</table>

\( f_s \) is resonating frequency; \( \lambda_0 \) is the wavelength in vacuum at \( f_s \)

III. COMPACT MODIFIED QMSIW FILTERS DESIGN

A. Design of three-order bandpass filter

In this section, the filter has a fractional bandwidth of 12.8% at 4.62 GHz. A three-order Chebyshev filter with 20 dB of passband return loss is regarded as the prototype. The coupling coefficient and the external quality factor can be calculated by [26]:

\[
M_{12} = 0.125; M_{23} = 0.125; Q_{e1} = 7.01; Q_{e2} = 7.01 ,
\]

where \( M_{i,i+1} \) represents the coupling coefficient between resonator i and resonator i+1, while \( Q_{e1} \) and \( Q_{e2} \) stand for the external quality factors of the input and output.

The schematic coupling topology of the proposed bandpass filter is depicted in Fig. 4. Because compact modified QMSIW cavity is not strictly symmetrical, \( M_{12} \) (the coupling between cavity 1 and cavity 2) and \( M_{23} \) (the coupling between cavity 2 and cavity 3) can’t be realized in the same way. The layout of the proposed cascaded compact modified QMSIW filter is shown in Fig. 5. The magnetic coupling is achieved through the coupling window between cavity 1 and cavity 2. The coupling characteristic and coupling strength can be flexibly controlled and modified by adjusting the size (Lp) of the window. Meanwhile, a coupling slot and metallic via hole printed between cavity 2 and cavity 3 can produce mixed electric and magnetic coupling. The value of mixed coupling is mainly under the control of the slot size (Lt) and the number of the metallic via holes.

The filter is realized by using the substrate with Rogers RT/Duriod 5880, with thickness of 0.508 mm, and the dimensions are given as below: \( L_a=18\) mm, \( W_m=6.75\) mm, \( W_s=1.35\) mm, \( L_s=4.1\) mm, \( L_1=3.95\) mm, \( L_2=3.9\) mm, \( L_3=3.5\) mm, \( W_p=1.9\) mm, \( L_p=4\) mm, \( L_t=4\) mm, \( s_1=0.2\) mm. The proposed filter is shown in Fig. 6.

The data are measured by Agilent E5071C vector network analyzer (VNA). Figure 7 depicts the simulated and measured frequency responses. The measured bandwidth of the filter is 12.8% in the center frequency of 4.62 GHz. The measured return loss in the passband is more than 14 dB, while the measured minimum insertion loss is approximately 1.4 dB in the passband. Because TE_{101} mode of the square SIW resonator is not generated in compact modified QMSIW cavity, the
The proposed filter has a very good suppression characteristic in the out-of-band, and the $S_{21}$ parameter is better than 20 dB in relatively wide-band. The energy loss of the proposed filter mainly comes from the material and SMA connectors. The good agreement between measured and simulated results demonstrates that the presented method is effective. For modified QMSIW, the predicted resonance for TE$_{202}$ mode is excited at 7.35 GHz, so there appears a ripple at around 7.35 GHz.

![Coupling scheme of the proposed three-cavity filter.](image)

**Fig. 4.** Coupling scheme of the proposed three-cavity filter.

![Configuration of the middle conductor layer in the proposed three-cavity filter.](image)

**Fig. 5.** Configuration of the middle conductor layer in the proposed three-cavity filter.

![Photograph of the proposed three-cavity filter prototype.](image)

**Fig. 6.** Photograph of the proposed three-cavity filter prototype. (a) Top and bottom metal layer of the first substrate, (b) top and bottom metal layer of the second substrate, and (c) assembled filter prototype.

**B. Design of four-cavity dual-band filter**

In this section, a four-cavity dual-band filter is designed. The central first band frequency is $f_1=3.6$ GHz, the central second band frequency is $f_2=4.8$ GHz, and the corresponding bandwidths are BW=0.4 GHz and BW=0.3 GHz, respectively. The return loss is 20 dB in the both bands. The coupling matrix is obtained as follows:

$$
\begin{bmatrix}
0 & 1.082 & 0 & 0 & 0 & 0 & 0 & 0 \\
1.082 & 0 & 3.418 & 0 & -0.569 & 0 & 0 & 0 \\
0 & 3.418 & 0 & -0.661 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.661 & 0 & 3.418 & 0 & 0 & 0 \\
0 & -0.569 & 0 & 3.418 & 0 & 1.082 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

Here, the dual-band characteristic has been achieved by adjusting the position of the microstrip-probe coupling. The schematic coupling topology of the proposed four-cavity dual-band filter is shown in Fig. 8 (a). The physical model of the proposed compact modified QMSIW dual-band filter is shown in Fig. 8 (b).

The coupling between cavity 2 and cavity 3 can be flexibly controlled and modified by adjusting the position of the slot and the number of the metallic via holes. The coupling between cavity 1 and cavity 4 is produced by the common-slot. The coupling between cavity 1 and cavity 2 and the coupling between cavity 3 and cavity 4 can’t be realized by the coupling window, because the structure makes transmission of energy hard. The coupling is achieved through the microstrip-probe between resonator 1(3) and resonator 2(4). The probe can generate higher mode, so dual-band characteristics can be obtained by adjusting the position and size of microstrip-probe. The dual-band filter is realized by using the substrate with Rogers RT/Duriod 5880 with the thickness of 0.508 mm. The configuration size of the proposed filter is shown in Fig. 9. By simulation and optimization, the dimensions are given as follows: $L_a=14.6$, $L_b=14.6$, $m_1=3$, $L_1=4.1$, $L_2=4.1$, $L_q=4.1$, $W_a=1.9$, $L_3=3.75$, $L_4=8.25$, $L_5=4.88$, $L_s=5.8$, $W_s=1.1$, $s_0=0.3$, $L_r=3.6$, $T_1=12.7$, $P_1=1.4$, $T_2=11.9$, $P_2=0.6$, $L_p=6$, $L_t=1.8$, $R_t=5.7$ (all in mm).

![Schematic coupling topology of the proposed filter.](image)

**Fig. 8.** (a) Schematic coupling topology of the proposed filter (S: source, L: load, R: resonator), and (b) 3D configuration of the proposed compact cross-coupled dual-band filter using compact modified QMSIW resonators.
Figure 10 shows a photograph of the filter. A HP network analyzer is chosen to measure the performance of the fabricated filter. In Fig. 11, the simulated and measured results are shown. The simulated and measured frequency responses demonstrate that an excellent agreement is obtained. A 3 dB fractional bandwidth of approximately 14% in the measured lower passband where the central frequency is about 3.62 GHz is presented, and the insertion loss in the lower passband is about 2.1 dB at the central frequency. The return losses are better than 15 dB in the passband. It seems that the higher measured insertion loss at the higher passband is due to unfavorable coupling. There’s something a little bit different between the passband bandwidths and the asymmetrical frequency response. It may be caused by certain minor cross coupling and structural difference.
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Abstract — This paper presents the modeling of waveguide bandpass filter synthesis. It consists of a combination of the most appropriate and reliable methods and techniques of analysis, simulation and optimization used in determined order and leading to a fast and accurate method of filter synthesis. An example of a forth-order filter synthesis is given, employing a symmetric configuration and symmetric response. The obtained results, reference measurement and commercial software simulator results are compared for validation.

I. INTRODUCTION

During the last two decades, there has been an extension and trivialization of passive microwave components. On one hand, this is due to the fact that an exponential rate of ICT users has stimulated more and more labs to focus their research on this field. On the other hand, the IT development of both sides, hard and soft, allowing a high-speed implementation of programs and softwares of synthesis, simulation and optimization.

Among these microwave components, we find filters and precisely the waveguide filters. After a first appearance in telecommunications few years before World War II [1], they still occupy an important role, because when it comes to design filters operating at microwaves with very high gains and conveying great power, the use of waveguides becomes inevitable.

The majority of filters are synthesized from an equivalent circuit or a coupling matrix [2]. By translating the circuits or matrices into a combination of inverters and resonators to create a filter, one can summarize the synthesis of a filter in 4 stages: first, the synthesis of the equivalent circuit or coupling matrix, the choice of the technology to use and computation of the initial dimensions of the filter, the simulation of the filter response, and optimization of its dimensions. Each step mentioned is in itself a vast field of research.

Over the years, different forms and filter topologies have been proposed. First, linear uniaxial filters, often Chebyshev or Butterworth [3] of a quite large size and a frequency response without transmission zeroes, Rhodes proposed bended structures to reduce the size of the filters [4]. Then, a big step was taken with dual mode filters proposed by Atia and Williams [5], where they assumed that each resonator of the filter can be coupled with all the others with a coupling factor M, allowing a reduction in the size of the filter and improving its frequency response. Later, a multitude of topologies (folded, box, cul-de-sac ...) were used [6-8].

Simultaneously, studies were conducted to study the behavior of electromagnetic fields through cavities and obstacles, either by treating the waveguides as a simple transmission line [9], or by a full-wave analysis that has been developed in order to take into account higher order modes. We can mention the method of moments [10], the spectral analysis [11] and mode matching [12], which offer high strength and reliability. Other numerical methods were used as the method of finite elements and finite differences [11], taking advantage of advances in computer science; these methods have been at the basis of several commercial software for microwave structures simulation, like Ansoft HFSS or CST STUDIO SUITE.

After several unsuccessful attempts to direct synthesis of waveguide filter without going through the optimization step, the latter has been proved essential. Often metaheuristic, iterative and inspired from nature like Genetic Algorithm, Practical Swarm Optimization and Neural Network, these optimization methods allow us to improve the filter response to satisfy predetermined filter specifications.

In this work, we have followed a method that we have found the most appropriate and reliable for the synthesis of a waveguide band-pass filter. It consists of
generating the coupling matrix starting from the desired response, drawing the global form from the filter topology and calculates the initial dimensions of the filter by the equivalent impedance image method [3]. After segmentation of the structure into several basic elements (junctions, bends and T-junction), each element is separately analyzed using the mode-matching technique, then the structure is treated as a network of these basic elements. In the end, we used PSO as an optimization method [13].

II. THE COUPLING MATRIX

In the early 1970s, Atia and Williams introduced the concept of the coupling matrix as applied to dual-mode waveguide filters [2]. This matrix describes the coupling between adjacent cavities, but also the coupling of each cavity with all other cavities of the filter. It is synthesized from the filter transfer function, the latter is itself obtained from the specifications of the filter response.

If in a filter, each resonator is coupled to all the others, the coupling matrix will contain only non-zero values. It is practically difficult and even impossible to achieve with a waveguide filter of higher order. Therefore, the goal is to use mathematical techniques to reduce the number of non-zero elements, leading to M matrices, similar to the initial matrix and which are substantially converted into filter.

In its final form, the matrix M proposed by Attia and Williams had symmetrical and multidiagonal elements. This form is called the canonical form and it was the basic element of many researchers whose purpose was to propose other forms of coupling matrices. Several matrices have been obtained and successfully tested. They are called "topologies" [6].

Later, commercial software called CMS Filter & Coupling Matrix Synthesis Software is developed by Guided Wave Technology's. By simply introducing the characteristics of the filter and checking the box where we need to introduce a coupling, then the coupling matrix is calculated with high accuracy.

In this work, for the synthesis of a forth-order filter, having a symmetric frequency response of elliptical shape with four poles and two zeros of transmission located at (normalized frequency) -1.8 and 1.8 with 20 dB of return losses, a coupling matrix has been synthesized. It is presented as following:

\[
M = \begin{bmatrix}
0 & 0.856 & 0 & -0.220 \\
0.856 & 0 & 0.786 & 0 \\
0 & 0.786 & 0 & 0.856 \\
-0.220 & 0 & 0.856 & 0
\end{bmatrix}
\]

with normalized input/output resistances \( R = 1.021 \).

III. INITIAL DIMENSIONS

Once the coupling matrix obtained, the equivalent electric circuit may easily be inferred, as replacing simply the coupling coefficient \( K \) by frequency invariant reactance inverters and the resonators by a capacitors C.

Figure 1 shows the equivalent circuit of a 4th order prototype filter, under the canonical form.

![Fig. 1. Equivalent circuit of 4th order filter.](image)

Since the final circuit consists of a quadrupoles network connected in series and/or parallel, we can use ABCD to \([Y]\) and \([Y]\) to ABCD transformations to calculate the overall scattering parameters \( S_{11} \) and \( S_{21} \); they will give us the ideal frequency response of the filter. This latter will be our reference for the synthesis of the waveguide filter.

Figure 2 shows the response of the equivalent circuit after transforming the low-pass prototype into a bandpass filter, with 10 GHz as central frequency, a bandwidth of 300 MHz and 20 dB of return loss level.

![Fig. 2. S-parameters obtained from the coupling matrix.](image)

The next step is to convert the equivalent circuit in a waveguide filter. To achieve this, we used the method of impedance images (impedance seen looking into a port of a network), which consists of inserting inside the waveguide geometric shapes or obstacles in order to obtain a structure having a similar impedance image than those quadripoles (inverter), these obstacles will separate a half-wave or quarter-wave cavities, which
will have the role of the resonators. To simplify the construction of the filter, in this work we have among our objectives to use as inverter only purely inductive or purely capacitive irises. The initial openings of these irises are deducted from curves drawn in [14] and the total electrical length $\theta$ of resonator cavity $R$ is given by:

$$\theta_R = n\pi + \frac{1}{2}\left(\cot^{-1}\frac{B_1}{2} + \cot^{-1}\frac{B_2}{2}\right), \quad (2)$$

where $B_1$ and $B_2$ are the coupling susceptances of the two irises that define the cavity.

IV. MODE MATCHING METHOD

The mode-matching is a powerful method for analyzing waveguides with varying cross-section. It is based on the matching of the total mode fields at each junction between uniform sections (Fig. 3). The amplitudes of the modes at the output of a junction can be deduced in terms of the amplitudes of the mode spectrum at the input to the junction [12].

Matching the transverse field components at the discontinuity we have:

$$\begin{cases} E_y = 0, & 0 \leq x \leq a_1 \\ E_y = E_y^II, & a_1 \leq x \leq a \\ H_x = H_x^II, & a_1 < x \leq a. \end{cases} \quad (3)$$

Then,

$$\sum_{m=1}^{M} T_m^I \sin\left(\frac{m\pi}{a}(x-a_1)\right) (F_m^I + B_m^I) = \sum_{n=1}^{N} T_n^II \sin\left(\frac{n\pi}{a}(x-a_1)\right) (F_n^II + B_n^II), \quad (4)$$

$$\sum_{m=1}^{M} T_m^I y_m^I \sin\left(\frac{m\pi}{a}(x-a_1)\right) (F_m^I - B_m^I) = \sum_{n=1}^{N} T_n^II y_n^II \sin\left(\frac{n\pi}{a}(x-a_1)\right) (F_n^II - B_n^II), \quad (5)$$

where $F_m$ and $B_m$ are the amplitudes of incident and reflected waves respectively. $T_i$ are the power normalization terms. $L_E$ and $L_H$ (the report between input and output field component) can be calculated by power normalization and some algebraic calculation [15]:

$$F^I + B^I = L_E(F^II + B^II), \quad (6)$$

$$L_H(F^I - B^I) = F^II - B^II. \quad (7)$$

The S matrix expresses the scattered waves as a function of incident waves:

$$\begin{bmatrix} B^I \\ F^II \end{bmatrix} = \begin{bmatrix} L_E & - L_E \\ - L_H & L_H \end{bmatrix} \begin{bmatrix} F^I \\ F^II \end{bmatrix}. \quad (8)$$

From Equations (4) and (5), and to simplify the S matrix calculation, we write it as a vector product:

$$[S] = \text{inv} \begin{bmatrix} I & -L_E \\ -L_H & I \end{bmatrix} \begin{bmatrix} F^I \\ F^II \end{bmatrix}. \quad (9)$$

To check the proper functioning of this analysis, we applied it on a filter already proposed in the literature, and then compare the results.

We chose the filter proposed by Chen in [16], because, as shown in Fig. 4, only resonants irises are used; and this kind of iris necessitates a TE-TM fullwave analysis. Figure 5 shows that the results were very satisfactory.

A. Waveguide bend

Considering a waveguide bend in Fig. 6, we can
divide it into three regions, waveguide I, waveguide II, and resonator region III (the center square with the post bounded by the conducting wall, broken line in figure).

Fig. 6. Waveguide 90° bend.

By an application of a superposition principle, the total fields in the resonator region can be superposed by the field solutions satisfying boundary conditions. Then the fields in this resonator region are derived from the component of the electric and magnetic vector potentials $A^I$, where $F$ and $B$, are the unknown eigenmode amplitude coefficients [17]:

$$A^I = \sum_{m=1}^{M} T^I_m \sin \left( \frac{m\pi}{a} x \right) \left( F^I_m e^{-j\beta^I_m z} - B^I_m e^{j\beta^I_m z} \right), \quad (10)$$

$$A^II = \sum_{m=1}^{N} T^II_m \sin \left( \frac{n\pi}{a} z \right) \left( F^II_n e^{-j\beta^II_n (x-a)} - B^II_n e^{j\beta^II_n (x-a)} \right), \quad (11)$$

$$A^III = \sum_{m=1}^{M} C^I_m \sin \left( \frac{m\pi}{a} x \right) \sin(k^I_m (z-a)) + \sum_{n=1}^{N} C^II_n \sin \left( \frac{n\pi}{a} z \right) \sin(k^II_n x). \quad (12)$$

Matching the transverse field components at the discontinuities:

$$F^I + B^I = D^I (F^I - B^I) + L^I (F^II - B^II), \quad (13)$$

$$F^II + B^II = L^II (F^I - B^I) + D^II (F^II - B^II). \quad (14)$$

And then,

$$[S]^{-1} = \begin{bmatrix} I + D^I & -L^I \\ L^II & I - D^II \end{bmatrix} \begin{bmatrix} D^I & -L^II \\ L^II & D^II \end{bmatrix}. \quad (15)$$

Two distinct waveguide bends can be identified, left bend and right bend. Therefore, when the structure contains these two waveguide bends, the bend sense must be taken into consideration. The following examples illustrate the two possibilities; the first, shown in Fig. 7, is a succession of two bends from different kind, and the second, in Fig. 9, is a succession of two bends from the same kind. Each structure is followed by the comparison of the computed S-parameters and HFSS simulator results. They are shown in Fig. 8 and Fig. 10 respectively, and a good agreement is observed from the curves. In these examples, we used WR75 standard waveguide.

Fig. 7. Succession of two bends from different kind.

Fig. 8. Computed (---) and HFSS simulated (----) frequency responses of the two bends from different kind.

Fig. 9. Succession of two bends from the same kind.
Fig. 10. Computed (——) and HFSS simulated (----) frequency responses of the two bends from same kind.

B. T-junction

To analyze the T-junction, we used the same technique as waveguide bend with adding a third port, then the resonator region becomes formed by three conducting walls (broken line in Fig. 11).

Fig. 11. T-junction.

Vector potentials at the four regions:

\[
A^I = \sum_{m=1}^{M} C^I_m \sin \left( \frac{m\pi}{a} x \right) \left( F^I_m e^{-jk_m^I(z-a)} - B^I_m e^{jk_m^I(z-a)} \right), \tag{16}
\]

\[
A^H = \sum_{n=1}^{N} C^H_n \sin \left( \frac{n\pi}{a} x \right) \left( F^H_n e^{-jk_n^H(z-a)} - B^H_n e^{jk_n^H(z-a)} \right), \tag{17}
\]

\[
A^I = \sum_{p=1}^{P} C^I_p \sin \left( \frac{p\pi}{a} x \right) \left( F^I_p e^{-jk_p^I(z-a)} - B^I_p e^{jk_p^I(z-a)} \right), \tag{18}
\]

\[
A^H = \sum_{m=1}^{M} C^H_m \sin \left( \frac{m\pi}{a} x \right) \sin(k_m^I(z-a)) + \sum_{n=1}^{N} C^H_n \sin \left( \frac{n\pi}{a} x \right) \sin(k_n^H(z)) + \sum_{p=1}^{P} C^I_p \sin \left( \frac{p\pi}{a} x \right) \sin(k_p^I(z)), \tag{19}
\]

Matching the transverse field components at the discontinuities:

\[
F^I + B^I = D^I (F^I - B^I) + L^{II}_I (F^I - B^I) + L^{III}_I (F^I - B^I), \tag{20}
\]

\[
F^H + B^H = L^{II}_H (F^H - B^H) + L^{III}_H (F^H - B^H), \tag{21}
\]

\[
F^H + B^H = L^{III}_H (F^I - B^I) + D^{III}_H (F^I - B^I), \tag{22}
\]

As for the junction and the bend, we could write the S matrix for the T-junction under the vector product to simplify calculations; the latter will be of great help for the simulation of a complex structure:

\[
[S] = \text{inv} \begin{bmatrix}
I + D^I & -L^{II}_I & -L^{III}_I \\
L^{II}_H & I - D^H & -L^{III}_H \\
-L^{III}_I & -L^{III}_H & I - D^{III}_H
\end{bmatrix} * \begin{bmatrix}
D^I & -L^{II}_H & -L^{III}_I \\
L^{II}_H & -D^H - I & -L^{III}_H \\
-L^{III}_I & -L^{III}_H & -I - D^{III}_H
\end{bmatrix}. \tag{23}
\]

For a WR75 waveguide T-junctions, we can note in Fig. 12 a perfect superposition between mode matching analysis and results in [18].

Fig. 12. Frequency response of a WR75 waveguide T-junction.
V. PRACTICAL SWARM OPTIMIZATION

PSO

Presented in 1995 by Kennedy, Particle Swarm Optimization (PSO) is a quite recent optimization technique [13]. Like genetic algorithms, it is inspired from nature, so it consists of finding the optimal solution by simulating such social behavior of groups as a bird or bee flocking. It is a simple concept implemented in a few lines of computer code.

Compared to GA, the two methods are favorable to perform with high success rate the tasks of synthesizing microwave structures, with a slight advantage for the GA, but a big advantage for PSO in speed of executing time.

In what follows, we will give the notation and the algorithm of the method.

A. PSO notation

For each particle $i$:
- $x_i$ is a vector denoting its position and $y_i$ denotes its objective function value.
- $y_i$ is the vector denoting its velocity.
- $p_i$ is the best position that it has found so far and $P_{best_i}$ denotes its objective function score.
- $g_i$ is the best position that has been found so far in its neighborhood and $G_{best_i}$ denotes the objective function value of $g_i$.

Velocity update:
- $\mathbf{U}(0, \varphi_i) \in [0, \varphi]$ is a random vector uniformly distributed in $[0, \varphi]$ generated at each generation for each particle.
- $\varphi_1$ and $\varphi_2$ are the acceleration coefficients determining the scale of the forces in the direction of $p_i$ and $g_i$.
- $\otimes$ denotes the element-wise multiplication operator.

B. PSO algorithm

- Randomly initialize particle positions and velocities.
- While not terminate.
  - For each particle $i$:
    1. Evaluate fitness $y_i$ at current position $x_i$.
    2. If $y_i$ is better than $P_{best_i}$ then update $P_{best_i}$ and $p_i$.
    3. If $y_i$ is better than $G_{best_i}$ then update $G_{best_i}$ and $g_i$.
    4. Update velocity $y_i$ and position $x_i$ using:
      \[
      \dot{y}_{i+1} \leftarrow y_i + \mathbf{U}(0, \varphi_i) \otimes (p_i - x_i) + \mathbf{U}(0, \varphi_i) \otimes (g_i - x_i),
      \]
      \[
      x_{i+1} \leftarrow x_i + y_i,
      \] (25)

C. Fitness function

The fitness function is an important part of any optimization method; it should evaluate how good the solution is, then the optimal solution is the one which minimizes the fitness function [19]. In this work, we used Discrete Target Approximation [20], which is a simple evaluation of the specifications fulfillment. It consists of assigning to each one of the $N$ frequency points a value of 0 if the response function does not satisfy the corresponding specification, and on the contrary, a value of 1 if it satisfies the specification. The final fitness is the sum of the $\{0,1\}$ values for all the response points, divided by the number of points.

VI. EXAMPLE OF FILTER SYNTHESIS

We applied our combination for the synthesis of a fourth-order waveguide filter. Figure 13 shows the rectangular waveguide filter configuration used in order to implement the matrix (1) into waveguide filter. As mentioned before, the inverters are realized by inserting capacitive or inductive irises depending on the sign of the coupling coefficient in the coupling matrix (inductive iris for the positive coefficient and capacitive iris for negative coefficient) and the resonators are implemented by half-wave resonant cavities, chosen to make the fundamental mode resonate. We aimed to use a side by side waveguide configuration and purely inductive or capacitive irises to facilitate the further manufacturing of filter, using a CNC milling machine. The filter has a central frequency of 10 GHz, a bandwidth of 300 MHz and 20 dB of return loss level. The housing waveguide is a WR75.

Fig. 13. Geometry of the proposed four-cavity filter.

To analyze the proposed structure, we used the segmentation method [21], which consists of fragmenting the structure into basic elements (seen in the first part of the paper), representing this same structure under network form and then using multi-port networks analysis [22], to analyze the obtained network (Fig. 14), where all the matrices of each segment are put together in a single matrix $S_p$ in Equation (27) [23].
If $\vec{a}_p$, $\vec{b}_p$, and $\vec{c}_e$, $\vec{d}_e$ are incident and reflected wave variables at the $p$ external and $c$ internal connected ports. The $S_p$ matrix relating the external port is:

$$
\begin{bmatrix}
\vec{b}_p \\
\vec{d}_e
\end{bmatrix} =
\begin{bmatrix}
S_{pp} & S_{pc} \\
S_{cp} & S_{cc}
\end{bmatrix}
\begin{bmatrix}
\vec{a}_p \\
\vec{c}_e
\end{bmatrix},
$$

(26)

$$
S_p = S_{pp} + S_{pc} (\Gamma - S_{cc})^{-1} S_{cp},
$$

(27)

$\Gamma$ is the connection matrix that relates adjacent internal ports.

As for the analysis of basic structures and to be assured of the analysis accuracy, we found it necessary to analyze a multi-cell structure treated before and having some similarities with that proposed in this work. We chose the proposed structure in [24] (Fig. 15) where, in both structures, rectangular waveguides are used and the both can be segmented into the same basic elements (junctions, bends and T-junction). The difference is that in the reference filter, the input and output waveguides are superposed, and resonant irises are used. A good agreement is observed in Fig. 16, by comparing the results of multi-port networks analysis and measurement from reference [24].

After the optimization, the finale filter dimensions are illustrated with dimensioning letters in Fig. 17, where the housing waveguide is a standard WR75 (19.0500 mm x 9.5250 mm). The first iris opening (between I/O and cavity ①) is ($a_2 = 11.5833$ mm) with a shift to the left by ($x_1 = 3.2430$ mm). The second iris opening (between cavity ① and cavity ②) is ($a_3 = 8.3379$ mm). The capacitive iris opening (between cavity ① and cavity ③) is ($a_4 = 5.9782$ mm) with a shift to the ports side by ($x_4 = 0.9809$ mm). The length of the first cavity is ($T = 19.0990$ mm) and the length of the second is ($L = 23.5963$ mm). The thickness of all irises is 2 mm.

Figure 18 shows the comparison between optimized waveguide filter response and equivalent circuit response. We can observe a good fulfillment of the filter specifications, aside from a slight shift of the
right transmission zero.

Fig. 18. Ideal circuit response of prototype filter and fullwave computed response.

VII. CONCLUSION

The hardest in the design of microwave filter is to convert a coupling matrix or an equivalent circuit into a microwave structure, this regardless of the manufacturing technique (waveguide, microstrip ... etc.).

This work presents a method for waveguide filter synthesis from predetermined specification. For this, we used a procedure that consists of a series of techniques and methods of calculation, simulation and optimization. All these steps are programmed under Matlab and successfully applied to synthesis waveguide filters.

The direct design by optimization of higher order waveguide filter, without calculating the initial dimensions often tends to fail. This is due to the high number of variables (dimensions of the microwave structure) and also to the high sensitivity of the filter response at very small variation in its dimensions. To alleviate this problem, it is necessary either to divide the structure into several sub-structures, and optimize each one separately, or by calculates the initial dimensions using appropriate approach methods.
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