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Abstract — The use of coupled integral equations and anomalous currents allows us to efficiently remove ‘background effects’ in either forward or inverse modeling. This is especially true when computing the change in impedance due to a small flaw in the presence of a larger background anomaly. It is more accurate than simply computing the response with and without the flaw and then subtracting the two nearly equal values to obtain the small difference due to the flaw. In this paper, we compute the change in impedance of a probe due to a flaw in the presence of a much larger background anomaly, when the probe, which consists of a coil with a ferrite core, lies within the host region, and then apply the model and algorithm to the problem of inspecting a bolt hole in a plate or other layered medium with a ‘SplitD’ eddy-current probe.

Index Terms — Aircraft structures, computational, electromagnetics, eddy-current nondestructive evaluation, volume-integral equations.

I. INTRODUCTION

In [1] we developed a systematic procedure for analyzing problems in eddy-current nondestructive evaluation (NDE) by means of volume-integral equations (method of moments), and applied it to problems in aerospace, nuclear power, materials characterization, and other areas. One problem of interest to aerospace, and described in [1], is computing the response of a small crack located adjacent to a bolt hole. This requires the solution of a ‘multiscale problem’, with the bolt hole being the larger scale and the crack a much smaller scale. A method for solving this problem was developed using coupled integral equations, one for the anomalous currents within the bolt hole and the other for the anomalous currents within the crack. The algorithm was validated using measured data acquired by a ‘conventional’ surface coil scanned past the bolt hole and crack. By ‘conventional’ we mean that the coil was circular, with its axis normal to the surface of the host material, and containing no ferritic cores. The response of such coils can be computed analytically, as shown in [1]. That problem was chosen because of its relative simplicity in acquiring the data.

In this paper, we attack the more complicated, but common, problem in which inspections are performed by a complex probe positioned within the bolt hole. The probes typically used for inspections are complex, often of the ‘SplitD’ variety, with a transmit coil exciting the system, and two receive coils picking up the response. Furthermore, none of the three coils is circular, and they all enclose two ferritic cores, split longitudinally to give the ‘SplitD’ characteristic. See [1] for a description and application of these probes. This model then calls for three coupled integral equations, two as above, and the third for the probe.

We develop the ‘probe-in-host’ algorithm in Section II, and apply it to the SplitD probe problem in Section III. In order to keep the paper of reasonable length, we invite the reader to peruse [1] in order to get the background for understanding the terminology and concepts that are used throughout the paper. The development of the circuit response for the probe-in-host algorithm follows Chapter 5, ‘Computing Network Immitance Functions from Field Calculations’ of [1]. Also for length considerations, we have opted to discuss only the theoretical underpinnings of the algorithm. We will give a thorough presentation of VIC-3D® model results, as well as experimental validation in a second paper.

II. THE ‘PROBE-IN-HOST’ ALGORITHM

This algorithm is an extension of our multiscale background-removal algorithm. Both algorithms were developed to compute the change in impedance of a probe due to a flaw in a sample which also contains a much larger background anomaly. The background-removal algorithm addresses problems in which the flaw and background lie in one planar region, referred to as the ‘host’ region, and the probe, consisting of coil elements only, lies in a separate planar region. This permits the modeling of a coil scanned across the surface of a plate containing a bolt hole (the background) with an adjacent flaw.

The problem of modeling a probe containing a
ferrite core, and positioned within a bolt hole is addressed by the probe-in-host algorithm, which solves
the more complex problem of a ferrite-cored probe that lies within the host region. The problem is illustrated in
Fig. 1, but the algorithm is more general than shown, since the flaw may lie wholly or partially inside or
outside the background, and this is true for the probe as well.

Fig. 1. The ‘probe-in-background’ problem. The
conductivity within the host region is \( \sigma(\mathbf{r}) \). With
background only (no flaw or probe) the conductivity is
\( \sigma_h(\mathbf{r}) \). Outside the flaw (and probe), \( \sigma(\mathbf{r}) = \sigma_b(\mathbf{r}) \).
Outside the background \( \sigma(\mathbf{r}) = \sigma_h(\mathbf{r}) \).

The conductivity at all points within the host region
is given by \( \sigma(\mathbf{r}) \). For the corresponding unflawed
problem with background and probe only, the function is
\( \sigma_b(\mathbf{r}) \). Thus \( \sigma(\mathbf{r}) \) agrees with \( \sigma_b(\mathbf{r}) \) at all points outside
the flaw. For the corresponding unflawed problem with
background only (i.e., probe removed), the function is
\( \sigma_h(\mathbf{r}) \). Thus, \( \sigma(\mathbf{r}) \) agrees with \( \sigma_h(\mathbf{r}) \) at all points
outside probe. The conductivity of the host region has
a uniform value of \( \sigma_h \) outside the background and
flaw, where \( \sigma(\mathbf{r}) = \sigma_h(\mathbf{r}) = \sigma_h \). Finally, the
permeabilities \( \mu(\mathbf{r}) \), \( \mu_u(\mathbf{r}) \), \( \mu_b(\mathbf{r}) \) and \( \mu_h \) are defined
analogously, and hence obey analogous relations.

Perhaps it would be more clear to think of building
up to \( \sigma(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) as follows: Start with the uniform
conductivity and permeability, \( \sigma_h \) and \( \mu_h \) of the host.
Add the background to get \( \sigma_b(\mathbf{r}) \) and \( \mu_b(\mathbf{r}) \). Add the
probe to get \( \sigma_u(\mathbf{r}) \) and \( \mu_u(\mathbf{r}) \). Finally, add the flaw to get
\( \sigma(\mathbf{r}) \) and \( \mu(\mathbf{r}) \).

The anomalous current and magnetization, \( J_b(\mathbf{r}) \)
and \( M_b(\mathbf{r}) \) respectively, satisfy the equations:
\[
J_b(\mathbf{r}) = (\sigma_b(\mathbf{r}) - \sigma_h) E(\mathbf{r}), \quad (1)
\]
\[
M_b(\mathbf{r}) = \left( \frac{1}{\mu_h} - \frac{1}{\mu_b(\mathbf{r})} \right) B(\mathbf{r}), \quad (2)
\]
where
\[
E(\mathbf{r}) = E^{(1)}(\mathbf{r}) + E(\mathbf{r})[\mu_b] + E(\mathbf{r})[\mu_u], \quad (3)
\]
\[
B(\mathbf{r}) = B^{(1)}(\mathbf{r}) + B(\mathbf{r})[\mu_b] + B(\mathbf{r})[\mu_u], \quad (4)
\]
and \( E^{(1)}(\mathbf{r}) \) and \( B^{(1)}(\mathbf{r}) \) are the incident electric
and magnetic fields of the probe coil. Functionals, such as
\( E(\mathbf{r})[\mu] \) and \( B(\mathbf{r})[\mu] \), are volume integrals with Green’s
function kernels.

We rewrite the right hand side of (1) and (2) as follows:
\[
J_b(\mathbf{r}) = (\sigma_b(\mathbf{r}) - \sigma_h) E(\mathbf{r})
+ (\sigma(\mathbf{r}) - \sigma_b(\mathbf{r})) E(\mathbf{r}), \quad (5)
\]
\[
M_b(\mathbf{r}) = \left( \frac{1}{\mu_h} - \frac{1}{\mu_b(\mathbf{r})} \right) B(\mathbf{r})
+ \left( \frac{1}{\mu_b(\mathbf{r})} - \frac{1}{\mu(\mathbf{r})} \right) B(\mathbf{r})
+ \left( \frac{1}{\mu(\mathbf{r})} - \frac{1}{\mu_h} \right) B(\mathbf{r}). \quad (6)
\]

Now notice that if we find solutions \( J_b(\mathbf{r}) \), \( J_c(\mathbf{r}) \),
\( J_f(\mathbf{r}) \), \( M_b(\mathbf{r}) \), \( M_c(\mathbf{r}) \), \( M_f(\mathbf{r}) \) to the coupled equations,
\[
J_b(\mathbf{r}) = (\sigma_b(\mathbf{r}) - \sigma_h) E(\mathbf{r}), \quad (7)
J_c(\mathbf{r}) = (\sigma(\mathbf{r}) - \sigma_b(\mathbf{r})) E(\mathbf{r}), \quad (8)
J_f(\mathbf{r}) = (\sigma(\mathbf{r}) - \sigma_u(\mathbf{r})) E(\mathbf{r}), \quad (9)
M_b(\mathbf{r}) = \left( \frac{1}{\mu_h} - \frac{1}{\mu_b(\mathbf{r})} \right) B(\mathbf{r}), \quad (10)
M_c(\mathbf{r}) = \left( \frac{1}{\mu_b(\mathbf{r})} - \frac{1}{\mu(\mathbf{r})} \right) B(\mathbf{r}), \quad (11)
M_f(\mathbf{r}) = \left( \frac{1}{\mu(\mathbf{r})} - \frac{1}{\mu_h} \right) B(\mathbf{r}), \quad (12)
\]
where
\[
E(\mathbf{r}) = E^{(1)}(\mathbf{r}) + E(\mathbf{r})[\mu_b] + E(\mathbf{r})[\mu_u]
+ E(\mathbf{r})[\mu_f], \quad (13)
\]
\[
B(\mathbf{r}) = B^{(1)}(\mathbf{r}) + B(\mathbf{r})[\mu_b] + B(\mathbf{r})[\mu_u]
+ B(\mathbf{r})[\mu_f], \quad (14)
\]
then the sums \( J_b(\mathbf{r}) \) \( J_c(\mathbf{r}) \) \( J_f(\mathbf{r}) \) and
\( M_b(\mathbf{r}) \) \( M_c(\mathbf{r}) \) \( M_f(\mathbf{r}) \) satisfy (1) and (2).

Noting from (7-12) that \( J_b(\mathbf{r}) \) \( M_b(\mathbf{r}) \) are zero
outside the background, \( J_c(\mathbf{r}) \) \( M_c(\mathbf{r}) \) are zero
outside the probe core, and \( J_f(\mathbf{r}) \) \( M_f(\mathbf{r}) \) are zero
outside the flaw, we identify these anomalous currents
and magnetizations as those of the background, probe
core and flaw, respectively.

Since we will be solving for \( J_c(\mathbf{r}) \) \( M_c(\mathbf{r}) \) only
within the space occupied by the probe core, and the flaw
does not intrude into that space, we can replace \( \sigma_u(\mathbf{r}) \)
and \( \mu_u(\mathbf{r}) \) by \( \sigma(\mathbf{r}) \) \( \mu(\mathbf{r}) \) in (8) and (11), respectively.
Similarly, since we will be solving for \( J_f(\mathbf{r}) \) \( M_f(\mathbf{r}) \)
only within the space occupied by the flaw, and the probe
does not intrude into that space, we can replace \( \sigma_u(r) \) and \( \mu_u(r) \) by \( \sigma_b(r) \) and \( \mu_b(r) \) in (9) and (12), respectively.

With these substitutions, and in preparation for discretization, we reorder (7-12) as well as their unknowns, and rewrite them in the form:

\[
E^{(i)}(r) = \frac{1}{\sigma_b(r) - \sigma_h} J_b(r) - E(r) [J_b] - E(r) [M_b] - E(r) [J_c] - E(r) [M_c],
\]

\[
B^{(i)}(r) = -B(r) [J_b] + \mu_b(r) \mu_h \mu_b(r) M_b(r) - B(r) [M_b] - B(r) [J_c] - B(r) [M_c],
\]

\[
E^{(i)}(r) = -E(r) [J_b] - E(r) [M_b] - E(r) [J_c] - E(r) [M_c] + \frac{1}{\sigma_b(r) - \sigma_h} J_f(r) - E(r) [J_f] - E(r) [M_f].
\]

By (20) we see that for parts of the probe that lie outside the background, and in (19) and (20) for parts of the flaw that lie outside the background.

We will discretize these equations using three grids: a core grid, a coarse ‘background’ grid, and a fine ‘flaw’ grid. First we expand \( J_b(r), J_c(r) \) and \( J_f(r) \) in tent functions, and \( M_b(r), M_c(r) \) and \( M_f(r) \) in edge-elements, defined on the background, core and flaw grids respectively. Then we use these same functions to test our equations. We multiply the equations by these functions, which have compact support spanning one or two grid cells along each direction, and integrate over space. We test (15), (17), and (19) with the tent functions, and (16), (18), and (20) with the edge-elements, defined on the background, core and flaw grids respectively. This gives the discretized matrix equation:

\[
\begin{bmatrix}
A_{bb}^{(ee)} & A_{bc}^{(ee)} & -A_{bc}^{(ee)} & -A_{bc}^{(ee)} \\
-A_{bc}^{(me)} & A_{bb}^{(me)} & -A_{bc}^{(me)} & -A_{bc}^{(me)} \\
-A_{bc}^{(ee)} & A_{bc}^{(ee)} & A_{cc}^{(ee)} & -A_{bc}^{(ee)} \\
-A_{bc}^{(me)} & -A_{bc}^{(me)} & A_{cc}^{(me)} & A_{cc}^{(me)}
\end{bmatrix}
\begin{bmatrix}
J_b \\
J_c \\
J_f \\
J_f
\end{bmatrix}
= \begin{bmatrix}
E_b^{(i)} \\
E_c^{(i)} \\
E_f^{(i)} \\
E_f^{(i)}
\end{bmatrix},
\]

which we solve for the vectors \( J_b, J_c \) and \( J_f \) of expansion coefficients for the anomalous currents, and the vectors \( M_b, M_c \) and \( M_f \) of expansion coefficients for the anomalous magnetizations, of the background, probe core and flaw respectively. Here, \( A = Q - G \), where the matrix \( Q \) contains the dependence on the anomalous electromagnetic material properties of the probe core, background and flaw.

III. THE PROBE-IN-BACKGROUND PROBLEM

Now we consider the simple case in which: 1) The permeability of the background, flaw and host are the same, and 2) The probe lies within the background and has the same conductivity as the background. From (10) and (12) we see that the first condition implies \( M_b = M_f = 0 \), and from (8) the second condition implies that \( J_f = 0 \). Then the field equations (15-20) reduce to three equations:

\[
E^{(i)}(r) = \frac{1}{\sigma_b(r) - \sigma_h} J_b(r) - E(r) [J_b] - E(r) [M_b] - E(r) [J_c] - E(r) [M_c] + \frac{1}{\sigma_b(r) - \sigma_h} J_f(r) - E(r) [J_f] - E(r) [M_f],
\]

\[
B^{(i)}(r) = -B(r) [J_b] + \mu_b(r) \mu_h M_b(r) - B(r) [M_b] - B(r) [J_c] - B(r) [M_c] - B(r) [J_f] + \mu_b(r) \mu_h M_f(r) - B(r) [M_f],
\]

\[
E^{(i)}(r) = -E(r) [J_b] - E(r) [M_b] - E(r) [J_c] - E(r) [M_c] + \frac{1}{\sigma_b(r) - \sigma_h} J_f(r) - E(r) [J_f] - E(r) [M_f].
\]
If the grids for the probe core, background and flaw are evaluated. For flaws typical in nondestructive cycle through these equations to solve for \( J \). The hand side is much more computationally expensive. The equations lack this structure, so evaluation of the right-hand side of the equations can be solved efficiently using a conjugate-gradient matrix equation solver. The \( G \) matrices on the right-hand side of the equations lack this structure, so evaluation of the right-hand side is much more computationally expensive.

We recast this matrix equation in the form of the three coupled equations:

\[
\begin{bmatrix}
Q_{bb} - G_{bb}^{(ee)} & -G_{eb}^{(me)} & -G_{bc}^{(em)} \\
-G_{eb}^{(me)} & Q_{cc}^{(mm)} - G_{cc}^{(mm)} & -G_{fc}^{(em)} \\
-G_{bc}^{(em)} & -G_{fc}^{(em)} & Q_{ff}^{(mm)} - G_{ff}^{(ee)}
\end{bmatrix}
\begin{bmatrix}
J_b \\
M_c \\
J_f
\end{bmatrix}
= \begin{bmatrix}
E_b^{(i)} \\
E_c^{(i)} \\
E_f^{(i)}
\end{bmatrix}
\]

We now consider the problem of inspecting a bolt hole with the SplitD probe. The probe is spun about the axis of the bolt hole (out of page).

We compute the change in the pickup impedance due to the flaw. The corresponding circuit diagram is shown in Fig. 3. The ferrite core has the effect of increasing the inductances, \( L_d \) and \( L_p \), of the driver and pickup coils. We model this effect with additional coil turns represented in the figure by \( L_{\mu} \) and \( L_{\mu'} \), respectively. Setting the sum of the voltage drops around each of the circuits for driver coil with core, pickup coil with core, background and flaw to zero gives:

\[
V_1(\alpha) = (Z_{dd} + Z_{dp} + Z_{u\mu} + Z_{\mu u})I_d + (Z_{dp} + Z_{dp'}) + (Z_{\mu u} + Z_{\mu'u'})I_d(\alpha) + a(Z_{d4} + Z_{u4})I_4,
\]

\[
V_2(\alpha) = (Z_{pd} + Z_{p\mu} + Z_{u'\mu} + Z_{\mu' u})I_d + (Z_{pp} + Z_{pp'}) + (Z_{p\mu} + Z_{p\mu'})I_d(\alpha) + a(Z_{p4} + Z_{u4})I_4,
\]

\[
0 = (Z_{3d} + Z_{3p})I_1 + (Z_{3p} + Z_{3\mu})I_2(\alpha) + Z_{33}I_3(\alpha) + aZ_{34}I_4,
\]

\[
0 = (Z_{4d} + Z_{4p})I_1 + (Z_{4p} + Z_{4\mu})I_2(1) + Z_{43}I_3(1) + Z_{44}I_4.
\]

The equations are parameterized by \( \alpha \), which has a value of unity for the problem we are solving, which includes a flaw, and a value of zero for the corresponding unflawed problem. Since the flaw current, \( I_4 \), is zero when \( \alpha = 0 \), we write it as \( aI_4 \).
The current $I_2$ in the pickup coil will be very small (theoretically zero), so we will ignore the terms in (29-32) that involve $I_2$. And we will combine $L_d$ and $L_p$ into a single inductance, $L_1$, and $L_2$ and $L_3$, into a single inductance, $L_2$. The circuit equations then become:

$$V_1(\alpha) = Z_{11}I_1 + Z_{12}I_2 + \alpha Z_{14}I_4,$$

$$V_2(\alpha) = Z_{21}I_1 + Z_{22}I_2 + \alpha Z_{24}I_4,$$

$$0 = Z_{31}I_1 + Z_{32}I_2 + \alpha Z_{34}I_4,$$

$$0 = Z_{41}I_1 + Z_{42}I_2 + \alpha Z_{44}I_4,$$

where

$$Z_{11} = Z_{dd} + Z_{du} + Z_{mu} + Z_{mu},$$

$$Z_{21} = Z_{pd} + Z_{pu} + Z_{mu} + Z_{mu},$$

$$Z_{1j} = Z_{dj} + Z_{uj},$$

$$Z_{1i} = Z_{id} + Z_{ui},$$

$$Z_{2j} = Z_{pj} + Z_{uj}.$$

Solving (35) for $I_2$ when $\alpha = 0$ (no flaw) gives:

$$I_2(0) = -\frac{Z_{21}}{Z_{11}} I_1,$$

and solving (35) and (36) for $\alpha = 1$ (with flaw) gives:

$$I_3(1) = -\frac{Z_{31}}{Z_{11}} I_1,$$

$$I_4 = -\frac{Z_{33}}{Z_{11}} I_1.$$

Equations (38-40) give the distributed currents for the background and flaw in terms of the driver current $I_1$. Putting these into (34) gives the pickup voltage without and with the flaw:

$$V_2(0) = (Z_{21} - Z_{23})I_1,$$

$$V_2(1) = \begin{pmatrix} Z_{31} \\ Z_{41} \\ Z_{33} \\ Z_{43} \\ Z_{34} \\ Z_{44} \end{pmatrix} I_1.$$  

The change in the transfer impedance due to the flaw is thus,

$$dZ_{21} = \frac{V_2(1) - V_2(0)}{I_1} = -\begin{pmatrix} Z_{31} \\ Z_{41} \\ Z_{33} \\ Z_{43} \\ Z_{34} \\ Z_{44} \end{pmatrix} I_1 - \begin{pmatrix} Z_{31} \\ Z_{41} \\ Z_{33} \\ Z_{43} \\ Z_{34} \\ Z_{44} \end{pmatrix} I_1.$$  

We now re-solve the equations in a form more useful for the calculation of $dZ_{21}$: From (35) the background current is:

$$I_3(\alpha) = -\frac{Z_{31}}{Z_{33}} I_1 + \alpha \frac{Z_{34}}{Z_{33}} I_4,$$

and putting this result into (34) we get:

$$V_2(\alpha) = Z_{21}I_1 - \frac{Z_{23}}{Z_{33}} (Z_{31}I_1 + \alpha Z_{34}I_4) + \alpha Z_{24}I_4 = \left( Z_{21} - \frac{Z_{23}Z_{31}}{Z_{33}} \right) I_1 + \alpha \left( Z_{24} - \frac{Z_{23}Z_{34}}{Z_{33}} \right) I_4.$$  

The first terms in the two parentheses represent the direct coupling of the pickup to the driver and the flaw. The second terms represent the coupling, through the background, of the pickup to the driver and the flaw. The background produces a field that opposes that due to the direct coupling, thus reducing the impedance.

To find the voltage produced at the flaw by a current flowing through the pickup coil, we need to add the terms from $I_2$ to (35) and (36), which we rewrite as:

$$0 = Z_{31}I_1 + Z_{32}I_2 + \alpha Z_{33}I_3 + Z_{34}I_4,$$

$$0 = Z_{41}I_1 + Z_{42}I_2 + Z_{43}I_3 + Z_{44}I_4.$$  

Solving (46) for $I_3$ gives:

$$I_3(1) = -\frac{1}{Z_{33}} (Z_{31}I_1 + Z_{32}I_2 + Z_{34}I_4),$$

and putting this into (47) gives:

$$0 = \left( \frac{Z_{41}}{Z_{33}} - \frac{Z_{43}Z_{31}}{Z_{33}} \right) I_1 + \left( \frac{Z_{42}}{Z_{33}} - \frac{Z_{44}Z_{32}}{Z_{33}} \right) I_2 + \left( \frac{Z_{44}}{Z_{33}} - \frac{Z_{43}Z_{34}}{Z_{33}} \right) I_4.$$  

The second term of (49) gives the voltage across the flaw due to the pickup current, and includes the coupling through the background as well as the direct coupling.
Now we evaluate the voltage across the pickup coil due to the flaw in terms of field quantities, for the purpose of computation. From (45) we have:

\[ V_2(1) − V_2(0) = \left( \frac{Z_{24} - \frac{Z_{21}Z_{24}}{Z_{33}}} \right) I_4. \]  

(50)

This is equal to the line integral around the pickup coil,

\[ dV_2 = −\int_{\text{coil}} E^{(4)}(r) \cdot dl, \]  

(51)

where \( E^{(4)}(r) \) is the field produced at the pickup coil by the flaw current \( I_4 \). We rewrite this as:

\[ dV_2 = −\int_{\text{coil}} E^{(4)}(r) \cdot I_2(1) dl \]

\[ = −\int_{\text{coil}} E^{(4)}(r) \cdot J^{(2)}(r) dV, \]  

(52)

where the volume integral in the last expression is the integral over the coil volume of the dot product of the field, \( E^{(4)}(r) \), at the pickup coil due to the flaw with the current density, \( J^{(2)}(r) \), of the pickup current.

Now by the reciprocity theorem we have the symmetry:

\[ \int_{\text{coil}} E^{(4)}(r) \cdot J^{(2)}(r) dV \]

\[ = \int_{\text{flaw}} E^{(2)}(r) \cdot J^{(4)}(r) dV, \]  

(53)

where the right hand side of (53) is the integral over the flaw of the dot product of the field, \( E^{(2)}(r) \), at the flaw due to the pickup current with the current density, \( J^{(4)}(r) \), of the flaw current. This symmetry is reflected in the coefficients of \( I_4 \) and \( I_2 \) in (45) and (49) respectively, which are equal as are the \( Z_{ij} \) under the interchange of \( i \) and \( j \).

With this equality we can now write the change in the transfer impedance due to the flaw as:

\[ dZ_{21} = \frac{dV_2}{I_4} \]

\[ = \frac{1}{I_2(1)I_4} \int_{\text{flaw}} E^{(2)}(r) \cdot J^{(4)}(r) dV. \]  

(54)

The current \( J^{(4)}(r) \) is the flaw current due to the driver current, and is therefore proportional to \( I_1 \). The field \( E^{(2)}(r) \) is the field at the flaw due to the pickup current, and is therefore proportional to \( I_2(1) \). From the second term of (49), it’s clear that \( E^{(2)}(r) \) includes the field at the flaw generated by the action of the pickup current on the background. And from (37) it’s clear that it’s computation includes the contributions of the ferrite core as well.

Thus, we can write the change in impedance due to the flaw as:

\[ dZ_{21} = −\int_{\text{flaw}} E^{(2)}(r) \cdot J^{(4)}(r) dV \]

\[ = \sum_{KLM} E^{(x)}_{KLM} f^{(x)}_{KL} + E^{(y)}_{KLM} f^{(y)}_{KL} + E^{(z)}_{KLM} f^{(z)}_{KL}, \]  

(55)

where in the last expression the sum is over the \( x, y, \) and \( z \) indices, \( K, L, \) and \( M \) of the flaw grid, \( J \) is the solution \( J_f \) obtained in solving (28) for a driver coil current of unity, and \( E \) is given by the right-hand side of that equation, where \( M_e \) and \( I_b \) are the solutions obtained in solving (26) and (27) for a pickup coil current of unity.

V. COMMENTS AND CONCLUSIONS

We have developed a model for computing solutions to multiscale problems based on coupled integral equations, and have reduced the equations to matrix form using the usual techniques of the method of moments. We have shown, further, that the development of the model equations and the interpretation of the model results is facilitated by the use of classical electrical equivalent circuits. This is one of the advantages in choosing electrical impedance to be the observable in the solution of the field equations.

The algorithm developed in this paper is being coded into the commercial product, VIC-3D®. In future papers, we will describe its application to a number of problems in aircraft inspection, as well as discuss our success with such coding concerns as parallelization and the use of GPU hardware.
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Abstract — The development of a robust and accurate fault diagnosis approach under various system and fault conditions is a research area of great interest. The objective of this paper is to develop a new non-destructive approach for wiring diagnosis based on Time Domain Reflectometry (TDR) in one hand and on Backtracking Search Optimization Algorithm (BSA) in the other hand. Real-world case studies are investigated to demonstrate the effectiveness and robustness of the proposed approach. Simulation results evaluated from experimental data demonstrate that the proposed approach can be used for effective diagnosis of complex wiring networks.

Index Terms — Backtracking search optimization algorithm, time domain reflectometry, wiring diagnosis.

I. INTRODUCTION

Electrical wiring diagnosis is a challenge for maintenance engineers. Aging of wires can result in: loss of critical functions of the equipment energized by the system, loss of critical information relevant to the decision making process and operator actions and may cause a break in power supply [1].

In order to detect electrical failures and reduce maintenance cost in electrical wiring networks, diagnosis approaches that can detect, localize and characterize defects are required. Ideally, the approach should be non-destructive and accurate [2], [3].

Time Domain Reflectometry (TDR) is a measurement technique used to determine the characteristics of electrical lines by observing reflected waveforms [4]. The key benefit of TDR over other testing technique is that is non-destructive [5]. It has been proven that TDR is able to detect hard faults in coaxial cables. However, a TDR response is not self-explanatory and consequently it cannot be used alone for complex wiring networks. Over the last decade, many inverse techniques were used along with TDR in order to detect faults in wiring networks [6], [7], [8], [9].

The Backtracking Search Optimization Algorithm (BSA) is a new Evolutionary Algorithm (EA) developed to solve real-valued numerical optimization problems. It is based on three basic and well-known operators that are selection, mutation and crossover [10].

The aim of this paper is to develop an efficient approach for wire fault diagnosis based on TDR and BSA. This approach is used to detect, localize and characterize hard faults (open or short circuit) that can affect a wiring network.

The rest of this paper is organized as follows. In Section II the developed approach is presented. In Section III, the developed approach is applied to three case studies. Finally, conclusions are drawn in Section IV.

II. APPROACH

The proposed TDR-BSA based approach consists of using a forward model in order to generate the TDR response, and the BSA in order to solve the inverse problem as shown in Fig. 1. Therefore, BSA is used to
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minimize the difference between the measured TDR response and the generated one. Mathematically, we can formulate the inverse problem as an optimization problem with the following objective function:

$$F = \left(\frac{1}{N} \sum_{n=1}^{N} (M_{TDR_{res}}(x) - G_{TDR_{res}}(x))^2\right)^{1/2},$$  \hspace{1cm} (1)

where $F$ is the objective function to be minimized, $N$ the number of points, $M_{TDR_{res}}$ and $G_{TDR_{res}}$ are the measured and generated TDR responses, respectively and $x$ is the vector of design variables that are the lengths ($L_i$) and the termination loads ($R_i$) of different branches.

In other words, knowing the topology of the network (healthy one), the target is to detect, to localize and to characterize faults in a given wiring network through finding the length and the termination load of each branch. If a calculated length $L_i$ is different (shorter) than the length of the healthy branch, then a fault has occurred in that branch where $L_i$ represents the location of the fault and $R_i$ indicates whether the fault is an open circuit or a short circuit. If $R_i = 1$ the fault is an open circuit otherwise if $R_i = 0$, the fault is a short circuit.

In the following sections, both the forward model and the BSA are described. It is worth mentioning that the forward model has been presented and discussed in detail in [9] and in the following only briefly recalled for sake of completeness and clarity.

**A. The forward model**

The TDR response is computed by solving the Kirchhoff law applied on the electrical model of the multi-conductor transmission line [11], using the Finite Difference Time Domain (FDTD) method [14]:

$$\frac{\partial V(z,t)}{\partial z} = -RI(z,t) - L \frac{\partial I(z,t)}{\partial t}, \hspace{1cm} (2)$$

$$\frac{\partial I(z,t)}{\partial z} = -G(V(z,t)) - C \frac{\partial V(z,t)}{\partial t}. \hspace{1cm} (3)$$

In (2) and (3) $V$ and $I$ are the vectors of line voltages and line currents, respectively. The position along the line is denoted as $z$ and time is denoted as $t$. The $R$ (resistance), $L$ (inductance), $C$ (capacitance) and $G$ (conductance) are the matrices of the per-unit-length parameters. The values of these parameters are computed analytically as in [9].

**B. Experimental setup**

The principle of TDR is to inject a signal into the inner conductor of the coaxial cable, which propagates along the cable; when the signal meets a discontinuity of impedance, a part of its energy is reflected back to the injection point where it is observed. The analysis of the response (the reflected signal) is used to detect, localize and characterize defects based on the amplitude and timing (or location) of the reflected signal.

The echo responses of the different network configurations are measured by means of a Vector Network Analyzer (VNA) connected to the testing network, as shown in Fig. 2. The VNA is an Anritsu MS4624B network analyzer, with a frequency range of 10 MHz to 9 GHz.

![Fig. 2. Experimental setup.](image)

The measured one-port scattering parameter $S_{11}$ represents the frequency response of the network, thus it can be simply multiplied by the spectrum of the same input pulse used in the FDTD simulation. The Inverse Fast Fourier Transform is applied to convert the frequency domain response to the time domain response.

In order to measure, using VNA, the same network, the frequency band is 10 MHz - 1 GHz, and for the complex configuration we use a frequency band of 1 GHz - 2 GHz; then the two sets of data are combined together to achieve a 2 GHz bandwidth data with a doubled frequency resolution ($f = 618$ kHz based on...
1601 samples per measurement). The reconstructed $S_{11}$ is multiplied by the spectrum of the input pulse. The input pulse is a raised cosine pulse, with a rising time of 4 ns and amplitude of 1 Volt.

C. The backtracking search optimization algorithm

The BSA is used for solving the inverse problem. As previously mentioned, the BSA is a new EA and global optimization method developed in [10] for solving real-valued numerical optimization problems. It uses the three basic and well-known EA operators that are selection, mutation and crossover.

The main steps of the BSA are given in Algorithm 1. BSA is a population based optimization method; thus, it starts by randomly generating a population in the search space. In the Selection-I stage, the historical population that is used for calculating the search direction is determined. In the Mutation stage, the initial form of the trial population is generated while in the Crossover stage the final form of this trial population is generated. In this stage the best trial individuals for the optimization problem are used to evolve the target population individuals [10]. At the end of the Crossover stage, the individuals that go beyond the search space limits are redefined inside these limits. In the Selection-II stage, the trial population is used to update the population using a greedy selection. More details about the BSA can be found in [10].

Algorithm 1: General structure of BSA [10]

1. Initialization repeat
   2. Selection-I
      Generation of Trial-Population
   3. Mutation
   4. Crossover
   End
5. Selection-II
until stopping conditions are met

III. APPLICATIONS AND RESULTS

A. Model validation

Before using the developed TDR-BSA approach for the diagnosis of wiring networks, the validation of our forward model is carried out using the healthy YY-shaped network shown in Fig. 3. The measured and generated (using the forward model) TDR responses of this network are given in Fig. 4. The comparison between these two TDR responses shows the accuracy of the developed forward model. This is also confirmed by the small values of GRADE and SPREAD (GRADE = 2, SPREAD = 1) that are the figures of merits of the Feature Selective Validation (FSV) technique [12], [13] that is suggested by the IEEE Standard [14] as the preferred algorithm for quantitative data comparison.

Fig. 3. The YY-shaped network: (a) the experimental network and (b) the schematic representation.

Fig. 4. Comparison between the healthy measured and generated TDR responses of the YY-shaped network.

B. Case studies

In order to evaluate the performance of the developed TDR-BSA approach we consider in this paper three case studies.

1. CASE 1

The first case study investigated in this paper is a YY-shaped network affected by an open circuit in $L_2$ at 2 m from the first junction as shown in Fig. 5. Thus, the design variables for this case are $L_2$, $L_4$, $L_5$, $R_2$, $R_4$ and $R_5$. It is worth mentioning that, the main branches $L_1$ and $L_3$ are assumed to be healthy, i.e., they are not considered as design variables. Because if the first main branch $L_1$ is affected by a fault it means that the investigated YY-
A shaped network is reduced to a simple line. Now if the second main branch $L_3$ is affected by a fault the network is reduced to a simpler network which is the Y-shaped network.

A simple comparison between the healthy and the faulty measured TDR responses of Fig. 6 allows us to make a first comment about the status of the wiring network under study: the network is not healthy. This phase is called the detection and it constitutes the first phase in our diagnosis as previously mentioned.

![Fig. 5. The wiring network for CASE 1.](image)

![Fig. 6. Comparison between the healthy and the faulty measured TDR responses for CASE 1.](image)

The developed TDR-BSA approach has been run for this case and the obtained results are given in Fig. 7 and in Table 1.

It can be seen from Fig. 7 that there is a good matching (FSV GRADE = 2 and SPREAD = 1) between the TDR response generated using the developed approach and the one obtained from measurements.

Table 1: Optimal results found for CASE 1

<table>
<thead>
<tr>
<th>Design Variables</th>
<th>Generated Values</th>
<th>Healthy Network Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_2$</td>
<td>2.04</td>
<td>4.00</td>
</tr>
<tr>
<td>$L_4$</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$L_5$</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$R_4$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$R_5$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

2. CASE 2

The second case investigated is a faulty YY-shaped network with a short circuit in $L_4$ at 0.4 m from the second junction as shown in Fig. 8. Thus, the design variables for this case are $L_2$, $L_4$, $L_5$, $R_2$, $R_4$ and $R_5$. For the same reasons explained before, $L_1$ and $L_3$ are not considered as design variables here.

For the detection phase, a simple analysis of the TDR responses of Fig. 9 allows to detect the presence of faults.

The developed TDR-BSA approach has been run for this case and the obtained results are given in Fig. 10 and in Table 2.

From Fig. 10 we can say that there is a good agreement (FSV GRADE = 2 and SPREAD = 1) between the TDR generated using the proposed approach and the one measured using experimental setup. From Table 2 we can make the following conclusions about the localization and characterization of faults: the analyzed network has a fault in $L_4$ at 0.42 m and the type of fault is a short circuit because $R_4$ = 0. It is worth mentioning here that, there is an error of 0.02 m and 0.021 m in estimating $L_2$ and $L_4$, respectively.
Fig. 8. The wiring network for CASE 2.

Fig. 9. Comparison between the healthy and the faulty measured TDR responses for CASE 2.

Fig. 10. Comparison between the measured and the generated TDR responses for CASE 2 (FSV GRADE = 2 and SPREAD = 1).

Table 2: Optimal results found for CASE 2

<table>
<thead>
<tr>
<th>Design Variables</th>
<th>Name</th>
<th>Generated Values</th>
<th>Healthy Network Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L₂</td>
<td>3.98</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>L₄</td>
<td>0.42</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>L₅</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>R₂</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>R₄</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>R₅</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3. CASE 3

To prove the robustness of the developed approach against more complex networks, the third case study investigated in this paper is a YYY-shaped network affected by two hard faults, a short circuit in L₂ at 2 m from the first junction and an open circuit in L₄ at 0.4 m from the second junction as shown in Fig. 11.

Fig. 11. The wiring network for CASE 3.

Therefore, the design variables for this case are L₂, L₄, L₆, R₂, R₄, R₆ and R₇. The detection phase is similar to the ones explained in CASE 1, and CASE 2. In order to avoid undesired repetition, we have not put it here. The developed TDR-BSA approach has been run for this complex case and the obtained results are given in Fig. 12 and in Table 3. Figure 12 shows the good matching (FSV GRADE = 2 and SPREAD = 2) between the TDR generated and the one measured experimentally.

From Table 3 we can make the following conclusions about the localization and characterization of faults: there is a short circuit (R₂=0) in L₂ at 2.02 m from the first junction and an open circuit (R₄=1) in L₄ at 0.42 m from the second junction. The error in estimating fault locations is 0.02 m for both L₂ and L₄.

Fig. 12. Comparison between the measured and the generated TDR responses for CASE 3 (FSV GRADE = 2 and SPREAD = 2).
Table 3: Optimal results found for CASE 3

<table>
<thead>
<tr>
<th>Name</th>
<th>Generated Values</th>
<th>Healthy Network Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_2</td>
<td>2.02</td>
<td>4.00</td>
</tr>
<tr>
<td>L_4</td>
<td>0.42</td>
<td>0.50</td>
</tr>
<tr>
<td>L_6</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>L_7</td>
<td>2.50</td>
<td>2.50</td>
</tr>
<tr>
<td>R_2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R_4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>R_6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>R_7</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper, a new approach using TDR and BSA is developed and used for the diagnosis of wiring networks. The TDR is used to measure the TDR response of a given network. The BSA is used to compare this response with a generated one using a developed forward model.

In order to assess the effectiveness and robustness of the proposed approach, three different case studies using YY-shaped and YYY-shaped networks are tested. The obtained results show that the developed approach has excellent performance and it is very accurate for the diagnosis of wiring networks. Moreover, by using the same values of convergence threshold there is an improvement (a decreasing) of around 70% of CPU time between the BSA that is proposed in this paper and the TLBO that was used in [9].
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Abstract — A semi-ellipse planar monopole UWB antenna with triple band-notched characteristics is presented. The proposed antenna with three band notches can operate in 3-13.9 GHz which covers the UWB (3.1-10.6 GHz) frequency range. Triple band-notched characteristics is achieved by etching a C-shaped slot on main radiator and adding two novel modified S-shaped cells on either side of microstrip line. The antenna is designed to reject the WiMAX (3.3-3.7 GHz), WLAN (5.15-5.825 GHz), and the downlink of X-band satellite communication systems (7.25-7.75 GHz). The proposed antenna is designed on FR4 substrate of size 20×26×1 mm³.

Details of the antenna design and analysis are presented in this paper.

Index Terms — Modified S-shaped structure, semi-ellipse antenna, triple notched bands, UWB.

I. INTRODUCTION

With the rapid development of ultra wideband technology, UWB antennas with band-notched characteristics have gained wide attention in academic fields. Over the UWB frequency range, there are some other wireless communication systems, such as microwave access (WiMAX) in 3.3-3.7 GHz, wireless local-area network (WLAN) in 5.15-5.825 GHz and the downlink of X-band satellite communication systems in 7.25-7.75 GHz, etc. So, in order to filter the interference, new UWB antennas with band-notched characteristics need to be designed.

Lots of band-notched antennas have been proposed in literature. Some papers use the method of etching various types of slots in the patch of the antenna or ground floor (i.e., U-shaped [1-3], H-shaped [4-5], L-shaped [6], E-shaped [7], C-shaped [8-10], π-shaped [11], r-shaped [12], and SRR-shaped [13-16]) to generate notched bands. In some other literatures, the rejection bands can also be realized by adding various structures in antenna. In [17-19], various types of electromagnetic band gap (EBG) structures are applied to obtain notched bands. In [14-15, 20-21], some structures are placed adjacent to the feed-line to achieve one or two band-notched performance. Nevertheless, in order to achieve long current path, the structures closing to the feed-line general have large length, and one structure corresponds to one notched band. For instance, the size of the split rectangular ring filter is 6.2×16 mm² in [15], the L-shaped stub is 2.25×9.5 mm² in [20], and the G-shaped structure is 1.25×4.75 mm² in [21]. In this work, we have designed a novel modified S-shaped structure. From the results of the simulation, we can found the single modified S-shaped cell can generate dual notched bands, and we can increase current path with the modified S-shaped structure.

The proposed UWB antenna is composed of a semi-ellipse patch and fed by a microstrip line. A C-shaped slot is etching in the patch to achieve the WiMAX notched band, and two symmetrical modified S-shaped patches are put nearing the feed-line to avoid the interference of WLAN and the downlink frequency of X-band satellite communication systems. The simulation results of voltage standing wave radio (VSWR), current distribution, radiation pattern, gain, and efficiency are carried out using CST Microwave Studio.

II. ANTENNA DESIGN

The geometry of the proposed monopole antenna is illustrated in Fig. 1. A patch is printed on FR-4 substrate
with a relative dielectric constant of $\varepsilon_r = 4.4$, size of 20×26 mm$^2$ and thickness of 1 mm. The semi-ellipse patch is the main radiating element with radius $a=9$ mm, $b=14$ mm. In order to achieve triple band-notches, one slot and two S-shaped cells are used in the proposed antenna, as shown in Fig. 1 (a). A rectangular ground plane with gap is placed on the other side of the substrate and a 50 Ω microstrip line is used to excite the monopole antenna. The dimensions of the designed antenna after optimization are as follows: $W_1=20$ mm, $L_1=26$ mm, $L_2=2$ mm, $L_3=2$ mm, $W_2=11$ mm, $W_3=3$ mm, $L_6=8$ mm, $h=0.5$ mm, $L_7=2.45$ mm, $W_6=2$ mm, $d=0.2$ mm, $W_5=2$ mm, $L_8=2.6$ mm, $L_9=9.6$ mm, $W_8=0.3$ mm, $L_4=2.8$ mm, $L_5=4.3$ mm.

A. C-shaped slot design

The design of the first notched band is obtained by etching a C-shaped slot in the semi-ellipse patch. Generally speaking, the length of the slot is about half wave-length at the center frequency of the notch-band. In [15], the notch frequency given the dimensions of the band notched feature can be assumed as:

$$f_{\text{notch}} = \frac{c}{2L\sqrt{\varepsilon_r + 1}},$$

where $f_{\text{notch}}$ is the center frequency of the notch band, $c$ is the velocity of light in free space, $L$ is the total length of the C-shaped slot, and $\varepsilon_r$ is the dielectric constant. By adjusting the length of slot, we can get the optimal parameter, $L=W_2+W_3\times2+L_4\times2$.

B. Modified S-shaped patch design

The notched band can be achieved by adding some structures closing to the feed-line. In order to achieve long current path, structures with large length are needed to generate band-notched characteristics. In this paper, a modified S-shaped structure is proposed as shown in Fig. 1 (c). The modified S-shaped structure has the advantage of small size, relatively long current path, and dual band-notched characteristics. The two band stop filters are designed to reject the WLAN band (5.15-5.825 GHz) and the downlink of X-band satellite communication systems (7.25-7.75 GHz).

The modified S-shaped structure is composed by a square patch and two L-shaped slots with center symmetry. The structure is help to generate dual band-notched and increase current path. The size of the square patch, width and length of slots, and size of the central patch are the parameters that we need to be further studied based on previous research experience and CST software. By using CST Microwave Studio, we observe the influence of the parameters ($L_6$, $L_7$, and $W_6$) on the modified S-shaped structure. Simulations with different variables are carried out as shown in Fig. 2. The first notch corresponds to WLAN, and the second notch corresponds to the downlink frequency of X-band satellite communication systems. From Fig. 2 (a), it can be seen that with the increasing of $L_6$, the center frequencies of the two notched bands decrease and vice versa. And the outer length of $L_6$ has more obvious effects on the first notch. Similarly, Fig. 2 (b) shows the center frequencies of the two notched bands decrease with the increasing of $L_7$. But the inner length of $L_7$ has a larger impact on the second notch. Figure 2 (c) indicates the center frequencies of the two notched bands change with the slit width of $W_6$. So, by selecting proper parameters of the S-shaped patch, wanted band-notches will be received.

Fig. 1. Configuration and parameters of the UWB antenna: (a) top view, (b) bottom view, and (c) modified S-shaped cell.
Further, we study the effect of the symmetrical S-shaped structure on the property of the proposed antenna. The S-shaped cell equivalents two LC resonators, and it can produce two stop bands. We use symmetrical S-shaped cells on either side of the microstrip line rather than a single S-shaped cell on one side can enhance radiation effect and increase bandwidth as shown in Fig. 3.

**III. RESULTS AND ANALYSIS**

To better understand the design process and the band-notched characteristics of the proposed antenna, three different antennas were investigated for comparison. As shown in Fig. 4, antenna (a) is a UWB antenna with a C-shaped slot resonator in the radiation element. Antenna (b) is designed with two S-shaped resonator configurations on both sides of microstrip line. And both the C-shaped slot and S-shaped patches are integrated in antenna (c). The simulated VSWR of the three types of antennas are represented in Fig. 5. The VSWR of antenna (c) basically coincides with antenna (a) and (b). It indicates the structures in (a) and (b) are independent of each other. And the three notch bands are 3.23-3.77 GHz, 5.09-5.86 GHz and 7.11-7.77 GHz, which can filter the interference of WIMAX, WLAN and the downlink of X-band satellite communication systems, respectively.
Fig. 5. Simulated VSWR of three types of antennas.

The simulated current distribution of the proposed antenna at frequency of 3.4, 5.6, 7.4, and 9 GHz is presented in Fig. 6. It can be observed in Fig. 6 (a) that the current concentrated around the C-shaped slot, and only a small amount of current flows on the other area at 3.4 GHz. Similarly, we can see more and stronger current distributions on the two S-shaped patches than any other area at 5.6 and 7.4 GHz in Figs. 6 (b) and (c). Most of the current is drawn to band notched structures at notched frequencies. In other words, the antenna resonates near the notched frequencies, and the energy cannot be radiated effectively. Compared with current distribution at notched frequencies, the current flows along the feed and wave is propagated in forward to the antenna at pass frequency form Fig. 6 (d). Also, the current density is smaller than the other three pictures. The current distribution results confirm that the independence of the C-shaped slot and S-shaped patches, and we can change the rejection characteristic of antenna by changing the structure.

Figure 7 depicts the radiation patterns in both E- and H-planes at four frequencies of 4, 6, 8 and 10 GHz. As can be seen from Fig. 8, the antenna has a stable bidirectional radiation patterns in E-plane and nearly omni-directional radiation characteristic in H-plane over the whole UWB frequency range.

The simulated antenna gain and total efficiency is shown in Fig. 8. The gain varies approximately from 2 dBi to 5.2 dBi over the operating frequency range except three notched bands. And the gain is very low at the notched bands, which drops to -2.3 dBi at 3.4 GHz, -6.1 dBi at 5.7 GHz, and -0.38 dBi at 7.5 GHz. The radiation efficiency is bigger than 80% except three notched bands. The frequencies of the efficiency minimum are as the same as the gain, which verify the design of triple band-notched characteristics once again.
Fig. 7. Simulated radiation pattern at frequencies of: (a) 4 GHz, (b) 6 GHz, (c) 8 GHz, and (d) 10 GHz.

Fig. 8. Simulated gain and total efficiency of the proposed antenna.

At last, the proposed antenna and the other antennas with triple band-notched characteristics are compared in Table 1. From the table, the antenna in [12] has the similar size and performance with the proposed antenna, but it adopts four r-shaped slits and a G-slot. So, it is more complex in structure and difficult to manufacture relative the antenna in this work. By comparison, the antenna proposed in this paper has certain advantages on the property.

Table 1: Performance comparison

<table>
<thead>
<tr>
<th>Antennas</th>
<th>Dimensions (mm²)</th>
<th>UWB Ranges (GHz)</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [1]</td>
<td>28×32</td>
<td>2.9-13.4</td>
<td>-4.4</td>
</tr>
<tr>
<td>Ref. [2]</td>
<td>42×46</td>
<td>3.1-13</td>
<td>2.8-6.6</td>
</tr>
<tr>
<td>Ref. [5]</td>
<td>24×35</td>
<td>Not reported</td>
<td>-2.11.5</td>
</tr>
<tr>
<td>Ref. [12]</td>
<td>20×24</td>
<td>2-17.6</td>
<td>0-5</td>
</tr>
<tr>
<td>This work</td>
<td>20×26</td>
<td>3-13.9</td>
<td>2.5-5</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

A novel UWB antenna with triple notched bands has been presented. The proposed antenna has the advantages of small size, simple configuration and good band notched feature. By etching a C-shaped slot on the radiator and employing two symmetrically S-shaped patches, three bands are obtained to filter the interference of WiMAX, WLAN and the downlink frequency of X-band satellite communication systems in UWB band. The design is simulated and optimized by using CST Microwave Studio. From the results, stable radiation pattern, good gain and efficiency of the antenna make it suitable for UWB applications.
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Abstract — Low-cost antennas are suggested for 5.8 GHz narrow-band, low-power and dual-polarized wireless bridges based on pure microstrip flat reflectarrays. A single layer of the cheap FR4 epoxy is exploited as the substrate for both of the feed and reflector. Detailed design procedure for the feed is reported. Three different elements are used for designing the reflector including rectangular dipole, unbalanced cross and square patch. Using method of moments, performance of the designs is compared from various aspects, including reflector diameter, computational cost, gain, half-power beam-width and polarization purity.

Index Terms — Cross-polarization, dual-polarized, ethernet, FR4, microstrip, reflectarray, WiMAX.

I. INTRODUCTION

In spite of their relative ease of fabrication, microstrip reflectarray antennas (MRAs) [1], have not yet replaced parabolic reflectors in commercial systems. This is mainly due to high-cost of low-loss microstrip substrates which makes them expensive even in mass production. At present, wireless bridges are seen to be responsive for many commercial applications and are often narrowband and low-power [2, 3]; e.g., fixed point-to-point (PTP) ethernet and WiMAX links. Specifically, channel bandwidths are in the order of 10 MHz at 5.8 GHz with output power about 30 dBm. Among possible architectures, dual-polarized systems are one of the most attractive. Such systems can be considered as a 2×2 wireless MIMO communication system with polarization diversity and can be exploited in both of LOS and NLOS links [2]. The effective ranges of these bridges can be up to 250 km, using high-gain out-door antennas. Currently, suggestions of producers are limited to parabolic reflectors [2].

Thus far, some attempts have been taken for lowering the cost of MRAs [4-12]. Specifically, the idea of exploiting the FR4 epoxy in the flat reflector is formerly enlightened in [5]. Yet, in all of these works, either the dielectric media of the reflector is double-layer [4, 7, 8-9, 10], or exploits a low-loss dielectric [4, 7, 12] or the feed antenna is not microstrip [4-7, 9-12].

In the present work, low-cost antennas are suggested for narrow-band, low-power and dual-polarized wireless bridges based on pure microstrip flat reflectarrays. A single layer of the cheap FR4 epoxy is exploited as the substrate for both of the feed and reflector. A complete design is suggested for 5.8 GHz PTP applications, including detailed design procedure of the feed. Three different re-radiating elements are used for designing the reflector, i.e., rectangular dipole, unbalanced cross and square patch. Based on full-wave simulation, performance of the designs is compared from various aspects of reflector diameter (D), computational cost, gain, half-power beam-width (HPBW) and polarization purity. During the paper, the dielectric constant, loss tangent and height of the FR4 is assumed to be 4.4, 0.02 and 1.6 mm, respectively. The relatively large dielectric thickness is selected to ensure mechanical robustness to make the designs appropriate for out-door applications. Simulation results are carried out using 32-bit FEKO® suit 5.5 software.

II. ANTENNA SYSTEM ARCITECHTURES

The desired specifications of the antenna system are: low-cost, simple-to-realize, high-isolation and low cross-polarization (X-pol). To satisfy the first two properties, both of the feed and reflector are selected to be single-layer microstrip with FR4 substrate. Due to inevitable excitation of surface waves in the microstrip substrate, high port isolation can be reached using two separated single-polarized feeding microstrip antennas (MSAs). High-polarization purity is achieved by proper selection of reflector elements. Three simple-to-realize such structures are dipole, cross and square patch. Since dipoles support only one polarization, their exploitation required two individual single-polarized reflectors. In contrast, cross and square supports both polarization and thus, one dual-polarized reflector suffices. However, the design tolerance of cross is less than the others. For reducing the blockage, offset-feed configuration is selected with \( \theta_i = 30^\circ \) illumination angle with respect to the reflector normal direction. The said two antenna
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systems are schematically described in Fig. 1, which are in accordance with the solutions suggested in [2].

![Fig. 1. Responsive antenna system architectures: (a) double-feed single-polarized MSA, and (b) double-feed dual-polarized MSA.](image)

III. MICROSTRIP FEED DESIGN

It is aimed to feed the reflector by single-layered linear-polarized MSAs with FR4 substrate. Since one of the most important design criteria is polarization purity, the feed is designed to provide low X-pol. The normal range of $F/D$ is 0.3 to 1.0 [13], where $F$ designates the focal length of the reflector. Higher values of $F/D$ lead to better X-pol performance at the cost of larger dimensions [13]. Thus, a proper feed should marginally provide $F/D \approx 1$. Following [14], the feed pattern is assumed to be of the form $\cos n\theta$. As the first feed scheme, a single square patch on a finite square substrate is studied, as depicted in Fig. 2. The side lengths of the patch and the substrate are $L_p \approx \lambda_g/2$ and $L_s = 3\lambda_0/2$, respectively, where $\lambda_0$ is free-space wavelength and $\lambda_g = \lambda_0/\sqrt{\varepsilon_r}$. The corresponding radiation pattern is depicted in Fig. 3. This design is improper, due to pattern asymmetry. Nevertheless, $E$-plane pattern and its related efficiencies are computed and reported in Figs. 4 and 5, respectively [14]. As usual, illumination, spillover and total efficiency are, respectively, designated by $\eta_i, \eta_s$, and $\eta$. The optimum valued for $F/D$ is 0.4 which is far from unity and leads to poor $\eta$.

Next, a 2x2 array of square patches is investigated. This scheme is depicted in Fig. 6, where $L_s$ and $L_p$ are the same as the previous case and the length $L$ is used as the optimization parameter to provide $F/D \approx 1$. Noting to Fig. 7, the optimum value for $L$ is 15 mm, ensuring the most symmetric pattern due to the close values of $F/D$ in $E$- and $H$-planes. The length $L$, also, affects the reflection from the feed, as reported in Fig. 8 for $L = 15$ and 18 mm, which shows superiority of $L = 18$ mm. Figure 9 indicates that the difference in $\eta$ for the said values is negligible, suggesting $L = 18$ mm. However, since the wire port is used in simulations, it is likely that capacitive behaviour of the real connector compensates the shift in $|S_{11}|$ of the $L = 15$ mm case. Hence, $L$ and $F/D$ are taken to be 15 mm and 0.9, respectively. The radiation pattern is reported in Fig. 10, which in accordance to Fig. 7, is symmetric and ensures proper illumination of the reflector. Besides, its low X-pol, shown in Fig. 10 (b), ensures sufficient polarization purity for commercial applications. Thus, efficiency curves can be computed based on the average $n$ factor of $E$- and $H$-plane patterns, which is found to be 7.69 [4]. The corresponding efficiency curves for the second feed scheme are depicted in Fig. 11.

![Fig. 2. The first feed with $L_s = 78$ mm and $L_p = 12$ mm (red spot: excitation).](image)

![Fig. 3. Radiation patterns of the first feed.](image)

![Fig. 4. E-plane pattern of the first feed ($n = 0.69$).](image)
Fig. 5. E-plane efficiencies of the first feed.

Fig. 6. The second feed (red spot: excitation).

Fig. 7. F/D vs. L for the second feed.

Fig. 8. Simulated $|S_{11}|$ for the second feed.

Fig. 9. Total efficiency vs. F/D for the second feed.

Fig. 10. Radiation pattern of the second feed: (a) Co-pol at orthogonal planes, and (b) Co- and X-pol at E-plane.

Fig. 11. Efficiencies of the second feed ($n_{av} = 7.69$).

IV. UNIT CELL DESIGN

To cover both antenna architectures introduced in Section II, three unit cells are investigated for designing the reflector: dipole, cross and square. Geometry of these cells is described in Fig. 12. These are selected due to their low fabrication complexity and low X-pol. The dipole width is taken to be $2.5 \text{ mm} \approx 0.05\lambda_0$, ensuring negligible transversal current density distribution. This allows computing the delay characteristic of the cross by considering only one of its arms. Thus, delay response of the cross is assumed to be the same as the dipole. The delay characteristics of the dipole and square are reported in Fig. 13, assuming offset-fed configuration with illumination angle of $\theta_i = 30^\circ$. The dipole supports only one and the rest, supports both polarizations. It can be predicted that the square provides more gain due to its more metallic surface with respect to the others. Due to their narrow width, dipole and cross are expected to exhibit less X-pol compared to the square. However, the design tolerance of cross is less than the others. It should be noted that due to narrow bandwidth of commercial
wireless bridges, the narrow bandwidth of these unit cells is tolerable.

Although the infinite array approach is currently the most used method for computing the delay characteristic, here, the finite array approach is exploited wherein, a unit cell is surrounded by eight other cells of the same size with inter-element spacing of $P = 0.95\lambda_g$. This method is followed because of its less simulation time. Specifically, due to relatively large dielectric constant of FR4, even using a coarse mesh, the eigen-mode analysis becomes too slow at 5.8 GHz. Yet, using the said approach, Green’s function of the substrate can be exploited which significantly speeds up the analysis.

![Fig. 12. Geometry of the investigated unit cells: (a) dipole, (b) cross, and (c) square.](image)

![Fig. 13. Delay characteristics of unit cells.](image)

V. MICROSTRIP REFLECTOR DESIGN AND PERFORMANCE COMPARISON

By the introduced unit cells, a variety of reflectors is designed with different number of elements ($N$) and analyzed using method of moments (MoM). For efficient usage of computational resources and minimizing the simulation time, three tricks are applied. The first is making use of symmetry for the feed antenna and reflectors with dipole and square elements. This cannot be done when cross elements are used due to the imposed asymmetry in the reflector. The second is infinite substrate assumption for reflectors and thus, exploitation of the Green’s function. The third is decoupling the analysis of the feed and the reflector.

The reflectors are all square shaped, consisting of a single-layer of FR4, grounded by a metallic PEC plane. The dependence of $N$ on $D$ and the peak memory usage are reported, respectively, in Figs. 14 and 15. As can be seen, the required memory for the analysis of reflectors with square elements increases dramatically with $N$. This, put limitation on the range of $N$ for full-wave simulation of MSAs with such elements. Noting to Fig. 16, gain of MSAs with dipole and cross elements are essentially the same. As well, it shows that MRA with square elements provides about 3 dB more gain with respect to the others. The HPBWs are reported in Fig. 17, showing that this parameter depends on $D$ and not the element shape. Please note to monotonic increase of gain in Fig. 16 and monotonic decrease of HPBW in Fig. 17 as $D$ increases. These can be regarded as a convergence analysis which validates the design procedure and the exploited simplifying tricks [15]. Comparison of the polarization purity of the designs can be made by Fig. 18, where the average X-pol in the HPBW is reported for MRAs with cross and square elements. This figure demonstrates that cross elements provide about 20 dB less X-pol compared to square elements. Since the said two elements have the same performance in the sense of HPBW, this result justifies using cross elements for secure dual-polarized links. Gain patterns of MRAs with cross and square elements with 22.8 dB gain and, respectively, 49 cm and 35 cm diameter are reported in Fig. 19. The related layout and the 3D pattern for MRA with cross elements are depicted in Figs. 20 and 21. Based on Figs. 16 and 17, the performance of dipole and cross elements is expected to be the same. This can be verified by considering the gain patterns of MRAs with the said elements and $D = 49$, which is depicted in Fig. 22. Thus, gain pattern of the high-gain low X-pol MRA with $D = 115$ cm can be predicted from its dipole equivalent, as depicted in Fig. 23.

It should be noted that all the results reported in this section are derived using only one feed antenna with single polarization. This may seem to be in contradiction with the claim of the work. Nevertheless, both of the architectures introduced in Fig. 1 ensure extension of the aforementioned results to the situation wherein both feed antennas illuminate the reflector with two orthogonal polarizations. This can be justified noting that first, in both of the responsive antenna systems the feed antennas are placed on separated substrates and second, the X-pol of the feeds are sufficiently low, as reported in Fig. 10 (b).

At last, the design procedure of the antenna system can be summarized as follows: First, the compromise should be made between X-pol and gain; this determines the shape of unit-cells. Second, the diameter of the reflector is determined based on the desired HPBW from Fig. 17. Third, the design tolerance determines the proper choice of architecture, shown in Fig. 1.
Fig. 14. Number of elements vs. reflector diameter.

Fig. 15. Peak memory usage vs. \( N \).

Fig. 16. Gain vs. \( D \).

Fig. 17. Half-power beam-width vs. \( D \).

Fig. 18. Average X-pol in HPBW vs. \( D \).

Fig. 19. Co-pol (CP) and X-pol (XP) gain patterns.

Fig. 20. MRA layout for \( D = 49 \) cm and cross elements.

Fig. 21. Radiation pattern for \( D = 49 \) cm in dB.

Fig. 22. Gain patterns for MRAs with \( D = 49 \) cm.

Fig. 23. Predicted gain pattern for MRA with \( D = 115 \) cm and unbalanced cross elements.
VI. CONCLUSION

Low-cost antenna architectures can be realized for dual-polarized commercial point-to-point wireless bridges using pure microstrip reflectarray antennas based on FR4 epoxy. A 2x2 array of square patches on a FR4 substrate can be used as a feed antenna for each of the link polarizations. Such a feed provides sufficient pattern symmetry and low cross-polarization. Rectangular dipole, unbalanced cross and square patches as reflector elements are demonstrated to be responsive for providing desired specifications. Cross elements can provide about 20 dB more polarization purity compared to square elements. However, square elements provide about 3 dB more gain compared to dipole and cross elements. Co-pol radiation pattern using dipole and cross elements are essentially the same. Half-power beam-width depends on the reflector diameters and not on the shape of reflector elements. Computational cost for designs based on dipole elements is considerably less than the others. The performance of MRAs based on square and cross elements can be well predicted from corresponding dipole designs.
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Abstract — The optimal geometrical design of a ceramic microwave filter according to the specifications of the downlink band of the PCS-1900 mobile communications protocol is investigated in this paper. An efficient combination of the Differential Evolution Algorithm and the Finite Element Method leads to the optimal values of four design parameters.

Index Terms — Evolutionary algorithm, microwave filter design, PCS.

I. INTRODUCTION

A major issue in the design of modern microwave structures is the compliance with strict communication specifications, obtained mainly through optimal geometry characteristics [1]. The evident complexity of microwave structures connects the fulfillment of their specifications with a significant number of design parameters, mainly geometrical ones. The design is usually formulated as an optimization problem where the objective is to minimize an appropriately defined cost function. The cost function is nonlinear with respect to the design parameters with many local or even global minima. As a result, traditional deterministic optimization techniques based on the use of the optimization function gradients (gradient-based techniques) do not guarantee a successful approach. They may easily be trapped in local minima, while the final optimal solution directly depends on the selection of the initial values of design parameters. Moreover, the gradient-based techniques may not be implemented in minimization problems due to the lack of convexity of the minimization function.

A more successful alternative to this problem may be attained by the so-called global optimization algorithms. Evolutionary algorithms such as the Particle Swarm Optimization (PSO) method [2] and the Differential Evolution Algorithm (DEA) [3] are very promising in achieving global optimization because they offer ease of implementation and faster convergence than the conventional gradient-based optimization methods. Furthermore, they have been successfully used in design and optimization problems of various scientific fields as well as computational electromagnetics [4-9]. The counterpart to their efficiency is the significant time consumption they require since the original simulation is multiply executed.

In this paper, the DEA is combined with the Finite Element Method (FEM) towards the optimal shape design of ceramic microwave filters in order to meet specific requirements. This type of filter is widely used in cellular telephony and operates under the Personal Communication System (PCS-1900) protocol, one of the three versions of the Global System for Mobile Communications (GSM). The optimal design of microwave filters, which satisfies the PCS-1900 downlink specifications, is investigated through a multi-parametric DEA-FEM analysis, where precision is of great importance.

II. THE PCS-1900 MICROWAVE FILTER

The ceramic microwave filter under design is meant to be used in one of the three versions of the GSM cellular communications and particularly the GSM-1900 or PCS-1900 as it is well known [1]. It is used mainly in the U.S.A. and characterized by two bands; the uplink frequency band (1825-1885 MHz), and the downlink frequency band (1930-1990 MHz). The interest of the present work is focused on the downlink band, which is
characterized by the specifications given in Table 1.

**Table 1: Filter specifications in the downlink band**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Desired Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower cut-off frequency</td>
<td>1930 MHz</td>
</tr>
<tr>
<td>Upper cut-off frequency</td>
<td>1990 MHz</td>
</tr>
<tr>
<td>Central frequency</td>
<td>1960 MHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>60 MHz</td>
</tr>
<tr>
<td>Band pass insertion loss</td>
<td>&lt; -3 dB</td>
</tr>
<tr>
<td>Band pass return loss</td>
<td>&gt; -10 dB</td>
</tr>
<tr>
<td>Band stop attenuation</td>
<td>-7 dB at 1910 MHz,</td>
</tr>
<tr>
<td></td>
<td>-17 dB at 2090 MHz</td>
</tr>
</tbody>
</table>

Figure 1 presents a 3D view of a PCS ceramic microwave band-pass filter used in mobile handsets [10]. Figures 2 (a) and 2 (b) illustrate its facial and top cut respectively. The filter consists of three metalized coupled $\lambda/4$ resonators, where $\lambda$ is the wavelength corresponding to the central frequency of the pass-band. Each resonator employs a metallic cup that defines the coupling capacitances between the resonators and the loading capacitances between the resonators and the metallic case of the filter. The air part appearing at the top of the filter was used to prevent the electromagnetic energy radiation. The surrounding ceramic material has a relative dielectric constant, $\varepsilon_r=92$ and dielectric losses, $\tan\delta=0.0007$, while the material of the resonators, the metallic cups and the filter case is a silver paste with a conductivity of $5.219\times10^7$ S/m.

**III. DESIGN TECHNIQUE**

The overall design technique aimed at the compliance of the ceramic filter (described in the previous section) with the PCS-1900 downlink band specifications of Table 1. Particularly, the values of four geometrical characteristics of the microwave filter that allow this compliance are investigated. These are the resonator length, the structure width, the central resonator width and the cup depth of the side resonators.

The optimization scheme used for this purpose was an efficient combination of the DEA and the FEM. The overall algorithm is implemented by a two-step procedure, which is repeated iteratively. In the first step, for a given set of the design parameters values, the electromagnetic analysis problem is solved using the Ansoft HFSS [11] computational package, which is based on FEM [12]. In the second step, the DEA updates the values of the design parameters based on their performance in meeting the design specifications.

**A. Differential Evolution Algorithm (DEA)**

The common characteristic of all optimization algorithms that are based on the principles of evolutionary optimization algorithms is the mimic of natural phenomena and mechanisms for the quest of an optimal solution [3]. They are based on a population of possible solutions and not on a unique one, unlike standard optimization algorithms.

For the design of the PCS-1900 microwave filter, the initial population of DEA was selected to consist of 100 members (candidate solutions). Each member was characterized by a different set of values of the four design parameters, thus providing a different FEM solution of the microwave filter analysis problem.

The initial population of the algorithm was randomly generated where each design parameter is uniformly distributed within specific value ranges whose lower and upper limits are given in Table 2. Each new generation was produced iteratively after three operators, namely mutation, crossover and selection were applied on each candidate solution, assuring that the best candidate solution (the one with the lowest cost function) of the new generation performs at least as good as the best candidate of the previous generation. This procedure is repeated iteratively until the cost function of the candidate solution is lower than a predefined threshold, or until a predefined total number of generations have been generated. The DEA algorithm was implemented in
the MATLAB environment. The heart of the overall procedure is a MATLAB code that, first, updates the design parameters of the filter and, second, it calls the HFSS for the evaluation of the filter performance. The MATLAB/HFSS interface can be easily created. The time required for the algorithm to complete one optimization depends on the initial solutions that are randomly produced and the discretization required by HFSS. However, the average execution time was found to be around 3 hours.

The choice of the cost function is of crucial importance for the convergence of the algorithm. For the case of the PCS-1900 microwave filter the cost function was selected to be the following:

\[
C = \begin{cases} 
160 - 4|S_{11}^m(f_1)| + 20 \sum_{k=1}^{2} |S_{3}^m(f_k)| & \text{if } S_{11}^m(f_1) > -40\text{dB} \\
20 \sum_{k=1}^{2} |S_{3}^m(f_k)| & \text{if } S_{11}^m(f_1) \leq -40\text{dB}, 
\end{cases}
\]

where \(f_1 = 1.93 \text{ GHz}, f_2 = 1.99 \text{ GHz} \) and \(f_c = 1.96 \text{ GHz}\). \(S_{11}\) and \(S_{12}\) stand for the S-parameters of the microwave filter. In (1), coefficient 3 corresponds to the -3dB of the reflection coefficient (parameter \(S_{11}\)) that is the goal in the upper and lower cut-off frequencies of the filter. Coefficients 160, 4 and 20 are produced via a trial and error procedure. However, coefficients 160 and 4 are connected via the maximum 40 dB which was set as a goal for the filter’s central frequency reflection coefficient (parameter \(S_{11}\)). The maximum number of iterations of the DEA-FEM design technique was 250. The value of the cost function, corresponding to the best candidate solution in each generation versus the number of iterations is depicted in Fig. 3. The specific figure was chosen to prove the convergence of the algorithm to a specific solution following a convergence stopping criterion.

**B. Results and discussion**

The final optimal solution resulted from the optimization algorithm was found to meet the specifications of Table 1. This is clearly illustrated in Fig. 4 where the S-parameter values are presented. In this figure the scattering parameters \(S_{11}\) and \(S_{12}\) of the filter’s response are compared in two cases. The best initial solution corresponds to the solution which results in a minimum value of the cost function, among all candidate solutions produced at the very first step of the simulation. The optimal solution corresponds to the solution which results in a minimum value of the cost function as a result of the overall simulation. The extracted results are compared well with the results obtained by the HFSS and an equivalent circuit frequency response as presented in [13]. The ceramic filter under investigation was manufactured by TDK Corporation, Japan. Some technical details were made available to the authors; however, measured results were not made available. Measured results are available for a similar technology GSM filter in the 900 MHz frequency band [14].

In particular, the scattering parameters \(S_{11}\) and \(S_{12}\) of the best candidate solution in the initial population are compared with those of the final optimal solution. It is evident that the optimal solution completely meets the bandwidth requirements of the PCS-1900 protocol. The values of the design parameters that led to the optimal solution are given in Table 2. The upper and lower dimension bounds were determined according to the manufacturing process and the dimensional tolerances information given by the manufacturer (TDK Corporation, Japan).

The variation in the design parameter values during simulation is not presented, since any effort to plot the design parameters would lead to rather abstract figures. Having 100 candidate solutions and a maximum of 250 iterations would give four sets of almost 2000 values. Moreover, the optimal solution per iteration is a function of all four design parameters which means that they should all be treated as one. The ideal representation would be in a four-dimensional space.

**Table 2: Design parameter values**

<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>Lower Limit (mm)</th>
<th>Upper Limit (mm)</th>
<th>Final Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonator length</td>
<td>3.60</td>
<td>4.30</td>
<td>3.9709</td>
</tr>
<tr>
<td>Structure width</td>
<td>0.75</td>
<td>1.50</td>
<td>0.6704</td>
</tr>
<tr>
<td>Cup depth</td>
<td>0.15</td>
<td>0.70</td>
<td>0.4552</td>
</tr>
<tr>
<td>Resonator radius</td>
<td>0.01</td>
<td>0.32</td>
<td>0.2988</td>
</tr>
</tbody>
</table>
Fig. 4. S-parameters of the microwave PCS filter before and after optimization.
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Abstract — Traditional method using integral of the Bessel and Struve functions is not suitable for calculating the mutual inductance between two coplanar disk coils. Considering the monotonicity of modified Bessel and Struve functions, an alternative method using these monotonic functions is applied to calculate the mutual inductance, and numerical evaluations can be accelerated considerably. Series solutions using the generalized hypergeometric functions are further obtained by solving the infinite integrations, and these series are compared with the aforementioned integral methods. The numerical results show that the series solutions are much more faster than the integral ones, and these generalized hypergeometric functions are further proved the existence of the decoupling positions at which the mutual inductance will vanish.

Index Terms — Disk coils, generalized hypergeometric function, modified Bessel functions, mutual inductance.

I. INTRODUCTION

Disk coils are broadly applied in the electrical instruments, especially in recently popular areas such as the wireless power transmission, in which the disk coils are essential components and the mutual inductance of the coils is very important for optimization of the efficiency of the power transmission [1-3]. However, mutual inductance calculations of the disk coils are relatively difficult compared with that of the long circular coils (e.g., the thin-wall solenoids). For two coaxial thin-wall solenoids, the mutual inductance can be solved in closed-form by the complete elliptic integrals [4, 5], but for two coaxial disk coils, it seems unlikely to obtain accurate closed-form solution and so far the mutual inductance must be solved by the integral of inverse trigonometric functions [6] or that of Bessel and Struve functions [7, 8]. Only for the concentric coplanar disk coils closed-form expressions are obtained [9]. In the general non-coaxial case, the solution is given in [6] by integral of Bessel and Struve functions and it can be described as follows.

Two disk coils are located in the parallel planes with distance \( z_0 \), and their axes are separated by a distance \( r_0 \). One coil has \( N_1 \) turns and the inner and outer radii \( R_1, R_2 \), the other has corresponding parameters of \( N_2, R_3, R_4 \) (See Fig. 1), then the mutual inductance of them is given by:

\[
M = \frac{\mu_0 \pi^2 N_1 N_2}{4(R_2 - R_1)(R_3 - R_4)} \left[ w(R_2) - w(R_1) \right] \left[ w(R_3) - w(R_4) \right] J_0(kr_0) e^{-k_z z_0} dk_k \text{,}
\]

where
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w(r) = r \left[ J_1(kr) H_0(kr) - J_0(kr) H_1(kr) \right].
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the exponential factor will decrease rapidly in magnitude as $k \to \infty$. However, for small values of $z_0$ the numerical performance of (1) will become worse, especially for the coplanar case, the efficiency of (1) is in fact doubtful for the numerical evaluations. On the other hand, if we admit the transcendental nature of (1), we can then seek the series solutions of (1) rather than the closed-form ones and we will see that this consideration is achievable for (1) with $z_0=0$. In this work, for the non-coaxial coplanar disk coils the mutual inductance will be given in the form of series of generalized hypergeometric functions which will lead to a high speed and accuracy method for the numerical evaluations of the mutual inductance of these coils.

In addition, alternative representations of the mutual inductance using the modified Bessel and Struve functions will be introduced, which can be derived from the alternative forms of the eigenfunction expansion of the reciprocal distance [10-13] from which the proposed series expressions will be derived. The monotonic nature of the modified Bessel and Struve functions will be beneficial to numerical integration of the expressions of mutual inductance. Without these alternative methods, it will be nearly impossible to compare the proposed method of series type with that of integral type, since when $z_0=0$, the evaluation of (1) is extremely time-consuming and the results of high accuracy are very difficult to obtain.

II. FORMULATIONS OF MUTUAL INDUCTANCE

A. Mutual inductance of coplanar disk coils with $r_0 \geq R_2+R_4$

According to the Neumann formula, the mutual inductance of two coplanar disk coils with dimension parameters given in Section I is (See Fig. 2):

$$ M = \frac{\mu_0 \pi^2 N_1 N_2}{4 \pi (R_x - R_1) (R_x - R_2)} \left[ I_0 (kr_1) K_0 (kr_2) \right] dr_1 \int_0^{2\pi} \sin \phi_1 \, d\phi_1. $$

(3)

where

$$ f_n (r, \rho) = \begin{cases} 2 \pi^2 I_n (kr_1) K_n (kr_2) \frac{r}{\rho} & \text{for } \rho \geq r, \\ 2 \pi^2 I_n (kr_1) K_n (kr_2) & \text{for } r \geq \rho, \end{cases} $$

and

$$ e_n = \begin{cases} 1, & n = 0 \\ 2, & n \neq 0, \end{cases} $$

is the Neumann’s factor [14]; the following results of the mutual inductance can be obtained:

$$ M = -\frac{\mu_0 \pi^2 N_1 N_2}{2 (R_x - R_1) (R_x - R_2)} \left[ u (R_x) - u (R_1) \right] + \left[ u (R_1) - u (R_2) \right] K_0 (kr_2) \frac{dr_1}{r_2}, $$

(7)

where $r_0 \geq R_2+R_4$, and

$$ M = \frac{\mu_0 \pi^2 N_1 N_2}{2 (R_x - R_1) (R_x - R_2)} \left[ v (R_x) - v (R_1) \right] I_0 (kr_2) \frac{dr_1}{r_2}, $$

(8)

where $0 \leq r_0 \leq R_2 - R_2$, with

$$ u (r) = r \left[ I_1 (kr) L_0 (kr) - I_0 (kr) L_1 (kr) \right], $$

(9)

and

$$ v (r) = r \left[ K_1 (kr) L_0 (kr) + K_0 (kr) L_1 (kr) \right], $$

(10)

$L_n (x), K_n (x)$ and $I_n (x)$ are modified Bessel and Struve functions listed in Table 1. For the coplanar disk coils no overlap will occur.

In addition, using the same technique of (4)-(6) we can obtain the mutual inductance of two disk coils without radial overlap:

$$ M = -\frac{\mu_0 \pi^2 N_1 N_2}{2 (R_x - R_1) (R_x - R_2)} \left[ u (R_x) - u (R_1) \right] + \left[ u (R_1) - u (R_2) \right] K_0 (kr_2) \frac{dr_1}{r_2}, $$

(11)

where $r_0 \geq R_2+R_4$, and

$$ M = \frac{\mu_0 \pi^2 N_1 N_2}{2 (R_x - R_1) (R_x - R_2)} \left[ v (R_x) - v (R_1) \right] I_0 (kr_2) \frac{dr_1}{r_2}, $$

(12)

where $0 \leq r_0 < R_3 - R_2$. Expressions (11) and (12) are suitable for the disk coils with small $z_0$ (the nearly coplanar coils), as the factor $\cos(kz_0)$ is slowly oscillatory in this case.

For $r_0 \geq R_2+R_4$ we solve (7) to a series form.

Applying the expression:

$$ u (a) - u (b) = \frac{2k}{\pi} \int_a^b r_1 (kr) dr, $$

(13)
we have
\[
S_i = \left[ u(R_i) - u(R_0) \right] \frac{dk}{k^2} \frac{d}{dk} F_1(k) \frac{d}{dk} F_2(k).
\]

By writing the Appell function \(F_4\) as its power series and performing the remaining radial integrations term-by-term, we obtain:
\[
S_i = \frac{1}{2\pi R_0^3} \sum_{m=0}^{\infty} \sum_{n=0}^{m} \frac{(R_0^{3m+2n} - R_0^{3m+2n})}{m!n!(2)\pi^2}.
\]

Then we have
\[
M = \frac{\mu_0 \pi^2 N_1 N_2}{2(R_i - R_0)(R_j - R_0)} S_i.
\]

Finally, we have the mutual inductance for \(R_0 \geq R_i, R_j\):
\[
M = \frac{\mu_0 \pi^2 N_1 N_2}{2(R_i - R_0)(R_j - R_0)} \sum_{m=0}^{\infty} \sum_{n=0}^{m} \frac{(R_0^{3m+2n} - R_0^{3m+2n})}{(3+2n)\pi^2}.
\]

We then consider the remaining terms \(C_{mn}\). The term \(C_{00}\) is unusual and a limit process must be taken: 
\[
C_{00} = \lim_{n \to \infty} C_{mn} = \frac{2}{3} \left( R_0^3 - R_0^3 \right) \ln \frac{R_i}{R_j}.
\]

The summation of the remaining terms \(C_{mn}\) with \(m \geq 1\) is:
\[
\sum_{m=1}^{\infty} C_{mn} = \frac{2}{3} \left( R_0^3 - R_0^3 \right) \left( R_i^2 - R_i^2 \right) \left( 1/2 \right) \ln \frac{R_i}{R_j}.
\]
with

\[ f_3(x) = 4F_3 \left( \frac{1,1,3}{2,2,2} ; 2,2,2; x^2 \right). \]  

Then combining (8) and (22)-(27) gives the mutual inductance for $0 \leq r_0 \leq R_3 - R_2$:

\[
M = \frac{\mu_0 \pi N_1 N_2}{2(R_5 - R_4)(R_4 - R_3)} S_2
= \frac{\mu_0 \pi N_1 N_2}{4(R_5 - R_4)(R_4 - R_3)} \left( \sum_{n=0}^{\infty} C_{nn} + \sum_{n=0}^{\infty} C_{n0} + C_{00} \right)
= \frac{\mu_0 \pi N_1 N_2}{2(R_5 - R_4)(R_4 - R_3)} \left( \frac{1}{3} \sum_{n=1}^{\infty} \left( R_3^{1+2n} - R_4^{1+2n} \right) \right)
\]

\[
\times \frac{(1/2) \cdot (3/2)}{(R_3, R_4)^{2n} n!(3+2n)n!(2)_n} \left[ R_3^{2n} f_2 \left( n, \frac{r_0}{R_3} \right) - R_4^{2n} f_2 \left( n, \frac{r_0}{R_4} \right) \right]
+ \frac{1}{8} \left( R_3^3 - R_4^3 \right) \ln \frac{R_3}{R_4}. \tag{28}
\]

Expression (28) may be a little complicated, and in fact a concise form can be found if we write (21) in another way. Using the formula [17]:

\[
\Gamma(\mu + 1) \Gamma(\nu + 1) I_{\mu}(ax) I_{\nu}(bx) = (ax/2)^\mu (bx/2)^\nu \]

\[
\sum_{n=0}^{\infty} \frac{(ax/2)^n}{n!(\mu + 1)_n} \frac{1}{2} F_1 \left( -n, -\mu - n; \nu + 1; b^2/a^2 \right), \tag{29}
\]

and

\[
\int_0^{k+1} K_\nu(kr) \, dk = \frac{\pi}{2r^2} \left( \frac{2}{r_2} \right)^2 \left( \frac{1}{2} \right) \left( \frac{3}{2} \right)^{\nu}, \tag{30}
\]

we have

\[
S_2 = \frac{1}{6\pi} \sum_{n=0}^{\infty} C_n
= \frac{1}{6\pi} \sum_{n=0}^{\infty} \frac{\left( 1/2 \right) \left( 3/2 \right)}{n!(2)_n} \left( R_3^{2n} (R_3 R_4)^{2n} (R_3^3 - R_4^3) \right)
\]

\[
= \frac{1}{6\pi} \sum_{n=0}^{\infty} \frac{\left( 1/2 \right) \left( 3/2 \right)}{n!(2)_n} \left( R_3^{2n} (R_3 R_4)^{2n} (R_3^3 - R_4^3) \right), \tag{31}
\]

\[
\left[ R_3^3 f_3 \left( n, \frac{r_0}{R_3} \right) - R_4^3 f_3 \left( n, \frac{r_0}{R_4} \right) \right],
\]

where

\[
f_3(n, x) = \frac{1}{4} F_3 \left( \frac{3}{2}, -n, -n; \frac{3}{2}, \frac{5}{2}; x^2 \right). \tag{32}
\]

When $n=0$ the term $C_n$ of (31) must be treated with a limit process as well:

\[
C_0 = \lim_{n \to 0} C_n = 2 \left( R_3^3 - R_4^3 \right) \ln \frac{R_3}{R_4}. \tag{33}
\]

Combining (8) and (31)-(33) gives an alternative form of the mutual inductance for $0 \leq r_0 \leq R_3 - R_2$:

\[
M = \frac{\mu_0 \pi}{6(R_5 - R_4)(R_4 - R_3)} \sum_{n=1}^{\infty} \left[ \frac{1}{2} \left( \frac{3}{2} \right) \right] \left( r_0^{2n} (R_3^3 - R_4^3) \right)
\]

\[
\times \left[ R_3^3 f_3 \left( n, \frac{r_0}{R_3} \right) - R_4^3 f_3 \left( n, \frac{r_0}{R_4} \right) \right] + \left( R_3^3 - R_4^3 \right) \ln \frac{R_3}{R_4}. \tag{34}
\]

Expression (34) cannot be applied to the concentric case $r_0=0$ but it can converge faster than (28) especially when $r_0$ is very close to the value $R_3 - R_2$. Letting $r_0=0$ in (1) and performing the integrations in a similar manner of (14) or (21), (19) and (28) can also be obtained. Letting $r_0=0$ in (28), the term (26) will vanish and (23) can be solved to a closed-form of $f_{a\beta}(a; b; x)$ and the result is:

\[
M = \frac{\mu_0 \pi N_1 N_2}{288(R_5 - R_4)(R_4 - R_3)} \left( 16 \left[ \frac{R_3^3}{R_3} f_3 \left( R_3, \frac{R_3}{R_3} \right) - f_3 \left( R_3, \frac{R_3}{R_3} \right) \right] + R_3^3 \left[ -f_3 \left( R_3, \frac{R_3}{R_3} \right) + f_3 \left( R_3, \frac{R_3}{R_3} \right) \right] \right)
\]

\[
+ 9 \left[ R_3^3 \left[ -f_3 \left( R_3, \frac{R_3}{R_3} \right) + f_3 \left( R_3, \frac{R_3}{R_3} \right) \right] + R_3^3 \left[ f_3 \left( R_3, \frac{R_3}{R_3} \right) - f_3 \left( R_3, \frac{R_3}{R_3} \right) \right] \right] + 48 \left( R_3^3 - R_4^3 \right) \ln \frac{R_3}{R_4} \right), \tag{35}
\]

with

\[
f_2(x) = \frac{1}{4} F_3 \left( \frac{3}{2}, -n, -n; \frac{3}{2}, \frac{5}{2}; x^2 \right). \tag{36}
\]

and

\[
f_3(x) = \frac{1}{4} F_3 \left( 1,1,3; 2,2,2; x^2 \right). \tag{37}
\]

This result of concentric coplanar case coincides with that given in [9].

### III. DECOUPLING POSITIONS OF DISK COILS WITH PARALLEL AXES

It is interesting to give some additional discussions for the contents described above. When $n_2=R_2+R_4$, from (7), (9) and (13) we have the mutual inductance of two coplanar disk coils:

\[
M = \frac{2\mu_0 N_1 N_2}{(R_2 - R_1)(R_4 - R_3)} \left[ \sum_{n=1}^{\infty} \left[ \frac{1}{2} \left( \frac{3}{2} \right) \right] \left( r_0^{2n} (R_3^3 - R_4^3) \right) \right]
\]

\[
\times \int_{R_1}^{R_2} \int_{r_1}^{r_2} r_1 f_3(kr_1) \, dr_1 \int_{r_1}^{r_2} r_2 f_3(kr_2) \, dr_2. \tag{38}
\]
Considering $K_0(x)$ and $I_1(x)$ are always positive throughout $0<x<\infty$, it can be concluded that (38) is always negative for any pair of disk coils. On the other side, for the general case of disk coils with $z_0 \neq 0$, from (1) and
\[
w(\alpha) - w(\beta) = \frac{2k}{\pi} \int_{r_1} \int_{r_2} J_1(\alpha kr_1) dr_1 \int_{r_1} \int_{r_2} J_1(\beta kr_2) dr_2,
\]
we have
\[
M = \frac{\mu_0 \pi N_1 N_2}{(R_2 - R_1)(R_4 - R_3)} \int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) e^{-kz_0} dk.
\]
\[
\int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0) e^{-kz_0} dk.
\]
For sufficient large $z_0$ the following asymptotic relation holds [18]:
\[
q^{(s)}(0) = \lim_{k \to \infty} q^{(s)}(k),
\]
and
\[
q(k) = J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0).
\]
Hence, for very large $z_0$ we have:
\[
\int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0) e^{-kz_0} dk \sim \sum_{i=0}^{\infty} \frac{q^{(i)}(0)}{z_0^{i+1}},
\]
where
\[
\int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0) e^{-kz_0} dk = \int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0) e^{-kz_0} dk
\]
by omitting the terms of infinitesimal of higher order we can write:
\[
\int_{r_1} \int_{r_2} J_1(\alpha kr_1) J_1(\beta kr_2) J_0(\alpha kr_0) e^{-kz_0} dk \sim \frac{\rho r_2}{2z_0},
\]
for $z_0 \to +\infty$. Hence, for very large $z_0$, (45) is always positive. As a corollary, (40) must also be positive when $z_0 \to +\infty$. Noticing the mutual inductance is the continuous function of $z_0$, the following assertion can be obtained immediately.

For any given pair of disk coils with parallel axes and $r_0 \geq R_2 + R_4$, there is at least one zero point of $z_0$, at which the mutual inductance $M$ will vanish, i.e., the disk coils will be decoupled magnetically in this decoupling position.

**IV. NUMERICAL EVALUATIONS**

**A. Coplanar disk coils with $r_0 \geq R_2 + R_4$**

In case of $r_0 \geq R_2 + R_4$, the numerical validation of (7) and (19) will be implemented by using the following dimension parameters of the disk coils: $R_1=0.2$ m, $R_2=0.8$ m, $R_3=2$ m, $R_4=3.5$ m. The turns of both coils are irrelevant, since the normalized value $M/(N_1 N_2)$ will be calculated. The results are given in Table 2. $t_a$ and $t_b$ are the computation time of (7) and (19), respectively, to obtain the same values in the second column of Table 2. The calculations were coded in Mathematica and implemented on a personal computer with a 3.4-GHz processor. As $r_0$ increases, both $t_a$ and $t_b$ decrease, and this is just contrary to the nature of (1). As long as the computation time is less than 1ms (which is the default minimum time interval of the timing program), it will be omitted automatically by the program and we will record it as “<0.001s”. We can see that $t_b$ is always less than 1 second except for the case of $r_0 \leq 4.4$ m. The superior performance of the series expression (19) can be proved sufficiently. When $r_0 = R_2 + R_4 = 4.3$ m, both (7) and (19) are not efficient enough and we just give a result of 4 significant figures evaluated by (7):
\[
M/(N_1 N_2) = -65.08nH, \text{ with the computation time of } 1228.929s, \text{ and that of } 7 \text{ significant figures evaluated by (19): } M/(N_1 N_2) = -65.08078nH, \text{ with the computation time of } 18.658s.
\]

In addition, the evaluations of (1) with $z_0 = 0$ is extremely time-consuming so the computation time of it is not included in Table 2, but we can give a example here: for $r_0 = 4.8m$, it takes about 1253s to get a result of 5 significant figures: $M/(N_1 N_2) = -35.273nH$.

<table>
<thead>
<tr>
<th>$r_0$ (m)</th>
<th>$M/(N_1 N_2)$ (nH)</th>
<th>$t_a$ (s)</th>
<th>$t_b$ (s)</th>
<th>$t_a/t_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4</td>
<td>-56.0641444480280</td>
<td>1941.713</td>
<td>1.404</td>
<td>1382.986</td>
</tr>
<tr>
<td>4.5</td>
<td>-49.190311789750</td>
<td>402.061</td>
<td>0.608</td>
<td>661.285</td>
</tr>
<tr>
<td>4.6</td>
<td>-43.669129789264</td>
<td>265.592</td>
<td>0.234</td>
<td>1135.009</td>
</tr>
<tr>
<td>4.7</td>
<td>-39.109839095754</td>
<td>187.217</td>
<td>0.156</td>
<td>1200.109</td>
</tr>
<tr>
<td>4.8</td>
<td>-37.253725255243</td>
<td>5.803</td>
<td>0.109</td>
<td>53.239</td>
</tr>
<tr>
<td>5.2</td>
<td>-24.550774873203</td>
<td>5.772</td>
<td>0.062</td>
<td>93.097</td>
</tr>
<tr>
<td>5.5</td>
<td>-19.428031335091</td>
<td>4.181</td>
<td>0.047</td>
<td>88.957</td>
</tr>
<tr>
<td>5.7</td>
<td>-16.84560836502</td>
<td>4.049</td>
<td>0.047</td>
<td>85.298</td>
</tr>
<tr>
<td>6.0</td>
<td>-13.806335361406</td>
<td>3.947</td>
<td>0.031</td>
<td>127.323</td>
</tr>
<tr>
<td>6.5</td>
<td>-10.251166170897</td>
<td>3.869</td>
<td>0.031</td>
<td>124.806</td>
</tr>
<tr>
<td>7.0</td>
<td>-7.861716936199</td>
<td>3.838</td>
<td>0.016</td>
<td>239.875</td>
</tr>
<tr>
<td>8.0</td>
<td>-4.962362649715</td>
<td>2.418</td>
<td>0.016</td>
<td>151.125</td>
</tr>
<tr>
<td>9.0</td>
<td>-3.353222796361</td>
<td>2.168</td>
<td>&lt;0.001</td>
<td>&gt;2168</td>
</tr>
<tr>
<td>10.0</td>
<td>-2.380250924534</td>
<td>2.153</td>
<td>&lt;0.001</td>
<td>&gt;2153</td>
</tr>
</tbody>
</table>

**B. Coplanar disk coils with $0 < r_0 \leq R_3 - R_2$**

In the case of $0 < r_0 < R_3 - R_2$, the numerical validation of (8), (28) and (34) will be implemented by using the
same dimension parameters as before: \( R_1=0.2 \text{ m}, R_2=0.8 \text{ m}, \)
\( R_3=2 \text{ m}, R_4=3.5 \text{ m} \). The results of the normalized value \( M/(N_1N_2) \) are also given in Table 3. \( t_a \) and \( t_b \) are the computation time of (8) and (34), respectively, to obtain the same values in the second column of Table 3 \( t_b \) is the computation time of (28) when \( r_0=0 \). We can see that \( t_b \) is always less than 0.1s, and for most values of \( r_0 \) in Table 3, it needs only less than 50 terms of (34) to converge to the results of 15 significant figures. The superior performance of (34) can be proved sufficiently. In addition, the computation time of (28) is slightly slower than that of (34) but it is still less than 1s. When \( r_0=R_3-R_2=1.2 \text{ m}, (8), (28) \) and (34) are all inefficient and we just give a result of 5 significant figures evaluated by (8): \( M/(N_1N_2)=0.26645 \text{ mH}, \) with the computation time of 812.172s, and a result of 7 significant figures evaluated by (34): \( M/(N_1N_2)=0.2664547 \text{ mH}, \) with the computation time of 0.452s. The convergence rate of (1) is still very slow and it will not be discussed further.

Table 3: Performance of the mutual inductance for coplanar disk coils of \( 0\leq r_0 \leq R_3-R_2 \) evaluated with (8), (28) and (34)

<table>
<thead>
<tr>
<th>( r_0 ) (m)</th>
<th>( M/(N_1N_2) ) (mH)</th>
<th>( t_a ) (s)</th>
<th>( t_b ) (s)</th>
<th>( t_a/t_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.210962364718285</td>
<td>3.307</td>
<td>&lt;0.001</td>
<td>&gt;3307</td>
</tr>
<tr>
<td>0.01</td>
<td>0.210965011812987</td>
<td>3.229</td>
<td>&lt;0.001</td>
<td>&gt;3229</td>
</tr>
<tr>
<td>0.1</td>
<td>0.211227575213022</td>
<td>3.214</td>
<td>&lt;0.001</td>
<td>&gt;3214</td>
</tr>
<tr>
<td>0.2</td>
<td>0.21202938411955</td>
<td>6.412</td>
<td>&lt;0.001</td>
<td>&gt;6412</td>
</tr>
<tr>
<td>0.3</td>
<td>0.213386502485206</td>
<td>6.443</td>
<td>&lt;0.001</td>
<td>&gt;6443</td>
</tr>
<tr>
<td>0.4</td>
<td>0.215332068455948</td>
<td>6.599</td>
<td>&lt;0.001</td>
<td>&gt;6599</td>
</tr>
<tr>
<td>0.5</td>
<td>0.217915867666375</td>
<td>6.380</td>
<td>&lt;0.001</td>
<td>&gt;6380</td>
</tr>
<tr>
<td>0.6</td>
<td>0.221209010694124</td>
<td>6.365</td>
<td>&lt;0.001</td>
<td>&gt;6365</td>
</tr>
<tr>
<td>0.7</td>
<td>0.22531129537439</td>
<td>22.932</td>
<td>0.016</td>
<td>1433.250</td>
</tr>
<tr>
<td>0.8</td>
<td>0.23036242894204</td>
<td>40.014</td>
<td>0.016</td>
<td>2500.875</td>
</tr>
<tr>
<td>0.9</td>
<td>0.23656502371967</td>
<td>134.910</td>
<td>0.016</td>
<td>8431.875</td>
</tr>
<tr>
<td>1.0</td>
<td>0.244224093537914</td>
<td>502.261</td>
<td>0.031</td>
<td>16200.516</td>
</tr>
<tr>
<td>1.1</td>
<td>0.253843100876854</td>
<td>1505.862</td>
<td>0.094</td>
<td>16019.809</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The integral expression using Bessel and Struve function is extremely time-consuming for the mutual inductance calculations of the coplanar disk coils. The method using modified Bessel and Struve functions is introduced to improve the numerical performance of the integral expressions, from which the series expressions using the generalized hypergeometric functions have been obtained and these expressions can be easily coded in the common mathematical packages such as Mathematica or Matlab. The numerical calculations show that the series expressions are much more faster than the expressions of integral type to get the results with the same accuracy. In most cases, it only takes less than 1 second to obtain a result of 15 significant figures by using the series expressions. In addition, the decoupling positions of the mutual inductance in the case of \( r \geq R_3+R_4 \) are noticed and we have proved...
formally that these positions always exist for the disk coils with parallel axes.
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Abstract — A new ultra wideband (UWB) antenna is proposed that can be efficiently used for different wireless UWB applications. The antenna structure has a very simple patch with Hibiscus petal pattern. The antenna is designed on a 31×31 mm² Rogers RT/duriod 5870 substrate with permittivity 2.33, loss tangent 0.0012, 1.57 mm thickness and a 50 ohm impedance microstrip fed line. Different parts of antenna are analyzed to optimize the antenna properties. The novel patch of the antenna is modified to achieve the desired wide bandwidth behavior. The simulation results show that the antenna has an impedance bandwidth of 145% from 3.2 to 20 GHz with VSWR<2, a stable omnidirectional radiation pattern, an average gain of 5.1 dBi and the average radiation efficiency is 85%, which is ideal for use in UWB applications. The proposed antenna was successfully prototyped and the measured results are consistent with simulation.

Index Terms — Hibiscus petal pattern, monopole antenna, UWB, VSWR.

I. INTRODUCTION

In order to cope with rapid development of wireless communication technology, the demand of high performance antennas, which capable of operating at an extremely wider frequency band like ultra-wideband (UWB), are urgently needed. UWB communication technology has been regarded as one of the most promising technologies in the wireless communication industry because of their attractive features like high speed data rate, extremely low spectral power density, high precision ranging, simple and low cost designs, robustness to multi-path fading and very low interference, since the Federal Communications Commission (FCC) has allocated 7.5 GHz of the spectrum from 3.1 GHz to 10.6 GHz for UWB radio applications from February 2002 [1]. UWB also have wide applications in short range and high speed wireless systems, such as ground penetrating radars, medical imaging system, high data rate wireless local area networks (WLAN), communication systems for military and short pulse radars for automotive even or robotics [2-5].

Some of these UWB antennas can improve the properties by changing the shape of the radiator to circular, rectangular, elliptical, heart shape etc. Furthermore, reducing the ground plane dimensions can achieve wider bandwidth [6-9]. In the study by Gokmen et al. [10], a compact size UWB antenna with heart shape using triangular patches is proposed operating from 4 GHz to 19.1 GHz with dimensions of 25×26×0.5 mm³. Liu and Yang [11] presented a hook-shaped UWB antenna operating from 3 GHz to 10.7 GHz with a dimension of 10×10×1.6 mm³. Furthermore, Ojaroudi et al. [12] proposed an ultra-wideband monopole antenna with inverted T-shaped notch in the ground plane, operating from 3.12 GHz to 12.73 GHz, is presented with a compact size of 12×18 mm². A tapered slot antenna [13] with area of 22×24 mm² with operating frequencies from 3 GHz to 11.2 GHz is also presented in literature. In another study [14], a heart shaped monopole antenna over a defected ground plane was proposed and optimized for ultra-wide band applications. To improve the impedance bandwidth and reduce the return losses, three semi-circular slots in the ground plane were proposed. A heart-shaped monopole patch and two rectangular ground plane on the same side of a substrate can also achieve wide bandwidth [15]. The impedance bandwidth can be achieved from 2.1 to 11.5 GHz. Most antennas presented in literature suffer from low fractional bandwidth or large size.

In this paper, a new UWB Hibiscus Petal Pattern monopole antenna with enhanced impedance bandwidth is offered. This antenna consists of a trapezoidal shape partial ground plane on the opposite side of a patch with hibiscus petal shape. The outer edge of patch is partially etched away to increase the bandwidth. Simulation and measured results shows that the proposed antenna can
obtain the bandwidth from 3.2 to 20 GHz with evenly distributed current distribution and relatively stable omnidirectional radiation pattern and high radiation efficiency. It has a significant average peak gain. Simulated results for VSWR, gain, efficiency, radiation pattern, surface current distribution of different frequencies are presented along with the measured results. The simulation is carried out by using HFSS and CST software package.

II. ANTENNA DESIGN

The proposed Hibiscus Petal Pattern Monopole UWB antenna geometry layout is shown in Fig. 1, which is printed on a Rogers RT/duroid 5870 substrate of thickness 1.57 mm, permittivity 2.33 and loss tangent 0.0012. The proposed antenna consists of a partial radiating patch on one side and ground plane on the other side of the substrate. Figure 1 (a) shows the front end of antenna where a hibiscus petal pattern patch is developed on the substrate. To achieve Hibiscus Petal Pattern, some parts of radiator has been etched away and a microstrip feed line printed on the same side of the substrate. The ground plane of the antenna is a trapezoidal shape as shown in Fig. 1 (b). The width of the microstrip feed line is tapered with base width of $W_f1$ and upper edge width of $W_f2$ with length $L_f$, as shown in Fig. 1. An SMA connector is soldered to the bottom of the microstrip feed line. The overall size of the antenna is $W \times L$ mm$^2$ and the ground plan has an area of $(W+2W_g)/2 \times L_1$ mm$^2$. The details of the optimized design parameter are summarized in Table 1.

Figure 2 shows the effect of ground plane length on the reflection coefficient of the proposed antenna. It is clearly seen that the proposed ground plane provides wider bandwidth than full ground plane (31 mm), half ground plane (16.5 mm) and a ground plane with 5 mm. For full ground plane, the reflection coefficient is much higher than that of operating bandwidth (-10 dB) and no resonant frequency is found over the entire bandwidth. For 16.5 mm a small bandwidth (9.4-9.7 GHz) is found where $S_{11}<-10$ dB and first resonant frequency is found at 9.5 GHz. For 5 mm ground plane the first resonant is found at 2.7 GHz and its starting bandwidth is remarkable. But after 3 GHz reflection coefficient is starting to rise and no other band is found where $S_{11}<-10$ dB. In Fig. 3, the reflection coefficient of the proposed antenna for different values of the gap between ground and the patch is shown. For the gap 0.78 mm, 0.53 mm, 0.72 mm and 0.42 mm, the starting bandwidth is higher than that of proposed bandwidth (1.58 mm). The lower frequency bandwidth is significantly affected when the gap is altered.

![Fig. 1. The proposed antenna: (a) top layer, (b) bottom layer, and (c) both (all dimension are in mm).](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (mm)</th>
<th>Parameter</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>31</td>
<td>$L$</td>
<td>31</td>
</tr>
<tr>
<td>$W_f1$</td>
<td>4</td>
<td>$L_p$</td>
<td>22.98</td>
</tr>
<tr>
<td>$W_f2$</td>
<td>2.43</td>
<td>$L_1$</td>
<td>8</td>
</tr>
<tr>
<td>$L_g$</td>
<td>9.42</td>
<td>$L_f$</td>
<td>8.515</td>
</tr>
<tr>
<td>$W_g$</td>
<td>21.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
III. RESULTS AND DISCUSSION

The photographs of the proposed antenna prototype (top and bottom view) are shown in Fig. 4. The performance of the proposed antenna has been analysed and optimized using the finite element method based high frequency 3D full-wave electromagnetic simulator Ansoft’s HFSS and efficient computational 3D simulation software CST for electromagnetic design and analysis. The measured results were obtained using the Agilent E8362C vector network analyzer and Satimo near field anechoic chamber (UKM StarLab). Figure 5 illustrates the simulated and experimental voltage standing wave ratio (VSWR) of the antenna. The measured bandwidth for VSWR less than 2 ranges from 3.2 GHz to 20 GHz and in simulation using CST from 2.8 GHz to 20 GHz, whereas in HFSS from 3.2 to 20 GHz. The measured and simulated results show a good agreement. The minor discrepancies between simulated and measured results can be attributed to imperfect fabrication and the coaxial cable used during measurement. The cable is not considered in simulation. Although the size of proposed antenna is small, it achieves a much wider bandwidth compared with the designs published in literature. The proposed antenna easily covers the UWB band (3.1-10.6). The gain across the operational band, simulated (HFSS) and measured, are presented in Fig. 6. The gain varies between 1 to 8.3 dBi from 2 to 20 GHz. The peak is recorded at 6.4 GHz the average gain across the operational band is 5.1 dBi. In Fig. 7, the simulation (HFSS) and measured efficiencies of proposed antenna are presented. The average radiation efficiency is 85% over the bandwidth.

The surface current distribution on the antenna at 4, 8, 12 and 18 GHz are shown in Fig. 8 and the measured radiation pattern including the cross-polarization and co-polarization of the fabricated antenna for same frequency in three principle planes xz-plane(φ=0), yz-plane(φ=90) and xy-plane(φ=180) are shown in Fig. 9. At the low frequency of 4 GHz, Fig. 6 (a) shows that the current is distributed evenly. With increasing frequency, the proposed design shows that the higher order current modes are starting to develop and current density is less evenly distributed on the radiator.
It can be seen that over the desired frequency band proposed antenna has stable radiation pattern characteristics. Based on these results of the radiation patterns of proposed antenna, it is evident that the proposed design is nearly omnidirectional for at lower frequencies. It is observed that with the increase of frequency produces undesirable cross-polarization due to the changing of surface current distribution. At higher frequency the radiation pattern become slightly directional. At the highest observed frequency in Fig. 8 (d) the higher order current modes are excited and current density is no longer distributed evenly. This results in the directional pattern seen in Fig. 9 (d). Furthermore, at higher frequencies, multiple nulls can be observed in the current distribution. This indicates that the radiating element is excited with higher order modes, which typically results in the directional radiation patterns.
Fig. 8. Surface current distribution of proposed antenna at: (a) 4, (b) 8, (c) 12, and (d) 18 GHz.
Table 2 compares the proposed UWB antenna and existing antennas. The proposed antenna and the existing antennas (literature review) were also studied to conduct an impartial comparison where all reference antennas cover ultra-wideband spectrum. The performances parameters, such as applications, 10-dB bandwidth, dielectric constant, fractional bandwidth and gain are presented in Table 2. The proposed antenna’s fractional bandwidth (FBW, 145%) is better than antennas presented in literature. Therefore, the proposed UWB metamaterial antenna can offer good compact characteristics while maintaining wide operational bandwidth.

Table 2: Bandwidth, dielectric constant, fractional bandwidth and gain comparison

<table>
<thead>
<tr>
<th>Reference</th>
<th>Application</th>
<th>BW (S11&lt;10dB)</th>
<th>Dielectric Constant</th>
<th>FBW (%)</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4]</td>
<td>Near field imaging</td>
<td>3.4-9.9</td>
<td>4.8</td>
<td>97</td>
<td>Not reported</td>
</tr>
<tr>
<td>[5]</td>
<td>Breast cancer imaging</td>
<td>4.4-7.7</td>
<td>10.2</td>
<td>77</td>
<td>Not reported</td>
</tr>
<tr>
<td>[7]</td>
<td>UWB application</td>
<td>4.14</td>
<td>2.2</td>
<td>111</td>
<td>2.32-4.4</td>
</tr>
<tr>
<td>[8]</td>
<td>UWB application</td>
<td>3.1-15.2</td>
<td>4.4</td>
<td>132</td>
<td>2.5</td>
</tr>
<tr>
<td>[9]</td>
<td>UWB application</td>
<td>3.7-18</td>
<td>-</td>
<td>132</td>
<td>3.97</td>
</tr>
<tr>
<td>[10]</td>
<td>UWB application</td>
<td>4-19.1</td>
<td>3.50</td>
<td>130</td>
<td>&gt;1</td>
</tr>
<tr>
<td>Proposed prototype</td>
<td>UWB application</td>
<td>3.2-20</td>
<td>2.33</td>
<td>145</td>
<td>5.1</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

The design of a hibiscus petal pattern monopole antenna for UWB Applications with a size of 31×31 mm² has been presented in this paper. Measurement result shows that the antenna has an impedance bandwidth of about 145% from 3.2 to 20 GHz with VSWR<2, a stable omnidirectional radiation pattern, an average peak gain 5.1 dBi and the radiation efficiency is about 85% over the bandwidth. The design of the proposed antenna is very simple and can be used in microwave circuitry with low manufacturing cost, easy to integrate with portable devices. Experimental results show that the proposed antenna could be good candidate for various UWB applications.

REFERENCES


Md. Zulfiker Mahmud is an Assistant Professor of AIS Department in Jagannath University Bangladesh. He received the B.Sc. and M.Sc. degree in Computer Science and Engineering from Islamic University Kushtia, Bangladesh. Currently he is working as a Ph.D. student in the Universiti Kebangsaan Malaysia (UKM), Malaysia. He has authored or co-authored a number referred journals and conference papers. He is currently a Graduate Research Assistant at the Department of Electrical, Electronic and Systems Engineering, UKM, Malaysia. His research interests include the microwave imaging, antenna design, satellite antennas, satellite communication and wireless communication.

Md. Samsuzzaman was born in Jhenaidah Bangladesh in 1982. He received B.Sc. and M.Sc. degree in Computer Science and Engineering from Islamic University Kushtia, Bangladesh in 2005 and 2007, respectively and the Ph.D. degree from the Universiti Kebangsaan Malaysia, Malaysia 2015. From February 2008 to February 2011, he worked as a Lecturer at Patuakhali Science and Technology University (PSTU), Bangladesh. From February 2011 till now, he is working as an Assistant Professor at the same university. He has authored or co-authored approximately 50 referred journals and conference papers. He is currently a Graduate Research Assistant at the Department of Electrical, Electronic and Systems Engineering, UKM, Malaysia. His research interests include the communication antenna design, satellite antennas, satellite communication, WSN and Semantic Web.

Salehin Kibria was born in Dhaka, Bangladesh, in 1988. He received the B.Eng. (Hons.) degree in Electronics majoring in Telecommunications from Multimedia University (MMU), Malaysia. He is currently working toward the Ph.D. degree at the Universiti Kebangsaan Malaysia. He is also employed as a Research Assistant at the Institute of Space Science (ANGKASA) in a research project funded by the Malaysian government. His research interest focuses on RFID reader antenna designs, telecommunication, particle swarm optimization, etc.

Norbahiah Misran received her B.Eng. in Electrical, Electronic & System Engineering from Universiti Kebangsaan Malaysia, UKM (1999). She completed her Ph.D. degree at the Queen’s University of Belfast, Northern Ireland, UK (2004). She started her career as a Tutor in 1999. She later has been appointed as a Lecturer (2004) and an Associate Professor (2009). At present, she is a Professor at UKM. Her research interests include RF device design particularly in broadband microstrip antennas, reconfigurable antennas and reflectarray antennas. She is also conducting some researches in engineering education field.
Mohammad Tariqul Islam is a Professor at the Department of Electrical, Electronic and Systems Engineering of the Universiti Kebangsaan Malaysia (UKM). He is currently the Group Leader of the Radio Astronomy Informatics Group at UKM. He is the author of over 300 research journal articles, nearly 165 conference articles, and a few book chapters on various topics related to antennas, microwaves and electromagnetic radiation analysis with 11 inventory patents filed. Thus far, his publications have been cited 1990 times and his H-index is 25 (Source: Scopus). He is now handling many research projects from the Malaysian Ministry of Science, Technology and Innovation and Ministry of Education, and some international research grants from Japan. His research interests include communication antenna design, radio astronomy antennas, satellite antennas, and electromagnetic radiation analysis.
A Planar Monopole Antenna with Switchable Dual Band-Notched UWB/Dual-Band WLAN Applications

Mohammad M. Fakharian, Pejman Rezaei, and Vahid Sharbati

Department of Electrical and Computer Engineering
Semnan University, Semnan, 35131-19111, Iran
m_fakharian@semnan.ac.ir, prezaei@semnan.ac.ir, and v.sharbati@semnan.ac.ir

Abstract — In this paper, a planar monopole antenna in ultra-wide band (UWB) frequency range from 2.8 to 10.2 GHz with two notch band of 3.3–4.2 and 4.9–6 GHz is presented. The dual band-notched UWB antenna can be switched to dual wireless local area network (WLAN) frequency bands of 2.2–2.6 and 5–5.9 GHz. The proposed antenna has a simple structure and compact size of 15×15 mm². The antenna in the UWB function uses a circular radiator monopole with an embedded slot in the ground plane. Several stubs are etched on the radiator as rejecting elements. A parasitic element with an ideal switch is used in the backplane to achieve the dual-band WLAN function. In this mode, the stubs in the radiator are as resonating elements. The function of the antenna can be changed by switching states that make the various operating bands. The measurement and simulation results show that the antenna has good characteristics for cognitive radio application where the UWB antenna is required for spectrum sensing and the WLAN band antenna is used for reconfigurable operation.

Index Terms — Dual band-notched, dual-band WLAN, switchable, UWB antenna.

I. INTRODUCTION

One of the methods to develop switchable antennas in cognitive radio (CR) devices is to use the same antenna for both sensing and communication acts. It can performed by switching ultra-wide band (UWB) sensing antenna to communicate into multiple defined frequency bands [1]. Several designs of UWB antennas with reconfigurability options in frequency agility for CR systems have been implemented so far [2-7].

Recently, frequency switchable antennas that can support the UWB application and wireless local area network (WLAN) bands have been investigated [3, 8-10]. In [3], an incorporated planar UWB/reconfigurable slot antenna is proposed for CR applications. A slot resonator is embedded in the disc monopole radiator to obtain an individual narrowband antenna. A varactor diode is also deliberately inserted across the slot, providing a reconfigurable frequency function in the range of 5–6 GHz. In [8], an antenna is proposed that composed of four switches, a rectangular ring slot, a T-shaped stub, a coplanar waveguide feeding line, and two inverted S-shaped slots. By controlling the switches, the antenna is able to provide two operation modes whose operation bands can cover the dual-band WLAN bands and the single band-notched UWB bands. In [9], a rotatable reconfigurable antenna that can support the dual band-notch UWB application and the triple-band WLAN application is presented for CR systems. By controlling the rotational patch at different states, the antenna operates in two WLAN/mobile band and dual band-notched UWB complementary bands. However, these antennas have a complex structure and exhibit some defects in practical applications, require too much antenna space, and their center frequencies are difficult to control.

This paper presents a novel circular monopole antenna with switchable functions for UWB/WLAN applications. Several modified stubs in the radiation patch are used to realize the dual band-notch characteristic for the UWB antenna at worldwide interoperability for microwave access (WiMAX) band (3.3–3.7 GHz), C-band (3.7–4.2 GHz), and WLAN band (5.15–5.825 GHz). By embedding the cleaver-shaped parasitic element in backplane and using a switch between the ground plane and this parasitic element, the antenna is able to provide two operation cases which operation bands can cover the dual-band WLAN (2.4–2.48, 5.15–5.35, 5.725–5.825 GHz) and the dual band-notched UWB bands. Dimensions of the designed antenna are small, and its structure has less complexity and better usefulness. Additionally, novelty in comparison to previously presented antennas is another specification of this design, and with just one switch, two states are investigated.

II. ANTENNA DESIGN AND CONFIGURATION

The proposed monopole antenna fed by a 50-Ohm microstrip line is shown in Fig. 1, which is printed on
an FR4 substrate, with dimensions of 15x15x0.8 mm³, permittivity 4.4, and loss tangent of 0.02. The antenna consists of a circular radiation patch with four stubs in up and down of it, a ground plane with rectangular-shaped of slot in it, and a cleaver-shaped parasitic element in backplane that contains a rectangular-shaped stub with a thin extruded stub from it. To achieve the desired frequency reconfigurability, one ideal switch is placed between the ground plane and parasitic element. In this study, the ideal switch for reconfigurability is metal bridge, which is achieved based on the proof of concept [9]. The presence of the metal bridge depicts that the switch state is ON; vice versa, the absence of the metal bridge depicts that the switch state is OFF in both simulation and fabrication. The dimension of the ideal switch is selected 0.7x0.2 mm² to be close to the actual dimension of a PIN diode switch. Signal transmission is mainly done by the means of an SMA connector attached to the monopole antenna.

By adjusting the total length of the bent stubs at the top of the patch to a half-wavelength of the rejecting bands, two notched bands with central frequencies of 3.7 and 5.5 GHz for WiMAX/C-band and WLAN can be obtained at UWB function, respectively. Widening bandwidth and operation band in the frequency range of 3.1–10.6 GHz for UWB system can be also achieved by tuning the lower stubs in the radiation patch and inserting a rectangular-shaped slot in the ground plane. Also, it is found that by adding the stubs in the down of the radiating patch, the antenna can cover the full UWB band from 2.8-10.8 GHz. The first notched frequency (3.3–4.2 GHz) is achieved by the bent-shaped stub in the top right of the radiating patch, and eventually by using another bent-shaped stub in the top left of the radiating patch, a dual band-notch function is obtained that covers all the 5.2/5.8 GHz WLAN, 3.5/5.5 GHz WiMAX, and 4 GHz C-bands.

![Fig. 1. Geometry of the proposed monopole antenna: (a) front view, and (b) bottom view.](image1)

![Fig. 2. Simulated |S11| of final design of the dual band-notched UWB antenna in five steps.](image2)

### III. RESULTS AND DISCUSSION

#### A. Dual band-notched UWB antenna design

Figure 2 shows the schematic of the designed antenna in five steps used for dual band-notched UWB performance simulation studies. Comparisons among input reflection coefficients (|S11|) for an ordinary circular monopole antenna [step 1], inserting a rectangular-shaped slot in the ground plane [step 2], attaching two rectangular-shaped stubs in the down of radiating patch [step 3], attaching a bent stub at the top of the radiating patch in the right [step 4], and the proposed antenna [step 5] are also respectively considered in Fig. 2. As shown in Fig. 2, the monopole antenna with slotted ground plane has wider impedance matching in comparison to the same antenna without slot in the ground plane. The current distribution on the slotted ground plane affects the impedance matching and the upper frequency bandwidth of the antenna. Also, it is found that by adding the stubs in the down of the radiating patch, the antenna can cover the full UWB band from 2.8-10.8 GHz. The first notched frequency (3.3–4.2 GHz) is achieved by the bent-shaped stub in the top right of the radiating patch, and eventually by using another bent-shaped stub in the top left of the radiating patch, a dual band-notch function is obtained that covers all the 5.2/5.8 GHz WLAN, 3.5/5.5 GHz WiMAX, and 4 GHz C-bands.
notched frequencies of 3.8 and 5.5 GHz are shown in Figs. 3 (a) and 3 (b), respectively. It can be observed in these figures that the current is concentrated at the edges of the U-shaped stub and the L-shaped stub and oppositely directed between the interior and exterior edges at 3.8 and 5.5 GHz, respectively. Therefore, the resultant radiation fields can be cancelled out, and high attenuation near the resonant frequency is achieved, thus the resulting notched band. By adjusting the dimensions of the U- and L-shaped stubs, the center frequencies of the lower and higher notched band can be independently controlled.

Figure 4 shows the simulated $|S_{11}|$ of the dual band-notched UWB antenna with different values of: (a) $L_1$ and (b) $L_2$.

B. Switchable dual band-notched UWB/dual-band WLAN antenna design

The dual band-notched UWB antenna that was introduced in the Section A can be applied as a dual-band WLAN antenna using a parasitic element in the backplane and inserting a metal strip as ideal switch between the ground plane and it. Figure 5 shows the structure of the various antennas in three steps used for the dual-band performance simulation studies from the dual band-notched UWB antenna. $|S_{11}|$ for dual band-notched UWB antenna [step 1], with placing a cleaver-shaped parasitic element in the antenna backplane [step 2], and final design by placing a metal strip between parasitic element and ground planer [step 3] are also compared in Fig. 5. As shown in Fig. 5, the frequency bandwidth of the UWB antenna is not much affected by using the parasitic element in the steps 1 and 2, and the upper frequency just declined from 10.8 to 10.2 GHz. However, it is found that by inserting the metal strip, a dual-band function is achieved that covers all the 2.4/5.2/5.8 GHz WLAN bands. Therefore, the phenomenon of switching between the dual band-notched UWB and the dual-band WLAN performances is clarified here by the absence/presence of the metal strip for OFF/ON states in the steps 2/3, respectively.

To understand the operation theory of the antenna at the dual band-notch UWB with OFF switch and dual-band WLAN with ON switch, the current distributions of the two cases are shown in Fig. 6. As shown in Figs. 6 (a) and 6 (b), current flows are more dominant on the transmission line and are dispersed by the means of the stubs and concentrated around two sides of the rectangular slot in the ground plane in both frequency of 4.5 and 9.5 GHz. Also in Figs. 6 (a) and 6 (b), current flows on the feed line and the lower part of the patch have similar directions. In these structures, the central and top parts of the patch have current flows in rotational directions and electrically are neutralized. As

Fig. 3. Simulated current distributions of the dual band-notched UWB antenna at the notch frequencies of: (a) 3.8 GHz and (b) 5.5 GHz.

Fig. 4. Simulated $|S_{11}|$ of the dual band-notched UWB antenna with different values of: (a) $L_1$ and (b) $L_2$. 

Fig. 5. Simulated $|S_{11}|$ of the dual band-notch UWB antenna [step 1], with placing a cleaver-shaped parasitic element in the antenna backplane [step 2], and final design by placing a metal strip between parasitic element and ground planer [step 3].
shown in Figs. 6 (a) and 6 (b), the current concentrated on the edges of the interior and exterior of the parasitic element in backplane at these frequencies. This figure shows that the electrical current does not change direction along the top edge of the ground plane. Therefore, the radiating power and bandwidth will not decrease significantly.

When the antenna works in the dual-band WLAN mode, the switch between the parasitic element and ground plane is ON. The parasitic element couples to the ground plane. In this case, for the 2.4 GHz excitation, clearly a larger surface current distribution is observed to flow along not only the feeding line, but also the stubs, especially the right side stub, as shown in Fig. 6 (c). This indicates that this stub does effectively provide the electrical current path for producing the 2.4 GHz resonant frequency band. However, for the 5.5 GHz excitation, the surface currents mainly flow along the left side stub, as shown in Fig. 6 (c). The difference between the two current distributions is because the proposed design can generate two various frequency bands that meet the demand of the dual-band WLAN application. The dual-band antenna has a slightly higher efficiency rather than dual band-notch UWB antenna in the 2.4 GHz radiating band, which is mainly owing to the electromagnetic coupling and the new resonant properties from the parasitic element which connected to the ground plane.

To further investigate the design of the dual-band WLAN antenna, the influence of the position of the switch on the $|S_{11}|$ curves with various values of $P$ is shown in Fig. 7. The position of switch is important in order to create desirable frequency bands in the WLAN mode. As shown in Fig. 7, the center frequencies of the lower and higher bands decrease with the decrease of $P$. Moreover, the bandwidth and impedance matching of the upper band can be controllable by changing the position of the switch.

To evaluate the performance of the proposed switchable antenna, the antennas with both switches ON/OFF are fabricated and measured. The prototype of the fabricated antenna is also shown in Fig. 8 (a). The simulated and measured $|S_{11}|$ of the switchable antenna with switch OFF/OFF in the UWB/WLAN modes are shown in Fig. 8 (b). The discrepancy in the $|S_{11}|$ between the simulated and the measured may be mostly attributed to the effects of the SMA port, soldering, and manufacturing tolerance. In the dual-band WLAN mode, the switch is ON and the measured lower band for lower than -10 dB is from 2.2 to 2.6 GHz, and the measured higher band covers from 5 to 5.9 GHz. In the dual band-notched UWB mode, the switch is OFF and the antenna has a wideband performance of 2.8 to 10.2 GHz, covering the UWB frequency band with dual notched bands of 3.3–4.2 and 4.9–6 GHz for greater than -10 dB. Thereby, we can control the switches ON and OFF to allow the proposed antenna to work in underlay and overlay modes for CR communications. The proposed antennas can also be used for multimode wireless communication systems by controlling the switches at ON and OFF states.

The measured peak gain of the antenna versus frequency at the broadside direction is shown in Fig. 9. The antenna gain in the dual-band WLAN mode is more than 2.2 dB over the operating bands. Figure 9 also indicates that the gain of the dual band-notch UWB antenna is between 0–8 dB and has a comprehensive level during frequency bands except for two notched
bands at 3.8 and 5.5 GHz. The gains drop to -6.2 dB at lower notch band and -3.9 dB at the higher notch band.

Further analysis from Fig. 7. Simulated $|S_{11}|$ of the dual-band WLAN antenna with different values of $P$.

The measured radiation patterns of two fabricated antennas in the two modes with switch ON/OFF are shown in Fig. 10. The antenna with switch ON/OFF can provide a nearly omnidirectional characteristic in H-plane and a dipole-like radiation characteristic in E-plane. Furthermore, the broadside directions of the two modes are almost identical. The rotation between low-frequency and high-frequency patterns results in the UWB mode is mostly due to the small ground plane effects and the change of excited surface current distributions on the system ground plane at high frequencies.

The measured peak gain of the antenna in the UWB/WLAN modes.

Fig. 10. Measured radiation patterns of the antenna in the two modes: (a) dual-band WLAN mode and (b) dual band-notched UWB mode.
IV. CONCLUSION

A planar monopole antenna with switchable frequency bands for dual band-notched UWB/dual-band WLAN applications has been introduced. It has been shown that using a rectangular slot in the ground plane with four stubs etched on the circular radiator patch can enhance bandwidth from 2.8 to 10.9 GHz with dual stop bands, which are exempt from interfaces with existing WiMAX band, C-band, and WLAN system. In addition, using a rectangular parasitic element in backplane and embedding an ideal switch in proper situations between the parasitic element and ground plane, the antenna can operate in two modes, namely, the dual band-notched UWB mode and the dual-band WLAN frequency mode. This antenna can offer sensing and communicating functions with a small size by controlling ideal switch that is either in the ON or the OFF position. The $|S_{11}|$ of the antenna was measured and agreed well with the simulation results. The measured radiation patterns and gain have been also demonstrated for different operating states of the antenna. The antenna is intended for use in multi radio wireless applications and future CR communications.
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Abstract — In this paper, a microstrip planar antenna with notch bands at 3.5/5.5 GHz is proposed for ultra-wideband communication. An e-shape parasitic slit and an inverted C-shape slit are imprinted beneath the radiating patch to generate notch bands to suppress the interference from WiMAX and WLAN respectively. The experimental results confirmed that the fabricated prototype with a very small size has achieved an UWB operating band for VSWR ≤ 2 with two notched bands covering frequencies of 3.32 - 3.76 GHz and 5.2 - 5.92 GHz. The presented design achieved a good gain except at notched bands and exhibits stable omnidirectional radiation patterns. In this design, filter elements are embedded only on one side of the substrate without cutting any slot/s in the radiating element/ground plane and no modification of the patch or the ground plane is required which gives the proposed design an advantages over many designs reported for the same applications.

Index Terms — Dual notch band, parasitic slit, UWB, WiMAX, WLAN.

I. INTRODUCTION

The requirement for short distance wireless communication technologies has increased rapidly. Ultra-wideband (UWB) has gained lot of attention as one of the most prodigious solutions for high speed wireless communications, imaging systems and high accuracy radars. Despite of high data rate, UWB system consumes low power compared to the other narrow band systems, resulting in not causing undesired interference to the existing communication systems. However, strong signals from IEEE 802.16 WiMAX (operating at 3.3 – 3.8 GHz) and IEEE 802.11a WLAN (covering 5.15 – 5.825 GHz band) narrow bands may degrade the UWB system’s performance due to electromagnetic interference (EMI). In order to suppress these strong interfering signals, antennas that have filtering properties at their allocated frequencies are very important to UWB systems. At the same time, UWB antennas should possesses wide operating bandwidth, stable radiation patterns for omnidirectional communications and minimum distortion of the received waveform.

A good number of antennas have already been presented with band notched characteristics [1-17]. Despite UWB performance, some of the reported designs fail to achieve desired notched band/s and some designs use complex structures to generate notch band/s. For example, in [1], a band rejected UWB antenna is presented. The band notch performance at WiMAX and ITU band was realized by using two spiral resonators beside the feedline while a pair of complementary split ring resonators was etched on the ground plane to produce third stop band covering 4.92 - 6.1 GHz WLAN band. By properly choosing the position and size of the resonators, the reported design with an area of 36x60 mm² exhibits UWB characteristics with multiple stop bands. An UWB circular patch antenna with dual band filtering performances is reported in [2]. By introducing slots in the ground and etching two arc-shaped strips near the radiator, the designed antenna with a dimension of 35x39 mm² achieved dual notch bands to filter out WiMAX and WLAN bands. A 36x34 mm² size UWB microstrip patch antenna with multiple stop bands is reported in [3]. By inserting two hook-shaped slots in the ground plane, a stop band at 3.3 - 3.9 GHz was achieved while dual stop bands centered at 5.2 GHz and 5.8 GHz were realized by inserting a Ω-shaped slot in the radiator and a semi-octagonal-shaped resonator in the ground plane. In [4], a dual notch band monopole antenna was reported for UWB application. A rejected band centered at 3.5 GHz was realized by imprinting a U-shaped slot in the feedline while another notched band at 5.5 GHz was attained by cutting two L-shape slots in the ground plane. In [5], an UWB monopole antenna with dual notched band was reported. The 3.8 GHz notch band was attained by inserting a U-shaped slot in the ground structure while 5.8 GHz notch band was realized by etching an E-shaped
slot in the rectangular patch. A layout of an UWB antenna with notch band performance was proposed in [6]. To achieve band notch function for WiMAX, an arc H-shaped slot was inserted on the circular patch while to create a notched band for WLAN, two narrow slots were etched on the ground plane and the antenna occupies an area of 35.5×30 mm². In [7], a small planar antenna with band rejected performances has been presented. To produce a notch band at 3.25 - 3.85 GHz, a butterfly shaped backplane structure is inserted on the ground plane side while by imprinting a U-shaped slot in the radiator, a second notch band at 4.9 - 6.2 GHz is generated. An UWB antenna with multiple stop bands was reported in [8]. To achieved notch bands centered at 3.6 GHz, 7.5 GHz and 8.3 GHz three C-shaped slots have been inserted on the radiating patch while the notch bands for lower and upper WLAN are generated by etching C-shaped slots on the partial ground plane. In the design reported in [10], one capacitive loaded loop resonator has been attached to the radiator with an aim to reject the frequency band used by WLAN while one I-shape strip and one flip L-shape strip are added respectively to the lower and upper rectangular slots of the ground plane to filter out the frequency bands used by WiMAX and ITU band. In [16], a semicircular antenna with dual stop band performances is reported. To produce WLAN notch band of 5.2 - 5.9 GHz, a thin rectangular slot is etched in the radiating patch while by using two C-shaped circular slots in the defected ground structure, another notch band at 7.8 - 9.0 GHz is generated for C-band satellite communication. An UWB antenna with multiple stop band characteristics is reported in [17]. By inserting four modified bow-shaped slots in the radiator and a pair of rectangular-shaped slots in the ground plane, the designed antenna generates three notch bands covering frequencies of 3.3 - 4.2 GHz, 5.15 - 5.95 GHz and 7 - 8 GHz. All the above mentioned antennas exhibit wide operating band with required band notch characteristics. However to achieve dual/multiple notch bands, each of the above mentioned antennas uses slots, resonators and slits and they were etched simultaneously in both the ground plane and radiating patch which can create fabrication difficulties. Moreover, misplacement of the filter elements may also cause engineering problem resulting in the realization of undesired notch bands.

In this paper, a microstrip-line fed rectangular antenna that achieves compact planar profile is proposed for UWB communication. By etching two parasitic slits below the radiating element, the designed compact antenna realized UWB performance with two notched band at 3.5 GHz and 5.5 GHz. Unlike the antennas presented in [1-17], where the slit/s and slot/s were embedded on the radiating element as well as in the ground planes, the novelty of the proposed design is that it uses parasitic slits (filter element) on one side of the substrate without modifying or altering the shape, size of the patch and the ground plane.

II. ANTENNA DESIGN

The footprint of the proposed design is presented in Fig. 1. The microstrip line fed rectangular radiating patch of size 14.5x13.5 mm² is etched on the front side of a 1.6-mm thick FR4 dielectric material and the ground plane with side length 5.5 mm is imprinted on the rear side. The radiating patch is 0.5 mm away from the conducting partial ground plane. To achieve 50 Ω characteristic impedance, the feed line width and length are chosen as 2.75 mm and 6mm respectively. It is found that the radiating patch coupled strongly to the ground plane and designed antenna of overall volumetric size 29x20.5x1.6 mm³ is able to achieve sufficient operating band to cover FCC defined ultra-wide frequency band as depicted in Fig. 4.

To generate a notch band at 3.5 GHz, an e-shape parasitic slit is etched systematically at a distance y₂ from the top edge of the ground plane. To produce second notch band at around 5.5 GHz, an inverted C-shape slit is embedded below the patch along with the e-shaped slit and it is at y₁ away from the ground plane. The distance between these two slits is x₁. The total length of each slit is about half of the guided wavelength (λg), which is given by [11]:

$$\lambda_g = \frac{\lambda}{\varepsilon_r + 1},$$

where ε_r is the dielectric constant of the substrate and λ is the wavelength of the respective notch band, i.e., centre frequency of the corresponding notch band. The detail dimensions of the different parameters of the
parasitic slits are depicted in Fig. 1 (iii).

The vector-current distribution at notch bands and pass bands frequencies are illustrated in Fig. 2 with an aim to understand the creation of notch bands. In the plot, the currents are strongly distributed as it approaches the areas marked red and concentration becomes denser. It can be seen in Fig. 2 (a) that at lower notch center frequency of 3.5 GHz, most of the surface current concentrated near the e-shaped slit while the currents in the rest part of the antenna is very weak. Figure 2 (b) displayed that at 5.5 GHz the surface currents at inverted C-shaped slit is stronger than the other part of the antenna. Therefore, the antenna impedance altered at these frequencies due to the insertion of parasitic slits. It is also revealed from Fig. 2 (a) and 2 (b) that, the currents in the symmetrical sides of the filter elements are reverse to each other resulting in weak radiation from the antenna at these frequencies. These current distributions implies that at the notch frequencies strong resonances are created and hence notch bands are produced at around 3.5 GHz and 5.5 GHz. Other than WiMAX and WLAN band, the currents in the parasitic slits are almost similar to that of the other parts of the antenna as displayed in Fig. 2 (c) and Fig. 2 (d). As a result, the parasitic slits (filter elements) act as a part of the radiating element and radiate effectively.

![Fig. 2. Vector-current distribution at: (a) 3.5, (b) 5.5, (c) 6.2, and (d) 8.5 GHz.](image)

The input impedance characteristic of the designed antenna, the antenna without filter structures (slits) and with single parasitic slit is displayed in Fig. 3. It is revealed from graph that for the antenna without notch bands, the input impedance is very much close to 50 Ω line and exhibits good impedance matching resulting in a UWB operating band.

![Fig. 3. Input impedances for without, with single and with double filter structure.](image)
On the other hand, some parts of the impedance lines (at around 3.5 GHz and 5.5 GHz) of the antenna with notch bands are away from the 50 Ω characteristic impedance line and offers higher impedances resulting in poor matching. Due to this poor matching dual notch bands are created at around 3.5 GHz and 5.5 GHz. For embedment of single parasitic slit, high impedance is observed at the respective frequency band and hence single notch band at WiMAX and WLAN frequency spectrum are produced. Other than notched frequency band/s, the impedances are almost similar to that of antenna without notched bands.

### III. SENSITIVITY ANALYSIS

As the notched bands are created by the parasitic slits, their size and location have a great impact on the notched band characteristics. A sensitivity test has been performed to examine the effects of different design parameters as well as to observe the performance of the proposed band notch design. All the simulations are done by using IE3D simulator from Zeland. Different VSWR curves are displayed in Fig. 4 by etching one slit (filter element) at a time while keeping the other slit absent. From Fig. 4 it can be seen that each slit stops a targeted frequency band. It is confirmed from Fig. 4 that e-shape slit reject 3.5 GHz WiMAX band while inverted C-shape slit notch WLAN band and insertion of both the e-shape and C-shape slits together can generate dual notch bands at 3.5 and 5.5 GHz. It is also revealed from the plot that the two slits can perform independently without any strong interference between them.

To explore the sensitivity of various design parameters of the parasitic slits on filtering performance, a parametric study is done. Since the parasitic slits are only the filter element in generating dual stop band, their width, length and thickness are chosen to do the sensitivity analysis. The effects of different design parameters such as $ew_3$, $el_2$, $cl_1$ and $ct_2$ on antenna performances are depicted in Fig. 5. Figures 5 (a) and 5 (b) respectively show the VSWR curves for different values of $ew_3$ and $el_2$ while the rest of the antenna dimension are remain fixed. As the width $ew_3$ varies from 3.5 to 5.5 mm, the WiMAX center frequency changes from 3.99 GHz to 3.52 GHz and the bandwidth of the this stop band is reduces with the increment of $ew_3$. However the second stop band for WLAN does not vary with the variation of $ew_3$. The simulated VSWR in Fig. 5 (b) shows that the resonance frequency of the WiMAX band as well as the bandwidth is strongly dependent on $el_2$ while it does not affect second stop band for WLAN. When the values of $el_2$ increases, the WiMAX center frequency goes to the lower frequency spectrum and its bandwidth is decreased with $el_2$. From these results, it may be commented that WiMAX center frequency as well as the bandwidth can be controlled by the $ew_3$ and $el_2$.

The simulated VSWR’s with number of values of $cl_1$ is displayed in Fig. 5 (c). As the value of $cl_1$ varied from 3 mm to 5 mm, the WLAN center frequency is varied from 6.02 to 5.2 GHz and the operating band of this notch band is decreases. Figure 5 (d) indicates the VSWR characteristics for different $ct_2$. For $ct_2 = 0.5$, 1 and 1.5 mm with other dimensions remain fixed, the center frequency of the second notch band changes from 5.12 GHz to 6.08 GHz. It can be observed from the figure that $ct_2$ has significant effects on shifting the center frequency and operating band of the second notch band for WLAN.

The effects of all the parameters of the filter structures and their final values are summarized in the Table 1 from where it can be concluded that the bandwidth (BW) and center frequency ($fc$) of the rejected band for WiMAX is completely controlled by the parameters of the e-shape slit, whereas the 5.5 GHz WLAN band can solely be generated and adjusted by the inverted C-shape slit, i.e., each notch band is not affected by the creation of others which give us an engineering advantages in the designing of band notch UWB antenna.

![Fig. 4. VSWR curves for without and with parasitic slit/s.](image-url)

![Fig. 5. VSWR curves for different values of $ct_2$.](image-url)
Fig. 5. Effects of: (a) $ew_3$, (b) $el_2$, (c) $cl_1$, and (d) $ct_2$ on antenna performance.

### Table 1: Effects of different parameters on notch bands

<table>
<thead>
<tr>
<th>Parameter</th>
<th>WiMAX Band</th>
<th>WLAN Band</th>
<th>Final Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$el_1$ ▲</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>$el_2$ ▼</td>
<td>-</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>$ew_1$ ▲</td>
<td>-</td>
<td>-</td>
<td>6.5</td>
</tr>
<tr>
<td>$ew_2$ ▲</td>
<td>-</td>
<td>-</td>
<td>6.5</td>
</tr>
<tr>
<td>$ew_3$ ▼</td>
<td>-</td>
<td>-</td>
<td>5.5</td>
</tr>
<tr>
<td>$et_1$ ▼</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>$et_2$ ▲</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>$cl_1$ ▲</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>$cw_1$ ▼</td>
<td>-</td>
<td>-</td>
<td>7.5</td>
</tr>
<tr>
<td>$cw_2$ ▼</td>
<td>-</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>$ct_1$ ▼</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>$ct_2$ ▲</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>$ct_3$ ▲</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
</tr>
<tr>
<td>$y_1$ ▼</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>$y_2$ ▲</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>$x_1$ ▲</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
</tr>
<tr>
<td>$x_2$ ▲</td>
<td>-</td>
<td>-</td>
<td>4.75</td>
</tr>
</tbody>
</table>

**▲** indicates increment, **▼** indicates decrement, and **▬** unaffected.

### IV. MEASURED RESULTS AND DISCUSSIONS

With the final design parameters displayed in Table 1, a pair of the proposed antenna was prototyped for experimental validation and is displayed in inset of Fig. 6. The VSWR characteristic was measured using E8362C PNA series VNA from Agilent. It can be revealed from the plot in Fig. 6 that the prototype of the proposed design exhibited a good impedance matching ranging from 3 to 10.72 GHz for VSWR ≤ 2. Two sharp notch bands centered at 3.5 GHz and 5.5 GHz have also been observed in the achieved UWB operating bands. The disagreement between experimental result and
predicted one especially at upper edge frequency is due to inaccuracies in fabrication, effect of feeding cable and higher loss tangent of inexpensive FR4 dielectric material. In spite of being compact in size than the antennas presented in [1-4, 6, 8, 11-13], the proposed design reveals UWB performances with two stop bands that may help to suppress the interference caused by WiMAX and WLAN.

The realized peak gain of the prototyped antenna is displayed in Fig. 7. It can be revealed from the figure that the proposed antenna achieved a good peak gain except at WiMAX and WLAN notched bands. At notched bands the gain decreases drastically, which indicate the effects of filter elements.

Fig. 6. Measured and predicted VSWR of the proposed antenna.

Fig. 7. Measured peak gain of the proposed antenna.

Figure 8 displayed the measured patterns of the radiation characteristics for $H$-plane ($xz$-plane) and $E$-plane ($yz$-plane). An omnidirectional radiation pattern has been exhibited by both $H$- & $E$-field plane of the designed antenna. As the frequency increases, nulls have been observed especially in the $E$-plane patterns which may be due to higher order harmonic and asymmetric radiating patch. Despite the nulls at higher frequencies, it can be commented that the realized antenna displays symmetric radiation characteristics all over the UWB spectrum.

The group delay that indicates the time delay of a signal is measured using a pair of identical prototypes at a distance 50 cm apart and is depicted in Fig. 9. Other than notched frequency bands, a fairly flat group delays with a variation of less than a nanosecond is observed. This property indicates that the proposed design could transmit the signal with minimum dispersion, which is a primary requisite for UWB applications.

Fig. 8. Measured $H$-plane (top) and $E$-plane (bottom) patterns at different frequencies.
V. CONCLUSION

A low profile planar antenna with two notch band is introduced for UWB application. To attain dual band notch performance, the designed antenna uses parasitic slits only on one side of the substrate without modifying or altering the patch or ground plane. It is found that by properly placing the slits, the prototype with optimized design parameters has been able to achieve UWB performance with two notch bands at 3.5 GHz and 5.5 GHz. These achieved notch bands will help to suppress the electromagnetic interference caused from WiMAX and WLAN respectively. Furthermore the fabricated prototype demonstrates stable radiation characteristics and achieved good gain except at notched bands.
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Abstract — A new design method for compact wideband balun bandpass filter (BPF) with high selectivity is proposed in this paper. To achieve wide operation bandwidth, the first three resonant modes, i.e., one odd mode and two even modes, of a folded stepped-impedance multi-mode resonator are utilized and arranged inside the passband. Then, to realize good balance-to-unbalance performance, a microstrip to coplanar stripline transition structure is introduced in the design. Finally, a balun BPF characterized with both wide bandwidth and high selectivity has been eventually achieved through proper coupling topology. Besides, to further demonstrate the validity of our design concept, a practical microstrip wideband balun BPF with the fractional bandwidth (FBW) of 66% and two respective transmission zeros located at 1.4 GHz and 4.2 GHz is designed, fabricated, and measured. As expected, both the simulated and measured results exhibit good filtering and balun performance.

Index Terms — Balun Bandpass Filter (BPF), microstrip, multi-mode resonator, wide bandwidth.

I. INTRODUCTION

Recently, the rapid development of modern wireless communication system has put forward higher requirements on RF devices with low cost, high performance, as well as miniaturization, simultaneously. In order to accommodate to this tendency, the research on multiple function embedded component is meaningful. A typical work according to this tendency is the study on the balun BPF. The balun BPF is actually a balun embedded bandpass filter as it possesses both the functions of the balun and the bandpass filter, which are both key components in RF front-end systems. Specifically, the balun BPF can not only provide a frequency selectivity of a bandpass filter, but also can maintain a function of balance-to-unbalanced conversion. Over the past few years, various balun BPFs with high performance have been explored in [1-9].

Based on the lumped-elements, baluns with significantly size reduction were proposed in [1]. However, it limits the application to higher frequency due to the inherent increased parasitic effect of the lumped elements. Meanwhile, the low temperature co-fired ceramic (LTCC) technology also shows its advantage on size reduction in the design of balun BPF due to its multi-layer structure [2]. In order to realize both the low cost and good phase balance performance, balun BPFs were proposed by Chen et al. in [3] and Shao et al. in [4], according to the inherent wideband out-of-phase property of the DSPSL structure. However, the spacing between the two layer PCB structures could significantly influence the phase balance performance. Besides, based on the electrical field distribution of the multi-mode resonator, various types of balun BPFs are designed with a variety of multi-mode resonators, such as the loop resonator in [5], the open loop resonator in [6], the patch resonator in [7], the SIW resonator in [8], and the hybrid resonator in [9]. Although both characteristics of balun and bandpass filter can be realized, it is hard to realize the wideband performance as only the odd resonant modes can be utilized in the design according to this introduced method. Therefore, to the best knowledge, it is still a very challenging work to develop a compact balun BPF with both the performances of wide operation bandwidth and high selectivity.

The primary motivation of this paper is to design a compact balun BPF which can not only provide wideband response but also maintain high selectivity performance. For this purpose, a microstrip to coplanar stripline transition structure is proposed in order to realize the desired balance-to-unbalance conversion performance in the design initially. Then, the resonant properties of the employed folded stepped-impedance multi-mode resonator are studied. Afterwards, a wideband balun BPF with high selectivity has been successfully achieved through proper coupling topology. Finally, both simulated and measured results of the presented balun BPF are provided and good agreement between them is gained to demonstrate good experimental validation.

II. ANALYSIS AND DESIGN OF THE PROPOSED BALUN BPF

A. Balun structure design

Figure 1 shows the top view and bottom view of...
the proposed balun BPF respectively. As indicated in the Fig. 1, the proposed balun BPF is mainly composed of two sections, i.e., part A and part B. For part A in Fig. 1, it is constructed by the microstrip to coplanar stripline transition and plays the role of balun function. Specifically, the transition form is realized by connecting the ground plane of the microstrip line with one of the coplanar striplines (line S in Fig. 2) through shorting via-holes.

![Diagram of the wideband balun BPF](image)

Fig. 1. Layout of the wideband balun BPF: (a) top view and (b) bottom view.

The coplanar stripline structure adopted here aims to achieve wideband phase and magnitude balance performance in the balun design. To illustrate the operation principle of the balun structure, electric field distributions referring to different cross-sections indicated in the transitions are displayed in Fig. 2.

As we can see from Fig. 2, when an unbalanced signal is initially fed into the microstrip line of the transition structure at the A-A' section, the electric fields are perpendicularly terminated at the ground of the substrate as depicted in Fig. 2 (b1). After the signal coming into the transition section, the electric fields at the section B-B' are displayed accordingly in Fig. 2 (b2). It shows that at the transition section B-B' the electric fields are terminated both at the back ground plane and one of the lines of the coplanar stripline which are bonding together by the introduced via holes. Owing to the transition structure, the unbalanced signal has successfully propagated along the coplanar stripline with the electric fields at the section C-C' displayed in Fig. 2 (b3). Finally, by introducing the back ground and decreasing the coupling between the coplanar stripline, the unbalanced signal transmits through the coplanar stripline will be eventually divided into a pair of balanced signals. As can be seen, the electric fields at the E-E' section in Fig. 2 (b4) for line M and line S are opposite, which means an 180° phase difference. Therefore, when an unbalanced signal is transmitted through the proposed transition circuit, a pair of balanced signals will be achieved at the two balanced outputs. Moreover, due to the inherent wideband property of the microstrip-coplanar striplines transition, the proposed balun with wideband performance is promising.

![Diagram showing electric field distributions](image)

Fig. 2. Electrical field distributions on different cross-section: (a) sections in part A and (b) electric fields at different sections.

**B. Filter part design**

The filtering function is mainly achieved via the coupling between the balanced microstrip feed line and the presented multi-mode resonator shown in Part B of Fig. 1. As the bandwidth of the filter is mainly determined by the resonance of the multi-mode resonator, here, we will analyze it in detail. The configuration of proposed resonator is shown in Fig. 3. Since the resonator is symmetrical with respect to the symmetry plane, the well-known even- and odd-mode method is applied. Figure 3 also illustrates the equivalent...
circuits of the resonator under the even- and odd-mode excitation. The input admittance can be derived as:

\[ Y_{\text{in}} = Y_{1} / (j \tan \theta_1), \quad (1) \]

\[ Y_{\text{even}} = Y_{1} + jY_{2} \tan \theta_1, \quad (2) \]

where

\[ Y_{L} = \frac{Y_{2} / 2}{Y_{2} / 2 - Y_{1} \tan \theta_2 \tan \theta_3}. \quad (3) \]

For simplification, we set \( Y_{2} = 2Y_{3} \). Besides, \( \tan \theta_1, \tan \theta_2 \) and \( \tan \theta_3 \) approximately have the same value. Under the condition of resonance, it occurs when \( Y_{\text{even}} = Y_{\text{in}} = 0 \). Thus, Equation (1) and (2) can be expressed as:

\[ Y_{1} / (j \tan \theta_1) = 0, \quad (4) \]

\[ \frac{Y_{3}}{Y_{1}} = \frac{\tan^2 \theta_2 - 1}{2}. \quad (5) \]

The above Equations (4) and (5) indicate that the odd- and even-mode resonant frequencies can be determined by \( \theta_1 \) and the value of \( Y_{3}/Y_{1} \). The first and the third resonant mode are even-mode, while the second mode is odd-mode. The even-mode resonant frequencies denoted by \( f_{r1} \) and \( f_{r2} \) are the first and second solutions of Equation (5). Therefore, the even-mode frequencies can be derived by a known \( R_{L3} \). Figure 4 presents the influence of different \( Y_{3}/Y_{1} \) on even-mode frequencies, which further reveals their relationship. By controlling the value of \( Y_{3}/Y_{1} \), the bandwidth can be easily adjusted. As for the odd-mode resonance frequency \( f_{\text{odd}} \), it is only determined by the electrical length of \( \theta_1 \). Therefore, we can readily achieve a desired bandwidth by the values of \( Y_{3}/Y_{1} \) and \( \theta_1 \) properly selected.

III. SIMULATION AND MEASUREMENT RESULTS

To verify our design concept, one balun BPF sample is implemented by the method mentioned above. It is fabricated on a single layer substrate, i.e., Rogers RO4003C with a dielectric constant of 3.38, a loss tangent of 0.0027, and a thickness of 0.813 mm. The physical dimensions of the wideband balun BPF illustrated in Fig. 1 are as follows: \( L_{1} = 18.5 \) mm, \( L_{2} = 14 \) mm, \( L_{3} = 4 \) mm, \( L_{4} = 27.5 \) mm, \( W_{1} = 0.6 \) mm, \( W_{2} = 0.5 \) mm, \( W_{3} = 3.6 \) mm, \( W_{4} = 1.8 \) mm, \( R_{L1} = 11.72 \) mm, \( R_{L2} = 8.82 \) mm, \( R_{L3} = 14.42 \) mm, \( R_{L4} = 17.78 \) mm, \( R_{W1} = 0.5 \) mm, \( R_{W2} = 1.64 \) mm, \( R_{W3} = 0.216 \) mm, \( S = 0.1 \) mm.

The diameter of the via-hole is 0.8 mm. The photograph of the fabricated balun BPF is depicted in Fig. 5. Simulation was accomplished by the EM simulator HFSS 13.0 while the measurement was carried out on the Agilent N5244A.

\[ f_{r1} \text{(the first even mode)} \]
\[ f_{r2} \text{(the second even mode)} \]

Fig. 4. Relationship between the admittance ratio and the even mode frequencies

Fig. 5. Photograph of the wideband balun BPF.
two transmission zeros located at 1.4 GHz and 4.2 GHz can be clearly observed, which ensure the proposed balun BPF a better than 25 dB suppression. The phase imbalance and the magnitude imbalance are shown in Fig. 7. It can be seen that good balance performance is achieved with amplitude imbalance of less than 0.5 dB and phase imbalance of better than 5°. It should be mentioned that the small discrepancy between measured and simulated results are mainly due to the fabrication tolerance and the insert loss of SMA connector. To sum up, the presented balun BPF performs well in high selectivity and ideal balance performance.

**Fig. 6.** Simulated and measured S-parameters of the proposed wideband balun BPF.

**Fig. 7.** Simulated and measured amplitude and phase imbalance in the passband.

**IV. CONCLUSION**

In this paper, a new method to design wideband balun BPF with high performance is proposed. To illustrate the design concept, both the operation principle of the balun circuit and the analysis of multi-mode resonator for the balun BPF are presented. One sample balun BPF is then designed and fabricated to validate the proposed design concept. As expected, the predicted results are well confirmed in experiment, thus validating that the presented wideband balun BPF is not only characterized by a good balance performance but also has high frequency selectivity. With these distinctive features, it is our belief that the developed balun BPF can be widely applied to modern advanced wideband wireless communication systems.
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Abstract — In this paper, a novel compact branch-line coupler (BLC) using non-uniform folded transmission line (NUFTL) and shunt step impedance stubs (SSISs) with harmonics suppressions is presented and its design procedure is discussed. In the proposed structure, in order to reject the unwanted harmonic pass bands, a pair of SSISs is implemented along the ports of the coupler. To minimize the physical size of the coupler, NUFTL are used instead of uniform transmission lines in each arm of the branch-line. With the proposed approach, the size of the quarter-wavelength transmission line in the branch-line can be reduced greatly. The presented BLC has a compact size while showing good return loss and insertion loss characteristic in the frequency band of interest. Good agreement exists between the simulated and measured results.

Index Terms — Branch-line coupler (BLC), harmonics suppressions, non-uniform folded transmission line (NUFTL), shunt step impedance stub (SSIS).

I. INTRODUCTION

The compact BLC is an important sub-circuit in microwave integrated circuits and can be used as a power divider/combiner or a part of a mixer [1-5]. The conventional BLC was composed of four quarter-wavelength uniform transmission lines [1]. However, adopting the quarter wavelength transmission line to design the coupler takes too much space; therefore, larger circuit area may result in higher cost. The lumped-element approach [2], which uses spiral inductors and lumped capacitors, is one of the solutions to this problem. Nevertheless, using the lumped element in the circuit design requires an empirical model, such as an inductor model, attained via precise measurement. Mainly, two different approaches have been used to reduce the size of the conventional hybrids. One is to use transmission-line meandering to approximate quarter-wave transmission-line behavior over a certain bandwidth. The other is to use a distributed element approach for the same purpose [3-13]. Multiple shunted open stubs [5] or S-shaped structure loading [8] are well-known methods of miniaturization. The level of miniaturization is determined by the number of meander sections (shunt stubs) and the tightness of the meandering. However, each meander section adds some discontinuities. Moreover, tight meandering results in increased parasitic coupling between transmission-line sections [9-10].

In order to satisfy the compact requirement of the modern wireless systems, several miniaturized techniques [4-14] were proposed to miniaturize the circuit size of the BLC, such as using quasi-lumped elements approach with symmetrical or nonsymmetrical T-shaped structures [4], multiple shunted open stubs [5], compact ring BLC using nonuniform transmission line [6], and step impedance transmission lines (SITLs) [7-8]. A compact slow-wave microstrip BLC with four microstrip high-low impedance resonant cells which were periodically placed inside the BLC was introduced in [9-10]. Furthermore, the conventional coupler has spurious harmonics responses at the harmonics of the
fundamental frequency, which affects the circuit performance when used in microwave applications. Recently, several design techniques have been reported for size reduction and harmonics suppression [11-13]. In [11], transmission phase characteristic of the BLC is used to increase the bandwidth of inter-band attenuation between the two operating frequencies as well as to reduce the size. Planar artificial transmission line concept is another option to reduce the physical length of a transmission line. In this method, a transmission line incorporated with microstrip quasi-lumped elements is capable of synthesizing microstrip lines with reduced physical length, which can be used to reduce the size of BLC [12]. In [13], to realize multiband operations, a Pi-type-based multiband transmission line network with open- and short-ended stubs was employed. In [14], L-shaped conductor backed asymmetric coplanar stripline and U-shaped conductor backed coplanar waveguide BLC fed by microstrip transmission line have been used. In [15], wideband BLC with symmetrical four-strip is introduced.

This paper presents a novel compact BLC using NUFTL and SSISs with harmonics suppressions. In the proposed structure, in order to reject the unwanted harmonic pass bands, a pair of SSISs is implemented along the ports of the coupler. To minimize the physical size of the coupler, NUFTL are utilized instead of uniform transmission lines in each arm of branch-line. The occupied size of the proposed broadband BLC is merely 45.77% of the size of a conventional design. Simulated and measured results are presented to validate the usefulness of the proposed coupler structure for microwave integrated circuits applications. The proposed BLC structure and its design approach is discussed and illustrated in the following sections.

II. BLC DESIGN AND CONFIGURATION

The novel compact BLC with harmonics suppressions fed by a 50-Ω microstrip line is shown in Fig. 1, which is printed on a RO4003 substrate with permittivity of 3.55, thickness of 0.508 mm, and loss tangent of 0.0027. The basic BLC structure consists of NUFTL and SSISs. In this paper, miniaturization of the BLC is achieved by means of NUFTL located on the branch and through lines of the conventional coupler, and also four SSISs that placed inside the free area of a conventional BLC which are parallel with the conventional coupler’s main transmission lines. The proposed BLC is connected to a 50 Ω SMA connector for signal transmission. The presented BLC operates over 2.06–2.81 GHz with $S_{11} < -10$ dB. The planar BLC with various design parameters was constructed, and the numerical and experimental results of the S-parameters and phase characteristics are presented and discussed. The parameters of the proposed BLC are studied by changing one parameter at a time while others were kept fixed. The simulated results are obtained using Ansoft simulation software high-frequency structure simulator (HFSS) [17]. In simulation studies the maximum number of passes and the maximum delta S were chosen 20 and 0.02 respectively. Increasing the mesh density will increase the accuracy at the cost of increased simulation time, but from certain limit it will not have a considerable effect on the accuracy. The final design parameters of the presented BLC are specified in Table 1.

Fig. 1. The geometry of the proposed BLC using NUFTL and SSISs: (a) side view and (b) top view.

<table>
<thead>
<tr>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
<th>Param.</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{sub}$</td>
<td>19</td>
<td>$W_6$</td>
<td>2.4</td>
<td>$L_3$</td>
<td>1.5</td>
</tr>
<tr>
<td>$W_0$</td>
<td>1.1</td>
<td>$W_7$</td>
<td>0.4</td>
<td>$L_4$</td>
<td>2.5</td>
</tr>
<tr>
<td>$W_1$</td>
<td>1.1</td>
<td>$L_{sub}$</td>
<td>18</td>
<td>$L_5$</td>
<td>2.3</td>
</tr>
<tr>
<td>$W_2$</td>
<td>0.4</td>
<td>$L_0$</td>
<td>2.5</td>
<td>$L_6$</td>
<td>4.7</td>
</tr>
<tr>
<td>$W_4$</td>
<td>1.1</td>
<td>$L_1$</td>
<td>4.5</td>
<td>$L_7$</td>
<td>1.6</td>
</tr>
<tr>
<td>$W_5$</td>
<td>2.3</td>
<td>$L_2$</td>
<td>1.6</td>
<td>$L_8$</td>
<td>1.2</td>
</tr>
</tbody>
</table>
Figure 2 shows various BLC structures which were used for simulation studies. $|S_{11}|$ characteristics for conventional BLC (with four quarter-wavelength uniform transmission lines) (Fig. 2 (a)) and the BLC using SSISs (Fig. 2 (b)) are compared in Fig. 3. As shown in Fig. 3, for the proposed BLC configuration, in order to reject the unwanted harmonic pass bands, a pair of SSISs is implemented along the ports of the coupler. Moreover, the four SSISs that are placed inside the free area of conventional BLC play an important role in the miniaturization of the BLC.

In general, the conventional BLC is composed of one pair of vertical $Z_0$ quarter-wavelength microstrip lines and one pair of horizontal 0.707 $Z_0$ quarter-wavelength microstrip lines, where $Z_0$ represents the 50 Ω characteristic impedance of the transmission line [1] as shown in Fig. 2 (a). When it is applied for variable attenuators and phase shifters, it would produce higher order harmonics [7-8]. In the design of a conventional BLC, these harmonics are unable to be suppressed. The total size of the conventional BLC is 23.8×20.2 mm$^2$, as shown in Fig. 2 (a). The conventional BLC, therefore, can hardly be realized due to its large size and because it is not easily implemented in system integration. Thus, the size of the conventional BLC must be reduced. This type of SSISs will introduce four step impedance stubs which are parallel with the conventional coupler’s main transmission lines. As the inductances caused by the high-impedance lines of SSISs are only loaded at the sites connected to the ports and in a lumped form, we ignore its influence on the per unit length inductance of the main transmission lines between two adjacent ports. The capacitances caused by the low-impedance lines of SSISs are loaded parallel with the main transmission lines between two adjacent ports and in a distributed form [9-10]. This will increase the per unit length capacitance of the main transmission lines between two adjacent ports. Thus, this type of slow-wave loading here will mainly increase the shunt capacitance of the coupler. An increased propagation constant means that a shorter physical structure can be used to yield a required electrical length compared with a conventional transmission line [9-11]. The SSISs then act similar to a band stop filter at the second and third harmonics frequencies [7-8]. Therefore, the proposed compact BLC shows better microwave performance in case of harmonics rejection in comparison with the conventional BLC. The proposed miniaturization technique achieves 66.1% of size reduction compared to the conventional implementation, (19.6×16.2 mm$^2$), as shown in Fig. 2 (b).

The even and odd mode decomposition method can be used for a symmetrical four-port network analysis [16], [18-19]. Figure 6 shows the even and odd mode equivalent circuits of the proposed BLC [1]. Voltage (current) vanishes along the symmetrical plane at odd-mode (even-mode) excitation which leads to transmission line equivalent circuits which are depicted in Figs. 6 (a) and (b). In these figures, $Y_i$ are the microstrip line characteristic admittances which are dependent on their corresponding microstrip line width in Fig. 1, and the $0_i$ are the electrical lengths which are dependent on their corresponding microstrip line length in Fig. 1. For odd-mode excitation the voltage distribution is null along the symmetrical plane and as a result the equivalent circuit in Fig. 6 (b) is applicable [18-19]. As shown in Fig. 6, these cascaded lines and stubs can be analyzed by the ABCD matrix method. In the four-port coupler, the following amplitude and phase conditions should be satisfied [16]:

$$|S_{21}| = |S_{31}|,$$  
$$S_{41} = 0,$$  
$$\angle S_{21} - \angle S_{31} = \pm 90^\circ.$$

In the even and odd mode circuits, the ABCD matrix can be presented as follows [16]:

$$[ABCD]_e = T_{sc}T_iT_ST_{sc},$$  
$$[ABCD]_o = T_{oc}T_iT_ST_{sc},$$
\[ T_s = \begin{bmatrix} \cos \theta_4 & jY_4^{-1} \sin \theta_4 \\ jY_4 \sin \theta_4 & \cos \theta_4 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ jY_4 \tan \theta_4 & 1 \end{bmatrix}, \] (3a)
\[ T_{\text{ss}} = T_s T_1 T_{\text{ss}}', \] (3b)
\[ T_{l1} = \begin{bmatrix} \cos \theta_6 & jY_6^{-1} \sin \theta_6 \\ jY_6 \sin \theta_6 & \cos \theta_6 \end{bmatrix}, \] (3c)
\[ T_{l2} = \begin{bmatrix} \cos(2\theta_i + 2\theta_3) & jY_6^{-1} \sin(2\theta_i + 2\theta_3) \\ jY_6 \sin(2\theta_i + 2\theta_3) & \cos(2\theta_i + 2\theta_3) \end{bmatrix}, \] (3d)
\[ T_{sc} = \begin{bmatrix} \cos \theta_i & jY_i^{-1} \sin \theta_i \\ jY_i \sin \theta_i & \cos \theta_i \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -jY_i \cot(\theta_i + \theta_4) & 1 \end{bmatrix}, \] (3e)
\[ T_{oc} = \begin{bmatrix} \cos \theta_i & jY_i^{-1} \sin \theta_i \\ jY_i \sin \theta_i & \cos \theta_i \end{bmatrix} \begin{bmatrix} 1 & 0 \\ jY_i \tan(\theta_i + \theta_4) & 1 \end{bmatrix}. \] (3f)

The subscripts \( e \) and \( o \) represent the even and odd modes, and also \( T_s, T_1, T_{sc}, T_{oc} \) represent the SSIS, NUFTL, short step impedance stub in odd mode and open step impedance stub in odd mode, respectively. From (2) and (3), we can obtain the reflection (\( \Gamma \)) and transmission coefficients (\( T \)) [1]:

\[ \Gamma_{e,o} = \frac{A_{e,o} + B_{e,o} - C_{e,o} - D_{e,o}}{A_{e,o} + B_{e,o} + C_{e,o} + D_{e,o}}, \] (4a)
\[ T_{e,o} = \frac{2}{A_{e,o} + B_{e,o} + C_{e,o} + D_{e,o}}. \] (4b)

The magnitudes of \( S \)-parameter of the BLC at each port can be expressed as [1]:

\[ S_{11} = \frac{1}{2}(\Gamma_e + \Gamma_o), \] (5a)
\[ S_{12} = \frac{1}{2}(T_e + T_o), \] (5b)
\[ S_{13} = \frac{1}{2}(T_e - T_o), \] (5c)
\[ S_{14} = \frac{1}{2}(\Gamma_e - \Gamma_o). \] (5d)

Since the proposed BLC is symmetrical, the even-odd method is utilized. The voltage (current) is null along the symmetry plane which leads to the transmission line models depicted in Figs. 4 (a), (b) [3]. The presented coupler is analyzed theoretically based on Equations (2-5) and by means of MATLAB software. Because of the discontinuities in the microstrip lines (step discontinuities), associated fringe capacitance, and the changes in the frequency, the simulation and theoretical results differ from each other. The characteristic impedance (\( Z_0 \)), and the effective permittivity of the transmission lines (\( \varepsilon_{\text{eff}} \)) must be determined in order to be used in theoretical calculations. The Equation (6) from [20] is used in order to determine these two parameters and the calculated (\( \varepsilon_{\text{eff}}, Z_0 \)) for the \( Y_1, Y_2, Y_3, Y_4, Y_5, Y_6, Y_7 \) lines are (2.76, 50.56 \( \Omega \)), (2.56, 82.25 \( \Omega \)), (2.76, 50.56 \( \Omega \)), (2.95, 30.69 \( \Omega \)), (2.96, 29.74 \( \Omega \)), (2.56, 85.25 \( \Omega \)), respectively.

\[ \varepsilon_e = \frac{\varepsilon + 1}{2} + \frac{\varepsilon - 1}{2}\left[1 + 12 \left(\frac{H}{W}\right)^{-1/2}\right] \text{ when } \left(\frac{W}{H}\right) < 1, \] (6a)
\[ \varepsilon_o = \frac{\varepsilon + 1}{2} + \frac{\varepsilon - 1}{2}\left[1 + 12 \left(\frac{H}{W}\right)^{-1/2}\right] \text{ when } \left(\frac{W}{H}\right) \geq 1. \] (6b)
\[ Z_0 = \frac{60}{\sqrt{\varepsilon_{\text{eff}}}} \ln \left(\frac{8H + 0.25W}{W} \right) \text{ (ohms) when } \left(\frac{W}{H}\right) < 1, \] (6c)
\[ Z_0 = \frac{120\pi}{\sqrt{\varepsilon_{\text{eff}}}} \frac{W}{H + 1.393 + \frac{2}{3} \ln \left(\frac{W}{H} + 1.44\right)} \text{ (ohms) when } \left(\frac{W}{H}\right) \geq 1. \] (6d)

The frequency response of the equivalent BLC structures in Fig. 4 for the even and odd modes with the parameters values in the Table 1 is depicted in Fig. 5 (a). In these calculations the transmission matrix of the feed lines (\( W_0 \) and \( L_0 \)) are applied to the Equation (2). As can be observed, the even and odd mode structures have different operating frequency bands. Figure 5 (a) shows the calculated frequency response for the BLC in Fig. 1 and based on Equation (5). The obtained results for the equivalent circuit can be used for determination of the frequency response of the structure and bandwidth effects. In other words, they are useful in order to calculate the effect of the parameters on the resonance frequency and the bandwidth. Also, a parametric study is done on the design parameters and the achieved results show that the \( W_1 \) and \( W_2 \) have the main effect on the operating frequency band while \( L_7 \) and \( L_8 \) have the least effect.
Fig. 5. Calculated frequency responses for BLC structures with MATLAB software: (a) odd mode and even mode responses for equivalent circuits in Fig. 4 with Equation (4), and (b) proposed BLC with Equation (5).

The transmission line (TL) equivalents for the odd and even modes are shown in Fig. 6 (a) and Fig. 6 (b), respectively. The voltage (current) is null along the symmetry plane in the odd mode (even mode) and as the result the TL equivalent in Fig. 6 (a) (Fig. 6 (b)) is obtained. The step discontinuities in the microstrip lines, the associated fringing capacitance, and also the frequency alteration are considered in simulation studies. The simulated results with HFSS software are depicted in Fig. 7 (a). The simulated results show that the proposed structure has high-pass characteristic at the odd mode and low-pass characteristic at the even mode. These effects lead to a proper out of band rejection which is desirable. The simulated results are similar with the results which were calculated based on the equations (1-5). In Fig. 7 (b), the simulated results for the proposed BLC are presented.

In order to modify the design parameters of the proposed BLC, a parametric study was performed. As examples of the aforementioned parametric study, the effect of two design parameters ($W_5$ and $W_2$) are presented and discussed here in Fig. 8 and Fig. 9.

Figure 8 shows the effect of variation in width of the low-impedance line of SSIS ($W_5$ in Fig. 1 (b)) on the frequency responses of the proposed BLC. It is found that by changing the width of the low-impedance line of SSIS, the position of the frequency band of interest can be adjusted properly. Figure 9 shows the effect of variation in finger width of the vertical arm of the NUFTL ($W_2$ in Fig. 1 (b)) on return loss characteristic of the proposed BLC for different cases. As it can be observed from this figure, the impedance bandwidth can be fine-tuned effectively by modifying this parameter. Another effective way to reduce the size of a BLC is the replacement of straight transmission lines segments by space-filling curve segments with the same electrical characteristics [5-6]. Moreover, nonuniform transmission line can be used instead of the quarter wavelength uniform transmission lines to reduce the size of BLC. In this method, the normalized width function of the nonuniform transmission lines is expanded in a truncated Fourier series and an optimization method applied to obtain the optimum values of the series coefficients. Generally, step impedance transmission line is a non-uniform transmission line, which can be used in microstrip circuits for size reduction, shift the spurious pass band to the higher frequency and even to suppress the multiple spurious pass bands [6-7].
Fig. 7. Simulated frequency responses for BLC structures with HFSS software: (a) odd mode and even mode responses for equivalent-TL circuits in Fig. 6, and (b) proposed BLC in Fig. 1.

Fig. 8. The effect of variation in width of the low-impedance line of SSIS \( W_5 \) in Fig. 1 (b) on \( |S_{11}| \).

Fig. 9. The effect of variation in finger width of the vertical arm of the NUFTL \( W_2 \) in Fig. 1 (b) on \( |S_{11}| \).

III. RESULTS AND DISCUSSIONS

The proposed BLC with final design parameters, as shown in Fig. 10, was fabricated and tested. All measured and simulated results of the fabricated BLC are shown in Fig. 11 and Fig. 12. From Fig. 11 (a), it can be confirmed that the proposed BLC has a wide bandwidth of 32\% (2.06–2.81 GHz, centre frequency = 2.40 GHz) at the reference -10 dB reflection coefficient for all ports. In the operating bandwidth the isolation between port 1 and port 4 is more than 25 dB. The measured \( |S_{21}| \) and \( |S_{31}| \) at the center frequency are -3.3 dB and -3.4 dB, respectively. There exists good agreement between simulation and measurement results.

Figure 12 shows the measured phase responses. There exists a discrepancy between the measured data and the simulated results. Simulated phase difference between port 2 and port 3 is 90° ± 2° at the operating bandwidth.

Fig. 10. Photograph of the fabricated BLC prototype with NUFTL and SSISs.

Fig. 11. Measured and simulated frequency responses of the fabricated BLC using NUFTL and SSISs shown in Fig. 1.

Fig. 12. Measured and simulated phase responses of the fabricated BLC using NUFTL and SSISs shown in Fig. 1.
As shown in measured results, there exists a discrepancy between the measured data and the simulated results. The discrepancy is mostly due to a number of parameters such as the fabricated BLC dimensions as well as the thickness and dielectric constant of the substrate, on which the BLC is fabricated. In order to confirm the accurate return loss characteristics for the designed BLC, it is recommended that the manufacturing and measurement processes need to be performed carefully; besides, SMA soldering accuracy and substrate quality need to be taken into consideration [21-22]. In summary, it can be said that a fine agreement between the measured and the simulated results is obtained in the frequency band of operation.

Finally, a comparison between the proposed BLC and other coupler structures with same characteristics which have been published in literature and used here as references is presented in Table 2. From this table, it can be concluded that the proposed BLC has improved in-band and out-of-band performances as well as size miniaturization. In comparison with [6] and [12], the proposed BLC has a smaller size, with respect to the operating frequency band. The presented BLC has a wider bandwidth in comparison with the BLCs in [4-7] and [9-10]. The out-of-band performance of the presented BLC is better than the ones in [4, 7, 10]. Moreover, the realization of the proposed BLC is simpler than the ones in [6, 7, 12, 14].

Table 2: A comparison among the proposed BLC using NUFTL and SSISs and the previous work

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$f_0$ (GHz)</th>
<th>FBW 10 dB(%)</th>
<th>$\varepsilon_r / h$ (mm)</th>
<th>Size ($\lambda_0 \times \lambda_0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>1</td>
<td>30</td>
<td>2.2 / 1.58</td>
<td>0.112$\times$0.098</td>
</tr>
<tr>
<td>[4]</td>
<td>2.4</td>
<td>25</td>
<td>4.7 / 0.80</td>
<td>0.074$\times$0.095</td>
</tr>
<tr>
<td>[5]</td>
<td>2.4</td>
<td>22</td>
<td>4.3 / 0.80</td>
<td>0.117$\times$0.087</td>
</tr>
<tr>
<td>[6]</td>
<td>2</td>
<td>25</td>
<td>2.2 / 0.508</td>
<td>0.272$\times$0.128</td>
</tr>
<tr>
<td>[7]</td>
<td>1</td>
<td>28</td>
<td>3.5 / 0.76</td>
<td>0.233$\times$0.257</td>
</tr>
<tr>
<td>[8]</td>
<td>5</td>
<td>40</td>
<td>4.4 / 0.80</td>
<td>0.087$\times$0.091</td>
</tr>
<tr>
<td>[9]</td>
<td>2</td>
<td>10</td>
<td>2.1 / 0.508</td>
<td>0.130$\times$0.130</td>
</tr>
<tr>
<td>[10]</td>
<td>0.836</td>
<td>12</td>
<td>4.2 / 1.02</td>
<td>0.221$\times$0.207</td>
</tr>
<tr>
<td>[12]</td>
<td>2.4</td>
<td>33</td>
<td>3.38 / 0.813</td>
<td>0.159$\times$0.192</td>
</tr>
<tr>
<td>[14]</td>
<td>2</td>
<td>26</td>
<td>10.2 / 1.27</td>
<td>0.092$\times$0.090</td>
</tr>
<tr>
<td>This work</td>
<td>2.4</td>
<td>32</td>
<td>3.55 / 0.508</td>
<td>0.096$\times$0.115</td>
</tr>
</tbody>
</table>

$\varepsilon_r$: Centre frequency of operation band; $\varepsilon_r$: Substrate relative dielectric constant; $h$: Substrate thickness; $\lambda_0$: the free space wavelength of the operating frequency at the center of the pass-band (2.40 GHz).

**IV. CONCLUSION**

A novel compact BLC was presented and discussed. The presented BLC consists of a NUFTL and SSISs in order to obtain wideband characteristic, which is able to suppressing higher order harmonics of the BLC over a wideband. The BLC exhibits low insertion loss over the desired passband and sufficient isolation level at the frequency band of interest. Good agreement exists between the simulated and measured results.
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Abstract — CPW (CoPlanar Waveguide) plays major role in design of RF MEMS switch to improve the performance in terms of losses and required bandwidth of operation. This paper proposes the analyses of the mechanical characteristics on the electrical performance of the Capacitive Shunt RF MEMS (CSRM) switch based on various CPW structures and contact area roughness of the switch using electromagnetic 2.5D ADS simulator. The result of momentum method was analyzed up to the K-band frequency of 100 GHz. The result shows that the CSRM switch with two conductor CPW coupler has a maximum isolation of -46 dB with operating bandwidth up to 90 GHz at the resonant frequency of 50 GHz. In order to validate the obtained result, Artificial Neural Network (ANN) has been trained using ADS result. Comparison shows good agreement between ADS and ANN results.

Index Terms — Artificial neural network, capacitive shunt switch, CPW, isolation loss, RF MEMS switch.

I. INTRODUCTION

Design of RF MEMS switches is one of the interesting research area that facilitates to design with great potential to improve the performance of communication circuit and systems. At microwave frequencies, the rapid development and use of micro electromechanical systems (MEMS) have proved tremendous advancement due to their high linearity and low losses [1] as well as low power consumption [2]. Among the various components of MEMS technology, MEMS switches are the basic building blocks replacing the conventional p-i-n diode and GaAs FET switches [3] in high frequency applications. Low cost MEMS switches are considered as prime category in MEMS technology due to their extremely low insertion loss (0.1 dB) [4] and very high isolation up to 100 GHz, near zero power consumption (10-200nJ/switching cycles) good isolation [5], lower insertion loss and low power consumption [3] properties. The analysis of MEMS switches from microwave to millimeter wave frequencies, have revealed superior performance than the diode based switches which offer poor performance in terms of losses [6], tuning linearity and intermodulation distortion. The excellent linearity [7] due to the mechanical passive nature [8] of the device and wide band width operation of MEMS switches make it ideal for several wireless applications, reconfigurable antennas, filters and tuners, low loss phase shifters and high Q passive devices and resonators [5].

MEMS switches are the devices which operate by the use of mechanical movement to achieve short or open circuit in RF circuits. The required force for mechanical movement can be obtained by different mechanisms for actuation like electrostatic and magneto static [5]. RF MEMS switches that are able to handle up to 20W and operating cycle of 10^{12} [1] have found applications in RADAR system, network analyzer, satellite communication system and in base stations [5]. MEMS switches can be designed in different configurations based on signal path (series or shunt), the actuation mechanism (electrostatic, thermal or magneto static), the type of contact (ohmic or capacitive) and the type of structure (cantilever or bridge) [9]. Extensive studies on various kinds of series and shunt MEMS switches are available in literature [10, 11]. The practical first capacitive shunt switch was presented by Raytheon based on fixed-fixed metal beam structure [11]. Later on, lot of research work has been carried out on capacitive shunt RF MEMS (CSRM) switches to achieve better performance [12].

In a CSRM switch, a thin metal membrane bridge is suspended over the center conductor of coplanar waveguide (CPW) [13] and fixed on the ground conductor.
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of CPW [14]. This configuration performs excellently for 10-100 GHz frequency range applications with a typical isolation of -17 dB at 10 GHz and -35 to -40 dB at 30-40 GHz for a capacitance of 4pF [7]. The electrical performance depends on the mechanical properties of structure, materials used for implementation and the method of fabrication [15]. The dependence of electrical performance of MEMS switches on mechanical properties can be studied by commercial simulation tools. Though RF MEMS switches are 3D structures, they can also be seen as 2.5D structure due to their high aspect ratio.

In this paper, the analyses of various losses of CSRM switch have been carried out using electromagnetic simulation for K-band (18-26.5 GHz) applications using 2.5D ADS-Momentum™ full wave EM software. The isolation analysis, bandwidth and frequency of operation are concentrated by considering various configurations of CPW.

II. CAPACITIVE SHUNT RF MEMS SWITCH

A. Selection of switch

As mentioned in Section I, there are several types of MEMS switches based on different design parameters. The major criteria for switch selection are its application and frequency of operation. Out of two types of switches based on contact, the shunt is preferred over series due to minimal parasitic involved and capable of handling more RF power. Shunt switches have the benefit of ease of fabrication and fewer parasitic due to continued t-line [9]. The capacitive MEMS switch has excellent performance up to 40 GHz [16] and life time in excess of 1 million cycles [17] under low power conditions.

B. Theory of capacitive shunt RF MEMS switch

The capacitive shunt MEMS switch taken for analysis is based on a fixed–fixed beam [18] design and is shown in Fig. 1 (a). The MEMS Bridge with the gap of g from the center conductor is connected to the CPW ground plane and the bridge is grounded. The center pull down electrode provides both the electrostatic actuation [5] and RF capacitance between the transmission line and ground. When the switch is down (off) state actuated, the capacitance to the ground provides good results in excellent short circuit and high isolation at microwave frequencies. The lumped element equivalent circuit model of CSRM switch is shown in Fig. 1 (b).

C. Structure of CPW

In the above mentioned lumped element model, the characteristic impedance (Z) of CPW plays a major role which is determined by G/W/G dimension. CPW is a planar transmission line (t-line) above which the shunt switch should be fabricated [5]. In this t-line, the signal and two ground lines are on the same plane [9]. There are various configuration of CPW like simple CPW, CPW with lower ground plane (CPWG), CPW with short open circuited stub (CPWSC), CPW with open circuited stub (CPWOC), CPW open end effect (CPWEF), CPW end gap (Cpwegp) and center conductor gap (Cpwcgp) and CPW coupler having two conductor connected (Cpwcpl2). The ADS symbols for the above mentioned CPWs are shown in Fig. 2.
The ADS illustration of simple CPW configuration used in this work is shown in Fig. 3. In this figure, CPWSUB is the substrate required for all coplanar waveguide components with W and L are the center conductor width and length respectively and G is the gap between center conductors. The fitted values of this parameter for getting better loss performance of the considered switch are given in Table 1.

Table 1: Typical parameters of CPW used for ADS

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>Substrate thickness</td>
<td>675 µm</td>
</tr>
<tr>
<td>Er</td>
<td>Relative dielectric constant</td>
<td>11.8</td>
</tr>
<tr>
<td>Mur</td>
<td>Relative permeability</td>
<td>1</td>
</tr>
<tr>
<td>Cond</td>
<td>Conductor conductivity</td>
<td>4.1e7</td>
</tr>
<tr>
<td>T</td>
<td>Conductor thickness</td>
<td>1 µm</td>
</tr>
<tr>
<td>TanD</td>
<td>Dielectric loss tangent</td>
<td>0.01</td>
</tr>
<tr>
<td>Rough</td>
<td>Conductor surface roughness</td>
<td>0 µm</td>
</tr>
<tr>
<td>W</td>
<td>Center conductor width</td>
<td>120 µm</td>
</tr>
<tr>
<td>G</td>
<td>Gap between center conductor and ground plane</td>
<td>90 µm</td>
</tr>
<tr>
<td>L</td>
<td>Center conductor length</td>
<td>300 µm</td>
</tr>
</tbody>
</table>

The power of computation in neural network is introduced [19]. The learning algorithms used in this work are based on multilayer correction learning algorithm called back propagation [20]. During training process, the inter-unit connections are optimized until the error in prediction is minimized. Once the network is trained, new unseen input information is entered into the network to calculate the test output. The neural network architecture used in this paper is the MultiLayer Perceptron Neural Network (MLPNN), which is multilayer feed forward architecture composed of layers of computing nodes called neurons [21].

III. RESULTS AND DISCUSSION

Since the CPW has been used as the base for RF MEMS switches, we have taken various configuration of CPW to analyze the resonance frequency, bandwidth and isolation characteristics of capacitive shunt RF MEMS switch. Figure 4 shows the isolation of switch for different structures of CPW. It is clear that the resonance frequency obtained is above 15 GHz for all structures and the three structures (CPW coupler, CPW open end effect and CPW end gap) are able to work in two different resonant frequencies. The maximum operating frequency (90 GHz) can be obtained from CPW end gap and CPW open end effect structures with better isolation of nearly -75 dB.
Fig. 4. Comparison result for isolation performance of CSRM switch with different CPW structures: (a) simple & short circuit stub, (b) simple and open end effect, (c) CPW center conductor gap, end gap and CPW coupler, and (d) CPW open, short circuit stub, lower ground plane and simple CPW.

Among all structures considered, the switch with CPW having lower ground plane differ in isolation loss characteristics by random variants of loss in operating frequency and maximum isolation of only -32 dB. All other switch structures can work with maximum isolation up to -45 dB at the resonance frequency of 15 GHz. The comparison of three parameters taken for analysis of CSRM switch for with various CPW structures is shown in Table 2. Since the resonant frequency of 15 GHz has been achieved in all CPW configuration of CSRM switch, these switches are much suitable for K-band satellite communications applications.

Table 2: Performance comparison of CSRM switch structures with simple CPW structure

<table>
<thead>
<tr>
<th>CPW Type</th>
<th>Bandwidth (GHz)</th>
<th>Resonance Frequency (GHz)</th>
<th>Operating Frequency (GHz)</th>
<th>Isolation (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCPW</td>
<td>ENTIRE</td>
<td>16</td>
<td>48</td>
<td>-48</td>
</tr>
<tr>
<td>CPWG</td>
<td>ENTIRE</td>
<td>16</td>
<td>41</td>
<td>-41</td>
</tr>
<tr>
<td>CPWSC</td>
<td>5-80</td>
<td>16</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>CPWOC</td>
<td>5-41</td>
<td>16</td>
<td>48</td>
<td>-48</td>
</tr>
<tr>
<td>CPWEF</td>
<td>5-90</td>
<td>16 &amp; 88</td>
<td>45 &amp; 75</td>
<td></td>
</tr>
<tr>
<td>CPWEGP</td>
<td>5-90</td>
<td>16 &amp; 90</td>
<td>46 &amp; 75</td>
<td></td>
</tr>
<tr>
<td>CPWCGP</td>
<td>5-70</td>
<td>16</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>CPWCPL</td>
<td>5-25 &amp; 45-90</td>
<td>16 &amp; 68</td>
<td>45 &amp; 75</td>
<td></td>
</tr>
</tbody>
</table>

Based on the statistical obtained from comparison figures, it is obvious that the CSRM switch having CPW coupler with two conductors connected is having superior characteristics in terms of dual bandwidth with maximum operating bandwidth up to 90 GHz, higher isolation of -46 dB and resonant frequency of 67 GHz. The equivalent lumped circuit model of CSRM with simple CPW derived from ADS simulation is shown in Fig. 5. This switch topology is normally used in the integrated circuits where RF lines are DC grounded. In that condition, the membrane cannot be directly anchored to the CPW ground planes but a capacitive anchor is used for DC isolation.

The capacitive anchor of the membrane to the CPW ground planes has been considered as two shunt capacitors one for each anchor. The Fig. 6 (a) shows the comparison of isolation of the simple CPW CRSM switch with and without capacitive anchor. It is observed that the resonant frequency has been shifted to 30 GHz with the penalty of reduction in isolation loss of -7 dB with the addition of capacitive anchor for DC isolation when the switch is used for integrated circuits.

In the above lumped element model, the value of contact capacitance in the down state has the deviation in value which depends on the perfect roughness of the material between the membrane and the CPW center conductor. In order to validate the obtained result, the neural network comparison has been trained with the ADS result obtained for with and without capacitor anchor. After many trials, network (Fig. 6 (d)) having
two hidden layers have been selected with dimensions of 4x14x10x2. This means that the numbers of neurons were 4 for input layer, 14 and 12 for first and second hidden layers respectively and 2 for output layer respectively.

The MLP network was trained with input and hidden layers having the hyperbolic tangent sigmoid activation function and output layer having linear activation function as the learning algorithms. Figure 7 shows the comparison between ADS and neural network result for simple CPW with and without capacitive anchor. The better agreement between the results from ADS and ANN training clears that the fitted circuit values in the lumped element model are optimized by simulation.

Fig. 5. ADS lumped element model of CSRM.

Fig. 6. Isolation performance comparison of CSRM: (a) with and without capacitive anchor, (b) with perfect and reduced contact area between membrane and center conductor, (c) lumped ADS circuit model of CSRM with shunt capacitor for DC isolation, and (d) ANN model.
different issues to analyze the mechanical properties on the electrical performance in terms of isolation and resonant frequency of capacitive shunt RF MEMS switch have been discussed for K-band satellite communication applications. The electromagnetic simulation results that the resonant frequency and the isolation performance of the proposed switch can be improved in two ways: by proper selection of CPW structures and the roughness of the contact between the membrane and CPW center conductor. From the analyses using different CPW structures, the better switching performance has been achieved from the switch with CPW coupler having two conductors connected. By reducing the contact area, the isolation increase of -4 dB and the resonant frequency up shift of about 15 GHz has been derived. The proposed switch performance can find applications with electronically scanned arrays (phase shifters), reconfigurable antennas and in tunable band-pass filters.
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Fig. 7. Comparison of ADS and ANN trained values for isolation of CSRM switch with and without capacitive anchor.
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Abstract — A compact dual band and dual mode microstrip patch antenna, suitable for body centric wireless communication (BCWC) network is presented. The BCWC network works in two on-body and off-body modes. The proposed antenna has an outward radiation pattern for the off-body mode, which is suitable to communicate from on-body devices to off-body units. Moreover, the antenna has an end-fire radiation pattern for the on-body mode, to communicate with other co-located worn devices from which data can be easily gathered. The proposed antenna resonates at 2.44 GHz (IEEE 802.11b/g) with 7.1 dB gain and linear polarization for the off-body mode and also at 5.43 GHz (IEEE 802.11a) with 6.6 dB gain and circular polarization for the on-body mode. Free space and on-body simulated and measured performances of the proposed antenna are shown. Specific absorption rate (SAR) value is also studied. The results show that the maximum averaged 10gr SAR is 0.26W/Kg for on-body mode when the antenna is placed on the chest of the human body model.

Index Terms — BCWC network, dual band, dual mode, microstrip patches antenna, miniaturization, on-body/off-body antenna.

I. INTRODUCTION

Advances in wireless technology have led to the development of wireless body area network (WBAN), where a set of communication devices is deployed in close proximity and around the human body. There are two main channels of interest for wireless body area network: off-body and on-body. The off-body channel is concerned for communication between a device on the body and a remote location. Some typical applications include short range communication between two soldiers on a battlefield or transmission of medical data from a wireless sensor body area network to a remote network access point. On-body channel is necessary for communication between devices located on the surface of a user’s body; e.g., in telemedicine applications where wireless biosensors are distributed across the body, a controller rode is often located on the body to act as a relay between the biosensors and a non-local station several meters or more away from the user. In such applications, it is clear that both propagation modes (on the body and off-body) are required [1, 2]. Antennas used in this kind of applications require a low profile, tolerable power consumption, low manufacturing cost and must have little effects on the human body. In this regard, microstrip patch antennas are good candidates due to their low cost, physical size (low profile), higher power efficiency and their ability to provide proper radiation parameters. Radiation pattern in off-body link needs to have a good boresight (normal to the body surface) directivity and must propagate through a tangential creeping wave in the on-body link.

The antennas already designed for WLAN applications fall into two main groups: the first group includes antennas which can only run in the on-body or the off-body modes, separately [2-4]. On the contrary, a second group exists where simultaneous on or off-body modes can be expected [5, 9]. In [5], a dual band, dual mode and dual feed compact antenna is discussed where coaxial cables are used. In addition, a dual band and dual pattern antenna with two radiate elements and coaxial cable as the feed is introduced in [6-8]. To properly design, develop and apply these antennas on the human body model, the associated electrical characteristics must be first determined to explore the human body effects on the antenna propagation and vice versa. Antenna performance around the human body has already been carried out by a number of researches, most of whom have used simplified rectangular cube with electrical parameters of human muscle, representing the human body. In this paper, a compact square microstrip antenna with a single microstrip feed line and a single radiating element is proposed for dual band and dual mode WLAN operation. The gain of the antenna is increased compared to [5, 9] at both frequency bands. Moreover the proposed antenna is fed with a single probe at its edge which provides more practical device in order to implant on body surfaces, in comparison with antennas.
which are fed by coax cable or multi probes. The antenna is simulated, fabricated and tested. Moreover, a human body model designed in CST microwave studio is used to investigate radiation characteristics of the antenna and SAR measurement.

II. ANTENNA DESIGN

Figure 1 shows the geometry of the proposed antenna. It consist of a square patch of dimensions 28×28 mm\(^2\) etched on a two-layer stratified substrate (70×70 mm\(^2\)) of RO4003 with \(\varepsilon_r=3.55\), \(\tan\delta=0.0027\) and a thickness of 2.43 mm. In order to avoid coaxial feed and thereby making the antenna conformal to the body, a strip feed line is designed. It is etched on a 70×70 mm\(^2\) substrate of RO4003 of thickness 0.813 mm.

The feed line excites the patch using a copper post of radius 0.6 mm that extends from the feed line to the patch. The substrate supporting the patch has a height of 1.623 mm with a dimension of 70×65 mm\(^2\). The upper and lower substrates are different in dimension to implant SMA, feeding the strip line and also to provide a better impedance matching. Table 1 summarizes the dimensions of the antenna components designed.

The antenna is about to have a microstrip patch with a single radiating element to operate at two frequency bands of 2.4-2.484 GHz and 5.15-5.815 GHz for IEEE 802.11b/g and IEEE 802.11a, respectively. The antenna is considered to operate as a relay between sensors located on the body and non-local station so it’s an advantage for the antenna to be able to have tangential radiation over the body surface in the on-body mode and a boresight pattern in the off-body mode at the frequency bands of 802.11a and 802.11b/g, respectively.

Table 1: Design parameters

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Component</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_f)</td>
<td>1.7 mm</td>
<td>(l_2)</td>
<td>16.8 mm</td>
</tr>
<tr>
<td>(l_{1})</td>
<td>45 mm</td>
<td>(l_3)</td>
<td>5.84 mm</td>
</tr>
<tr>
<td>(l_1)</td>
<td>3 mm</td>
<td>(d_1)</td>
<td>3.3 mm</td>
</tr>
<tr>
<td>(w_1)</td>
<td>1 mm</td>
<td>(d_2)</td>
<td>2.54 mm</td>
</tr>
<tr>
<td>(w_2)</td>
<td>1.35 mm</td>
<td>(d_3)</td>
<td>2.07 mm</td>
</tr>
<tr>
<td>(w_3)</td>
<td>0.75 mm</td>
<td>(s_1)</td>
<td>14 mm</td>
</tr>
<tr>
<td>(l_1)</td>
<td>5.21 mm</td>
<td>(s_2)</td>
<td>2.5 mm</td>
</tr>
</tbody>
</table>

The radiation characteristics of the antenna are controlled by the dimension of the feed line, grounding posts’ location and number of them, length and location...
III. PARAMETER ANALYSIS

With the dimensions given in Table 1, the proposed antenna was simulated and tested in, first free space, then in close proximity of the human body are also investigated. We developed a human body. The human body model was developed in the CST Microwave Studio. It is an adult male of mass 100 kg, height 180 cm and chest circumference of 115 cm, including muscle, skeleton and brain with human tissue. The electrical properties were defined at the frequency band of 2-6 GHz with resolution of 100 MHz, [9]. Figure 2 shows the placement of the antennas on the model. The antenna is placed 0 mm, 2.5 mm and 10 mm apart from the chest of the model. The free space and on body simulated and measured $S_{11}$ of the proposed antenna are illustrated in Fig. 3. In free space simulation, the antenna bandwidth is 28 MHz for the lower band and 116 MHz for the upper band while in measurement 35 MHz and 130 MHz bandwidths are achieved for lower and upper bands, respectively. Nevertheless, bandwidths of 80 MHz and 25 MHz for the upper and lower bands are achieved when the antenna is placed on the human model.

![Fig. 2. The proposed antenna placed on the chest and right leg of the human body model.](image)

Figure 4 depicts the simulated and measured radiation patterns of the proposed antenna. The simulated results show that the maximum gain is about 7.1 dB at 2.44 GHz and 6.6 dB at 5.4 GHz. These are about 6.4 dB and 6.51 dB at 2.49 GHz and 5.56 GHz in measurement, respectively. The simulation shows 75% efficiency at 2.44 GHz and 82% at the upper band (5.4 GHz). It is observed that at the lower frequency band, the radiation pattern is directed towards the body, Figs. 4 (a, b), (it should be mentioned that the mismatch of the back-lob gains is because of measurement tolerance) and at the upper band it is tangential over the body surface, Figs. 4 (c, d). The results also show that when the antenna is placed on the human body model, the maximum gain decreases 0.2 dB at the lower band and increases to 1.35 dB at the upper band compared to the free space simulation. To investigate the antenna performance in the on-body communication mode, two antennas were placed on the chest and left leg of the human body model making an angle of $\Theta=0, 15, -30, -40$ degrees to each other (Fig. 2). Antenna coupling ($|S_{21}|$ path gain) at the on body frequency (5.4 GHz) is shown in Fig. 5. As it can be noticed from Fig. 5, the best path gain is obtained as -33 dB when the antennas are placed in $\Theta=15$.

Generally, the simulation results are in good agreement with those of measurement; though a frequency detuning is observed at the upper band. This may be explained by the manufacturing difficulties. The comparison between this work and related works can be found in Table 2.
Fig. 4. Simulated and measured radiation pattern of the proposed antenna: (a) the radiation pattern in the \(yz\) plane, \(f_0=2.44\) GHz; (b) the radiation pattern in the \(xz\) plane, \(f_0=2.44\) GHz; (c) the radiation pattern in the \(xz\) plane, \(f_0=5.43\) GHz; (d) the radiation pattern in the \(xy\) plane (\(\theta=45^\circ\)), \(f_0=5.43\) GHz.

Fig. 5. S21 path gain of proposed antenna placed on the human body model for \(\Theta=0, 15, 30, 45\) degree.

### Table 2: Comparison of this work with similar works

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size LWh (mm)</th>
<th>Matching BW %</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hertlee et al. [4]</td>
<td>50<em>46</em>3.94</td>
<td>3.4% @ 2.45 GHz</td>
<td>6.9</td>
</tr>
<tr>
<td>Tak et al. [11]</td>
<td>15.5<em>28</em>10.5</td>
<td>4.5% @ 2.45 GHz, 7.2% @ 5.8 GHz</td>
<td>1.5 @ 2.45 GHz, 1.27 @ 5.8 GHz</td>
</tr>
<tr>
<td>Conway et al. [1]</td>
<td>18<em>18</em>9.5 HMMPa, 10 22<em>22</em>4.75 HMMPA5</td>
<td>6.7% HMMPA5, 8.6% HMMPA10</td>
<td>1.2 HMMPA5, 1.5 HMMPA10</td>
</tr>
<tr>
<td>Our work</td>
<td>28<em>28</em>2.439</td>
<td>3.4% @ 2.45 GHz, 12% @ 5.43 GHz</td>
<td>7.1 @ 2.45 GHz, 6.6 @ 5.43 GHz</td>
</tr>
</tbody>
</table>
IV. SAR MODELLING

Having investigated the electromagnetic characteristics of the proposed antenna and the effects of the human body, we now turn our focus on the rate of energy absorption as defined by the specific absorption rate (SAR). Table 3 summarizes the absorbed power, maximum SAR point and 1 gr and 10 gr averaged SAR for the proposed antenna. As it is shown in Table 3, maximum 1 gr SAR of the proposed antenna is 1.2 W/Kg which is 0.4 W/Kg less than the restriction of the USA [13].

Table 3: SAR simulation results

<table>
<thead>
<tr>
<th>Antenna Mode ($f_0$)</th>
<th>Off-Body (2.468 GHz)</th>
<th>On-Body (5.4 GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted power [W] (rms)</td>
<td>0.496953 W</td>
<td>0.469259 W</td>
</tr>
<tr>
<td>Absorbed power (tissue power absorbed)</td>
<td>0.0747296 W (0.033708 W)</td>
<td>0.112307 W (0.0718987)</td>
</tr>
<tr>
<td>Total SAR (rms) [W/kg]</td>
<td>0.000226889 W/Kg</td>
<td>0.000483952 W/Kg</td>
</tr>
<tr>
<td>Max. point SAR (rms) [W/kg]</td>
<td>9.20803 W/Kg</td>
<td>20.5825 W/Kg</td>
</tr>
<tr>
<td>Max. SAR (rms, 1 g) [W/Kg]</td>
<td>0.507495 W/Kg</td>
<td>1.21299 W/Kg U.S &amp; AU limit: 1.6 W/Kg</td>
</tr>
<tr>
<td>Max. SAR (rms, 10 g) [W/Kg]</td>
<td>0.266098 W/Kg</td>
<td>0.417621 W/Kg Europe limit: 2 W/Kg</td>
</tr>
</tbody>
</table>

V. CONCLUSION

An efficient dual band and dual pattern square patch antenna with strip line feed is proposed for on-body and off-body communication modes. The proposed antenna presents much improved gain with one truncated square radiating element than the previous works of the compact dual band and dual mode antennas. Simulated and measured performances of the antenna in free space were shown and the effects of presence a human around the antenna on the radiation characteristics were also investigated by modeling a human body. The antenna showed a horizontal pattern over the body surface at 5.4 GHz for the on-body mode with 7.2 dB gain and a directive radiation pattern at 2.468 GHz for the off-body mode with 6 dB gain at the presence of the human model. The results show that this antenna does not experience significant frequency detuning from the free space resonance at both frequency bands when simulated on the human body model due to shielding provided by the ground plane.

Simulations indicate that localized SAR values of 1 gr are 0.5 W/Kg for lower band and 1.21 W/Kg for the upper band being compatible with the basic restrictions for the general public.
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Abstract — In this paper, a novel coupling structure is presented, which could easily change the coupling nature between combline resonator (CR) and dielectric resonator (DR). This coupling structure is based on electric field orientation of DR operating in TE$_{01\delta}$-mode, through altering the direction of copper sheet in the DR, the excited orientation of electric field would be changed along with the coupling nature between two resonators. To prove this method, two filters using cascaded triplet (CT) coupling relation are designed, fabricated and measured, showing the controllable coupling nature between CR and DR. Measured results confirmed the predicted performance.

Index Terms — Bandpass filter, combline resonator, coupling nature, dielectric resonator.

I. INTRODUCTION

With the rapid development of wireless communication, the frequency spectrum becomes more and more crowded. To utilize the frequency spectrum more efficiently, the bandpass filter in the wireless communication system should have steeper selectivity. Increasing the filter order is a conventional way to improve the selectivity of a bandpass filter, but deteriorate the insertion loss. A better way is introducing transmission zeros by cross-coupling. But, it will make a negative impact on the passband edge performance. Therefore, high $Q$ resonator was employed to improve the passband performance in cross-coupling filters. In 2006, a novel approach to design bandpass filter based on resonators with non-uniform quality factors ($Q$) was firstly reported [1]. More flat passband can be achieved using this method. Then, this method was verified in [2] again, high $Q$ and low $Q$ path were connected in parallel to achieve good improvement of passband performance. In [3], a six-order series filter with non-uniform $Q$ distribution was proposed to show how to select the most critical resonators which should be set high $Q$-factor in the series circuit. Compared with other filters consisting of resonators with uniform $Q$-factor, the application of the non-uniform $Q$ with first and last resonators with lower $Q$-factor value than the rest of the cavities revealed that there is impact only in the absolute losses.

In practical engineering applications, due to the high $Q$ value of dielectric resonator, the DR filters have good in-band performance. Many researches on DRs have been done so far [4-10]. However, spurious bands of DR filters are too closed to be accepted in practical applications. CR filters have good design flexibility, however, the employ of the cross-coupling will sacrifice the passband edge performance [11]. Therefore, in order to achieve steep selectivity and good in-band performance without sacrificing the dimension, CR and DR are both used to design a bandpass filter. Through circuit simulation, the most critical resonator in determining the passband edge performance could be found easily, which means in real model, this resonator should be high Q-factor so that the largest improvement of the passband edge insertion loss can be achieved. And a DR is always used here due to its high-Q characteristic [12]. In this way, the filter could have better out-band performance than dielectric filters and better passband edge performance than combline filters.

In [13], due to the coupling between the feeding probe and second DR cavity, the transmission zero was obtained, and rotating the angle of the feeding position, the transmission zero was shifted to the lower or upper stopband. In the previous designs, the coupling between CR and DR is achieved through the coupling channel which only coupling strength can be adjusted. Therefore, in this letter, a novel coupling structure is proposed to change the coupling nature between TE$_{01\delta}$-mode DR and CR. When the EM-field is coupling from CR to DR, through changing the rotating direction of the coupling structure in DR cavity, the coupling nature between two resonators would be changed. This is the first time that the coupling between CR and DR has been discussed.

II. COUPLING BETWEEN DR AND CR

Figure 1 shows the EM field distributions of a TE$_{01\delta}$-mode DR cavity and a CR cavity. The TE$_{01\delta}$-mode
DR cavity has a loop electric field distribution and the magnetic field distributes alone the axis of the DR disk and at a sufficient distance outside the disk. The CR cavity has a radial electric field distribution outside the metal cylinder which surrounded by the magnetic field. Figure 2 demonstrates the proposed coupling structure. The coupling structure contains three parts, two copper cylinders and one copper sheet. The copper sheet is grounded at both ends (CSGE) by the copper cylinders, which could help fasten the copper sheet and make it stay at the strong EM field area.

Figure 2. The proposed coupling structure.

Figure 3 and Fig. 4 demonstrate the proposed model of the CT-based bandpass filter. Their input and output structures are constructed by CR while the main difference is the rotating direction of the coupling structure in cavity II. When a filter is working at its center frequency, according to the electromagnetic field theory shown below:

\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J} = \mu_0 \frac{\partial \mathbf{E}}{\partial t} + \mathbf{J}. \]

The coupling current and the electric field are in the same direction. As shown in Fig. 3 and Fig. 4, when electromagnetic field is coupling from cavity I (CR) to cavity II (DR), the radial electric field of the CR will lead to the coupling current flowing from cavity I to cavity II through the CSGE. Then the direction of the coupling current determines the clockwise rotating direction of the TE_{01,\phi}-mode electric field in DR. Comparing Fig. 3 (b) with Fig. 4 (b), due to the different rotating direction of the CSGE between cavity II and cavity III, the induced coupling current had different flow directions. Therefore, the phase of the coupling current is changed by the type of the rotating direction, which results in different coupling nature between CR and DR.

The coupling coefficient between CR and DR is calculated by the Y-matrix method [14]. The EM-field is changed through changing the insertion depth of the tuning screws alone with the self- and mutual-coupling coefficient, which results in the controllable filter function. Figure 5 shows how to set the lumped port in CR and DR cavity when calculating the coupling coefficient between them. The port impedance should be studied before calculating the coupling strength. Figure 6 shows the computed coupling coefficients between CR and DR with different rotating angle \( \theta \) of the CSGE in the DR cavity. The coupling coefficient increases along with the rotating angle \( \theta \) of the CSGE in the DR cavity.

Figure 3. The proposed CT-based bandpass filter with the same rotating direction of two CSGEs between DR and two CRs: (a) 3-D view and (b) top view.

Figure 4. The proposed CT-based bandpass filter with the opposite rotating direction of two CSGEs between DR and two CRs: (a) 3-D view and (b) top view.

Figure 5. The way to set the lumped port in the CR and DR cavity when using the Y-matrix method: (a) CR cavity and (b) DR cavity.
III. FILTERS DESIGN

To verify the approach above, two CT-based bandpass filters [15] contain two CRs and one DR have been simulated, fabricated and measured. Two CRs were employed to build the input and output (I/O) structure of the two CT-based bandpass filter. The DR used in this design has a dielectric constant of 46. The details of the single DR cavity structure are shown in Fig. 7, where $DIE_D=28.6$ mm, $H1_D=8.6$ mm, $DIE_H=2$ mm, $DR_H=11.5$ mm, $DR_H1=8$ mm, $DR_D=23.5$ mm, $H_D=17.5$ mm. As shown in Fig. 7 (b), the cavity is pentagonal from the top view. The distance from the edge to the center point of the cavity is 26 mm ($CAV_DIS$), and the height is 30 mm. Besides, the details of the single CR cavity structure are shown in Fig. 8, where $CAV_a=38$ mm, $CAV_h=25$ mm, $COM_D1=14$ mm, $COM_D2=12$ mm, $COM_hin=16$ mm, $COM_hout=22.5$ mm. The cavity is also pentagonal from the top view. The distance from the edge to the center point of the cavity is 19 mm ($CAV_DIS$). The type of the tuning screw is M4.

The coaxial connectors were associated with the first and last CR through two sheet metals. Two tuning screws were introduced to control the external quality factor $Q_{ex}$ after fabrication. Figure 9 shows the computed external quality factor $Q_{ex}$ of different screw insertion depths and various heights of the linked metal block.

Both of the proposed Chebyshev three-pole filters have a passband ripple of 0.0694 dB, a center frequency at 1.772 GHz and a bandwidth of 45 MHz. One of them has a transmission zero located at 1.68 GHz, thus the inter-resonator coupling value $K_{12}=-K_{23}=0.024$, $K_{13}=0.0057$, and external quality factor $Q_{ex}=37.29$ were required [16]. The other one had a transmission zero located at 1.84 GHz, which resulted in the inter-resonator coupling value $K_{12}=K_{23}=0.023$, $K_{13}=0.0089$, and the external quality factor $Q_{ex}=37.28$.

Fig. 7. Single DR cavity with tuning dielectric disk: (a) side view and (b) top view.

Fig. 8. Single CR cavity with tuning dielectric disk: (a) side view and (b) top view.

Fig. 9. $Q_{ex}$ of different screw insertion depths as a function of the heights of the linked metal block.

The photographs of two fabricated three-pole bandpass filters are given in Fig. 10. The housings of two filters are constructed from aluminum. Figure 11 shows the E-M simulated and measured result of the proposed CT-based bandpass filters. In Fig. 11 (a), the two CSGEs in DR rotate in the same direction, which means that the coupling natures between two CRs and DR are the same. Therefore, the transmission zero (TZ1) appears at the upper stopband. However, in Fig. 11 (b), the rotating directions of two CSGEs in the DR are different. It means that the coupling natures between
DR and two CRs are different, which results in that the transmission zero (TZ1) appears at the lower stopband. Moreover, as shown in Fig. 11, the extra transmission zero appears at the upper stopband (TZ2) are caused by the CSGEs. The reason is that the CSGE serves as not only a coupling structure but also a half-wavelength resonator with two shorted ends.

Fig. 10. Photograph of two fabricated three-pole bandpass filter: (a) filter 1 and (b) filter 2.

Fig. 11. E-M Simulated and measured result of the proposed CT-based bandpass filter: (a) response of fabricated filter shown in Fig. 10 (a), and (b) response of fabricated filter shown in Fig. 10 (b).

IV. CONCLUSION
A novel structure to change the coupling nature between TE$_{01}$-mode DR and CR was proposed in this letter. Different coupling nature between DR and CR has been achieved through altering the rotating direction of the coupling structure in TE$_{01}$-mode DR. The coupling strength was enhanced due to the employ of the copper cylinders located at both sides of the copper sheet. Tuning screws were introduced to achieve the adjustability of the coupling coefficients. In order to verify the proposed method, two CT-based bandpass filters contain CR and DR were designed, fabricated and measured, respectively. The simulated and measured results prove the effectiveness of the proposed method.
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Abstract — An X-band H-plane wideband substrate-integrated waveguide (SIW) T-junction power divider with unequal-power-division ratio is presented. Several inductive posts are used to have arbitrary power dividing ratio and also to control the phase difference. The position and diameter of these posts tune the power-split ratio and the phase difference in whole bandwidth. Parametric studies have been done to choose the best positions and diameters to get better results. Two different prototypes have been verified the proposed technique. They are designed and fabricated at a center frequency of 11 GHz. The measured input impedance bandwidths are 54% for $\Delta_{\text{out}}=3$ dB and 45% for $\Delta_{\text{out}}=6$ dB respectively.

Index Terms — Arbitrary power, dividing ratio, power divider, SIW.

I. INTRODUCTION

Rectangular waveguide components are one of the essential parts in microwave and millimeter wave systems. Although metallic rectangular waveguides have been utilized wildly, they are less practical, due to their weight, bulky shape and size and difficult integration with planar circuits. SIW is an alternative technology that overcomes all mentioned problems [1-5]. SIW technology is common because of its easy integration, high quality factor, small dimension, planar structure and easy fabrication. A lot of applications using substrate-integrated-waveguide technology have been reported [1-8], [12].

Power dividers are one of the most fundamental and crucial components of microwave circuits and networks. They are one of the important parts of feeding networks and circuits. Arbitrary power dividing ratio over a wide bandwidth is required for feeding systems which are used in various applications such as phased-array antennas and SIW slot array antennas. In order to reach this goal, some studies have been carried out on investigating of H-Plane T-junction power dividers and lots of articles have been reported [1-7], [9]. In [10], multiple posts are used to demonstrate the flexibility and usefulness of designing SIW power divider. Three inductive posts resulted in a good matching at input port and output ports and also equal power division ratio at two output ports. In [11], unequal power dividing ratio over a broadband is provided by corner structure and three inductive posts. Adjusting the position and diameter of the inductive posts gives an arbitrary power-split ratio. In this article, a novel design of H-plane broadband substrate-integrated waveguide (SIW) T-junction power divider with unequal-power-division is proposed. By using multiple posts technique, the power-split ratio is tuned and the phase difference is controlled in whole bandwidth. The position and diameter of multiple posts adjust the output power-division ratio ($\Delta_{\text{out}}$) and phase difference.

II. DESIGN PROCEDURE

A typical structure of T-junction SIW power divider which covers the X-band frequency range (8-12 GHz) is shown in Fig. 1. T-junction SIW power divider consists of three SIW transmission lines and three SIW to microstrip line transitions and an inductive post. In order to have impedance and mode matching transition from SIW to 50 $\Omega$ microstrip line is required.

Fig. 1. Geometry of equal output SIW power divider.
The mode of microstrip line is quasi-TEM and the mode of SIW is TE\(_{10}\), the transition part matches these two different modes. Thus, the transition is an essential part of the project and plays an important role in designing. The design parameters of the equal power divider which are optimized are given in Table 1. The input width of the microstrip line is designed by considering its impedance equal to 50 Ω. The dimension of the SIW parts are calculated based on the equivalent waveguide circuit [3] and the frequency of operation and cut off frequency. Then matching the SIW to microstrip line is defined as taper. All of these parameters have been optimized by HFSS.

Table 1: The parameters of equal power divider

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>W(_{50})</td>
<td>1.1 mm</td>
<td>W(_{50})(input)</td>
<td>1.1 mm</td>
</tr>
<tr>
<td>L(_{50})</td>
<td>2.61 mm</td>
<td>L(_{50})(input)</td>
<td>1.38 mm</td>
</tr>
<tr>
<td>W(_{taper})</td>
<td>4.56 mm</td>
<td>L(_{taper})(input)</td>
<td>12.11 mm</td>
</tr>
<tr>
<td>L(_{taper})</td>
<td>10.78 mm</td>
<td>W(_{taper})(input)</td>
<td>5.2 mm</td>
</tr>
<tr>
<td>W(_{SIW})</td>
<td>11.4 mm</td>
<td>L(_c)</td>
<td>3.75 mm</td>
</tr>
<tr>
<td>d</td>
<td>1 mm</td>
<td>P</td>
<td>0.2 mm</td>
</tr>
<tr>
<td>C(_1)</td>
<td>6.4 mm</td>
<td>a</td>
<td>51.2 mm</td>
</tr>
<tr>
<td>C(_2)</td>
<td>6.2 mm</td>
<td>b</td>
<td>41.5 mm</td>
</tr>
<tr>
<td>E(_1)</td>
<td>10 mm</td>
<td>Z(_1)</td>
<td>2.4 mm</td>
</tr>
<tr>
<td>E(_2)</td>
<td>3.2 mm</td>
<td>Z(_2)</td>
<td>1.8 mm</td>
</tr>
<tr>
<td>E(_3)</td>
<td>24.4 mm</td>
<td>Z(_3)</td>
<td>2.14 mm</td>
</tr>
</tbody>
</table>

The inductive post reduces reflection in input port and optimizes the S\(_{11}\) in a wide frequency band. The important and decisive parameters of this via hole are the diameter and the location. The post is situated at the center of this power divider. The equivalent circuit of inductive post is a parallel susceptance. Altering the diameter and the place of this post resulted in adjusting the reflecting signals, the power division ratio and the phase difference.

The proposed unequal SIW power divider is illustrated in Fig. 2. According to Fig. 2, three inductive posts are used to obtain a different power division ratio at output ports.

As mentioned in [10], placing posts 1 and 2 at the end of input arm in symmetrical way lead to having equal outputs and improving the amount of coupling between the input port and the output ports which reduce S\(_{11}\). So changing the position of one of these posts leads to unequal power-split ratio because in this way most of the power goes to output 1 and the rest goes to the other port. In fact, these posts affect current which has direct relation with H-field, which is shown in Fig. 2 (b). The distance between two posts and the radius of posts are helped to have adjustable power-split ratio. In fact, these posts make a bend which lead the most of power to output 1. In the printed circuit board technology the posts are realized with metallic via. The dimension and location of these two posts, that are located in input arm, specify the various levels of outputs. Post 3, which is situated in output 1, optimize S\(_{11}\) and affects the reflection coefficient. In addition, by changing the position of this post, phase difference is tunable.

Fig. 2. (a) The SIW power divider with Δ\(_{\text{out}}\) = 3dB, and (b) the H-field of proposed structure.

As mentioned, the position and diameter of multiple posts adjust the outputs power-division ratio and phase difference. In the following, the effects of changing the position (x, y) and the diameter of posts on return loss have been investigated. As the Fig. 3 shows, 0.5 mm changes in placement of post 1 just affects S\(_{11}\) and does not have much effect on Δ\(_{\text{out}}\). So x=23.2 mm is chosen in order to have better bandwidth and S\(_{11}\).

Figure 4 depicts that 0.5 mm changes in the y position of post 1 has a great effect on return loss on whole frequency band especially from 8 GHz to 9.5 GHz. Preferred y position is y=30.3 mm, because deeper return loss and wider bandwidth are achieved in this position.

Second important parameter to design unequal power divider is the diameter of the inductive posts. Figure 5 demonstrates that the diameter of post 1 change S\(_{11}\) and does not affect the outputs.

Based on Fig. 6, the position of inductive post 2 does not have the same result of Δ\(_{\text{out}}\) in all frequencies. According to Fig. 7, the y position of post 2 play an important role in setting the Δ\(_{\text{out}}\) and having an arbitrary
power division ratio. In addition, it has a great impact on return loss. Choosing the right position is completely crucial. It can be understood from Fig. 8 that, the diameter of post 2, which modify S-parameters, does not have steady effect on whole frequency band. It mostly shows its influence from 8.5 GHz to 9.5 GHz.

Fig. 3. The effect of changing the x (position) of post 1.

Fig. 4. The effect of changing the y (position) of post 1.

Fig. 5. The effect of changing the d (diameter) of post 1.

Fig. 6. The effect of changing x (position) of post 2.

Fig. 7. The effect of changing the y (position) of post 2.

Fig. 8. The effect of changing the d (diameter) of post 2.

Figures 9, 10 and 11 indicate that changing the x position and diameter of post C affect return loss and do not change the power division ratio so much. On the other hand, y position has a challenging effect on $\Delta_{\text{out}}$, however the effect is not stable over the whole bandwidth. It has been illustrated in Figs. 12 and 13 that the x position of post 3 is more crucial than the y position and moving the post in the x direction lead to considerable changes in return loss and power division ratio specially from 8 GHz to 10 GHz, which is not steady in whole bandwidth. Little change from 8 GHz to 14 GHz is resulted from altering the y position. The result of modifying the diameter of post 3 is shown in Fig. 14, which indicates that in comparison with the changing the x and y position, it does not affect return loss and $\Delta_{\text{out}}$ very much.

Post 1 affects the return loss and bandwidth. The best result of the bandwidth depends on choosing the right y position. Although post 1 affects $S_{11}$, it does not change the $\Delta_{\text{out}}$. Any change in the position or the radius of post 2 affects bandwidth, $S_{11}$ and also power-split ratio. The important factor is the y position of this post which leads to steady change of $\Delta_{\text{out}}$. The x position of post 3 is really crucial. Altering it results in different $S_{11}$, bandwidth and unsteady $\Delta_{\text{out}}$. Also, by changing the x position of this post the phase difference can be tuned. Post C mostly affects bandwidth and return loss. Choosing the best y position for this post is really important. Finally, it can be seen that post 2 is more effective than post 1 and is the main factor to determine
the power division ratio. The most effective parameter is
the diameter of post 2 which has a relatively steady
change in whole bandwidth. Also, moving post C and
post 3 toward y axial lead to significant change. So the
position and diameter of these posts are the determinant
factors of designing the unequal power dividers.

Fig. 9. The effect of changing x (position) of post C.

Fig. 10. The effect of changing the y (position) of post
C.

Fig. 11. The effect of changing the d (diameter) of post
C.

Fig. 12. The effect of changing x (position) of post 3.

Fig. 13. The effect of changing the y (position) of post 3.

Fig. 14. The effect of changing the d (diameter) of post
3.

The two examples of power dividers with unequal
outputs and different power dividing ratio were
simulated by Ansoft HFSS. Two prototypes are fabricated
on Rog4003 substrate of thickness 0.508 mm and
tanδ=0.0027 and dielectric constant is 3.55. Fabricated
structures are shown in Fig. 15. The first structure which
is designed, has Δ_{out}=3 dB and the Δ_{out} of the second one
is 6 dB. The positions of the inductive posts are given in
Tables 2 and 3. The simulation results of the presented
structures are verified by Network Analyzer and there is
a good agreement between simulation results and
measured results.

Figures 16 and 17 present the comparison of
measured and simulated results. Measured results show
that Δ_{out} of the first sample is about 3 dB over the whole
bandwidth from 8.2 GHz to 14.3 GHz, that is 54% of the
bandwidth. In addition, return loss is better than 13 dB.
The phase difference is about 0 degree.

Fig. 15. The proposed power dividers.
Table 2: The position of posts in power divider with $\Delta_{\text{out}}=3\,\text{dB}$

<table>
<thead>
<tr>
<th>Position</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post 1</td>
<td>(23.2, 30.3)</td>
</tr>
<tr>
<td>Post 2</td>
<td>(27.6, 20.9)</td>
</tr>
<tr>
<td>Post 3</td>
<td>(36.9, 31.6)</td>
</tr>
<tr>
<td>Post c</td>
<td>(33.25, 25.6)</td>
</tr>
</tbody>
</table>

Table 3: The position of posts in power divider with $\Delta_{\text{out}}=6\,\text{dB}$

<table>
<thead>
<tr>
<th>Position</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post 1</td>
<td>(23.2, 30.3)</td>
</tr>
<tr>
<td>Post 2</td>
<td>(27.6, 21.1)</td>
</tr>
<tr>
<td>Post 3</td>
<td>(36.7, 31.6)</td>
</tr>
<tr>
<td>Post c</td>
<td>(33.1, 25.6)</td>
</tr>
</tbody>
</table>

The other power divider with a power division ratio 1:4 has about 45% bandwidth of 8.8 GHz to 14.5 GHz (Fig. 18). The $S_{11}$ is about -12 dB over the whole bandwidth. $\Delta_{\text{phase}}$ is about 180 deg. (shown in Fig. 19). It can be observed that the phase is steady from 8.8 GHz to 14 GHz, which is depicted in Fig. 20. Designing an unequal SIW T-junction with an arbitrary output ratio over a wideband is flexible and effective.

The designs when compared to the previous power dividers with arbitrary power division ratio in Table 4 show significantly better fractional bandwidth and also selectable power-split ratio and phase difference. Phase difference can be near zero or about 180°.

Table 4: Comparison between this structure and some reported work

<table>
<thead>
<tr>
<th>Reference</th>
<th>$\Delta_{\text{out}}$ (dB)</th>
<th>Center Frequency</th>
<th>Fractional Bandwidth</th>
<th>Adjusted Phase Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10]</td>
<td>3.4</td>
<td>10 GHz</td>
<td>40%</td>
<td>No</td>
</tr>
<tr>
<td>[13]</td>
<td>6</td>
<td>23 GHz</td>
<td>12%</td>
<td>No</td>
</tr>
<tr>
<td>[14]</td>
<td>6</td>
<td>32.5 GHz</td>
<td>44.06%</td>
<td>No</td>
</tr>
<tr>
<td>This work</td>
<td>3</td>
<td>11 GHz</td>
<td>54%</td>
<td>Yes</td>
</tr>
<tr>
<td>This work</td>
<td>6</td>
<td>11 GHz</td>
<td>45%</td>
<td>Yes</td>
</tr>
</tbody>
</table>

III. CONCLUSION

In this article, a new design for adjusting the output power level of the SIW T-junction power divider at X-
band has been introduced. Using multiple posts in the power divider resulted in flexible and suitable design over a broadband. The position and diameter of post 2, 3 and C are really challenging. In this article the power division ratio is controlled by the diameter and the positions of the posts 1 and 2. In addition, return loss is optimized by using post 3 and post C. The easily modifying of the output level with post’s positions and diameters show that this power divider could have an important role in millimeter wave systems.
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Abstract — Communication industry is in rapid growth in the last years. Efficient small antennas are crucial in the development of medical systems. Low efficiency is the major disadvantage of small antennas. Meta material technology is used to improve the efficiency of small antennas. Design tradeoffs, computed and measured results of wearable meta-materials antennas with high efficiency are presented in this paper. All antennas were analyzed by using 3D full-wave software, ADS. The antennas electrical parameters on the human body are presented. The gain and directivity of the patch antenna with split-ring resonators, SRR, is higher by 2.5 dB than the patch antenna without SRR. The resonant frequency of the antennas with SRR is lower by 5% to 10% than the antennas without SRR. The resonant frequency of the antenna with SRR on human body is shifted by 3%.

Index Terms — Metamaterial antennas, printed antennas.

I. INTRODUCTION

Printed antennas are widely used in communication systems. Features of microstrip antennas such as low profile, flexible, light weight, compact and low production cost are crucial for wireless systems. Compact printed antennas are presented in journals and books, as referred in [1]-[4]. However, small printed antennas suffer from low efficiency. Meta material technology is used to design small printed antennas with high efficiency. Printed wearable antennas were presented in [5]. Artificial media with negative dielectric permittivity were presented in [6]. Periodic SRR and metallic posts structures may be used to design materials with dielectric constant and permeability less than 1 as presented in [6]-[14]. In this paper, meta-material technology is used to develop small antennas with high efficiency. Electrical properties of human tissues have been investigated in several papers such as [15-16]. Wearable antennas have been presented in papers in the last years as referred in [17-23]. The computed and measured bandwidth of the antenna with SRR and metallic strips is around 50% for VSWR of 2.3:1.

II. ANTENNAS WITH SRR

A microstrip printed antenna with SRR is shown in Fig. 1. The microstrip loaded dipole antenna with SRR in Fig. 1 provides horizontal polarization. The slot antenna provides vertical polarization. The resonant frequency of the antenna with SRR is 400 MHz. The resonant frequency of the antenna without SRR is 10% higher. The antennas shown in Fig. 1 consist of two layers. The dipole feed network is printed on the first layer. The radiating dipole with SRR is printed on the second layer. The thickness of each layer is 0.8 mm. The dipole and the slot antenna create dual polarized antenna. The computed S11 and antenna gain are presented in Fig. 2. The length of the antenna shown in Fig. 1 is 19.8 cm.

Fig. 1. Printed antenna with split ring resonators.

Fig. 2. Antenna with SRR, computed S11.
The length of the antenna without SRR is 21 cm as presented in [5]. The ring width is 1.4 mm the spacing between the rings is 1.4 mm. The antennas was designed by using ADS software. Directivity and gain of the antenna with SRR is around 5.5 dBi. Location and dimensions of the matching stubs was tuned to get the best VSWR results for the antennas presented in Fig. 1 and Fig. 3. The length of the stub S is 10 mm. The antenna axial ratio may be varied from 0 dB to 30 dB by optimizing the locations and the number of the coupling stubs. The number of coupling stubs in Fig 1 is three. Moreover, the antenna axial ratio value may be tuned by varying the position of the slot feed line. The measured bandwidth of the antenna without SRR is around 10% for VSWR better than 2:1. The antenna beam width is 100°. The antenna gain is around 2d Bi to 3 dBi. There is a good agreement between measured and computed results. The antenna presented in Fig. 1 has been modified as shown in Fig. 3. The location and the dimension of the coupling stubs have been modified to get wider bandwidth as shown in Fig. 4. The location and the dimension of the coupling stubs in Fig. 1 were optimized, as shown in Fig. 5, to get two resonant frequencies.

The first resonant frequency is 370 MHz, as shown in Fig. 6. Metallic strips have been added to the antenna with SRR as presented in Fig. 7. The antenna gain and computed S11 of the antenna with metallic strips is presented in Fig. 8. The antenna bandwidth is around 40% for VSWR better than 2.5:1. The 3D computed radiation pattern is shown in Fig. 9. Directivity and gain of the antenna with SRR is around 5.5dBi as shown in Fig. 10. The length of the antennas with SRR is smaller by 5% than the antennas without SRR. Moreover, the resonant frequency of the antennas with SRR is lower by 5% to 10%. The feed network of the antenna in Fig. 7 was optimized to yield VSWR better than 2:1 in frequency range of 250 MHz to 420 MHz as shown in Fig. 11. Optimization of the number of the coupling stubs and the distance between the coupling stubs may be used to tune the antenna resonant frequency. The current distribution along the antenna with SRR and two coupling stubs is shown in Fig. 12. The SRR have an important role in the radiation characteristics of the antenna. The antenna with two coupling stubs has two resonant frequencies. The first resonant frequency is 370 MHz and the second resonant frequency is 420 MHz.
The computed S11 parameter of the antenna with two coupling stubs is presented in Fig. 13. The 3D radiation pattern for antenna with two coupling stubs is shown in Fig. 14. The antenna with metallic strips was optimized to yield wider bandwidth as shown in Fig. 15. The S11 parameter of the modified antenna with metallic strips is presented in Fig. 16. The antenna bandwidth is around 50% for VSWR better than 2.3:1. Comparison between antennas with and without SRR is given in Table 1. The measured results agrees with the computed results.
Table 1: Comparison between antennas with SRR

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Freq. (MHz)</th>
<th>VSWR</th>
<th>Gain (dBi)</th>
<th>Length (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>With SRR</td>
<td>434</td>
<td>10</td>
<td>5.5</td>
<td>19.8</td>
</tr>
<tr>
<td>Without SRR</td>
<td>400</td>
<td>10</td>
<td>2.5</td>
<td>21</td>
</tr>
<tr>
<td>SRR and Strips</td>
<td>300</td>
<td>50</td>
<td>5.5</td>
<td>19.8</td>
</tr>
</tbody>
</table>

**III. FOLDED DIPOLE META-MATERIAL ANTENNA WITH SRR**

The length of the antenna shown in Fig. 1 may be reduced from 20 cm to 7 cm by folding the printed dipole as shown in Fig. 17. The antenna bandwidth is around 10% for VSWR better than 2:1. The antenna beam width is around 100º. The antenna gain is around 2 to 3 dBi. The size of the antenna with SRR shown in Fig. 1 may be reduced by folding the printed dipole as shown in Fig. 18. The dimensions of the folded dual polarized antenna with SRR presented in Fig. 18 are 11x11x0.16 cm. Figure 19 presents the antenna computed S11 parameters. The antenna bandwidth is 10% for VSWR better than 2:1. The computed radiation pattern of the folded antenna with SRR is shown in Fig. 20.

**IV. STACKED PATCH ANTENNA WITH SRR**

At first a stacked patch antenna [1-3] has been designed. The second step was to design a patch antenna with SRR. The antenna consists of two layers. The first layer consists of FR4 substrate with dielectric constant...
of 4. The second layer consists of RT-Duroid 5880 with
dielectric constant of 2.2. The dimensions of the antenna
shown in Fig. 21 are 33x20x3.2 mm. The antenna
bandwidth is around 5% for VSWR better than 2.5:1.
The antenna beam width is 72°.

The antenna gain is 7 dBi. The computed S11
parameters are presented in Fig. 22. Radiation pattern of
the stacked patch is shown in Fig. 23. The antenna with
SRR is shown in Fig. 24. This antenna has the same
structure as the antenna shown in Fig. 21. The ring width
is 0.2 mm the spacing between the rings is 0.25 mm.
Twenty eight SRR are placed on the radiating element.
There is a good agreement between measured and
computed results. The measured S11 parameters of the
antenna with SRR are presented in Fig. 25. The antenna
bandwidth is around 12% for VSWR better than 2.5:1.
By adding an air space of 4 mm between the antenna
layers the VSWR was improved to 2:1. The antenna gain
is around 9 to 10 dBi. The antenna computed radiation
pattern is shown in Fig. 26. The antenna beam width is
around 70°. The gain and directivity of the stacked patch
antenna with SRR is higher by 2 dB to 3 dB than patch
the antenna without SRR.
V. PATCH ANTENNA LOADED WITH SRR

A patch antenna with split ring resonators has been designed. The antenna is printed on RT-DUROID 5880 dielectric substrate with dielectric constant of 2.2 and 1.6 mm thick. The dimensions of the microstrip patch antenna shown in Fig 27 are 33x16.6x3.2 mm. The antenna bandwidth is around 14% for S11 lower than -7.5 dB. The antenna bandwidth is 16% for VSWR better than 3:1. The antenna beam width is around 72°. The antenna gain is around 8 dBi. The computed S11 results are presented in Fig. 28. The gain and directivity of the antenna with SRR is higher by 3 dB than the patch antenna without SRR.

VI. METAMATERIAL ANTENNAS IN VICINITY TO THE HUMAN BODY

The meta-materials antennas S11 variation in vicinity of the human body were computed by using the structure presented in Fig. 29 (a). Electrical properties of human body tissues are given in Table 2, see [15]. The antenna location on the human body is taken into account by computing S11 for different dielectric constant of the body tissues. The variation of the dielectric constant of the body from 43 at the stomach to 63 at the colon zone shifts the antenna resonant frequency by to 2%. The antenna was placed inside a belt with thickness between 1 to 4mm as shown in Fig. 29 (b). The belt dielectric constant was varied from 2 to 4. The antennas impedance was computed and measured for air spacing of 0 mm to 8 mm, between the patient shirt and the antennas. The dielectric constant of the patient shirt was varied from 2 to 4. Figure 30 presents S11 results of the antenna with SRR shown in Fig. 12 on the human body. The antenna resonant frequency is shifted by 3%. Figure 31 presents S11 results of the antenna with SRR and metallic strips, shown in Fig. 15. The antenna resonant frequency is shifted by 1%. Results presented in Fig. 31 indicate that the antenna has V.S.W.R better than 2.3:1 for 50% bandwidth. The radiation pattern of the antenna with SRR and metallic strips on human body is presented in Fig. 32. Figure 33 presents S11 results for different belt thickness, shirt thickness and air spacing between the antennas and human body for the antenna without SRR. One may conclude from results shown in Fig. 33 that, the antenna has S11 better than -9.5 dB for air spacing up to

Fig. 26. Radiation pattern for patch with SRR.

Fig. 27. Patch antenna with split ring resonators.

Fig. 28. Patch with SRR, computed S11.
8 mm between the antennas and the human body. Tunable wearable antenna may be used to control the antenna resonant frequency at different positions on the human body, see [24]. Figure 34 presents S11 results of the folded antenna with SRR, shown in Fig. 18, on the patient body. The antenna resonant frequency is shifted by 2%. The radiation pattern of the folded antenna with SRR on human body is presented in Fig. 35.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Property</th>
<th>434 MHz</th>
<th>1200 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stomach</td>
<td>$\sigma$</td>
<td>0.67</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>42.9</td>
<td>39.06</td>
</tr>
<tr>
<td>Colon, muscle</td>
<td>$\sigma$</td>
<td>0.98</td>
<td>1.43</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>63.6</td>
<td>59.41</td>
</tr>
<tr>
<td>Fat</td>
<td>$\sigma$</td>
<td>0.045</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>5.02</td>
<td>4.58</td>
</tr>
</tbody>
</table>

Fig. 29. (a) Antenna environment and (b) patient.

Fig. 30. S11 of the antenna with SRR on the human body.

Fig. 31. Antenna with SRR S11 results on a patient.

Fig. 32. Radiation pattern for antenna with SRR shown in Fig. 16 on the human body.

Fig. 33. S11 results for different locations relative to the human body for the antenna without SRR.

Fig. 34. Folded antenna with SRR, S11 on the body.
Fig. 35. Radiation pattern of the folded antenna with SRR on human body.

VII. METAMATERIAL WEARABLE ANTENNAS

The proposed meta-materials antennas may be placed on the patient body as shown in Fig. 36 (a). The patient in Fig. 36 (b) is wearing a wearable antenna. The antennas belt is attached to the patient front or back body. The cable from each antenna is connected to the medical system. The received signals are transferred via a SP8T switch to the receiver. The medical system selects the signal with the highest power. Usually the received signal during medical test with fat persons is higher than the received signal during medical test with thin persons. The explanation is that the dielectric constant and conductivity of fat is much lower than the dielectric constant and conductivity of muscle and bone. The antennas electrical characteristics on human body have been measured by using a phantom that represents the human body electrical properties as presented in [5]. In several wearable systems the distance separating the transmitting and receiving antennas is in the near field zone. In the near-field area the antennas are magnetically coupled and only near field effects should be considered.

In the age of wireless products the proposed antennas are critical in developing efficient wearable systems. A photo of meta-material patch antenna with SRR is shown in Fig. 37.

![Meta-material patch antenna with SRR](image)

Fig. 37. Meta-material patch antenna with SRR.

VIII. ANALYSIS OF WEARABLE ANTENNAS

The major issue in the design of wearable antennas is the interaction between RF transmission and the human body. Electrical properties of human body tissues should be considered in the design of wearable antennas.

The dielectric constant and conductivity of human body tissues may be used to calculate the attenuation $\alpha$ of RF transmission through the human body. Figure 38 presents attenuation values of human tissues. Stomach tissue attenuation at 500 MHz is around 1.6 dB/cm. In Table 3 advantages of patch antennas with SRR is listed.

Results presented in Tables 1 and 3 show that antennas with SRR are more efficient, smaller and have a wider bandwidth than similar antennas without SRR. There is a good agreement between measured and computed results.

<table>
<thead>
<tr>
<th>Patch</th>
<th>Freq. (GHz)</th>
<th>Dimensions (mm)</th>
<th>VSWR</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patch</td>
<td>3.95</td>
<td>36x20x3.2</td>
<td>2%</td>
<td>4.5</td>
</tr>
<tr>
<td>Patch with SRR</td>
<td>3.75</td>
<td>33x20x3.2</td>
<td>10%</td>
<td>7.5</td>
</tr>
<tr>
<td>Patch with SRR</td>
<td>5.1</td>
<td>33x16.6x3.2</td>
<td>14%</td>
<td>7.5</td>
</tr>
<tr>
<td>Stacked Patch</td>
<td>3.9</td>
<td>33x20x3.2</td>
<td>6%</td>
<td>7</td>
</tr>
<tr>
<td>Stacked Patch - SRR</td>
<td>3.5</td>
<td>33x20x3.2</td>
<td>12%</td>
<td>9.5</td>
</tr>
</tbody>
</table>

\[
\gamma = \sqrt{j\omega\mu(\sigma + j\omega)} = \alpha + j\beta, \quad (1)
\]

\[
\alpha = Re(\gamma). \quad (2)
\]

![Attenuation of human body tissues](image)

Fig. 38. Attenuation of human body tissues.

**Table 3: Advantages of patch antennas with SRR**

<table>
<thead>
<tr>
<th>Patch</th>
<th>Freq. (GHz)</th>
<th>Dimensions (mm)</th>
<th>VSWR</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patch</td>
<td>3.95</td>
<td>36x20x3.2</td>
<td>2%</td>
<td>4.5</td>
</tr>
<tr>
<td>Patch with SRR</td>
<td>3.75</td>
<td>33x20x3.2</td>
<td>10%</td>
<td>7.5</td>
</tr>
<tr>
<td>Patch with SRR</td>
<td>5.1</td>
<td>33x16.6x3.2</td>
<td>14%</td>
<td>7.5</td>
</tr>
<tr>
<td>Stacked Patch</td>
<td>3.9</td>
<td>33x20x3.2</td>
<td>6%</td>
<td>7</td>
</tr>
<tr>
<td>Stacked Patch - SRR</td>
<td>3.5</td>
<td>33x20x3.2</td>
<td>12%</td>
<td>9.5</td>
</tr>
</tbody>
</table>

**Fig. 36.** (a) Medical system with wearable antennas, and (b) patient with printed wearable antenna.
IX. CONCLUSION

Meta material technology is used to develop small antennas with high efficiency for medical systems. A new class of printed meta-materials antennas with high efficiency is presented. The bandwidth of the antenna with SRR and metallic strips is around 50% for VSWR better than 2.3:1. Optimization of the feed network, number of the coupling stubs and the length of the coupling stubs may be used to tune the antenna resonant frequency, radiation characteristics and the number of resonant frequencies. The length of the antennas with SRR is smaller by 5% than the antennas without SRR. Moreover, the resonant frequency of the antennas with SRR is lower by 5% to 10% than the antennas without SRR. The gain and directivity of the patch antenna with SRR is higher by 2 to 3 dB than the patch antenna without SRR. Measured results agrees with computed results.
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Abstract — The multiscale simulation usually leads to dense meshes discretization for fine structures, thus making time step size of the spectral-element time-domain (SETD) method extremely small to ensure stability for explicit scheme. In this paper, a hybrid explicit-implicit scheme for SETD is proposed to deal with the simulation of multiscale electromagnetic problems. The central-difference is applied for the coarse region with large cells and the Newmark-Beta scheme is for the fine region with small cells. Then a large size of time step can be selected in the whole domain instead of the one limited by the smallest cell. When solving the matrix equation formed by the implicit scheme, two approaches are employed. One uses the sparse matrix solver UMFPACK directly and the other involves an explicit and iterative scheme. Numerical results show that the hybrid method is an efficient alternative to conventional SETD method for multiscale simulation.

Index Terms — Explicit-implicit, iterative Newmark-Beta, multiscale, spectral-element time-domain (SETD) method.

I. INTRODUCTION

When handling the multiscale electromagnetic simulations, traditional techniques face great challenges as some small grids may appear in very fine structures, which will result in a very small size of time step for the whole domains to obtain a stable solution [1]. Therefore, it will waste a lot of time because in other coarse domains a larger size of time step can be used. Unconditionally stable methods are often employed for the fine features as the time step size can be chosen in spite of the restriction between the time step size and the space step to guarantee stability [2]. However, most of the existing unconditionally stable techniques are implicit, which generally need a matrix solution. FDTD (finite-difference time-domain) is a very useful and simple time domain method [3]-[6], and some implicit methods are proposed based on FDTD such as the CN (Crank-Nicolson)-FDTD [8], ADI (alternating direction implicit)-FDTD [9], the Newmark-Beta scheme [10] and so on. If the implicit method is adopted for the whole domain, it will lead to a very large matrix, which is computationally expensive. Some hybrid time-stepping techniques are studied to improve the efficiency of the methods [11], [12]. Discontinuous Galerkin time-domain methods are very popular to deal with the multiscale simulations. The whole region is separated into a few subregions and different time-stepping scheme can be applied in these subregions [11]. However, the derivation is troublesome and additional cost is required on the interface for communicating fields among different subregions.

Here, a hybrid explicit-implicit scheme for spectral-element-time-domain method is proposed and it is relatively simple and easy to implement. The spectral-element time-domain method makes use of Gauss-Lobatto-Legendre (GLL) polynomials and the mass matrix is diagonal or block-diagonal [13], so the inverse of the mass matrix can be easily obtained. One advantage of the proposed hybrid algorithm is that it is not derived with the help of the discontinuous Galerkin technique. As a result, the algorithm is easy to implement on the existing program without extra procedure for the interfaces of different subdomains. The simple central-difference is applied for the large elements region and the Newmark-Beta scheme is applied for the small elements region. Consequently, in the coarse region conditionally stability is realized and in the fine region unconditionally stability is realized. So the size of time step in the fine region could be chosen as large as the one in the coarse region instead of the one limited by the smallest mesh. Two approaches are used for the matrix solution in the fine region. The first one directly uses the sparse matrix solver UMFPACK [15] to solve the matrix equation. For the other, an iterative and explicit scheme is developed. Computational cost is also compared in the
demonstrated example.

This paper is organized as follows. In Section II, the basic theory and formulations of explicit-implicit scheme for SETD are presented. Stability analysis is given in Section III and numerical results are given to demonstrate the validity of the proposed method in Section IV. Conclusions are summarized in Section V.

II. THEORY AND FORMULATIONS

To deal with the multiscale problem, we start from the vector wave equation:

$$\nabla \times \nabla \times \mathbf{E} + \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0.$$  \hspace{1cm} (1)

The GLL element discretization is applied in SETD method, which can achieve the spectral accuracy. The Nth-order GLL basis function in a one-dimensional reference unit $\xi \in [-1,1]$ is defined by [13]:

$$\phi_j^{(N)}(\xi) = \frac{-1}{N(N+1) L_N(\xi)} \left(1-\xi^2\right) L_N(\xi) - \xi$$  \hspace{1cm} (2)

Subsequently, when applying the 3-D standard reference unit, the basis functions are described as:

$$\Phi_{ij}^{(N)}(\xi, \eta, \zeta) = \tilde{\xi}\phi_{ij}^{(N)}(\xi) \phi_{ij}^{(N)}(\eta) \phi_{ij}^{(N)}(\zeta).$$  \hspace{1cm} (3)

Therefore, the electric field can be expanded by the basis functions:

$$\mathbf{E}(\xi, \eta, \zeta) = \sum_{j=1}^{N} e_j \Phi_j.$$  \hspace{1cm} (4)

Then the Galerkin’s test is used and we have a discretized system of equations:

$$[S] e + [T] \frac{d^2 e}{dt^2} = 0$$

$$S_{ij} = \frac{1}{\mu} \int \nabla \times \Phi_i \cdot \nabla \times \Phi_j dV.$$  \hspace{1cm} (5)

As the basis functions have the property of orthogonality and the GLL quadrature is used [16], the mass matrix $[T]$ is diagonal or block-diagonal. Therefore, the inverse can be directly obtained. It could be a great advantage of the SETD method over the conventional FETD method whose mass matrix doesn’t have the block-diagonal characteristic.

When handling some complicated electromagnetic problems such as the multiscale simulation, very small meshes usually appear in the fine features. Moreover, it is the same to other complex materials or structures because the curved hexahedrons are used and extremely small size meshes are unavoidably produced sometimes. Since the size of time step is limited by the spatial discretization of the simulation domain according to the CFL condition, the time step size may become very small because of small cells. It will result in a large number of simulation steps and the efficiency is low.

Here, a novel hybrid explicit-implicit spectral-element time-domain method is proposed to deal with this kind of problem. The fine structures can be wrapped by a proper box and treated as the fine region, the rest is treated as the coarse region. In the coarse region with large elements, the traditional central-difference is employed, which is displayed in Equation (7). In the fine region with very small elements, the Newmark-Beta scheme is used to guarantee unconditional stability with a large size of time step, which is the same as the one used in the coarse domain:

$$S \left(\beta e^{n+1} + (1-2\beta)e^n + \beta e^{n-1}\right) + T \frac{e^{n+1} - 2e^n + e^{n-1}}{\Delta t^2} = 0.$$  \hspace{1cm} (8)

Navsariwala and Gedney [10] have demonstrated that when the parameter is chosen to be $\beta \geq 0.25$, the unconditional stability can be ensured. So the size of time step could be selected in spite of the stability condition:

$$\left([T] + \Delta t^2 \beta[S]\right)e^{n+1} = \left(2[T] - \Delta t^2 (1-2\beta)[S]\right)e^n - \left([T] + \Delta t^2 \beta[S]\right)e^{n-1}.$$  \hspace{1cm} (9)

As far as Equation (7) is concerned, the unknowns related to one node will form a block in the mass matrix, which is the characteristic of the spectral-element time-domain method. So each node in an element can be solved independently in one time step. In Fig. 1, assuming there are two elements, the nodes in the red dashed box are marked as the coarse region while the rest nodes are marked as fine region. The two different regions do not have overlapped nodes, so no extra procedure for the interfaces of different regions is needed. In the coarse region, Equation (7) is solved explicitly. In the fine region, because the mass matrix in the left-hand side of (9) does not have the characteristic of block-diagonal, a solver is required to solve the matrix equation. The first approach uses the sparse
and the eigenvalues in the adjacent large cells is \( \lambda_{TS}^\beta \) in the right-hand side of \( T \cdot S \). We can finally get:

\[
\Delta t \leq \frac{2}{\sqrt{\rho(T^T S)}},
\]

where \( \rho(\cdot) \) represents the spectral radius of matrix \( \cdot \).

As for the fine region, when using the Newmark-Beta scheme, the system is unconditionally stable [10]. Convergence analysis is needed for the iterative Newmark-Beta method. If we describe the exact solution of Equation (9) as \( u^{n+1} \), then the error of the kth iteration is [18]:

\[
err_k^{n+1} = u^{n+1} - e_k^{n+1}.
\]

From (10), we can get:

\[
u^{n+1} = \Delta t^2 \beta T^T S u^{n+1} + b,
\]

and from (11):

\[
e_k^{n+1} = \Delta t^2 \beta T^T S e_k^{n+1} + b,
\]

where

\[
b = \left(2TT - \Delta t^2 (1 - 2\beta)T^T S\right)e^n - \left(TT + \Delta t^2 \beta T^T S\right)e^{n+1}.
\]

Substitute (16) and (17) into (15):

\[
err_k^{n+1} = \Delta t^2 \beta T^T S err_k^{n+1}.
\]

As a result,

\[
\|err_k^{n+1}\| = \rho\left(\Delta t^2 \beta T^T S\right)^{k+1}\|err_0^{n+1}\|.
\]

We can find that only when the \( \rho\left(\Delta t^2 \beta T^T S\right) \) is smaller than one, the iterative method can be a convergent solver.

When \( \Delta t \) is chosen,

\[
\Delta t < \frac{2}{\sqrt{\rho(T^T S)}},
\]

and \( \beta = 0.25 \), we can finally get:

\[
\rho\left(\Delta t^2 \beta T^T S\right) = \Delta t^2 \beta \rho\left(T^T S\right) < 1.
\]
IV. NUMERICAL RESULTS

To verify the performance of the proposed method, we carried out the simulation of a cavity as shown in Fig. 2. It is a PEC cavity and there is a dielectric ring inside. The dielectric constant of the ring was 2.06. Because the thickness of the ring was very thin, it led to a multiscale problem with very small cells in the ring. The hybrid method, together with the traditional SETD were employed to do the simulation and compute the resonate frequencies of the cavity. The number of the total discretized hexahedron was 10440 with 240 for the fine domain and 10200 for the coarse domain. Unstructured hexahedron mesh grids are demonstrated in Fig. 3.

To simulate the example, the traditional SETD required a time step of 1ps and 25000 steps while the explicit-implicit SETD using the UMFPACK was able to use 3730 steps to finish the simulation with a time step as large as 6.7ps. As for the explicit-implicit SETD using the iterative Newmark-Beta scheme, time step was chosen to be 3.3ps and it needed 7575 steps. It can be seen from Fig. 4 that the electric field waveform in time domain of one observation point inside the cavity agrees well with each other among the three methods. After the Fourier transform, the frequency spectrums of the electric field were shown in Fig. 5.

Excellent agreements can also be observed. Finally, the computational costs of the three methods were listed in Table 1.

![Fig. 2. A rectangular PEC cavity loaded with a dielectric ring: a1 = 207.25 mm, a2 = 440.75 mm, b = 242 mm, c = 43 mm, r1 = 9.5 mm, r2 = 10.0 mm, h=14.0 mm.](image)

![Fig. 3. Mesh grids used to model the cavity.](image)

We can clearly find out that the proposed methods are more efficient in terms of the simulation time. The
explicit-implicit SETD with the UMFPACK solver cost approximate 1/3 simulation time of the traditional method while sacrificed more memory. The iterative Newmark-Beta scheme required a little more CPU time than the UMFPACK method as the time step couldn’t be selected too large to ensure the convergence. In this example, the iterative number of the Equation is 8.

V. CONCLUSION

In this paper, we have proposed an explicit-implicit spectral-element time-domain method for the multiscale simulation. Explicit scheme is used in the coarse domain while implicit scheme is used in the fine domain. Explicit scheme can avoid solving the matrix equation. To solve the matrix equation generated by the implicit method, two schemes are developed. The first employs the UMFPACK and the second involves an iterative and explicit method. Comparisons have been made among different methods. The numerical results verify the correctness of the algorithm and demonstrate that the simulation time could be saved as the size of time step is much larger than the one chosen by conventional method. In addition, the method is very efficient when the unknowns of the fine domain are much smaller than those of the coarse domain. Because the discontinuous Galerkin technique is not involved in the proposed methods, conformal mesh grids must be ensured on the interface of different subdomains. How to use the nonconformal grids to make the methods more flexible will be our research topic in the future.

ACKNOWLEDGMENT

We would like to thank the support of Natural Science Foundation of 61431006, 61522108, Natural Science Foundation of 61271076, 61371037, Ph.D. Programs Foundation of Ministry of Education of China of 20123219110018.

REFERENCES


[16] W. H. Press, B. P. Flannery, S. A. Teukolsky, and
Hao Xu received the B.Sc. degree in Electronic Information Engineering from the School of Electrical Engineering and Optical Technique, Nanjing University of Science and Technology, Nanjing, China, in 2010. He is currently working towards the Ph.D. degree in Electromagnetic Fields and Microwave Technology at the School of Electrical Engineering and Optical technique, Nanjing University of Science and Technology. His research interests include semiconductor simulation, RF-integrated circuits, and computational electromagnetics.

Dazhi Ding was born in Jiangsu, China, in 1979. He received the B.S. and Ph.D. degrees in Electromagnetic Field and Microwave Technique from Nanjing University of Science and Technology (NUST), Nanjing, China, in 2002 and 2007, respectively.

During 2005, he was with the Center of Wireless Communication in the City University of Hong Kong, Kowloon, as a Research Assistant. He is currently an Associate Professor with the Electronic Engineering of NJUST. He is the author or co-author of over 30 technical papers. His current research interests include computational electromagnetics, electromagnetic scattering, and radiation.

Rushan Chen (M’01) was born in Jiangsu, China. He received the B.Sc. and M.Sc. degrees from the Department of Radio Engineering, Southeast University, China, in 1987 and 1990, respectively, and the Ph.D. degree from the Department of Electronic Engineering, City University of Hong Kong, in 2001.

He joined the Department of Electrical Engineering, Nanjing University of Science and Technology (NJUST), China, where he became a Teaching Assistant in 1990 and a Lecturer in 1992. Since September 1996, he has been a Visiting Scholar with the Department of Electronic Engineering, City University of Hong Kong, first as Research Associate, then as a Senior Research Associate in July 1997, a Research Fellow in April 1998, and a Senior Research Fellow in 1999. From June to September 1999, he was also a Visiting Scholar at Montreal University, Canada. In September 1999, he was promoted to Full Professor and Associate Director of the Microwave and Communication Research Center in NJUST, and in 2007, he was appointed as Head of the Department of Communication Engineering, NJUST. He was appointed as the Dean in the School of Communication and Information Engineering, Nanjing Post and Communications University in 2009. And in 2011 he was appointed as Vice Dean of the School of Electrical Engineering and Optical Technique, Nanjing University of Science and Technology. His research interests mainly include microwave millimeter-wave systems, measurements, antenna, RF-integrated circuits, and computational electromagnetics. He has authored or co-authored more than 200 papers, including over 140 papers in international journals.

Chen received the Science and Technology Advance Prize several times given by the National Military Industry Department of China, the National Education Committee of China, and Jiangsu Province. He is the recipient of the Foundation for China Distinguished Young Investigators presented by the National Science Foundation (NSF) of China in 2003. In 2008, he became a Chang-Jiang Professor under the Cheung Kong Scholar Program awarded by the Ministry of Education, China. Besides, he was selected as a Member of Electronic Science and Technology Group by Academic Degree Commission of the State Council in 2009. Chen is a Fellow of the Chinese Institute of Electronics (CIE), Vice-Presidents of Microwave Society of CIE and IEEE MTT/APS/EMC Nanjing Chapter. He serves as the Reviewer for many technical journals such as IEEE Trans. on AP and MTT, Chinese Physics etc., and now serves as an Associate Editor for the International Journal of Electronics.
Broadband CRLH Beam Scanning Leaky-Wave Antenna Designed on Dual-Layer SIW

Mohsen Niayesh 1 and Zahra Atlasbaf 2

1 Department of Electrical and Computer Engineering
University of Tehran, Iran
mohsenniayesh@ut.ac.ir

2 Faculty of Electrical and Computer Engineering
University of Tarbiat modares, Iran
atlasbaf@modares.ac.ir

Abstract — This paper presents a broadband Composite Right/Left Handed (CRLH) leaky-wave antenna operating above the cutoff frequency based on the substrate integrated waveguide (SIW) is introduced. The proposed antenna consists of two dielectric layers, as the host of the structure, an interdigital capacitor radiation slot and a pair of twisted inductive post. The beam scanning capability of the leaky wave antennas will be achieved using CRLH, which allows radiation both in RH and LH regions. The design procedure begins with designing a unit-cell and evaluated with dispersion diagram. Based on the proposed unit-cell, the antenna structure consists of 10 units-cells, is developed at the X-band. The bandwidth of 66% has been obtained beside 105° of the beam steering angle both in RH and LH regions, while the frequencies change from 6.5 GHz up to 9.5 GHz. The proposed antenna could be used in radar and imaging systems.

Index Terms — Beam scanning, Composite Right/Left Handed (CRLH), leaky-wave antenna, metamaterial, Substrate Integrated Waveguide (SIW).

I. INTRODUCTION

Many researchers have been interested in the concept of composite right left handed based antenna due to posing outstanding features beside the fabrication process in the comparison with other metamaterial structures introduced yet, which makes such structures more practical. By using CRLH, backward waves could be obtained based on its left hand properties [1]. Using the CRLH in the leaky-wave antennas, which are categorized in traveling wave antennas, could enhance the performance of these antennas including the beam steering capability [2], [3].

Many approaches are available to design balanced CRLH above the cutoff frequency and appropriate to be used as an antenna, but the most common way, is using the advantages of rectangular waveguide. Many researchers have been through the concept of CRLH based on the rectangular waveguide like [4-6]. Although these structures provide high power capability, but such structures are bulky and costly. Also, non-negligible losses will be imposed due to the nature of the waveguide. However, the proposed antenna in [4] could scan 76°, but since the proposed structure uses short stub to provide the negative permeability and consists of 20 unit-cells in rectangular waveguide structure, it becomes so massive, which makes it unable to be applicable structure.

With emerging the substrate integrated waveguide (SIW) technology, a new horizon in the microwave and antenna engineering has been evolved [7]. These structures synthesized on a planar dielectric with periodic arrays of metallic vias. This technology has desirable features such as low profile, low cost, and easily integrated with planar circuits maintaining the advantageous characteristics of conventional rectangular waveguide. Using the concept of substrate integrated waveguide (SIW) technique gives us the ability to overcome some of the limitations we are dealing with in the microwave and antenna engineering, such as high price and heavy constructed structure with waveguide technology, which is the reason why it becomes popular in recent years.

Leaky-wave antennas (LWA) uses traveling waves that radiates along a guiding structure in order to produce radiation. One of the features of LWA is the ability to beam scanning. With particular development in the recent years being directed toward planar LWAs, which have the advantage of being low profile an easy to fabricate, which has been facilitated with SIW technology.

In [8], benefiting from the concept of CRLH and...
LWA, a prototype antenna is reported, which provides the bandwidth of 4.3 GHz with 15 unit-cells. Although a beam steering angle of 130° has been achieved during the frequency scan, but the radiation parameters, i.e., SLL has been dramatically changed, hence a poor performance for the practical application has been achieved.

In this paper the proposed antenna possesses the advantages of low-profile, low-cost and wideband, besides the radiation properties of the antenna will not affect the performance of the antenna. A comparison between the proposed structure with the most recent relevant aforementioned has been summarized in Table 1.

Table 1: Comparison between the reported antenna designs in literature and the proposed antenna

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Bandwidth (GHz)</th>
<th>Beam Scans (°)</th>
<th>Backward Radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>2.9</td>
<td>76</td>
<td>No</td>
</tr>
<tr>
<td>[9]</td>
<td>-</td>
<td>40</td>
<td>No</td>
</tr>
<tr>
<td>[8]</td>
<td>4.2</td>
<td>130</td>
<td>Yes</td>
</tr>
<tr>
<td>This design</td>
<td>6</td>
<td>105</td>
<td>Yes</td>
</tr>
</tbody>
</table>

II. DESIGN PROCEDURE

A low profile antenna is proposed with a wide coverage at the X-band frequencies and also the ability to change the direction of the main lobe, which yields to have a beam scanning antenna. The proposed structure consists of three major sections, which are discussed more in details in the following. It is worthwhile to mention that the main lobe radiation angle of a leaky-wave antenna is straightforwardly determined by Equation (1). Due to the dispersion diagram of a CRLH leaky-wave antenna, such antenna theoretically could scan from the backfire ($\theta = -90$) to endfire ($\theta = +90$), and broadside radiation ($\theta = 0$) is also possible and the stop band problem does not occur in such structure [10]. Figure 1 indicates the radiation angle of the main lobe when port 1 is excited and port two is terminated to the matched load which is the measurement scenario.

$$\theta(\omega) = \arcsin \left( \frac{\beta_n(\omega)}{k_0} \right).$$

Fig. 1. The measurement, obtaining scenario for the radiation angle of the main lobe. Showing side view of the antenna including the SMA connectors.

A. SIW

In order to reduce the undesirable losses and miniaturizing the structure, the advantages of SIW technology are used in the proposed structure. The Equation (2) is used to calculate the width of the SIW [11]:

$$a_{SIW} = a_{eq} + \frac{d^2}{0.95h}.$$  \hspace{1cm} (2)

In the Equation (2), $a_{eq}$ is the equivalent waveguide width which is chosen as 12.13 mm with respect to the substrate of Rogers 4003c with $\varepsilon_r = 3.55$ and height of 0.813 mm for X-band, and $d$ indicates the diameter of the metallic vias of the SIW. The SIW design parameters of the unit-cell with respect to Fig. 2 and Fig. 3, can be found in Table 2.

Table 2: Design parameters of the proposed unit-cell

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value (mm)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{SIW}$</td>
<td>12.736</td>
<td>Width of SIW</td>
</tr>
<tr>
<td>$p$</td>
<td>8.00</td>
<td>Adjacent via center-to-center space</td>
</tr>
<tr>
<td>$d_1$</td>
<td>0.80</td>
<td>Via diameter</td>
</tr>
<tr>
<td>$d_2$</td>
<td>0.50</td>
<td>Post diameter</td>
</tr>
<tr>
<td>$Pl$</td>
<td>0.80</td>
<td>Patch length</td>
</tr>
<tr>
<td>$Pw$</td>
<td>0.50</td>
<td>Patch width</td>
</tr>
<tr>
<td>$L$</td>
<td>3.00</td>
<td>IDC length</td>
</tr>
<tr>
<td>$W$</td>
<td>0.50</td>
<td>IDC width</td>
</tr>
<tr>
<td>$G$</td>
<td>0.50</td>
<td>Width of finger</td>
</tr>
<tr>
<td>$h$</td>
<td>0.813</td>
<td>Substrate height</td>
</tr>
</tbody>
</table>

Fig. 2. Top view aspect of the proposed unit-cell structure.

Fig. 3. Side view of the proposed unit-cell which shows the twisted post configuration.
B. Radiation slot

Since we are dealing with a leaky-wave antenna, and in this type of antennas the propagation occurs while the wave inside the structure travelling from the excited port to the terminated one, thus it is in need of some radiation aperture to form the leaked power. It should be noticed that the parameters of the interdigital capacitor (IDC) slots is not independent with the SIW host and the inductive posts. The schematic of the radiation slot with the design parameters are shown in Fig. 2. Using the IDC as radiation slots not only give us the controllability of the leaked power but also the balanced frequency. By increasing the length of the IDC slots (L), the provided capacitance was increased, thus the balanced frequency would be decreased. On the other hand, this capacitance decreases as the slot is widened, by increasing the W.

C. Post

Increasing the total inductance of the structure is a way to tackle the existence of band gap at the operational bandwidth of the antenna. In this way the balanced conditions will be satisfied in a higher frequency, so the left handed region will be extended. Using inductive elements to increase the inductance of the structure much more than what is provided by the nature of waveguide, is obtained with a twisted post which is realized with two metallic vias in the top and bottom substrate and are connected with each other using a metal patch etched to the top surface of the bottom substrate. Figure 3 illustrates the metallic posts and the metal patch in order to obtain the twisted post. It should be noticed that in Fig. 3 the side wall vias of the SIW are not shown for the better view of the post.

The equivalent circuit model for the proposed unit-cell could be found at Fig. 4. This circuit model consists of a series inductor (L_R) and shunt capacitor (C_R) which dictate the properties of the dielectric including the permeability and permittivity respectively. The right handed capacitor (C_L) which was used in conventional right handed circuits, is now parallel with the capacitance of the twisted post and forms a total capacitance of (C') as (3). The same procedure has been applied to the shunt inductance of the left handed inductor (L_L) and makes (L') as (4).

\[
C' = \frac{C_R + C_P}{2} = \frac{C_R + C_P}{2}, \quad (3)
\]

\[
L = \frac{L_L + L_P}{2L_LL_P}. \quad (4)
\]

III. SIMULATED AND MEASURED RESULTS

The proposed structure is simulated using finite element method in a full wave simulation, to obtain the dispersion diagram of the unit-cell and also the scattering parameters of the antenna.

The dispersion diagram of the proposed unit-cell calculated and depicted as Fig. 5. The balanced condition satisfied at 6.8 GHz. The band below this frequency would be named as the left handed area. Another band which is above the balanced frequency named as Right Handed (RH) band indicated in Fig. 5. Also the airline is separated the operating region into the two separate bands, which are radiating and guiding region. The region, above the airline is the radiation region, which is ideal for antenna applications. On the other hand, the region below the airline indicates the guiding region which is used for the guiding applications. Figure 5 clarifies that the proposed unit-cell is appropriate to the antenna application.

Base on the unit-cell, which is discussed above, the antenna consists of 10 units-cells, is designed. The scattering parameters of the antenna are depicted in Fig. 6. Since the antenna is a leaky-wave antenna based on the mechanism of the operation, while the S_{11} is less than -10 dB and also the S_{21} is kept above -3 dB, are the ideal cases for operating the LWA. The proposed antenna provides 66% as the fractional bandwidth, based on the measurement data.

A wide variety of techniques are available to feed SIW structures, one of the popular and easiest way to design the feeding, is using the tapering transition from microstrip to SIW structure technique. Figure 7 shows the schematic of the designed tapering transition used in
The total physical dimension of the antenna is 100.2 mm×13.53 mm×1.69 mm. The fabricated antenna can be found in Fig. 10.

One of the dominant features of proposed antenna beside the wide coverage in the X-band frequency, is the ability to do the beam sweep while changing the operating frequency. The radiation pattern of the proposed antenna contains 10 unit-cells, for the simulation and measurement are depicted in Fig. 8 and Fig. 9 respectively. As it is observed, the proposed antenna can change the direction of the main lobe from -34° up to +72° angle including the broadside obtained from measurement.

On the other hand, other parameters of the antenna will be changed when the operating frequency changes and exactly this is where a tradeoff between bandwidth and the gain of the antenna should be taken into the account. The other parameters of the proposed antenna including the realized gain and side lobe level of the antenna at different frequencies could be found in Table 3. It is worthwhile to mention that another feature of the proposed structure which made it distinguishable from other similar works is the low sensitivity of the radiation parameters with respect to changing the operating frequency, that they are not affected, as it is obvious in Table 3.

The antenna is fabricated using the substrate of Rogers 4003c with $\varepsilon_r = 3.55$ and height of 0.813 mm.

### Table 3: The obtained CRLH LWA antenna radiation properties

<table>
<thead>
<tr>
<th>Quantity/Freq. (GHz)</th>
<th>6.5</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>9.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Gain (dB)</td>
<td>14.37</td>
<td>15.47</td>
<td>10.1</td>
<td>13.15</td>
<td>12.41</td>
</tr>
<tr>
<td>Measured Gain (dB)</td>
<td>14.18</td>
<td>15.28</td>
<td>9.95</td>
<td>12.72</td>
<td>11.18</td>
</tr>
<tr>
<td>Simulated SLL (dB)</td>
<td>-12.1</td>
<td>-13.5</td>
<td>-10</td>
<td>-11</td>
<td>-6.1</td>
</tr>
<tr>
<td>Measured SLL (dB)</td>
<td>-10.26</td>
<td>-11.41</td>
<td>-8</td>
<td>-9.15</td>
<td>-5.5</td>
</tr>
<tr>
<td>Simulated HPBW (°)</td>
<td>28</td>
<td>25.9</td>
<td>25.11</td>
<td>24.6</td>
<td>26.3</td>
</tr>
<tr>
<td>Measured HPBW (°)</td>
<td>31.79</td>
<td>28.2</td>
<td>27</td>
<td>26.8</td>
<td>28.2</td>
</tr>
</tbody>
</table>
Fig. 10. Fabricated CRLH leaky-wave antenna based on SIW containing 10-unit-cells.

IV. CONCLUSION

A CRLH leaky-wave benefiting from the SIW technology, which operates above the cutoff frequency was presented. The proposed unit-cell for the antenna consists of two inductive twisted posts and an interdigital capacitor (IDC) radiation slot. The unit-cell has been evaluated with the dispersion diagram and then a 10 unit-cell antenna has been designed. The antenna has the ability to change the direction of its’ main lobe continuously from -34° up to +72° besides obtaining the bandwidth of 66% according to the measurement, and there is a decent agreement between the simulation and measured results.

REFERENCES


Mohsen Niayesh was born in Tehran, Iran in Jan. 1989. He received the Bachelor’s degree in Electrical Engineering specialized in Communication Engineering from the Islamic Azad University, Tehran, Iran in May 2012 and the Master’s degree in Electrical Engineering major in Communication Engineering from the University of Tehran, Tehran, Iran, in Feb. 2015. His main areas of interest in research are Metamaterial, Microstrip antenna, Radio wave propagation, Radar, On-body communication, Microwave circuits and Mobile communication. Since early 2014 he has been with the University of Tehran as Research Assistance.

Zahra Atlasbaf (M’08) received the B.S. degree in Electrical Engineering from the University of Tehran, Tehran, Iran, in 1993, and the M.S. and Ph.D. degrees in Electrical Engineering from the University of Tarbiat Modares, Tehran, Iran, in 1996 and 2002, respectively. She is currently an Associate Professor with the Faculty of Electrical and Computer Engineering, Tarbiat Modares University. Her research interests include numerical methods in electromagnetics, theory and applications of metamaterials, radar, mobile communications, microwave and antenna design.
Evaluation of E-Field Distribution and Human Exposure for a LTE Femtocell in an Office

Hsing-Yi Chen and Shu-Huan Wen
Department of Communications Engineering
Yuan Ze University, Chung-Li, Taoyuan, 3203, Taiwan
eehychen@saturn.yzu.edu.tw, s1034835@mail.yzu.edu.tw

Abstract — Firstly, the finite-difference time-domain (FDTD) method was used to calculate electric fields emitted from a long-term evolution (LTE) femtocell placed at the left-hand side of an empty office at frequencies of 700, 860, 1990, and 2600 MHz. After validating the accuracy of the FDTD method, the FDTD method was used to calculate electric field distributions inside the office, with and without the presence of 20 people and furniture for the LTE femtocell placed near the center of a horizontal plane with a distance of 1.0 m from the ceiling and transmitting a power of 10 dBm. Simulated electric fields at most of the locations on the horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture are found in the range of -10 to -30 dBV/m, which means a good signal will be picked up in the office. The maximum power density emitted from the LTE inside the office and maximum localized SAR induced in a standing person are far below the ANSI/IEEE safety standard for public exposure in uncontrolled environments.

Index Terms — Electric field, femtocell, LTE, RF exposure, SAR.

I. INTRODUCTION

Recently, indoor wireless networks have increased interest in LTE [1-3] femtocell developments. Through self-optimized configuration and backhaul costs, a LTE femtocell can considerably lower the delivery cost per bit and make it more cost effective for operators to invest in LTE wireless networks. In the near future, LTE femtocells will play a key role in enterprise and metro deployment areas for indoor wireless communications. With the increasing use of indoor wireless networks, there is a challenge to provide a better coverage, higher cell capacity, and higher data rates for mobile applications in the initial design and planning. Therefore, EM field distribution and variability, wave propagation, and path loss of LTE femtocells in different indoor-environments such as offices, airports, railway stations, etc. should be well studied in order to ensure an adequate coverage and good performance for indoor wireless communications. Indoor wave propagation and path loss have been extensively studied, leading to improved coverage and capacity within office buildings [4-11]. The study of indoor EM field distribution and variability for indoor LTE planning and design is not available. EM field strengths at users’ locations inside an office should be guaranteed above a threshold level in order to meet the best radio frequency (RF) condition where it is free from interference.

On the other hand, people are greatly concerned about the potential health hazards due to RF exposure from femtocells in everyday life inside indoor environments such as offices, schools, laboratories, and homes. The biological effect of long-term exposure to RF propagation is simply not known yet with certainty. Additionally, it is impossible to say that exposure to RF radiation, even at levels below safety standards and exposure guidelines, is totally without potential health risks. The potential health hazards resulting from biological effects may include cancers, neurological disorders, allergies, fatigue, sleep disturbance, dizziness, loss of mental attention, headaches, gogginess, memory problems, ringing in the ears (tinnitus), etc. Therefore, the study of long-term exposure due to RF field emission is especially important, since people spend most of their life-time in indoor environments. To access the potential health hazards due to RF fields, the specific absorption rate (SAR) in human bodies in close proximity to LTE femtocells is an important parameter for assessment. Some safety standards and exposure guidelines for human exposure at RF frequencies have been recommended by several national and international organizations such as the National Council on Radiation Protection and Measurements (NCRP) [12], the American National Standards Institute/Institute of Electrical and Electronics Engineers (ANSI/IEEE) [13], and the International Commissions on Non-Ionizing Radiation Protection (ICNIRP) [14]. These safety standards and guidelines define basic restriction and reference levels for human exposure at different frequencies. In the last few years, a few studies have focused on RF exposures in outdoor environments. Some reports about RF
exposure in outdoor environments are available in the literature [15-19]. A few reports about exposure to RF fields emitted from femtocell in indoor environments are also available in the literature [20-24]. Therefore, it is an important trade-off issue for RF engineers to design a safe indoor environment with LTE femtocells and also to keep RF field intensities above a threshold level for good indoor wireless communications. In this paper, the FDTD method [25] was first used to calculate electric fields emitted from a LTE femtocell placed at a fixed location inside an empty office. The validity of the FDTD method was checked by comparing numerical results of electric field distributions with measurement data obtained using a Narda Model NBM-3006 high frequency selective radiation meter [26]. After validating the accuracy of the FDTD method, the FDTD method was used to calculate electric field distributions for the LTE femtocell placed at the center of a horizontal plane with a distance of 1.0 m from the ceiling inside the office with and without the presence of 20 people and furniture. Localized SARs induced in 20 people were also calculated for the 20 people standing up and sitting on 20 metallic chairs in front of 20 wooden desks inside the office. Numerical results of localized SARs were used to verify whether the office complies with safety standards and guidelines for human exposure to RF fields at frequencies of 700, 860, 1990, and 2600 MHz.

II. THE FDTD MODEL

The FDTD method [25] is a direct solution for Maxwell’s time-dependent curl equations. It is based on space-time mesh sampling of the unknown electromagnetic (EM) fields within and surrounding the object of interest. Due to its accuracy and simplicity, the FDTD method has been widely applied in antenna design, electromagnetic interference (EMI), EM wave propagation and scattering problems, design of microwave circuits, photonic device design, bioelectromagnetics, and many electromagnetic problems. In the FDTD solution procedure, the coupled Maxwell’s equations in differential form are solved for various points of the scatter as well as the surrounding in a time-stepping manner until converged solutions are obtained. Following Yee’s notation and using centered difference approximation on both the time and space first-order partial differentiations, six finite-difference equations for six unique field components within a unit cell are obtained. In these six finite-difference equations, electric fields are assigned to half-integer (n+1/2) time steps and magnetic fields are assigned to integer (n) time steps for the temporal discretization of fields. To ensure numerical stability, the time step \( \Delta t \) is set to \( \frac{\Delta x}{2C_0} \), where \( \Delta x \) and \( C_0 \) are the cell size and the speed of light, respectively. The center difference approximation ensures that the spatial and temporal discretizations have second-order accuracy, where errors are proportional to the square of the cell size and time increment [25]. An important problem encountered in solving the time-domain electromagnetic-field equation, by the FDTD method, is the absorbing boundary conditions. Several absorbing boundary conditions (ABC) have been proposed in the FDTD method such as second-order Mur [27], and Liao [28], and perfectly matched layer (PML) [29]. Liao’s ABC and PML require a lot of memory. Second-order Mur absorbing boundary conditions are among the most frequently cited, and work in many cases. In our formulation, the second-order Mur approximation of absorbing boundary conditions [27] is used for the near-field irradiation problems. The second-order Mur absorbing boundaries are employed because they do not require much memory and have a reasonable accuracy. In this study, the external absorbing boundaries are placed at a distance of \( 8 \Delta x \) on all sides of the scattering object as shown in Fig. 1, where \( \Delta x \) is the cell size.

III. DESCRIPTION OF THE OFFICE AND LTE FEMTOCELL

Research work was conducted in an office on the tenth floor of building 7 at Yuan Ze University as shown in Fig. 2. The office has a dimension of 19×9×3.65 m and consists of two reinforced concrete slabs (ceiling and floor) with a thickness of 20 cm, two reinforced concrete walls with a thickness of 15 cm, two concrete block walls with a thickness of 15 cm, two wooden doors with a thickness of 5 cm, seven glass windows with a thickness of 1 cm, and four square reinforced concrete columns with a side length of 80 cm. The floor plan and detail dimensions of the empty office are shown in Fig. 2 (b). Relative dielectric constants and conductivities of various materials used for constructing the office at frequencies of 700, 860, 1990, and 2600 MHz [30-35] are listed in Table 1. Figure 3 (a) shows a LTE femtocell
consisting of four larger and four smaller dipole radiators designed for operating at frequencies of 698–960 and 1710–2700 MHz, respectively. The larger and the smaller radiators have dimensions of 11×3 and 4×1.5 cm respectively. The larger and smaller radiators are mounted on two different metallic plates with heights of 10 and 5 cm, respectively. Metallic plates are designed to increase the electric field strength in air. The larger and smaller metallic plates have dimensions of 30×30 and 15×15 cm, respectively. Two large radiators are opposite each other and are separated by a distance of 18 cm, and two small radiators, also opposite each other, have a distance of 8.2 cm between them. The LTE femtocell is designed to have radiation patterns normal to metallic plates with a gain of 6.1–9.8 dBi in frequency bands of 698–960 and 1710–2700 MHz.

IV. SIMULATION AND MEASUREMENT

Measurements of electric fields emitted from the LTE femtocell, placed at a height of 1.0 m above the floor on the left-hand side of the empty office as shown in Fig. 2 (b), were made at 700, 860, 1990, and 2600 MHz. The LTE femtocell was fed with a continuous sine wave generated from a signal generator Anritsu MG3694B at frequencies of 700, 860, 1990, and 2600 MHz. The emitting power of the LTE femtocell was set to be 10 dBm. Electric fields on a horizontal plane with a height of 1 m above the floor inside the empty office were measured by using a Narda Model NBM-3006 high frequency selective radiation meter. The Narda Model NRM-3006, having an isotropic E-field probe with three axis antennas, is designed to measure RF and microwave fields over the frequency range from 27 MHz to 6.0 GHz. The Narda Model NBM-3006 has an ultra-wide dynamic range from 50 V/m to 200 V/m for the frequency range of 27 MHz-6.0 GHz. Before starting measurements, a fast frequency scanning had been performed to ensure that background signals were excluded and measured frequencies were clean. In measurement, any two adjacent test points were kept at a distance of 50 cm and the Narda Model NRM-3006 was set by a very narrow-band of 1 kHz for each measured frequency. Maximum-hold measurements of all present signals were executed for about 3 minutes at each measured location. It took about 32 hours to measure electric fields at 684 grid points in the empty office for each frequency.
In order to model the entire problem space with a uniform cell size of 5 cm, the spaces occupied by the LTE femtocell and the glass window were replaced by two different equivalent materials with many uniform cells. The equivalent material is obtained by the effective material property technique [36]. The formula of the effective material property technique is described as following:

\[ \varepsilon_{eq} = \frac{\varepsilon_{air} \varepsilon_{eq}^{*} + \varepsilon_{air}^{*} \varepsilon_{eq}^{*}}{\varepsilon_{air} + \varepsilon_{eq}} = \sqrt{\frac{\varepsilon_{eq}^{*} + \varepsilon_{air}}{\varepsilon_{eq}^{*} + \varepsilon_{air}}} \]

where \( \varepsilon_{air} \) and \( \varepsilon_{eq}^{*} \) are the relative dielectric constant of air and volume fraction occupied by the metallic material or the glass in a unit volume, \( \varepsilon_{eq}^{*} \) is the real and imaginary parts of the equivalent complex relative permittivity \( \varepsilon_{eq}^{*} \), and \( \varepsilon_{air}^{*} \) is the complex relative permittivity of the metallic material or the glass, respectively. It should be noted that, the imaginary part of \( \varepsilon_{eq}^{*} \) can be expressed by \( \varepsilon_{eq}^{*} = \sigma \omega \varepsilon_{0} \), where \( \sigma \) is the conductivity of an equivalent material, \( \omega \) is the angular frequency, \( \varepsilon_{0} \) is the dielectric constant of air, respectively. Equivalent materials in the spaces occupied by the LTE femtocell and the glass window were obtained by assuming volume fractions of 0.023 and 0.20 for the copper and the glass, respectively. Relative dielectric constants and conductivities of the equivalent materials in the spaces occupied by the LTE femtocell and the glass window are listed in Table 1. The office model has 202×402×97=7876788 cubic cells with cell size of 5 cm. For FDTD simulations, the measurement results of electric fields in the vicinity of the LTE femtocell were used as the initial sinusoidal time varying electric fields (source fields) in the FDTD model. The measurement locations of source fields at front, left, right, top, and bottom surfaces are shown in Fig. 3 (b). The measured electric fields in the vicinity of the LTE femtocell in x-, y-, and z-axis at various frequencies are listed in Table 2. In FDTD simulations, all materials were assumed to be non-magnetic (\( \mu = 1.0 \)). Simulation and measurement results of electric field distributions on a horizontal plane with a height of 1 m above the floor inside the empty office at 700, 860, 1990, and 2600 MHz are shown in Figs. 4-7. It took about 2-4 hours to run a FDTD simulation with 7876788 cubic cells in a HP work station depending on the frequency to be simulated. From Figs. 4-7, it is shown that measurement data make a good agreement with simulation results. It is also found that the field strength near the LTE femtocell has a maximum value of about 15 dBV/m and decays rapidly to about -30 dBV/m as the separation distance from the LTE femtocell increases from 0 to 19 m.

Table 1: Relative dielectric constants and conductivities of various materials

<table>
<thead>
<tr>
<th>Materials</th>
<th>Frequency 700 MHz</th>
<th>860 MHz</th>
<th>1990 MHz</th>
<th>2600 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \varepsilon )</td>
<td>( \sigma , (S/m) )</td>
<td>( \varepsilon )</td>
<td>( \sigma , (S/m) )</td>
</tr>
<tr>
<td>Glass</td>
<td>5.22</td>
<td>5.71×10^-4</td>
<td>5.21</td>
<td>7.04×10^-4</td>
</tr>
<tr>
<td>Space occupied by glass</td>
<td>1.40</td>
<td>2.53×10^-5</td>
<td>1.40</td>
<td>3.12×10^-5</td>
</tr>
<tr>
<td>Wood</td>
<td>2.99</td>
<td>8.51×10^-3</td>
<td>2.98</td>
<td>1.10×10^-2</td>
</tr>
<tr>
<td>Concrete block</td>
<td>4.75</td>
<td>9.73×10^-2</td>
<td>4.62</td>
<td>1.31×10^-2</td>
</tr>
<tr>
<td>RC wall/ Slab/Column</td>
<td>6.25</td>
<td>1.16×10^-2</td>
<td>6.13</td>
<td>3.25×10^-2</td>
</tr>
<tr>
<td>Iron</td>
<td>1.00</td>
<td>1.07×10^-7</td>
<td>1.00</td>
<td>1.07×10^-7</td>
</tr>
<tr>
<td>Copper</td>
<td>1.00</td>
<td>5.80×10^-3</td>
<td>1.00</td>
<td>5.80×10^-3</td>
</tr>
<tr>
<td>Space occupied by femtocell</td>
<td>1.07</td>
<td>5.67×10^-12</td>
<td>1.07</td>
<td>8.56×10^-12</td>
</tr>
<tr>
<td>Muscle</td>
<td>55.8</td>
<td>0.88</td>
<td>55.2</td>
<td>0.93</td>
</tr>
<tr>
<td>Computer case</td>
<td>1.00</td>
<td>1.07×10^-5</td>
<td>1.00</td>
<td>1.07×10^-5</td>
</tr>
<tr>
<td>Epoxy resin substrate</td>
<td>4.15</td>
<td>3.12×10^-3</td>
<td>4.13</td>
<td>3.71×10^-3</td>
</tr>
<tr>
<td>Plastics</td>
<td>2.54</td>
<td>3.32×10^-3</td>
<td>2.51</td>
<td>3.96×10^-3</td>
</tr>
<tr>
<td>Equivalent material of computer case</td>
<td>1.06</td>
<td>2.66×10^-11</td>
<td>1.06</td>
<td>4.01×10^-11</td>
</tr>
<tr>
<td>Interior of computer</td>
<td>1.47</td>
<td>1.53×10^-4</td>
<td>1.46</td>
<td>1.83×10^-4</td>
</tr>
<tr>
<td>Monitor</td>
<td>1.72</td>
<td>8.16×10^-6</td>
<td>1.71</td>
<td>9.85×10^-6</td>
</tr>
</tbody>
</table>
After checking the accuracy of the FDTD method, the FDTD method was used to study electric field distributions on a horizontal plane with a height of 1.0 m above the floor of the office with and without the presence of 20 people and furniture. In the study, a homogeneous model having a height of 180 cm and constructed with 808 cubical cells was used to model a standing or sitting person as shown in Fig. 8. To ensure an exposure minimization and to provide a more homogeneous field strength distribution (better signal coverage) in the office, the LTE femtocell was placed near the center of a horizontal plane having a distance of 1.0 m from the ceiling. The 20 people were simultaneously assumed to stand up or sit on 20 metallic chairs in front of 20 wooden desks as shown in Fig. 9. Figure 10 shows a computer model consisting of a mainframe and one monitor used for FDTD simulations. Equivalent electric properties of the interior of the mainframe are obtained from the effective material property technique [36] by assuming volume fractions of 0.1, 0.4, and 0.5 for the copper, epoxy resin substrates, and air located inside the interior of the mainframe, respectively. Equivalent electric properties of the computer case are obtained by assuming volume fractions of 0.02 and 0.98 for the iron and air, respectively. Equivalent electric properties of the monitor are obtained by assuming volume fractions of 0.05, 0.35, and 0.6 for the copper, plastics, and air occupied in the monitor, respectively. Relative dielectric constants and conductivities of various equivalent materials used for constructing the computer at frequencies of 700, 860, 1990, and 2600 MHz [30-35] are listed in Table 1. Figures 11-14 show the comparison of electric field distributions on a horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture at 700, 860, 1990, and 2600 MHz, respectively. It is clear that the presence of 20 people and furniture affects distribution of the electric field strengths inside the office. The electric field strengths in the vicinity of 20 wooden desks have 5-10 dBV/m drops due to the impact of shadowing effect of the 20 people and furniture as shown in Figs. 11-14. It is also found that the electric field strength in the back of a metallic chair has a very low value of about -100 dBV/m. From Figs. 11-14, electric field strengths at most locations on the horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture are found in the range of -10 to -30 dBV/m at 700, 860, 1990, and 2600 MHz. Since the basic sensitivity requirement for a user terminal is -83.61 dBV/m (based on -110 dBm which is corresponding to a power density of 5.8×10⁻¹² W/m² [33]), the minimum electric field strength of -30 dBV/m obtained inside the office means a good signal will be picked up in the office. According to ANSI/IEEE standards for public exposure in uncontrolled environments, the maximum permissible exposure at frequencies of 700-2600 MHz should be below 4.6-17.3 W/m². It is clear that the maximum power density emitted from the LTE femtocell is about 1.326×10⁻⁴ W/m² (converted from -10 dBV/m) which is far below the ANSI/IEEE standard for public exposure.

Table 2: Measured electric fields in the vicinity of the femtocell in x-, y-, z-axis at frequencies of 700, 860, 1990, and 2600 MHz. Locations of E-field sources related to the x, y, and z coordinates are front surface (92–95, 360, 24–28) δ, left surface (92, 361–362, 24–28) δ, right surface (95, 361–362, 24–28) δ, top surface (92–95, 360–362, 29) δ, and bottom surface (92–95, 360–362, 23) δ. The cell size δ is 5 cm

<table>
<thead>
<tr>
<th>E-field (V/m)</th>
<th>700 MHz</th>
<th>860 MHz</th>
<th>1990 MHz</th>
<th>2600 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Left</td>
<td>Right</td>
<td>Top</td>
</tr>
<tr>
<td>Ez</td>
<td>4.17</td>
<td>1.23</td>
<td>1.77</td>
<td>1.80</td>
</tr>
<tr>
<td>Ey</td>
<td>1.82</td>
<td>1.41</td>
<td>1.69</td>
<td>0.67</td>
</tr>
<tr>
<td>Ez</td>
<td>1.70</td>
<td>0.43</td>
<td>0.84</td>
<td>2.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E-field (V/m)</th>
<th>1990 MHz</th>
<th>2600 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Left</td>
</tr>
<tr>
<td>Ez</td>
<td>5.01</td>
<td>0.41</td>
</tr>
<tr>
<td>Ey</td>
<td>2.43</td>
<td>0.10</td>
</tr>
<tr>
<td>Ez</td>
<td>4.40</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Fig. 4. Measurement and simulation results of electric field distributions on a horizontal plane with a height of 1 m above the floor inside the empty office at 700 MHz.

Fig. 5. Measurement and simulation results of electric field distributions on a horizontal plane with a height of 1 m above the floor inside the empty office at 860 MHz.
Fig. 6. Measurement and simulation results of electric field distributions on a horizontal plane with a height of 1 m above the floor inside the empty office at 1900 MHz.

Fig. 7. Measurement and simulation results of electric field distributions on a horizontal plane with a height of 1 m above the floor inside the empty office at 2600 MHz.
Fig. 8. A homogeneous human model constructed with 808 cubical cells. The cell size is 5 cm.

Fig. 9. Locations of 20 people and furniture inside the office.

Fig. 10. A computer model used for FDTD simulations.

Fig. 11. Comparison of electric field distributions on a horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture at 700 MHz.
Fig. 12. Comparison of electric field distributions on a horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture at 860 MHz.

Fig. 13. Comparison of electric field distributions on a horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture at 1990 MHz.
In addition, the EM absorption in 20 people was also studied. The dielectric constants and conductivities of muscle tissue used for the homogeneous human model at various frequencies were obtained from the published literature [38] as shown in Table 1. The mass density of muscle was adopted to be 1040 kg/m³. The human body was assumed to stand up or sit on a metallic chair in front of a wooden desk. After having obtained the induced electric field by the FDTD method, the localized SAR in each human body was calculated by the following equation:

\[
\text{SAR} = \frac{\sigma}{\rho} \frac{E^2}{2} \quad \text{W/kg},
\]  

where \( \sigma \), \( \rho \), and \( E \) are the conductivity, mass density of muscle, and electric field induced in the human body, respectively. \( N = 808 \) is total number of cubical cells used in a human model. Figures 15-18 show localized SARs induced in the 20 people at 700, 860, 1990, and 2600 MHz, respectively. It is found that the maximum localized SARs of \( 1.07 \times 10^{-5} \) and \( 9.14 \times 10^{-6} \) W/kg are induced in the person numbered 5 when standing up and sitting on a metallic chair at 860 MHz, respectively. The minimum localized SARs of \( 4.03 \times 10^{-11} \) and \( 2.21 \times 10^{-11} \) W/kg are induced in the person numbered 12 when standing up and sitting on a metallic chair at 2660 MHz, respectively. From Figs. 15-18, it is obvious that standing people tend to have a higher SAR value than sitting people. This is because a standing person is much closer to the LTE femtocell than a sitting person. It is clear that the maximum localized SAR of \( 1.04 \times 10^{-5} \) W/kg induced in the standing person numbered 5 is far below the ANSI/IEEE safety standard of 1.6 W/kg for public exposure in uncontrolled environments. Furthermore, the maximum localized SAR of \( 1.04 \times 10^{-5} \) W/kg is also far below the SAR levels of 1-4 W/kg which can be subject to biological effects [39].

Fig. 14. Comparison of electric field distributions on a horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture at 2600 MHz.

Fig. 15. Localized SARs induced in 20 people standing up and sitting on metallic chairs at 700 MHz.

Fig. 16. Localized SARs induced in 20 people standing up and sitting on metallic chairs at 860 MHz.
V. CONCLUSIONS

In this paper, the FDTD method was first proposed to calculate electric field distributions inside an empty office for a LTE femtocell placed at the left-hand-side of the office at frequencies of 700, 860, 1990, and 2600 MHz. The measurements of electric field distributions inside the empty office were carried out by a Narda Model NBM-3006 high frequency selective radiation meter. The validity of simulation results of electric field distributions is further checked by measurement data. After validating the accuracy of the FDTD method, the FDTD method was used to calculate electric field distributions on a horizontal plane with a height of 1 m above the floor of the office with and without the presence of 20 people and furniture for the LTE femtocell placed near the center of a horizontal plane with a distance of 1.0 m from the ceiling and transmitting a power of 10 dBm. It is found that furniture and people’s existence affects distribution of the electric field strengths inside the office. The electric field strengths in the vicinity of 20 wooden desks have 5-10 dBV/m drops due to the impact of shadowing effect of 20 people and furniture. EM field distribution and variability are an important issue in the design of indoor wireless networks. Simulated electric fields at most of all locations on the horizontal plane with a height of 1.0 m above the floor for the office with and without the presence of 20 people and furniture are found in the range of -10 to -30 dBV/m which means a good signal will be picked up in the office. According to ANSI/IEEE standards for public exposure in uncontrolled environments, the maximum power density of $1.326 \times 10^{-4} \text{ W/m}^2$ emitted from the LTE femtocell is far below the ANSI/IEEE safety standard of $4.6-17.3 \text{ W/m}^2$ for public exposure at frequencies of 700-2600 MHz. Localized SARs induced in the 20 people due to radiation from the LTE femtocell were also evaluated. It is found that the maximum localized SAR of $1.04 \times 10^{-5} \text{ W/kg}$ is induced in the person numbered 5 when standing up at 860 MHz. The minimum localized SAR of $7.67 \times 10^{-12} \text{ W/kg}$ is induced in the person numbered 12 when sitting on a metallic chair at 2660 MHz. It is found that standing people tend to have a higher SAR value than sitting people. This is because a standing person is much closer to the LTE femtocell than a sitting person. It is also found that the maximum localized SAR of $1.04 \times 10^{-5} \text{ W/kg}$ induced in a standing person is far below the ANSI/IEEE safety standard of $1.64 \text{ W/kg}$ for public exposure in uncontrolled environments. Knowledge of electric field distributions and RF exposures is useful for indoor wireless network planning. The FDTD method provides a time efficient and cost effective solution for calculating electric fields emitted from LTE femtocells inside an office environment without measurements and for checking the EM absorption for public exposure to LTE femtocells.
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Abstract — A new class of metal-only reflectarray antennas (RAs) is reported. The proposed RA is based on a unit-cell constructed from a short-circuited conducting square. This, compared to the previously reported metal-only designs, leads to less weight and fabrication complexity. In addition, bandwidth enhancement can be accomplished by extending the idea to multi-layer unit cells. Possible applications of such RAs are high-power applications, e.g., base stations, high-temperature applications, e.g., near-sun orbiting satellites, and terrestrial fixed-point wireless bridges, e.g., WiMAX and ethernet links. The proposed antennas can also be used for armature radio, since in less than 10 GHz, they can be constructed by elementary tools and materials. It is worth mentioning that the incident power must be kept sufficiently small to avoid electric discharge.

Index Terms — Antenna, ethernet, light-weight, metal-only, reflectarray, wideband, WiMAX.

I. INTRODUCTION

One of the advantages of microstrip reflectarray antennas (MRAs) over parabolic reflectors are their less manufacturing complexity, especially at high microwave frequencies [1]. Nevertheless, MRAs are not regarded as low-cost antennas, due to expensive low loss microstrip substrates. As well, MRAs are not reliable solutions at extra high temperatures, which is likely in near-sun space applications. In such situations, the dielectric substrate may become nonlinear and the thin metallization made by the printed circuit board (PCB) technology may become melted or deformed. Furthermore, the substrate blocks a fraction of electromagnetic (EM) energy due to surface wave excitation which deteriorates the overall gain. Thus, if it becomes possible to design MRAs without substrate, the application range of such antennas can be further extended. The idea of a metal-only RA is not new. The first RA was metal-only, constructed from an array of short-circuited (sc) rectangular waveguides as the reflector [2]. Another metal-only solution is suggested in [3], which is made from rectangular grooves in a metallic plate. Both of these designs are neither low-cost, nor light-weight, particularly below 10 GHz, due to large amount of metal and high fabrication complexity. Besides, it is unclear how their bandwidth can be broadened.

In the present work, a metal-only RA is proposed. This RA is based on a unit-cell constructed from an sc conducting square. This, compared to the previously reported cases, leads to less weight and fabrication complexity. In addition, bandwidth enhancement can be accomplished by extending the idea to multi-layer unit cells.

II. THE IDEA

The idea supporting the proposed method stems from the fact that when a conducting patch, suspended over an infinite ground, is excited by a plane wave, the induced electric current density over its surface is mostly concentrated on the edges and the amount of EM energy at the patch center is negligible. Therefore, short-circuiting a patch from its center to the ground plane underneath may not significantly affect its radiation characteristics. This idea is validated in two steps.

First, the current density distribution over half-wavelength suspended and sc square patches over an infinite ground plane is computed. The results are reported in Fig. 1, for different shorting pin thicknesses and illumination angles. The gap between the patch and the ground is assumed to be 0.3λ0. The radii of sc pins are taken to be r = 0.005λ0 and 0.05λ0, respectively, as thin and thick cases. We note in Fig. 1 that, the current distributions on suspended and sc patches are effectively the same.
Fig. 1. Current density over $\lambda_0/2$ square patch at normal (left column) and oblique (right column) incidence: (a) suspended, (b) sc by thin pin, and (c) sc by thick pin.

At the second step, the magnitude and phase of the scattered near-field (NF) of the aforementioned patches are computed over a semi-circle of radius $10\lambda_0$ laying on the $\phi = 0^\circ$ plane and reported in Figs. 2 and 3. From these figures it is evident that the scattered fields are essentially the same at $\theta = 0^\circ$, regardless of the pin thickness. While, for the case of thick shorting pins, discrepancy is undeniable as the observation angle increases.

II. PROPOSED UNIT CELLS

In this section, delay characteristics of single-, two- and three-layer unit-cells, designed by the proposed method, are reported. The geometries of the cells are selected based on [4-6]. The center frequency and the cell periodicity are 12 GHz and 14 mm, respectively. The inter-layer spacing is 3 mm. For the two-layer cell, the side-length ratio of the first to second layer is 0.7. For the three-layer cell, the side-length ratios of the first to third and the second to the third layers are 0.7 and 0.9, respectively. The side views of two- and three-layer cells are depicted in Fig. 4, wherein the suspended case is included for clarity. It should be noted that all the reported results during the paper are restricted to sc cases. Two short-circuiting pin thicknesses are studied with radii $r = 0.5$ and 1.25 mm, which are equal to $0.02\lambda_0$ and $0.05\lambda_0$, respectively, where $\lambda_0$ is the working wavelength. All unit-cells are excited at $\theta = 0^\circ$ and $40^\circ$, at 11.5 GHz, 12 GHz and 12.5 GHz. Computed phase-shifts are reported in Figs. 5 and 6. As can be seen from Fig. 5, the delay characteristics at different frequencies are effectively in parallel for the single-layer cell with thin sc pin. Similar results were observed for multi-layer cases with thin pins which are not included for brevity. Yet, the parallel phase range decreases for cells with thick sc pins at oblique incidence. Nevertheless, by considering Fig. 6, this reduction can be compensate by increasing the number of layers. These observations can be explained noting that at normal incidence, the pin is properly shielded by the patch. On the contrary, when the cell is excited obliquely, the pin is illuminated and thus its contribution to the scattered field becomes significant. Logically, the role of shorting pins is more
evident as they become thicker at oblique incidence. However, as noted before, the destructive effect of the pins can be compensated by increasing the number of layers.

Fig. 4. Side view of multi-layer unit-cells: (a) suspended two-layer: $a_1 = 0.7a_2$, and (b) short-circuited three-layer: $a_1 = 0.7a_3$, $a_2 = 0.9a_3$.

Fig. 5. Delay characteristic of the proposed single-layer unit-cell with thin sc pin at: (a) normal and (b) oblique incidence.

Fig. 6. Delay characteristic of the proposed unit-cells with thick sc pins at oblique incidence: (a) single-layer, (b) two-layer, and (c) three-layer.

IV. PERFORMANCE ESTIMATION

In this section, performance of the RAs designed based on the proposed method is estimated in the sense of overall gain using MoM. For efficient analysis, the multi-level fast multi-pole method (MLFMM) is exploited. Additionally, the reflector ground plane is assumed to be of infinite extent. The analysis frequency and radius of shorting pins is set to 12 GHz and 0.5 mm, respectively. The inter-element spacing of the RA elements is 14 mm. By designating the focal length and the reflector diameter with, respectively, $F$ and $D$, the $F/D$ ratio is computed following [7]. Specifically, the feed pattern is fitted by $\cos^n \theta$ function and then the optimum focal length is estimated based on the classical expression reported in [8]. The study is carried out for two configurations. The feed antennas in both cases are small-size and metal-only. This further reduces the computational complexity and makes it possible to analyze the whole structure, i.e., feed plus reflector.

In the first case, a large square-shaped RA with 30×30 single-layer elements is illuminated by a probe-fed square patch antenna with 13 mm side length and air substrate. For decreasing the blockage, the patch is placed over a finite square ground plane with 37.4 mm side length. This corresponds to $F = 48$ cm which is the distance of the feed from the center of the patch. Both center- and offset-fed arrangements are considered, where the offset angle is assumed to be $40^\circ$ with respect to reflector normal direction. The corresponding gain
patterns are reported in Fig. 7, which verifies the applicability of the proposed single-layer cells for high-gain applications.

The second case is a small square-shaped RA with 10\times10 elements, illuminated by a short metallic horn antenna in center-fed arrangement. The optimum position of the feed is computed to be 15 cm from the reflector center. The radiation pattern of this feed is depicted in Fig. 8 which shows its gain stability over 1 GHz bandwidth about the center frequency. The simulated gain patterns for RA with single- and two-layer elements are reported in Fig. 9. As can be clearly seen, perfect gain stability is achieved using the proposed two-layer elements. Additionally, increasing the number of layers has decreased the side-lobe level (SLL). Thus, the suggested multi-layer unit-cells are responsive for wideband applications.

V. CONCLUSION
Light-weight metal-only reflectarray antennas can be constructed based on short-circuited conducting patches. It is shown that delay characteristics of square patches are essentially unchanged when they are short-circuited from center using thin shorting pins. As the pin radius increases, discrepancy between delay characteristics of the suspended and the short-circuited patches become undeniable as the observation angle increases, although responses remains essentially the same at normal direction. These elements are shown to be a candidate for metal-only unit cells in designing light-weight metal-only reflectarray antennas. It is demonstrated that bandwidth of such reflectarrays can be broadened by extending the idea to multi-layer unit cells. It is observed that the sensitivity of the delay response to the thickness of shorting pins decreases as the number of layers increases.

REFERENCES


Babak Honarbakhsh born in Tehran, Iran, in 1981. He received his B.S., M.S. and Ph.D. degrees in Electrical Engineering, all from Amirkabir University of Technology (Tehran Polytechnic), in 2004, 2007 and 2012. He is currently an Assistant Professor in the Department of Electrical Engineering at Shahid Beheshti University. His research interest is CEM.