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Abstract — The method of moments (MOM) with surface equivalence principle is used to numerically solve the problem of electromagnetic scattering from and transmission through an arbitrarily shaped 3D cavity in a thick conducting plane is considered. The conducting walls of the cavity inside the ground plane are of arbitrary shape. The apertures at both ends of the cavity are also of arbitrary shape. An equivalent surface magnetic current placed on the top aperture produces the scattered field in the region where the impressed sources are. The total field inside the cavity is produced by two surface equivalent magnetic currents on the apertures and an equivalent surface electric current residing on the walls of the cavity as well as on both apertures. The transmitted field on the opposite side of the impressed sources is computed by an equivalent surface magnetic current residing on the bottom aperture. Computed results are compared with results in the literature obtained by using other methods. Very good agreement is observed.

Index Terms — Apertures, equivalence principle, moment methods.

I. INTRODUCTION

The coupling of electromagnetic energy through apertures is an important problem in electromagnetic engineering. Bethe [1] offered solutions for coupling through a small circular aperture in a conducting plane wall of zero thickness, utilizing electric and magnetic dipole moments. His solution, the so-called aperture polarizability method, has been used extensively as a basis for future research on aperture coupled systems. Arvas [2] computed polarizabilities of arbitrary shaped small apertures.

A major breakthrough in dealing with aperture problems came in 1976 when Harrington and Mautz [3] expressed aperture characteristics as admittance matrices, which depend only on the region being considered, being independent of the other region. The aperture coupling is then expressible as the sum of the two independent aperture admittance matrices. The numeric solution is carried out with the method of moments formulated by Harrington [4]. Auckland solved the problem of electromagnetic transmission through a slit in a thick conducting plane, when the cross-section of the slit is rectangular [5] and when it is arbitrarily shaped [6]. Park and Eom published a paper in which they use the aforementioned method to solve for the electromagnetic transmission through circular apertures in a thick conducting plane [7]. Imeci computed transmission through an arbitrary shaped aperture in a conducting plane separating air and a chiral medium [8]. A similar problem was solved by Jin and Volakis [9] using the finite element method. The purpose of this work is to solve this problem using MOM and surface equivalence principle. For homogeneous structures of arbitrary shape, surface meshing is usually simpler than volume meshing. In such cases the method of moments with surface equivalence principle can be simpler than finite
II. DEFINITION OF THE PROBLEM

The general problem considered here is shown in Fig. 1. The ground plane of thickness \( d \) is assumed to be a perfect electric conductor (PEC) of infinite size in \( x \) and \( y \) directions. Arbitrarily shaped apertures exist on each side of the thick ground plane. These apertures are connected with an arbitrarily shaped cavity. The regions above and below the ground plane as well as inside the cavity are linear, homogeneous, isotropic dielectric mediums. These regions are named regions \( a \), \( b \), and \( c \) from the top to the bottom. In general, each region has a different electric permittivity \( \varepsilon \) and magnetic permeability \( \mu \) than the others. The top region, region \( a \), also contains impressed sources \( \mathbf{J}^i \) far away. These sources excite a time harmonic plane wave which illuminates the ground plane on the top side. The electric and magnetic fields in each region are unknown and they are going to be calculated by applying the equivalence principle, image theory and the method of moments.

![Fig. 1. Cross section view of the problem.](image)

The equivalent problem for the top region is shown in Fig. 2. The impressed sources \( \mathbf{J}^i \) and the material \( (\varepsilon^i, \mu^i) \) are kept the same as those in the original problem. The top aperture surface of Fig. 1 is now covered by a patch of PEC in Fig. 2. Hence, the whole \( z = 0 \) plane in Fig. 2 is a PEC. Below this plane, the fields are set to be null fields. The tangential electric field in region \( a \) of Fig. 1 is zero just above the \( z = 0 \) plane except over the top aperture region. The electric field in the top aperture region is \( \mathbf{E}^a|_{z=0} - \mathbf{E}^a|_{z=0} \) in Fig. 1. By placing an equivalent magnetic surface current:

\[
\mathbf{M}_1 = \mathbf{E}^a|_{z=0} \times \mathbf{\hat{z}} - \mathbf{E}^a|_{z=0} \times \mathbf{\hat{z}},
\]  

(1)

over this newly placed patch of PEC in Fig. 2, we guarantee that the tangential electric field just above this current in Fig. 2 is the same as the tangential electric field at the same points of Fig. 1. In (1), \( \mathbf{\hat{z}} \) is the unit vector in the \( z \)-direction and \( z = 0^- \) indicates the limit as \( z \) approaches zero from the above. Then the fields in Fig. 2, produced by the impressed sources \( \mathbf{J}^i \) and the equivalent magnetic surface current \( \mathbf{M}_1 \), residing just above the PEC patch, are identical to \( \mathbf{E}^a, \mathbf{H}^a \) in Fig. 1. That is,

\[
\mathbf{E}^a = \mathbf{E}^a(\mathbf{J}, \mathbf{M}) + \mathbf{E}^a(\mathbf{M}_1), \quad (2)
\]

\[
\mathbf{H}^a = \mathbf{H}^a(\mathbf{J}, \mathbf{M}) + \mathbf{H}^a(\mathbf{M}_1). \quad (3)
\]

The problem in Fig. 2 is a radiation problem of current sources over an infinite ground plane in a half-space filled with homogeneous dielectric medium. This type of problem can be solved by using image theory [10]. The ground plane is removed and the equivalent magnetic surface current is doubled. Impressed sources also have their images taken. The fields produced by these five sources, as they radiate in an unbounded homogeneous medium \( (\varepsilon^i, \mu^i) \) are the same as the fields of region \( a \) in Fig. 1. That is,

\[
\mathbf{E}^a = \mathbf{E}^a(\mathbf{J}, \mathbf{M}) + \mathbf{E}^a(\mathbf{J}^i, \mathbf{M}^i) + \mathbf{E}^a(\mathbf{M}_1), \quad (4)
\]

\[
\mathbf{H}^a = \mathbf{H}^a(\mathbf{J}, \mathbf{M}) + \mathbf{H}^a(\mathbf{J}^i, \mathbf{M}^i) + \mathbf{H}^a(\mathbf{M}_1). \quad (5)
\]

Equivalence for region \( b \) is shown in Fig. 3.

Lastly, the equivalent problem for the bottom region is set up. This is very similar to the top region equivalent problem with the only difference being not having impressed sources in the bottom region problem. The final form of the integral equations is obtained:

\[
-2\mathbf{H}^a_{\text{inc}}(\mathbf{M}_1) - \mathbf{H}^a_{\text{tan}}(\mathbf{M}_1) - \mathbf{H}^a_{\text{tan}}(\mathbf{M}_1) + \mathbf{H}^a_{\text{inc}}(\mathbf{J}) = 2\mathbf{H}^a_{\text{tan}}(\mathbf{M}_1) \quad \text{across top aperture},
\]

\[
-\mathbf{H}^a_{\text{tan}}(\mathbf{M}_1) - \mathbf{H}^a_{\text{tan}}(\mathbf{M}_1) - 2\mathbf{H}^a_{\text{tan}}(\mathbf{M}_2) + \mathbf{H}^a_{\text{tan}}(\mathbf{J}) = 0 \quad \text{across bottom aperture},
\]

\[
\mathbf{E}^a_{\text{tan}}(\mathbf{M}_1) + \mathbf{E}^a_{\text{tan}}(\mathbf{M}_2) - \mathbf{E}^a_{\text{inc}}(\mathbf{J}) = 0 \quad \text{on } S, \quad (6)
\]

where \( \mathbf{H}^\text{inc} \) is the magnetic field of \( \mathbf{J}_i, \mathbf{M}_i \) in unbounded homogeneous medium. These three equations are going to be used to solve for the three unknowns, \( \mathbf{M}_1, \mathbf{M}_2 \) and \( \mathbf{J} \) by the help of the method of moments.
III. NUMERICAL RESULTS

The problem that is going to be analyzed is a thick conductor with square apertures on the top and the bottom. This problem is previously solved in [9] using the finite element method. The sides of the apertures are \( l = w = 0.4\lambda \) and the conductor thickness is \( d = 0.25\lambda \). The triangular meshing is done in such a way that the triangles are more refined on the edges and on \( x \) and \( y \) axes on apertures. The top aperture is excited with a plane wave on normal incidence with polarization given as \( \hat{E}_{\text{inc}} = \hat{x}_{\text{inc}} \). The electric fields on the apertures computed in [9] are in very good agreement with the electric fields in Fig. 4 calculated using the MoM formulation in this research.

Next, the backscattering cross section (RCS) and the transmission coefficient \( T \) of the structure are compared. The backscattering cross section is defined as [9]:

\[
\sigma(\theta, \phi) = \lim_{r \to \infty} 4\pi r^2 \left| \frac{\hat{\mathbf{H}}^s(\mathbf{r})}{\hat{\mathbf{H}}^\text{inc}} \right|^2, \quad (7)
\]

where \( \hat{\mathbf{H}}^s(\mathbf{r}) \) is the far zone scattered field, which is the scattered field in the backward direction minus the field scattered that would exist if the entire \( z = 0 \) plane was perfectly conducting. The transmission coefficient is defined as:

\[
T = \frac{P_{\text{trans}}}{P_{\text{inc}}} = \frac{\Re \left\{ \int_{\text{top apert}} (\hat{\mathbf{E}}^* \times \hat{\mathbf{H}}) \cdot \mathbf{n} \, ds \right\}}{\eta_0 |\hat{\mathbf{H}}^\text{inc}|^2 A_1 \cos \theta_{\text{inc}}}, \quad (8)
\]

where \( P_{\text{inc}} \) is the time average incident power that would be intercepted by the top aperture if all space was free space, \( P_{\text{trans}} \) is the time average power transmitted to region \( c \) through the bottom aperture, \( \eta_0 \) is the impedance of region \( a \), and \( A_1 \) is the area of the top aperture. RCS and transmission coefficient plots computed by [9] and those in Fig. 5 computed by the MoM formulation are very close to each other for square apertures on top and bottom in a thick conductor.

Fig. 3. The equivalence for cavity region.

Fig. 4. (a) Electric field at the upper (solid line) and lower (dashed line) apertures, along \( x \)-axis, and (b) electric field at the upper (solid line) and lower (dashed line) apertures, along \( y \)-axis.

Fig. 5. RCS and transmission coefficient plots.
A. Cross aperture

A cross aperture on top and bottom is analyzed next. The cavity walls inside the conductor are the sides of a 0.5λ by 0.5λ square prism and the top and bottom walls are cross-shaped apertures. The geometry of mesh is shown in Fig. 6.

RCS and transmission coefficient plots given in Fig. 7 and Fig. 8 are very close to those given by [9].

PROBLEM GEOMETRY: \( A = B = 0.5\lambda, w = 0.125\lambda, d = 0.25\lambda \)

Fig. 6. Meshing of the cross aperture problem.

Fig. 7. Backscatter RCS as a function of incidence angle in the \( \phi = 0^\circ \) plane; \( \overline{E}^{inc} = (\hat{\theta}^{inc} \cos \alpha + \hat{\phi}^{inc} \sin \alpha)e^{-j\kappa z e_y} \).

Fig. 8. Transmission coefficient plots of the structure in Fig. 6 as a function of incidence angle in the \( \phi = 0^\circ \) plane; \( \overline{E}^{inc} = (\hat{\theta}^{inc} \cos \alpha + \hat{\phi}^{inc} \sin \alpha)e^{-j\kappa z e_y} \).

B. Circular aperture

A cylindrical cavity with small circular apertures whose centers are on the \( z \)-axis is analyzed. The geometry of meshing is shown in Fig. 9. The radii of the small apertures are \( r = 0.05\lambda \). The radius of the cylindrical cavity is \( R = 0.5\lambda \). The thickness of the conductor is \( d = 0.6\lambda \). The flanges covering the cylindrical cavity and forming small circular apertures on top and bottom have a thickness of 0.01λ. All regions are filled with \( (\varepsilon_0, \mu_0) \).

The incident field is \( \overline{E}^{inc} = ye^{jke_y} \). The magnetic currents on the top and bottom apertures along \( x \) and \( y \) axes are in Fig. 10 and Fig. 11.
C. Effect of conductor thickness

Square apertures with varying conductor thicknesses are analyzed to understand the effect of thickness on transmission of the plane wave through the cavity. The problem geometries and corresponding magnetic current plots for the top and bottom apertures are given in Fig. 12 through Fig. 17.
As seen from the magnetic current plots, increasing the conductor thickness reduces the magnetic current on the bottom aperture and therefore reduces the tangential electric field on the bottom aperture. Reduction of the tangential electric field on bottom aperture is generally accompanied by reduction of the transmission coefficient.

The effect of meshing on convergence and many more numerical results are available in [11].

**D. Results for circular aperture with a conic cavity**

To prove the versatility of the method, a conic cavity in a thick conductor \((d=0.5\lambda)\) with circular apertures on top and bottom with radii of \(R=0.25\lambda\) and \(r=0.125\lambda\), respectively is analyzed. The problem geometry is shown in Fig. 18. The top and bottom magnetic currents along \(x\) and \(y\) axes are given in Fig. 19 and Fig. 20. RCS and transmission coefficients plots are shown in Fig. 21 and Fig. 22.
Fig. 18. Circular apertures with a conic cavity, $\mathbf{E}^{\text{inc}} = y e^{j\omega t}$.

Fig. 19. Magnetic current on top aperture (solid line) and on bottom aperture (dashed line) along the $x$-axis for the problem in Fig. 18.

Fig. 20. Magnetic current on top aperture (solid line) and on bottom aperture (dashed line) along the $y$-axis for the problem in Fig. 18.

Fig. 21. Backscatter RCS of the structure in Fig. 18 as a function of incidence angle in the $\phi = 0^\circ$ plane; solid line: $\mathbf{E}^{\text{inc}}$ is phi polarized; dashed line: $\mathbf{E}^{\text{inc}}$ is theta polarized.

Fig. 22. Transmission coefficient plots of the structure in Fig. 18 as a function of incidence angle in the $\phi = 0^\circ$ plane; solid line: $\mathbf{E}^{\text{inc}}$ is phi polarized; dashed line: $\mathbf{E}^{\text{inc}}$ is theta polarized.

IV. CONCLUSION

A simple moment solution is given to numerically analyze the problem of electromagnetic scattering from and transmission through an arbitrarily shaped aperture in a thick perfectly conducting ground plane. Computed results for square, cross and circular apertures are presented. Results for circular aperture with a conic cavity are also presented. The above computed results cannot be predicted by a simple theory. However, the results show that the fields on the shadow side of the aperture are much smaller than those on the lit side even when the thickness of the ground plane is small.
The method of moments formulation introduced in this paper can give the same results as the numerical methods that use volumetric meshing such as FEM. Since for homogeneous bodies MoM with only surface meshing is possible, it can give results faster than FEM, especially when problems with large volumes are to be solved.

It is known that, numerical results obtained by MOM and surface equivalence formulation may give erroneous results due to some spurious internal resonances [12]. Such spurious results were avoided by monitoring the condition number of the moment matrix and the stability of the computed results as the size, frequency or the number of triangular patches were changed slightly.
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Abstract — Multilevel complex source beam (CSB) method is introduced to accelerate the volume-surface integral equation (VSIE) for the analysis of electromagnetic scattering from the composite structures comprising conductor and dielectric material. The field generated by each basis function or testing function is expressed by use of the equivalent point source defined over the complex sphere. The far interactions between basis functions and testing functions are replaced by the interactions between complex point sources, which can be calculated efficiently by taking advantage of the directionality of the complex point sources. The translation invariance property of Green’s function is exploited to further improve efficiency. In numerical examples, the number of CSBs and truncation angle are given for each level, and the computational efficiency of the proposed method is validated by comparison with the conventional VSIE method.

Index Terms — Electromagnetic scattering, multilevel complex source beam, volume-surface integral equation.

I. INTRODUCTION

A lot of attention has been paid to the electromagnetic scattering from the composite structures comprising conductor and dielectric material for its wide range of applications. Two kinds of integral equations have been investigated to deal with composite objects. The surface integral equation (SIE) methods, represented by Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) [1]-[2] integral equation, Mülter integral equation [3], electric/magnetic current combined-field integral equation (JMCFIE) [4]-[5] etc., are effective for homogeneous or piecewise homogeneous composite objects, but they are unable to tackle the inhomogeneous materials. Although it requires more number of unknowns than SIE, the volume-surface integral equation (VSIE) method is more powerful since it can handle inhomogeneous dielectric material [6]-[7]. Meanwhile, VSIE uses only the free-space Green’s function, which makes programming easier than SIE. This work aims to investigate a novel fast algorithm to speed up the analysis of the VSIE.

When analyzing the integral equation by the method of moments (MoM), the number of unknowns $N$ increases with the electrical size of the scatterers, which prevents directly solving the large structure due to the storage complexity of $O(N^2)$ and the time complexity of $O(N^3)$. During the past several decades, many fast algorithms were proposed to analyze the electrically large scatterers, including the multilevel fast multipole method (MLFMM) [8]-[10], the adaptive integral method (AIM) [11], the adaptive cross approximation (ACA) [12]-[14], etc. Recently, complex source beam (CSB) method and its multilevel version [15]-[18] were proposed to speed up the analysis of perfect electric conductor (PEC) scattering problems. In this method, each basis function is expressed by complex point sources by invoking the extended equivalence theorem [15]. The equivalent point source locates at a complex point, which is obtained by introducing an imaginary spatial displacement to the real position vector. The field generated by complex point source, which is called as complex source beam, has intrinsically the directionality. The directionality of CSB is exploited to accelerate the calculation by replacing the interactions between the basis functions and testing functions belonging to far groups with the interactions between complex point sources. As compared with MLFMM, one advantage of multilevel CSB (MLCSB) is that it requires a lower memory to calculate the interactions between the well separated groups since they are calculated partly with MLCSB rather than globally with MLFMM. The other advantage lies in that MLCSB is free from a particular decomposition of the Green’s function. Therefore it is applicable to radiation and scattering problems in inhomogeneous space, for which MLFMM is inconvenient.

In this paper, the solution of VSIE is accelerated by MLCSB for the analysis of the scattering from composite object. The complex point sources are first exploited to express the volume Schaubert-Wilton-Glisson (SWG) basis function [19]. The choices for the number and truncation angle of complex point sources are discussed.
in detail. The computational efficiency is illustrated by comparison with the conventional VSIE.

This paper is organized as follows. In Section II, the basic theory and formulations of VSIE method accelerated by MLCSB are presented. Several numerical results are given to demonstrate the validity of the proposed method in Section III. Conclusions are summarized in Section IV.

II. THEORY AND FORMULATIONS

A. Volume-surface electric field integral equations

We aims to obtain the scattering electric field $\vec{E}^s$ from an arbitrarily shaped composite structure under an incident plane wave $\vec{E}^i$. As shown in Fig. 1. The symbol $S$ denotes the surface of PEC parts of the composite structures, and $V$ denotes the volume of dielectric parts. For dielectric media, the permittivity $\varepsilon(\vec{r})$ is a function of spatial position and the permeability is $\mu_0$, $\varepsilon_0$ and $\mu_0$ denotes the permittivity and permeability of free space.

\[
\vec{E} = \vec{D} / \varepsilon(\vec{r}) + j \omega \mu_0 \int_{V} \vec{G} (\vec{r}, \vec{r'}) \cdot \vec{J}_s (\vec{r'}) d^3r' \\
+ j \omega \mu_0 \int_{S} \vec{G} (\vec{r}, \vec{r'}) \cdot \vec{J}_s (\vec{r'}) d^2r' \quad (\vec{r'} \in V),
\]

\[
\vec{E}^{i}_{tan} = \left[ j \omega \mu_0 \int_{S} \vec{G} (\vec{r}, \vec{r'}) \cdot \vec{J}_s (\vec{r'}) d^2r' \right]_{tan} \quad (\vec{r'} \in S). \tag{2}
\]

In equations (1) and (2), $j$ denotes the imaginary unit, $\vec{J}_v$ and $\vec{J}_s$ are the electric current densities in the $V$ and on the $S$, respectively. $\vec{D}$ is the electric flux density, and $\vec{J}_s (\vec{r}) = j \omega K(\vec{r}) \vec{D}(\vec{r})$, $K(\vec{r}) = [\varepsilon(\vec{r}) - \varepsilon_0] / \varepsilon(\vec{r})$, $\omega$ is angular frequency. The subscript $tan$ denotes taking the tangential components of corresponding vector. $\vec{G}(\vec{r}, \vec{r'})$ is the three dimensional dyadic Green’s function in free space:

\[
\vec{G}(\vec{r}, \vec{r'}) = (\vec{r} - \vec{r'}) / k^2 - \nabla \cdot \nabla \frac{1}{r} e^{-jk \cdot r} \cdot \frac{1}{4\pi |\vec{r} - \vec{r'}|}, \tag{3}
\]

where $\mathbf{I}$ is the unit dyadic and $k$ is the wavenumber in free space.

In the implementation of method of moments for solving the VSIE, $\vec{D}$ is expanded by the SWG basis functions, and $\vec{J}_s$ is expanded by the Rao-Wilton-Glisson (RWG) [20] basis functions. By use of the Galerkin’s testing, equations (1) and (2) can be converted to the following matrix equation:

\[
\begin{bmatrix}
Z^{20} & Z^{MD} \\
Z^{DM} & Z^{MM}
\end{bmatrix}
\begin{bmatrix}
\vec{D}^v \\
\vec{J}_s
\end{bmatrix}
= \begin{bmatrix}
\vec{v}^v \\
\vec{v}^s
\end{bmatrix}, \tag{4}
\]

where vectors $\vec{D}^v$ and $\vec{J}_s$ represent the coefficients of the basis functions which expanding $\vec{D}$ and $\vec{J}_s$, respectively. $\vec{v}^v$ and $\vec{v}^s$ relate to incident field for dielectric and PEC parts, respectively.

B. Multilevel complex source beam method

MLCSB method is applied to accelerate the matrix-vector multiplication required by the iterative solver for solving equation (4). To implement the MLCSB scheme, octree grouping is utilized. Based on the extended equivalence theorem introduced in [15], a set of equivalence point sources are constructed for each basis function to generate the same electromagnetic fields in the interesting region. The point sources are distributed at a sphere with complex radius, which are constructed by extending the real coordinates of points on the sphere enclosing the grouping box into complex coordinates. The field generated by the point sources locating at the complex positions, or complex point sources, has directionality, in contrast to the isotropic field generated by real point sources. The directionality depends on the imaginary coordinates of point sources and can be exploited to develop fast algorithms.

The equivalence complex point sources are distributed at the surface of the complex sphere which locating at the angle of $[(n-1)\Delta\theta, (m-1)\Delta\varphi_n]$ with $n = 1, \cdots, N_\theta + 1$ and $m = 1, \cdots, N_\varphi + 1$, as shown in Fig. 2. Here $\Delta\theta = 180^\circ / N_\theta$ is the angle interval of CSBs along the $\theta$ direction. $N_\theta$ is the number of CSBs along the $\theta$ direction. $\Delta\varphi_n = 360^\circ / N_\varphi$ is the angle interval of CSBs along the $\varphi$ direction which varying with the $\theta$ component of the position vector of points. $N_\varphi = \text{Int}[2(n+1)\sin(n-1)\Delta\theta]$ is the number of CSBs in the $\varphi$ direction [18].
For PEC part, the interactions of observation RWG function $\tilde{J}_w^s(\mathbf{r})$ and source RWG function $\tilde{J}_w^s(\mathbf{r}')$ are represented by the CSBs as follows [16],[18]:

$$\int_{\mathcal{V}_w} \tilde{J}_w^s(\mathbf{r}) \cdot \sum_{j=1}^{P} \mathcal{G}(\mathbf{r}, \mathbf{r}_j) \cdot \tilde{u}_{\mathbf{r}_j} \cdot \tilde{u}_{\mathbf{r}_j} \cdot \tilde{w}_{\mathbf{r}_j} \cdot \tilde{w}_{\mathbf{r}_j} \cdot \tilde{w}_{\mathbf{r}_j}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w,$$

$$\int_{\mathcal{V}_w} \tilde{J}_w^s(\mathbf{r}) \cdot \sum_{j=1}^{P} \mathcal{G}(\mathbf{r}, \mathbf{r}_j) \cdot \tilde{u}_{\mathbf{r}_j}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w,$$

$$\int_{\mathcal{V}_w} \tilde{J}_w^s(\mathbf{r}) \cdot \sum_{j=1}^{P} \mathcal{G}(\mathbf{r}, \mathbf{r}_j) \cdot \tilde{w}_{\mathbf{r}_j}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w.$$

Similarly, for dielectric part, the interactions of observation SWG function $\tilde{J}_w^v(\mathbf{r})$ and source SWG function $\tilde{J}_w^v(\mathbf{r}')$ can be represented by the CSBs:

$$\int_{\mathcal{V}_w} j\omega K(\mathbf{r}) \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}') \cdot \tilde{J}_w^v(\mathbf{r}) \cdot \tilde{u}_{\mathbf{r}} \cdot \tilde{u}_{\mathbf{r}} \cdot \tilde{w}_{\mathbf{r}}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w,$$

$$\int_{\mathcal{V}_w} j\omega K(\mathbf{r}) \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}') \cdot \tilde{u}_{\mathbf{r}} \cdot \tilde{u}_{\mathbf{r}} \cdot \tilde{w}_{\mathbf{r}}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w,$$

$$\int_{\mathcal{V}_w} j\omega K(\mathbf{r}) \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}') \cdot \tilde{w}_{\mathbf{r}} \cdot \tilde{w}_{\mathbf{r}}, \quad \text{for} \quad \mathbf{r} \in \mathcal{V}_w.$$

Now, the matrix equations can be decomposed into near and far field parts:

$$\begin{bmatrix} Z_{\text{near}} \end{bmatrix} + \begin{bmatrix} \eta T_{\text{u}} & \eta T_{\text{w}} \\ w T_{\text{u}} & w T_{\text{w}} \end{bmatrix} \begin{bmatrix} \eta T_{\text{u}} & \eta T_{\text{w}} \\ w T_{\text{u}} & w T_{\text{w}} \end{bmatrix} = \begin{bmatrix} \eta T_{\text{u}} & \eta T_{\text{w}} \\ w T_{\text{u}} & w T_{\text{w}} \end{bmatrix} = \begin{bmatrix} 1 \end{bmatrix} = \begin{bmatrix} 1 \end{bmatrix}.$$

The translation invariance property of Green’s function is utilized to further improve the efficiency. The number of different interactions between the given group and all its far-field groups at the same level is
$7^2 \cdot 3^2 = 40$ for two-dimension models, and is $7^3 \cdot 3^3 = 316$ for three-dimension models. Moreover, using the symmetry property of the Green’s function, only 12 transfer matrices need to be computed and stored for two-dimension problems as shown in Fig. 4, and 56 transfer matrices for three-dimension problems [18].

Moreover, the symmetry property of the Green’s function requires only 12 transfer matrices for two-dimension problems as shown in Fig. 4, and 56 transfer matrices for three-dimension problems [18].

$$[T_{pq}]_q = G(r_q, r_p)$$

Fig. 4. Interactions between group P and its far field groups.

### III. NUMERICAL RESULTS

In this section, two numerical examples are presented to validate the accuracy and efficiency of the proposed MLCSB accelerated VSIE method. All calculations are performed on a personal computer with 2.67 GHz central processing unit (CPU) and 8 GB random access memory (RAM).

Firstly, consider the electromagnetic scattering from a PEC sphere with the radius 0.15 m, coated with a dielectric layer with the thickness 0.03 m and relative permittivity $\varepsilon_r = 2$. The incident plane wave operates at the frequency of 1 GHz, and it propagates along the $z$ direction with vertical polarization. In our analysis, the number of total unknown is 16905, in which 14491 for dielectric part and 2214 for PEC part. The $\Delta \theta$ value of CSBs is 30°, and the truncation angle $\theta_t$ is 160°. The values of bistatic RCS normalized to square wavelength obtained from the MLCSB accelerated VSIE, the Mie series and software FEKO are shown in Fig. 5 and they are in good agreement. The storage requirement and computational time are listed in Table 1. It can be observed that the CSB accelerated VSIE method requires about 62.6% storage and 73.7% time cost less than the conventional VSIE method.

Table 1: Computational efficiency comparison (number of unknowns: 16905)

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU Time (s)</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSIE</td>
<td>1495</td>
<td>2.3</td>
</tr>
<tr>
<td>MLCSB-VSIE</td>
<td>392</td>
<td>0.86</td>
</tr>
</tbody>
</table>

In order to investigate the choices of $\Delta \theta$ and $\theta_t$ for each level of MLCSB, the scattering from coated cuboids with four different sizes are computed as the second example. The size of the grouping box at the finest level is kept to 0.18 wavelength. The number of unknowns and the adopted number of level increase as the size of the structure increases. The structures are all illuminated by a vertical polarization plane wave along the $z$ direction and the frequency is 300 MHz. Some structural and computational parameters are listed in Table 2. All the structures are coated by a dielectric layer with relative permittivity $\varepsilon_r = 2$ and thickness of 0.05 m.

Table 2: Parameters of the coated cuboids

<table>
<thead>
<tr>
<th>Model</th>
<th>Dimension of PEC Part (unit: m)</th>
<th>Number of Unknowns</th>
<th>Number of Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.6<em>0.3</em>0.3</td>
<td>8794</td>
<td>1</td>
</tr>
<tr>
<td>Model 2</td>
<td>1.2<em>0.3</em>0.3</td>
<td>15128</td>
<td>2</td>
</tr>
<tr>
<td>Model 3</td>
<td>2.4<em>0.3</em>0.3</td>
<td>27913</td>
<td>3</td>
</tr>
<tr>
<td>Model 4</td>
<td>4.8<em>0.3</em>0.3</td>
<td>53454</td>
<td>4</td>
</tr>
</tbody>
</table>
Here, the relative root mean square (RRMS) error is exploited to compare the accuracy of the methods, and which is defined as:

$$\sqrt{\frac{1}{n} \sum_{i=1}^{n} |a_i - b_i|^2 / |b_i|^2},$$  \hspace{1cm} (14)

where $a_i$ and $b_i$ are the bistatic RCS values (unit: m$^2$) of the proposed method and conventional VSIE method, respectively, and $n$ denotes the number of observation points. To determine the appropriate values of $\Delta \theta$ and $\theta$ for each level, we first fix $\theta$ as $180^\circ$ to prevent the truncating error and check the RCS accuracy with different $\Delta \theta$. When analyzing the proper $\Delta \theta$ for a higher level, the values of $\Delta \theta$ for the lower levels are chosen as the maximum $\Delta \theta$ value satisfying the RRMS error less than 0.01 for the corresponding low level models. The RRMS error curves for different $\Delta \theta$ at different levels are shown in Fig. 6. From Fig. 6, we can find that the $\Delta \theta$ values can be chosen as $30^\circ$, $22.5^\circ$, $20^\circ$, $15^\circ$ from level 1 to level 4 to ensure the RRMS error less than 0.01. Then we fix $\Delta \theta$ to the values for corresponding levels, and check the RCS accuracy with different $\theta$ for each level. The RRMS error curves for different $\theta$ are shown in Fig. 7, and it can be concluded that the $\theta$ values can be chosen as $160^\circ$, $140^\circ$, $100^\circ$ and $80^\circ$ from level 1 to 4, respectively, to ensure the RRMS error less than 0.01. The bistatic RCS curves of model 3 calculated with the above $\Delta \theta$ and $\theta$ are shown in Fig. 8. Good agreement is observed between MLCSB accelerated VSIE method and the conventional method. The memory requirement and total CPU time for two methods are given in Fig. 9. It can be observed that the MLCSB accelerated VSIE method requires about much less storage and time less than the conventional VSIE does.
Fig. 9. The comparisons of consumption for different models with different number of unknowns: (a) memory and (b) CPU time.

IV. CONCLUSION

In this paper, the MLCSB accelerated VSIE method is utilized to efficiently analyze the electromagnetic scattering from composite structures comprising PEC and dielectric material. The parameter values of MLCSB method are discussed in detail. The comparisons of memory consumption and CPU time with conventional VSIE are given. From the numerical results, the accuracy and efficiency of the proposed scheme are demonstrated.
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Abstract — This paper presents an efficient algorithm combining a higher order method of moments (MoM) with the adaptive cross approximation-singular value decomposition (ACA-SVD) algorithm for the three-dimensional perfect electric conductor (PEC) targets located in a planar layered medium. An efficient set of hierarchical divergence-conforming vector basis functions based on curved triangular mesh is used to expand the induced surface electric current density on the metal surface of the target in layer medium. A three level discrete complex images methods (DCIM) is applied to efficiently obtain the closed form spatial Green’s functions. To be able to solve the electrically large problems, the ACA-SVD algorithm is proposed to accelerate the matrix-vector multiplication and reduce the memory requirements when the corresponding matrix equation is solved by a Krylov-subspace iterative method. The electromagnetic scattering from the practical model of hard targets buried in a lossy medium is analyzed in this paper, and numerical examples demonstrate the accuracy and efficiency of the proposed technique for the electrically large scattering problems in layered medium.

Index Terms — Complex electromagnetic scattering, hierarchical vector basis functions, modified adaptive cross approximation (ACA) algorithm.

I. INTRODUCTION

The development of an efficient method for computing electromagnetic scattering from targets located in layered medium has received intense attention during the past decades because of its important applications in many areas, such as, remote sensing, target identification, geophysical exploration, microwave imaging, and etc. [1]-[3]. Even so, the fast and accurate detection of arbitrary shaped electrically large hard targets in a multilayered media is still a challenging problem, and only very few of papers which truly deal with the electrically large electromagnetic scattering problems in a multilayered media were published in the past years [1]-[2]. The method of moments (MoM) [4] is one of the most widely used techniques for solving electromagnetic scattering problems since they require fewer unknowns than differential equations solvers. Traditional MoM solution of the surface integral equation (SIE) utilizes the Rao-Wilton-Glisson (RWG) [4] or rooftop basis functions [5] that based on flat triangular or quadrilateral patches to expand the surface current density, which belongs to the low-order method. When the electrical size of the problem is very large, plane triangles used to discrete the surface will produce a large number of unknowns, but cannot provide enough flexibility and efficiency in modeling curved structures. Further more, the accuracy of solution while using the low-order bases is improved slowly with increases in the number of unknowns. By using higher order basis functions which are defined on curved elements to expand the unknowns, the higher order method [6] essentially reduces the computational unknowns, and enhances the accuracy of the solution at the same time. Higher order MoM solutions of the SIE have been successfully used to solve electrically large electromagnetic problems in free space [7]-[9]. Jorgensen [3] also uses the higher order technique to analyze the electromagnetic scattering problems for metallic objects in layered media, but hasn’t combined any fast algorithm.

With \( N \) being the number of unknowns of the MoM solution, the computational complexity is \( O(N^2) \) when an iterative method is applied. To reduce the memory requirement and speed up the matrix-vector multiplication, fast algorithms should be involved. One of the most popular techniques is fast multipole method (FMM) [10] or multilevel fast multipole algorithm (MLFMA) [11]-[14]. The MLFMA is based on the vector addition theorem and the plane wave expansion theory, which means the formulation, implementation, and occasionally performance of the MLFMA depends on a priori knowledge of Green’s functions. Therefore, when the EM scattering problem is discussed in layered media, the MLFMA cannot be directly applicable due to the more complicated Green’s functions. Fast fourier transform (FFT) based algorithms also have been used to accelerate the analysis of scattering from objects in
layered media [1]-[2], and the parallel implementation of the AIM was used to deal with the electrically large scattering problems in [1]. In contrast with the MLFMA and FFT based algorithms, the low-rank approximation based adaptive cross approximation (ACA) algorithm [15] is purely algebraic and, does not depend on the formulation of Green’s functions. In general, the ACA requires considerable computation time and memory. To improve the efficiency, the ACA-SVD was studied by Bebendorf [16], which efficiently recompresses the matrices of ACA using the SVD technique. In this paper, the ACA-SVD technique is presented for solving electromagnetic problems in layer medium.

This paper is organized as follows. In Section II, we present the higher order hierarchical vector basis functions and the modified ACA formulations for electrically large scattering problems in layered medium. A three level discrete complex images methods (DCIM) is applied to efficiently obtain the closed form spatial Green’s functions without any quasi-static and surface-wave extraction, that part has been reported in the conference paper [17]. A set of hierarchical divergence-conforming vector basis functions based on curvilinear triangle elements are used to expand the induced current density on the surface of targets in layered medium. The ACA-SVD technique is employed to reduce the memory requirements and computational complexity. In Section III, we present several results to verify the proposed method’s accuracy and efficiency. In this section, the computational complexity and memory requirements of the presented method are discussed and compared with existing fast algorithms, the adaptive integral method (AIM), for electrically large scattering problems in layered medium. Finally, conclusions are summarized in Section IV.

II. THEORY AND FORMULATION

A. Integral equation in layered medium and higher order MoM formulation

Consider an arbitrarily shaped 3-D perfect electric conductor (PEC) targets located in the pth layer of a layered medium, as shown in Fig. 1. The background medium has N parallel layers with independent permittivity and permeability ($\varepsilon_p, \mu_p$, $p = 1, \cdots, N$). Consider a general purpose scattering problem of a time-harmonic electromagnetic field $E^{in}$, incident on the PEC structure. Using the continual boundary condition for the tangential component of the total electric field on the PEC surface, we formulate the mixed potential electric field integral equation (MPIE) [18], as shown:

$$\hat{n} \times \left[ j \omega A(\mathbf{r}) + \nabla \phi(\mathbf{r}) \right] = \hat{n} \times E^{in}(\mathbf{r}).$$

The vector magnetic potential $A(\mathbf{r})$ and the scalar electric potential $\phi(\mathbf{r})$ due to the surface current density $J(\mathbf{r}')$ can be expressed as:

$$A(\mathbf{r}) = \oint_{S'} G_{d_1}^{d_1}(\mathbf{r}, \mathbf{r}') J(\mathbf{r}') dS',$$

$$\phi(\mathbf{r}) = \oint_{S'} K^{d_1}(\mathbf{r}, \mathbf{r}') V' J(\mathbf{r}') dS',$$

where $\mathbf{r} = \rho \hat{\mathbf{p}} + z \hat{\mathbf{z}}$ and $\mathbf{r}' = \rho' \hat{\mathbf{p}} + z' \hat{\mathbf{z}}$ denote observer and source points, respectively. $G_{d_1}^{d_1}(\mathbf{r}, \mathbf{r}')$ is the dyadic green function and $K^{d_1}(\mathbf{r}, \mathbf{r}')$ is the scalar Green’s functions in layered medium. These functions are derived using formulation C by Michalski and Zheng [15], and the traditional form of $G_{d_1}^{d_1}(\mathbf{r}, \mathbf{r}')$ and $K^{d_1}(\mathbf{r}, \mathbf{r}')$ are given by:

$$G_{d_1}^{d_1}(\mathbf{r}, \mathbf{r'}) = (\hat{\mathbf{x}} \hat{\mathbf{x}} + \hat{\mathbf{y}} \hat{\mathbf{y}}) G_{d_1}^{d_1}(\rho, z|z'),$$

$$K^{d_1}(\mathbf{r}, \mathbf{r'}) = K^{d_1}(\rho, z|z'),$$

where

$$G_{d_1}^{d_1}(\rho, z|z') = S_0 \left[ \hat{G}_{d_1}^{d_1}(k_\rho, z|z') \right],$$

$$G_{d_1}^{d_1}(\rho, z|z') = S_0 \left[ \hat{G}_{d_1}^{d_1}(k_\rho, z|z') \right],$$

$$G_{d_1}^{d_1}(\rho, z|z') = -j \cos \theta S_1 \left[ \hat{G}_{d_1}^{d_1}(k_\rho, z|z') \right],$$

$$G_{d_1}^{d_1}(\rho, z|z') = -j \sin \theta S_1 \left[ \hat{G}_{d_1}^{d_1}(k_\rho, z|z') \right],$$

$$K^{d_1}(\rho, z|z') = S_0 \left[ \hat{K}^{d_1}(k_\rho, z|z') \right].$$

$S_n$ denotes Sommerfeld integral (SI) of order $n$ and is defined as:

$$S_n \left\{ \hat{J}(k_p) \right\} = \frac{1}{2\pi} \int_0^\infty \hat{J}(k_p) J_n(k_p \rho) k_p dk_p,$$

$J_n$ is the Bessel function of order $n$. The three level discrete complex images methods (DCIM) proposed in [17] are used to calculate the SIs and obtain the closed form spatial Green’s functions. The three levels DCIM can approximate the contribution of both the lateral waves and surface waves, and it is more stable and accurate than traditional method for the lossy stratified media [17].

Fig. 1. Arbitrarily shaped 3-D PEC target in a layered medium.
To solve the Equation (1), the surface of scatterer should be discreted, and the induced current density should be expanded by basis functions. The PEC body in layered media is meshed using cured triangular patches of second order with associated parametric curvilinear coordinate systems defined by \(0 \leq \xi_1, \xi_2, \xi_3 \leq 1\). The efficient higher order (HO) hierarchical divergence-conforming vector basis functions defined on curvilinear triangular patches used here were proposed in [9], and that have been proved could provide well-conditional linear system for iterative solution. For sake of simplicity, we only give the expression of hierarchical basis functions of order 1.5. The rest higher order’s expressions of these basis functions can be found in [9]. The hierarchical basis functions of order 1.5 for one curved triangular element are defined as:

\[
\begin{align*}
\mathbf{f}_{ij}^{rg}(r') &= \frac{1}{J} \left[ (\xi_1 - 1) \frac{\partial r'}{\partial \xi_1} + \xi_2 \frac{\partial r'}{\partial \xi_2} \right],
\mathbf{f}_{ij}^{ry}(r') &= \frac{1}{J} \left[ \xi_1 \frac{\partial r'}{\partial \xi_1} + \xi_2 \frac{\partial r'}{\partial \xi_2} \right],
\mathbf{f}_{ij}^{rz}(r') &= \frac{1}{J} \left[ \xi_1 \frac{\partial r'}{\partial \xi_1} + \xi_2 \frac{\partial r'}{\partial \xi_2} \right],
\end{align*}
\]

where the superscript denotes the edge or face-based functions, the first subscript denotes the local edge number for a fixed triangular element, the second subscript of the edge-based functions and the sum of the two number of the face-based functions’ second subscript are both denote order of hierarchical polynomials, the \(r'\) is the position vector of the source point determined by normalized face coordinates on curved parametric triangular patch, \(J\) is the element Jacobian. Obviously, the lowest order expansion (called order 0.5) is included in expression (8) (see the first three functions) and they are the well-known curvilinear Rao-Wilton-Glisson (CRWG) functions [19]. The unknown current density \(\mathbf{J}(r')\) is expanded using \(N\) HO bases:

\[\mathbf{J}(r') = \sum_{n=1}^{N} I_n \mathbf{f}_n(r'),\]

where \(I_n\) are the unknown expansion coefficients, and \(N\) equations are obtained by applying Galerkin testing method:

\[\mathbf{ZI} = \mathbf{V}.\]  

B. ACA-SVD accelerated the higher order MoM solution

In contrast with the MLFMA and FFT based algorithms, the low-rank approximation based fast algorithms [15]-[16], [20]-[21] are purely algebraic, and do not depend on the formulation of Green’s functions. An ACA based fast algorithm with recompress technique is introduced here to reduce the memory requirements and computational complexity for electrically large scattering problems in layered medium.

The ACA employs the same octree data structure as in the MLFMA. The octal-tree algorithm is used to subdivide a box that encloses an object into smaller boxes. Figure 2 shows the box enclosing the object is subdivided into smaller boxes at multiple levels, in the form of an octal-tree. The largest boxes not touching each other are at level 2, while the smallest boxes are level \(L\). The subdivision process runs recursively until the finest level \(L\). With reference to Fig. 3, far interactions exist at levels 2 and higher. By using the fast algorithm, the impedance matrix \(\mathbf{Z}\) can be rewritten as:

\[\mathbf{Z} = \mathbf{Z}_{\text{near}} + \mathbf{Z}_{\text{far}},\]

where the near field interactions are computed with the higher order MoM directly. Based octree grouping the far field interactions can be expressed as:

\[\mathbf{Z}_{\text{far}} = \sum_{l=2}^{L} \sum_{i=1}^{M(l)} \sum_{j=1}^{L} \left[ \mathbf{Z}_{ij} \right]_{\text{near}}.\]  

where \(M(l)\) is the number of nonempty groups at level \(l\) and, \(Far(l(i))\) denotes the number of far interaction groups of the \(i\)-th nonempty group for each observation group \(l(i)\) at level \(l\). The \(\left[ \mathbf{Z}_{ij} \right]_{\text{near}}\) is the sub-matrix of far interaction between the observation group \(l(i)\) and \(j\), and the subscripts \(m, n\) denote the number of the basis functions in the observation and source groups, respectively. Since the sub-matrix \(\left[ \mathbf{Z}_{ij} \right]_{\text{near}}\) is a low \(\tau\)-rank matrix, in the ACA implementation, it can be approximate to the product of two small matrices:

\[\left[ \mathbf{Z}_{ij} \right]_{\text{near}} = \left[ \mathbf{U}_{ij} \right]_{\text{near}} \left[ \mathbf{V}_{ij} \right]_{\text{near}},\]  

where \(r\) is the \(\tau\)-rank of the matrix \(\left[ \mathbf{Z}_{ij} \right]_{\text{near}}\) and is much smaller than \(m\) and \(n\). The error in this approximation is controlled by a threshold \(\tau\), which determines when to stop looking for more columns and rows of \(\mathbf{U}_{ij}\) and \(\mathbf{V}_{ij}\), respectively. The ACA-SVD was presented by [11]. Since the matrices \(\left[ \mathbf{U}_{ij} \right]_{\text{near}}\) and \(\left[ \mathbf{V}_{ij} \right]_{\text{near}}\) generated by the ACA are usually not orthogonal, they may contain redundancies that can be removed by an algebraic compression technique. A SVD recompression of the obtained ACA decomposition can be performed utilizing two QR factorizations, so that either the \(\left[ \mathbf{U}_{ij} \right]_{\text{near}}\) or \(\left[ \mathbf{V}_{ij} \right]_{\text{near}}\) matrices in (13) can be done orthonormal, with an extra saving in memory, and the far field interactions in (12) can be rewritten as:

\[\mathbf{Z}_{\text{far}} = \sum_{l=2}^{L} \sum_{i=1}^{M(l)} \sum_{j=1}^{L} \left[ \hat{\mathbf{U}}_{ij} \right]_{\text{near}} \left[ \hat{\mathbf{V}}_{ij} \right]_{\text{near}},\]
where $k < r$. When higher order hierarchical vector basis functions are directly combined with the ACA-SVD algorithm, the higher order MoM’s advantages of great reduction of the number of unknowns and acceleration of the convergence for iteration are keeping.

![Octree Structure](image)

Fig. 2. Sketch of the octree structure.

**III. NUMERICAL RESULTS**

In this section, numerical results demonstrate efficiency of the higher order MoM solutions combined with the ACA-SVD technique for the 3D electromagnetic scattering problems in layered medium. For all computations, the threshold $\tau = 10^{-3}$. The flexible generalized minimal residual with deflated restarted (FGMRES-DR) [22] was used for the iterative solution of the system matrix. In the FGMRES-DR, all computations were carried out on a computer with 2.83 GHz CPU and 8.0 GB RAM.

The first example considers the bistatic radar cross section (Bi-RCS) of a PEC cylinder over a three-layer medium to test the accuracy of the proposed method. The three-layer medium is characterized by 

\[
\begin{align*}
\varepsilon_1 &= \varepsilon_0, & \mu_1 &= \mu_0, \\
\varepsilon_2 &= 2.5\varepsilon_0, & \mu_2 &= \mu_0, \\
\varepsilon_3 &= (6.5 - j0.6)\varepsilon_0, & \mu_3 &= \mu_0.
\end{align*}
\]

The cylinder is 3 m long and has a radius of 0.5 m, and its bottom is located 0.2 m above the top interface of the three-layer dielectric medium as shown as in Fig. 3. The incident angles of plane wave are $\theta^\text{inc} = 60^\circ$, $\phi^\text{inc} = 0^\circ$ at 600 MHz. This scatterer is discretized with 572 curvilinear triangular patches for order 1.5 hierarchical basis functions, and giving raises to 2860 HO unknowns. The Bi-RCS at the scattered angle $\theta^\text{sca} = 60^\circ$ for both VV and HH polarization was shown in Fig. 5. The HO ACA-SVD results are compared with the 3-D adaptive integral method (AIM) [1], it can be found that there is an excellent agreement among them. The memory requirement for the HO ACA-SVD and LO ACA-SVD (which use the CRWG basis functions and curvilinear triangular discretization to make a fair comparison) are compared in the Table 1. It can be found that, the use of higher order techniques greatly reduces the memory requirement for a given problem.

The second example considers the Bi-RCS of a PEC cuboid in a two-layer medium to test the efficiency of the proposed method. The two-layer medium is characterized by 

\[
\begin{align*}
\varepsilon_1 &= \varepsilon_0, & \mu_1 &= \mu_0, \\
\varepsilon_2 &= (3.3 - j0.03)\varepsilon_0, & \mu_2 &= \mu_0.
\end{align*}
\]

The cuboid is 5.0 m long, 5.0 m wide and 2.0 m high, and its top is located 2.5 m below the interface of the two-layer dielectric medium as shown as in Fig. 4. The incident angles of plane wave are $\theta^\text{inc} = 60^\circ$, $\phi^\text{inc} = -90^\circ$ at 900 MHz. The Bi-RCS at the scattered angle $\theta^\text{sca} = 60^\circ$ for VV polarization was shown in Fig. 4. The HO-ACA results are compared with a reference fast inhomogeneous plane wave algorithm (FIPWA) accelerated MoM [23] and the 3-D AIM [1], it can be found that there is an excellent agreement among them. This scatterer is discretized with 9144 curvilinear triangular patches for order 1.5 hierarchical basis functions, and giving rise to 45720 HO unknowns. This simulation required 3.121 GB total memory and 4941s CPU time. The CPU time of the calculation of the spatial-domain layered medium

![Bi-RCS Graph](image)

Fig. 3. Bistatic RCS of a PEC cylinder over a three-layer medium in the $\theta^\text{inc} = 60^\circ$ at 600 MHz.

**Table 1: The memory requirement of HO ACA-SVD and LO ACA-SVD for the cylinder in layered medium**

<table>
<thead>
<tr>
<th></th>
<th>HO ACA-SVD</th>
<th>LO ACA-SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number unknowns</td>
<td>2860</td>
<td>13383</td>
</tr>
<tr>
<td>DCIM time (sec.)</td>
<td>9.2</td>
<td>9.4</td>
</tr>
<tr>
<td>Near field memory (MB)</td>
<td>12.6</td>
<td>16.2</td>
</tr>
<tr>
<td>Far field memory (MB)</td>
<td>23.1</td>
<td>146.2</td>
</tr>
<tr>
<td>Matrix-vector operation time (sec.)</td>
<td>0.015</td>
<td>0.068</td>
</tr>
<tr>
<td>Total iteration steps</td>
<td>118</td>
<td>190</td>
</tr>
</tbody>
</table>
Green’s functions by DCIM is only 24s. The far-field calculation accelerated by the modified ACA-SVD required 2.973 GB memory and 4784s for filling the far-field matrices. Figure 5 shows the required memory and the CPU time as a function of the number of HO unknowns increases, respectively. The MVP refers to a matrix-vector operation in Fig. 5 (b). Increasing the frequencies of the incident wave from 300 MHz to 1.2 GHz, and fixing the electrical mesh size equal to 0.45λ, that will result in the increasing number of total unknowns. As can be observed from the Fig. 5, the total memory and the CPU time of the higher order ACA-SVD is much less than of the higher order ACA with a fixed proportion. It also can be concluded that the complexity of the higher order ACA-based algorithms are scaled as \( N^{4/3} \log N \) for memory and CPU time, respectively, where \( N \) denotes the number of HO unknowns.

The third example considers the scattering of a tank model located in a four-layer medium which imitates a complex environment. The four-layer medium is characterized by the \( \varepsilon = \varepsilon_0, \varepsilon_1 = (5.02 - j0.2) \varepsilon_0, \varepsilon_2 = \varepsilon_0, \varepsilon_3 = (10.8 - j0.2) \varepsilon_0, \mu_1 = \mu_2 = \mu_3 = \mu_4 = \mu_0 \). The tank model has a size 12.63 m \( \times 4.33 m \times 2.8 m \) as shown as in Fig. 6. The bistatic RCS was plotted at a frequency of 500 MHz and an angle \( \theta^{inc} = 30^\circ, \phi^{inc} = 0^\circ \) for both VV polarization as shown in Fig. 7, the results are compared with the scattering for the one in free space. This scatterer is discretized with 7094 curvilinear triangular patches for order 1.5 hierarchical basis functions, and giving rise to 35470 HO unknowns. This simulation required 2.262 GB memory and 6517s CPU time. The CPU time of the calculation of the multilayered Green’s functions by DCIM is only 260s. The far-field calculation accelerated by the ACA-SVD required 1.932 GB memory and 2432s for filling the far-field matrices.

![Fig. 4. Bistatic RCS of a PEC cuboid in a two-layer medium for the \( \theta^{inc} = 60^\circ \) at 900 MHz.](image)

![Fig. 5. (a) Memory requirement, and (b) CPU time for a matrix-vector operation, as a function of the number of HO unknowns for the cuboid in layered medium.](image)

![Fig. 6. A complex electrically large hard target located in a four-layer medium: (a) the simulation model of tank, and (b) illustration of the tank located in the four-layer medium.](image)
IV. CONCLUSION

This paper provided an efficient technique for the electromagnetic scattering from the electrically large hard targets located in layered medium, which use the higher order method to discretize the unknown surface current density and the integral equations, and then use the ACA-SVD algorithm to accelerate the higher order MoM solutions. The numerical results demonstrated that the higher order ACA-SVD required much less memory and the CPU time than the low order ACA based algorithm or the higher order MoM solutions.
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Abstract — An original modeling-based microwave imaging technique for determining the volume fraction of solid material in dielectric powders is described. The desired characteristic is determined by analyzing $S$-parameter measurements in a waveguide containing the sample with the help of an artificial neural network trained by data from 3D FDTD simulation. The powder sample is represented by a mixture of air and millimeter-scale particles reproduced in the FDTD model. Computational tests with 20 to 40 mm cubic samples of SiC and ZrO$_2$ powders in WR340 show that the solids volume fraction is determined with less than 5% error.

Index Terms — Artificial neural network, FDTD modeling, microwave imaging, particulate materials, solids volume fraction.

I. INTRODUCTION

High-temperature microwave processing methods, including sintering, are known to be promising technologies that, when carried out in properly designed systems, could facilitate energy savings and high quality processing of powders and particulate materials [1-4]. There is a growing effort to develop corresponding multiphysics models and computational tools capable of assisting engineers in designing systems for efficient high-temperature microwave processing (see, e.g., [5-9]). Characterization of material properties is an integral part of the modeling process, but reliable experimental data on electromagnetic and thermal parameters of the processed material are not always available.

Thermal conductivity is a critically important input parameter in the computation of microwave-induced temperature fields. For many powders, it can be relatively accurately estimated using advanced physical models for thermal conductivity of porous materials [10,11]. However, this approach requires the solids volume fraction $\phi$ (or porosity $\psi = 1 - \phi$) of the powder to be known. For many materials the data provided by the manufacturers or in handbooks is available in only a certain range, so the resulting value of thermal conductivity becomes necessarily uncertain [12]. This, in turn, may impact the results of computer simulation.

Effective complex permittivity $\varepsilon_{\text{eff}}$ is another critical input parameter of the related multiphysics models. All (classical and contemporary) mixing formulas which can be used for determining $\varepsilon_{\text{eff}}$ of the powder material (interpreted as a mixture of air and a solid component) require $\phi$ to be a known parameter [13].

Data on $\phi$ is also important to the accurate design and valid modeling of behavior of particulate materials in fluidized beds, solid fuel combustion, and other industrial processes. While a variety of measurement techniques (including non-invasive microwave and optical sensing methods) have been reported [14-18], experimental determination of the concentration of solid in these applications may be technically difficult, expensive and not always practically possible.

In this paper, we describe an original modeling-based microwave imaging technique for determining the solids volume fraction of dielectric particulate materials. The proposed approach further develops the authors’ earlier artificial neural network (ANN) inversion technique for finding the position and size of an object inside a dielectric sample in a waveguide system [19,20]. The ANN is trained with multiple $S$-parameter data from full-wave numerical simulations; the network determines $\phi$ when it is given the data on a corresponding single
measurement. In the model, a sample of micro- or nanometer powder is represented by a collection of inclusions (comparable in their dimensions with the size of the unit of spatial discretization) enclosed in the sample’s volume. Legitimacy of such a representation is supported by computational tests showing an insensitivity of frequency characteristics of the $S$-parameters to the particle size in different scenarios with the same $\phi$. We find that both solid-in-air and air-in-solid material models are operational with the inclusions of both rectangular and cylindrical shapes, but the model with air parallelepipeds in solid appears to be computationally most efficient. Functionality of the proposed technique is demonstrated with silicon carbide (SiC) and zirconium dioxide (ZrO$_2$) (zirconia) powders in a rectangular waveguide; the solids volume fraction of the powders with $\phi = 60$-$80\%$ is reconstructed with less than 5\% error.

II. TECHNIQUE AND MATERIALS

Our approach to determining the solids volume fraction of powders and particulate materials is based on simple measurement of $S$-parameters of a waveguide containing a tested sample and an ANN inversion procedure, backed by data on the reflection coefficient $S_{11}$ and the transmission coefficient $S_{21}$ in a finite-difference time-domain (FDTD) simulation of this system. We consider complex reflection and transmission coefficients in a two-port waveguide structure shown in Fig. 1; for the sake of computational convenience, the tested powder material is considered in this paper to be of rectangular shape of $A$, $B$, and $C$ mm in the directions of the $x$-, $y$-, and $z$-axes, respectively. In principle, the technique remains the same for the samples of any shape, and the measurement system remains the same for the samples of different shapes and sizes.

While typical powders to be sintered consist of micro- or nanometer particles, the sizes of the inclusions in our technique are comparable with cells in an applicable practical FDTD mesh; thus, for the microwave frequency range, they are of millimeter-scale size. Two examples of a volumetric structure of the tested sample (taken for convare) shown in Fig. 3.

Fig. 1. Microwave system with the tested sample; output port is supposed to be a perfect load.

We introduce the characteristic of the solids volume fraction $\phi$ assuming that the sample consists of two media, air and solid, and they are arranged as in one of the lattices in Fig. 2: multiple solid inclusions (of rectangular or cylindrical shape) in air, or multiple air inclusions (of rectangular or cylindrical shape) in solid. While typical powders to be sintered consist of micro- or nanometer particles, the sizes of the inclusions in our technique are comparable with cells in an applicable practical FDTD mesh; thus, for the microwave frequency range, they are of millimeter-scale size. Two examples of a volumetric structure of the tested sample (taken for convare) shown in Fig. 3.
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Our approach to determining the solids volume fraction of powders and particulate materials is based on simple measurement of $S$-parameters of a waveguide containing a tested sample and an ANN inversion procedure, backed by data on the reflection coefficient $S_{11}$ and the transmission coefficient $S_{21}$ in a finite-difference time-domain (FDTD) simulation of this system. We consider complex reflection and transmission coefficients in a two-port waveguide structure shown in Fig. 1; for the sake of computational convenience, the tested powder material is considered in this paper to be of rectangular shape of $A$, $B$, and $C$ mm in the directions of the $x$-, $y$-, and $z$-axes, respectively. In principle, the technique remains the same for the samples of any shape, and the measurement system remains the same for the samples of different shapes and sizes.
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Fig. 1. Microwave system with the tested sample; output port is supposed to be a perfect load.

We introduce the characteristic of the solids volume fraction $\phi$ assuming that the sample consists of two media, air and solid, and they are arranged as in one of the lattices in Fig. 2: multiple solid inclusions (of rectangular or cylindrical shape) in air, or multiple air inclusions (of rectangular or cylindrical shape) in solid. While typical powders to be sintered consist of micro- or nanometer particles, the sizes of the inclusions in our technique are comparable with cells in an applicable practical FDTD mesh; thus, for the microwave frequency range, they are of millimeter-scale size. Two examples of a volumetric structure of the tested sample (taken for convare) shown in Fig. 3.

The adequacy of such a representation is suggested by the key principle of microwave imaging: the observed electric field responses to the effective complex permittivity of a dielectric mixture that depends on the volume fraction of the inclusions rather than on their individual dimensions. Furthermore, following the classical mixing approach [13], in this paper, we work with the samples in which the inclusions are assumed to be of sizes randomly distributed within certain ranges and randomly positioned within their immediate neighborhoods. The solids volume fraction $\phi$ is calculated as the ratio:

$$\phi = \frac{V_s}{V_t},$$

where $V_s$ is the volume of the sample (in our case, $V_s = ABC$) and $V_t$ is the total volume occupied by the inclusions and calculated as:

For rectangular inclusions,

$$V_t = \sum_{j=1}^{N} a_j b_j c_j,$$

For cylindrical inclusions,

$$V_t = \sum_{j=1}^{N} \pi \left( \frac{d_j}{2} \right)^2 h_j,$$

where $a_j$, $b_j$, $c_j$, $d_j$, and $h_j$ are the dimensions of $N$ rectangular or cylindrical inclusions, as shown in Fig. 3.
weights, i.e., coefficients of each RBF, such that the linear system is best fit in a least squares sense. That is, given \( N_T \) training samples, we have \( N_T \) input-output pairs \((X_i, \phi_i)\), so to train the network, we find a solution to the linear system:
\[
G(X)w = \begin{bmatrix} g_1(X_1) & g_1(X_2) & \cdots & g_{N_T}(X_1) \\ g_2(X_1) & g_2(X_2) & \cdots & g_{N_T}(X_2) \\ \vdots & \vdots & \ddots & \vdots \\ g_{N_T}(X_1) & g_{N_T}(X_2) & \cdots & g_{N_T}(X_{N_T}) \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ \vdots \\ w_{N_T} \end{bmatrix} = \begin{bmatrix} \phi_1 \\ \phi_2 \\ \vdots \\ \phi_{N_T} \end{bmatrix} = \phi,
\]
with the weight vector \( w \). We employ a zero training error regime for selection of centers, i.e., the training set is the set of centers chosen \([23]\). This means that \( N_C = N_T \) and \( G(X) \) is a \( N_T \times N_T \) matrix. The trained network in Fig. 4 can therefore be described by the formula:
\[
G(X)w^* = \phi^*,
\]
where \( w^* \) is the best fitting weights and \( \phi^* \) is the ANN’s approximation to \( \phi \). The linear system is solved using singular value decomposition.

After sufficient training, the ANN is able to reconstruct the solids volume fraction of the tested material from \( S \)-parameters obtained by a physical measurement. While in general this technique of numerical inversion is similar to our earlier ANN methodology \([19,20]\), here it results not in reconstruction of parameters of each individual inclusion, but in the characteristic of their group with possible random deviations in their positions and sizes.

**III. RESULTS**

The proposed technique was tested with three cubic samples \((A = B = C = 40, 30, \text{ and } 20 \text{ mm})\) of SiC and ZrO\(_2\) powder in a section of WR340 waveguide of 250 mm length. For the considered range around the frequency of microwave sintering \((2.45 \text{ GHz})\), we chose, in order to keep the required CPU time reasonable, the minimum cell size of the FDTD model to be 0.5 mm; therefore, the size distribution of the inclusions was chosen between \( l_1 = 2 \text{ mm} \) and \( l_2 = 8 \text{ mm} \). The dielectric constant \( \varepsilon' \) and electric conductivity \( \sigma \) of the bulk materials were taken...
to be \( \varepsilon' = 10.4 \) and \( \sigma = 0.1225 \) S/m for SiC [1] and \( \varepsilon' = 6.69 \) and \( \sigma = 0.0258 \) S/m for ZrO2 [24].

The underlying computation of \( S \)-parameters was performed with the 3D conformal FDTD simulator QuickWave 2014 [25]. In the process of ANN training, we applied a coarse mesh with cell size 1 mm inside the sample and 5 mm outside the sample; the number of cells was 138,000, and steady state was reached after about 10,000 iterations. One single simulation took about 1.5 minutes on a PC with an AMD Athlon 6000+ 3 GHz processor. When computing \( S \)-parameters for different sizes of inclusions, we applied a finer mesh with cell size 0.5 mm inside the sample and 5 mm outside the sample; in this case, the number of cells in the model was near 1 million, and steady state was reached after about 25,000 iterations. A single run on the aforementioned PC took about 30 minutes.

All material models presented in Fig. 2 were tested, and while all four were found operational, the FDTD model with rectangular air-in-solid inclusions turned out to be most efficient (as required minimum computational resources) as well as stable and controllable: the lattice in Fig. 2 (c) can be kept in quite wide ranges of \( l \) and \( \phi \).

A series of frequency-dependent characteristics of \( |S_{11}| \) typical for the air-in-solid rectangular inclusions in the cubic sample are shown in Fig. 5. It can be seen that the curves corresponding to different particle sizes, but the same solids volume fraction, are very close to each other, whereas the curves corresponding to different \( \phi \) are fairly distinct. (\( |S_{21}| \) curves are not presented here, but their behavior is very similar.) The computations suggest that we can expand the results obtained for the samples with large (millimeter-scale) inclusions to samples of powders containing micro- and/or nanometer-scale particles without reproducing their actual sizes with the nano-scale cells of the FDTD model.

The diagrams in Figs. 6-7 characterize the quality of learning of the ANN with \( P = 21 \) (i.e., with 20 equal intervals in the 2 to 3 GHz frequency range) for random-size particle distributions and different shapes of the inclusions. For both powders and both air-in-solid and solid-in-air material models, the ANN is trained with 800 distributions of particles of the material in air. It is seen that for cubic samples larger than 20 mm in size, reconstructed values of \( \phi \) appear to be very close to the testing values.

Table 1 shows the reconstructed solids volume fractions of six samples in comparison with their actual values. For powders of lower density (\( \phi < 0.75 \)), the reconstruction error does not exceed 1.5%. When the sample appears to be closer to a solid (\( \phi \sim 0.8 \)), the reconstruction is less accurate, but the errors are still less than 5%. The accuracy is worse in the case of small samples with low-density powders. Since in these examples, the experimental data for \( S \)-parameters are simulated using a computer model, we expect that a practical implementation of this technique might suffer somewhat lower accuracy. However, the reconstructed solids volume fraction is still anticipated to be sufficiently accurate for subsequent use in physical models for thermal conductivity, especially in the absence of experimental data, and in other applications.
Fig. 5. Frequency characteristics of $|S_{11}|$ for different particle size $l$ and solids volume fraction $\phi$ in the lattice Fig. 2 (c) for cubic samples $A = B = C = 20$ mm (a), (b), 30 mm (c), (d), and 40 mm (e), (f) of SiC (a), (c) (e) and ZrO$_2$ (b), (d), (f).

Fig. 6. ANN performance for the system with a solid-in-air (Fig. 2 (a)) cubic sample $A = B = C = 20$ mm (a), (d), 30 mm (b), (e), and 40 mm (c), (f) of SiC power (a)-(c) and ZrO$_2$ powder (d)-(f) represented by rectangular inclusions for $n = 100$ testing points; ×: testing points; o: network responses.

Fig. 7. ANN performance for the system with an air-in-solid (Fig. 2 (c)) cubic sample $A = B = C = 30$ mm of SiC power (a) and ZrO$_2$ powder (b) represented by cylindrical inclusions for $n = 100$ testing points; ×: testing points; o: network responses.

Table 1: Solids fractions of the powders reconstructed by the trained ANN

<table>
<thead>
<tr>
<th>Powder</th>
<th>Sample:</th>
<th>40×40×40 mm</th>
<th>30×30×30 mm</th>
<th>20×20×20 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual $\phi$</td>
<td>Reconstructed $\phi$</td>
<td>Relative Error (%)</td>
<td>Reconstructed $\phi$</td>
</tr>
<tr>
<td>SiC</td>
<td>0.60</td>
<td>0.601</td>
<td>0.1%</td>
<td>0.603</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.643</td>
<td>1.1%</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.690</td>
<td>1.4%</td>
<td>0.704</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.746</td>
<td>0.5%</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.766</td>
<td>4.3%</td>
<td>0.792</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>0.60</td>
<td>0.597</td>
<td>0.5%</td>
<td>0.601</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.643</td>
<td>1.1%</td>
<td>0.641</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.690</td>
<td>1.4%</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.751</td>
<td>0.1%</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.777</td>
<td>2.9%</td>
<td>0.790</td>
</tr>
</tbody>
</table>
IV. CONCLUSION

A new modeling-based technique for determining the solids volume fraction of particulate materials by the means of waveguide microwave imaging has been outlined. The required characteristic is extracted from $S$-parameters of a waveguide system containing the tested sample and is independent on the size of millimeter-scale inclusions representing micro- and nano-particles of the powder. It has been shown that, when backed by FDTD data in the 2 to 3 GHz frequency range, the ANN with global cubic RBF determines $\phi$ with a sufficiently high resolution. Functionality of the technique has been illustrated in computational experiments with silicon carbide and zirconia powders. It was shown that with both materials excellent accuracy (less than 5% error) was achieved. It should be noted that this level of quality of reconstruction is reached with the use of minimal computational resources.

In further developments, with an appropriate alteration of the ANN structure, the proposed technique can be transformed for determining the effective complex permittivity of particulate materials.
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Abstract — Small array antennas with directive coverage are an attractive solution for size limitation in wireless devices. In this paper, the design of a directive 10 GHz antenna with reduced size microstrip array and frequency selective superstrate (FSS) is presented. Inductive loading and reduced patch separation is used to incorporate 7-elements within a 100x30 mm$^2$ array aperture. The superstrate (FSS) layer is optimized to properly excite the Fabry-Perot cavity and further increase the antenna directivity. Using HFSS software, the reflection response and the radiation pattern of the antenna array is optimized. The simulated responses agreed well with the measured results.

Index Terms — Antenna array, enhanced directivity, frequency selective surface, inductive loading, shorting posts.

I. INTRODUCTION

Recent communication devices require miniature microstrip array antennas with high directivity and reconfigurable coverage. Over the past decade, many techniques have been adopted to reduce the size of a microstrip antenna without sacrificing its directivity. One method to reduce antenna size is to use high dielectric constant ($\varepsilon_r$) substrate, but this comes at the cost of increased surface wave losses [1]. Another popular technique is to introduce electrical short between the patch and the ground plane to reduce the antenna size [2]. Shorting posts are modeled as a short piece of transmission line, which introduces a series inductance and a shunt capacitance due to self-inductance and close proximity of the shorting posts, respectively [3]. By optimizing the diameter, number and separation of the shorting posts, the desired resonant response of the antenna can be achieved [4].

The directivity and beam forming characteristics of a uniform microstrip array antenna are controlled through the magnitude and phase of the patch excitation signals [5]. Controlling the input excitation, however, requires the design of complicated array feeder networks to ensure correct magnitude and phase values are fed to the radiating elements [6]. An alternative is to use a Fabry-Perot cavity (FPC) resonator, formed between the array of microwave radiators and a partially reflecting frequency selective superstrate (FSS) [7]. A side view of an FPC excited by a 7-element array is shown in Fig. 1. Multiple reflections inside the cavity result in constructive addition of the signal resulting in stronger radiated signal. To achieve maximum directivity, design parameters like height, size, position and composition of the cavity and the superstrate need to be optimized. This allows the cavity resonator to build up required field distribution without introducing significant resonator losses [8]. Through proper excitation, the side-lobe level (SLL) of the FPC antenna can also be controlled.

Fig. 1. Side view schematic of an FPC excited by a 7-patch linear antenna array.

In this paper, the positions and dimension of the shorting posts are carefully selected to reduce the width of the 10 GHz shorted patch array antenna by 50%. To further increase the antenna directivity, this 7-element linear array is used to optimally excite the FPC formed between the array ground and an optimally designed FSS.

II. SHORTED ANTENNA ARRAY DESIGN

Initially a $(3.3 \times 1)\lambda_0$ or a 100x30 mm$^2$ antenna aperture was selected for the 10 GHz antenna array. For a patch separation of $0.5\lambda_0$, a maximum of 3-radiating patches were accommodated within the array aperture, as shown in Fig. 2 (a). The aim was to improve the directivity by increasing radiating patches within the same array aperture. This required shortening the patch width ($W_p$) with minimum effects on array efficiency, matching and radiation pattern. Based on the impedance distribution of a radiating patch, shorting posts were introduced to neutralize the changes in the input impedance due to shortening the patch width. The number, location and radius of the shorting
posts were optimized to accommodate 7-radiating shorted patches; instead of 3-radiating normal patches within the array aperture of 100 mm.

The 10 GHz array antenna with 7 shorted-patches is shown in Fig. 2 (b). Note that both antenna arrays of Fig. 2 are based on a 100 mm ($W_T = 3.3\lambda_0$) wide Duroid substrate with $\varepsilon_r = 2.2$ and thickness, $h = 1.6$ mm. The antenna dimensions of the 3-patch 10 GHz array of Fig. 2 (a) were $L_p = 0.32\lambda_0$ (9.5 mm), $W_p = 0.45\lambda_0$ (13.6 mm) and $d_1 = 0.5\lambda_0$.

The design parameters for 7-patch array shown in Fig. 2 (b) were $L_p = 0.32\lambda_0$ (9.5 mm), $W_p = 0.13\lambda_0$ (4 mm) and $d_2 = 0.37\lambda_0$. Three shorting posts, each with a radius of 0.25 mm and inter-post separation of 0.5 mm were placed inside each of the 7 rectangular patches. This reduced the width of each 10 GHz patch by more than 50% and allowed the replacement of the 3x1 patch array with 7x1 shorted-patch array on the same array aperture of $3.3\lambda_0 (100 \text{ mm})$.

The simulated reflection responses of the 3-element and the 7-element array are superimposed in Fig. 3. Note that the shorted patches with reduced inter-element distance ($d$) have little effect on the impedance bandwidth of the antenna. The radiation patterns of these two antennas are plotted in Fig. 4, without including the feeder losses. As expected, the 7-element array exhibited a 25% increase in the antenna directivity.

![Fig. 2. 10 GHz array antenna with: (a) 3-element array of standard patches with inter-element spacing, $d_1 = 0.5\lambda_0$ and, (b) 7-element array of shorted patches with inter-element spacing, $d_2 = 0.37\lambda_0$.](image)

![Fig. 3. Simulated reflection response ($S_{11}$) of the 3-element and the 7-element shorted patch antenna array.](image)

![Fig. 4. Simulated E-plane radiation patterns of the 3-element and the 7-element shorted-patch array.](image)

### III. SHORTED ARRAY WITH FREQUENCY SELECTIVE SUPERSTRATE

To further increase the antenna directivity, the 7-element shorted patch array is used to excite an FPC resonator, formed between the array ground plane and the partially reflecting superstrate. Figure 5 shows the HFSS simulated model of the FPC antenna with FSS with the inset showing the dimensions of the dipole unit-cell. The shape and design of the FSS unit-cell plays a vital role in determining the response of the superstrate layer. Amongst the numerous unit-cell configurations used in literature [9], the simple design and ease in fabrication associated with the dipole unit-cell has made it the choice for the proposed FPC antenna array. The dimensions of the dipole unit-cell have been extracted using the empirical relations presented by Lee et al. in [10], and optimization has been achieved by using plane wave simulations in HFSS [11].

![Fig. 5. HFSS simulation model of the 7-patch shorted antenna array with FSS layer forming the FPC.](image)
To cover the entire aperture (100x30 mm²) of the antenna array, the FSS required two layers of dipole unit-cells with 27 unit cells per layer as shown in Fig. 5. The simulated results demonstrate maximum radiation at 10 GHz for optimized cavity height \( (h) \) of 0.52\(\lambda_0 \) (16 mm) and dipole unit-cell parameters of \( L = 0.49\lambda_0 \) (14.76 mm), \( W = 0.12\lambda_0 \) (3.69 mm), \( a = 0.04\lambda_0 \) (1.23 mm) and \( b = 0.45\lambda_0 \) (13.58 mm). This FSS layer can be implemented by using the packaging of the antenna. The formulation of the FPC using the FSS layer results in a 3.21 dB increase in the simulated directivity of the shorted 7-patch antenna array. Figure 6 shows the simulated E-plane radiation patterns with and without the FSS layer. As a result of an increased number of radiating elements, the shorted 7-patch antenna array has a simulated radiation efficiency of 73.15% which is 3.23% less than the 3-patch normal array. Placement of the FSS results in a further decrease in the simulated efficiency of the 7-element shorted antenna from 73.15% to 69.88%. In addition to the increase in peak directivity, an increase in the SLL is also observed, which can be countered by embedding the FSS on a stepped dielectric superstrate; a dielectric superstrate with varying \( \varepsilon_r \). The reason for reduced SLL is the uneven partial reflections from the stepped dielectric superstrate, with central low-\( \varepsilon_r \) material sandwiched between the high-\( \varepsilon_r \) materials.

IV. MEASUREMENT RESULTS

The 7-patch shorted antenna array along with the FSS has been fabricated according to the design parameters mentioned in Sections II and III. A snapshot of the fabricated FPC antenna array is shown in Fig. 7. Upon measuring the reflection characteristics of the fabricated antenna array, it is evident from Fig. 8 that addition of the FPC results in a slight decrease (100 MHz) in the resonant frequency (9.8 GHz) as compared to the no FSS case (9.9 GHz). Additionally the impedance bandwidth of the FPC antenna also increases to 530 MHz as compared to 253 MHz for the without FSS case. A view of the measured E-plane directivity of the designed antenna, shown in Fig. 9, reveals that the addition of the FSS, and hence the formation of the FPC, results in a further increase of 3.41 dB in the measured directivity of the antenna. Note that, although for the directivity measurements the antenna array was used as a receiver, owing to reciprocity, the same performance is expected if used as a transmitter.

Fig. 7. Fabricated shorted 7-patch FPC antenna array with dipole unit-cell based FSS superstrate.

Fig. 8. Reflection characteristics \( (S_{11}) \) for the shorted 7-patch antenna array with and without the FSS superstrate.
V. CONCLUSION

The design of a 100x30 mm² linear array antenna with 7-shorted patches and a frequency selective superstrate is presented. The antenna demonstrated an increased directivity of 6.2 dB due to increased number of radiating elements and optimized resonance by FPC using a dipole unit-cell based FSS. Inductive loading of the radiating patches enables placement of 7 radiating elements instead of 3 within the fixed antenna aperture of 3.3λ₀ (100 mm). The thickness of the cavity is optimized to keep the antenna dimensions small. Since all the design parameters are a function of the operational wavelength (λ₀), the presented antenna design can be scaled to any frequency of operation. The measured results agree well with the simulated (HFSS) responses of the antenna presented design.

ACKNOWLEDGMENT

The authors would like to thank the King Abdulaziz City of Science and Technology (KACST) for funding the research project under grant no. AT-29-104 and the Deanship of Scientific Research (DSR) at KFUPM for supporting this research.

REFERENCES


Sheikh Sharif Iqbal Mitu is an Associate Professor in EE Department of KFUPM, Dhahran, KSA. He has completed his M.Sc. and Ph.D. degrees from the EEE Department of University of Manchester, UK. He has authored 55+ referred journal/conference papers, 30+ technical reports and worked/working with 25+ projects funded by university, government (SABIC, KACST) and industry (Schlumberger).

He is a Fellow of IET, Senior Member of IEEE and Honorary Treasurer of IET Saudi section. His achievements includes several awards related to teaching, research and supporting student activities.
Farooq Sultan completed his M.Sc. and Ph.D. degrees from KFUPM, Dhahran, Saudi Arabia. His research interests comprise mainly of antenna array designs; however, he also has experience in wireless sensor network designs for practical applications. He has extensive research experience with antenna array designs and has authored/co-authored a number of journal as well as conference publications along with a few US patents.

Currently, he chairs the Student Branch of the IEEE KFUPM section and is an IEEE Student Member as well.
Wide Bandwidth Endfire Antenna with Log-Period Directors

Yuanhua Sun $^1$, Guangjun Wen $^1$, Haiyan Jin $^1$, Ping Wang $^{1,2}$, Yongjun Huang $^1$, and Jian Li $^1$

$^1$ Centre for RFIC and System Technology, School of Communication and Information Engineering
University of Electronic Science and Technology of China, Chengdu 611731, China
sunyuanhua17@gmail.com

$^2$ Department of Electronic Engineering, College of Electronic and Information Engineering
Chongqing Three Gorges University, Chongqing 404000, China
cqrainycity@yahoo.com.cn

Abstract — This paper presents the design and implementation of a novel wide bandwidth endfire antenna with log-periodic directors. The feeding structure of the proposed antenna includes a balun which is formed using a pair of microstrip-to-slotline transitions. The proposed antenna has three resonant frequencies in the operating frequency band. Both simulation and measurement results show that the operating frequency band of the antenna for $S_{11} < -10$ dB covers the wide bandwidth (5 GHz – 10 GHz), and the relative bandwidth is 67%. Far field measurements in azimuth plane and elevation plane show that the radiation patterns are stable and end fire within the operating band at frequencies of 5 GHz, 7 GHz, 8 GHz, 10 GHz. The proposed antenna radiates a well-defined endfire beam, with a front-to-back ratio > 18 dB and cross polarization level below -28 dB. The dimension of the proposed antenna is 26 mm × 27 mm. Good return loss and radiation pattern characteristics are obtained and measured results are presented to validate the usefulness of the proposed antenna structure for wide bandwidth endfire applications.

Index Terms — Endfire antenna, front-to-back ratio, log-period directors, wide bandwidth antenna.

I. INTRODUCTION

The advantages of a printed endfire antenna include not only the characteristics of a radiational Yagi antenna with endfire radiation pattern [1], [2], but also the characteristic of a microstrip antenna with low profile, miniature size, easy fabrication and low cost [3-6]. The feeding structure of quasi-Yagi antenna plays the crucial role in the performance. The odd-mode excitation needed for the driver, which is in the form of a centre-fed dipole, has to be maintained over the whole bandwidth by using a suitable balun. Baluns that are based on different types of transitions [7-9]. In [10] and [11], a hook-shaped balun is proposed for the feed of the antenna. A broadband dipole antenna fed by an end-open “J” balun with integrated via-hole is presented in [12]. Due to the need to cover wide bandwidth, designs of endfire antennas focus on implementing new techniques aimed at increasing the bandwidth. The key factors to achieve wide bandwidth include using wide bandwidth baluns in the feeding structure of the antenna and modifying the shape of the radiator [13-15]. The maximum achieved bandwidth in those techniques is around 60% but the dimensions are large.

In this paper, the proposed antenna consists of the balun, driver, log-periodic directors and reflector in the form of truncated ground plane. The proposed antenna is compacted, the dimension of the proposed antenna is 26 mm × 27 mm. An ultra-wideband microstrip-to-coplanar stripline balun is presented. The proposed antenna is fed by the ultra-wideband balun. The proposed antenna includes tapered drivers, log-periodic directors and a truncated ground plane acting as a reflector. The antenna should find wide application in a great variety of wireless systems such as microwave imaging system.

As shown in Fig. 1, the configuration of the balun is a part of the complete antenna structure. The input port is converted from a microstrip line to a slotline using a wideband microstrip-to-slotline transition. The circular slots at the bottom layer and circular microstrip patch at the top layer are used to achieve the required impedance matching between the input microstrip line and the output slotline across an ultra-wideband. The slotline at the bottom layer is coupled to a coplanar stripline (CPS) at the top layer using another slotline to microstrip transition. The balun creates equal in magnitude and out-of-phase signals across a wide frequency band in the CPS output. The input microstrip line of the balun is designed to have 50 $\Omega$ impedance for a perfect matching with the input feeder. To simulate the characteristics of the designed antenna, we used the simulation software high frequencies in the operating...
frequency bandwidth. The effects on each resonant frequency caused by the key antenna parameters such as the length of driven element, the length of director, the distance between the driven element and the director, the length of ground gap and diameter of the metal circle patch. Through optimizing three resonant frequencies, a wideband endfire antenna is designed and fabricated. Then, a series of measurements are conducted with a Vector Network Analyzer in an anechoic chamber. The measured results show that the relative bandwidth for $S_{11} < -10$ dB is about 67%. The radiation patterns at 5 GHz, 7 GHz, 8 GHz and 10 GHz also show that the antenna works well in an end-fire state and has a stable characteristic.

The taper driver and log-periodic directors are used to increase the operational bandwidth. In the presented design, a pair of microstrip-to-slotline transitions is used to feed the antenna and the size of the antenna is not increasing significantly. The performance of the designed antenna is simulated using the simulation tool HFSS v13. The antenna radiates a well-defined end-fire beam, with a front-to-back ratio (> 20 dB) and cross-polarization level below -18 dB.

II. ANTE​NN​A DESIGN AND PARAMETERS STUDY

The configuration of the proposed end-fire antenna is shown in Fig. 1. The antenna is printed on Rogers RT6010LM substrate which has a thickness of 0.635 mm. The relative permittivity of the substrate is 10.2 and the dielectric loss tangent is 0.0023. The feeding structure consists of a 50 $\Omega$ microstrip connected to 50 $\Omega$ SMA connector, and a balun which is composed of two microstrip-to-slotline transitions and T-junction of microstrip/slotline. The utilized transitions to form the balun are designed following the guidelines in [16].

The gap between the two arms of the driver is chosen for the best possible matching with coplanar stripline feeder of the driver. The driver of the proposed antenna is in the form of center-fed dipole with tapered width in the form of a bow-tie. The reflector is in the form of truncated ground. The feeding structure of the antenna includes a balun that is formed from two microstrip-to-slotline transitions and T-junction of microstrip/slotline. The driver is made up by taper arms with total length equal to half of the effective wavelength at the center of band. Directors in form of log-periodic rectangular arms are placed in front of the driver and at a distance between the ground plane and the driver. The overall dimensions of the proposed antenna and the feeding structure are optimized using the simulation tool HFSS v13. The overall dimensions of the antenna are 26 mm $\times$ 27 mm indicating a compact size.

![Fig. 1. Configuration of the proposed antenna: (a) front view, and (b) back view.](image)

A. Effects of the driven element

$L_{dri}$ becomes shorter than a quarter of wavelength at the first resonant frequency [17]. Figure 2 (b) shows the width of gap between two driver elements. From Fig. 2 (b), it is found that $W_3$ does significantly improve the bandwidth of the proposed antenna. The bandwidth defined by $S_{11} < -10$ dB increases when $W_3$ is decreased from 1.5 mm to 0.6 mm. However, when $W_3 < 0.6$ mm, the bandwidth changed badly. The simulation results show that all of the resonances from high frequencies to low frequencies shifted slightly while $W_3$ decreased. These results illustrate that the lowest operating frequency of the antenna depends primarily on the length $L_{dri}$ and $W_3$. 
Fig. 2. Effects of the driven element: (a) simulated $S_{11}$ with different $L_{\text{dir}}$, other parameters are the same as Fig. 1. (b) Simulated $S_{11}$ with different $W_{3}$, other parameters is the same as Fig. 1.

B. Effects of the directors

The director of the traditional Yagi antenna obtains its energy by electromagnetic coupling from the driven element. The length of the director and the spacing relative to the driven element affect the gain and bandwidth of the Yagi antenna. According to [18], the typical length of the director is shortened by 10-20% from the length of the driver. The log-periodic directors are used to improve the bandwidth of the proposed antenna. The effects of the director are shown in Fig. 3.

Figure 3 (a) shows the $S_{11}$ of the proposed antenna corresponding to different lengths of the first director element, $L_{\text{dir}_1}$. From the Figure 3 (a), it can be observed that the third resonant frequency is significantly decreased such that the bandwidth of the proposed antenna becomes narrower when $L_{\text{dir}_1}$ is increased from 5 mm to 8 mm. From the Fig. 3 (b), it can be observed that the third resonant frequency decreased and the forth resonant frequency changed badly when $W_{\text{dir}}$ is increased from 0.5 mm to 2 mm. Therefore, the highest operating frequency of the antenna depends primarily on the length of the first director.

Fig. 3. Effects of the director: (a) simulated $S_{11}$ with different $L_{\text{dir}_1}$, other parameters are the same as Fig. 1. (b) Simulated $S_{11}$ with different $W_{\text{dir}}$, other parameters is the same as Fig. 1.

C. Effects of the feeding system

Figure 4 shows the effects of the feed system of the antenna. The $S_{11}$ of the proposed antenna corresponds to different lengths of the slotline transition, $L_{g}$ in the ground plane, shown in Fig. 4 (a). Increasing $L_{g}$ from 2.5 mm to 4 mm causes a decrease of the second resonant frequency. As a result, the impedance match becomes better within the low-frequency band, but it becomes worse within high-frequency band. Figure. 4 (b) shows the $S_{11}$ with respect to the different diameters of the circle patch in the top layer, $R_{1}$.

Similar to the trend of $L_{g}$, increasing $R_{1}$ results in a decrease of the second resonant frequency and a better impedance match in the low-frequency band and a worse impedance match in the high-frequency band.
Figure 4 (c) shows the $S_{11}$ with respect to the different diameters of the tap circle in the ground plane, $R_s$. From the Fig. 4 (c), it can be observed that the third resonance is increased badly and the bandwidth of the proposed antenna becomes narrow when $R_s$ is increased from 1.6 mm to 5 mm. Essentially, the second resonance and third resonance around the center of the operating frequency are determined by the feed structure.

III. SIMULATION AND MEASUREMENT RESULTS

According to the results discussed in the previous section, the optimal parameters of the proposed antenna are listed as follows: $L=27$ mm, $W=26$ mm, $L_g=3.1$ mm, $L_{dri}=8.9$ mm, $L_{dir}=6.5$ mm, $L_{dir1}=2.5$ mm, $W_{dri}=1.3$ mm, $W_{dir}=1.22$ mm, $W_1=0.9$ mm, $R_1=4.2$ mm, $R_2=3$ mm, $R_2=2.1$ mm, $R_3=3.5$ mm, $W_1=0.46$ mm, $W_2=1.1$ mm, $W_3=0.9$ mm, $W_4=1.2$ mm, $L_1=7$ mm, $L_2=4.48$ mm, $d_1=1.0$ mm, $d_2=0.78$ mm. To verify the proposed antenna design, a prototype is fabricated as shown in Fig. 5 and the results are presented here.

Fig. 5. Fabricated prototype of the proposed antenna.

All the measured results are carried out in anechoic chamber using a vector network analyzer (VNA) and other microwave test instruments. The variations of the reflection coefficient and gain with frequency are shown in Fig. 6. As shown in Fig. 6, the $S_{11}$ from the measurement is compared with the simulation results, which shows accordance between measured and simulated values. The operating frequency defined by $S_{11} < -10$ dB ranges from 5 GHz to 10 GHz, and the relative bandwidth of the proposed antenna is 67%.

Within the operating frequencies, the measurement gain of the antenna is between 3 dB and 7.5 dB, as shown in Fig. 6. It is possible to increase the gain, if required, by adding director, but this would be at the cost of increasing the size of the antenna slightly. Co- and cross-polarization of far field radiation patterns in the E- and H-plane at 5 GHz, 6 GHz, 7 GHz, and 8 GHz were measured and plotted in Fig. 7. As shown in Fig. 7,
a well-defined end-fire pattern is observed with a front-to-back ratio of 18 dB and a maximum cross-polarization level of -28 dB. It is clear that the antenna has a reasonable directivity where the front-to-back ratio varies from around 7 dB to 10 dB across the 67% bandwidth. It can be observed from the figure that the radiation patterns are stable at these four operating frequencies in the xoy and xoz planes. The antenna works in an endfire state and the maximum radiation in the direction of the +x axis.

Fig. 6. The simulation and measurement reflection coefficient and measured gain.

Fig. 7. The measured radiation pattern: (a) 5 GHz, (b) 7 GHz, (c) 8 GHz, and (d) 10 GHz.

IV. CONCLUSION

In this paper, a novel endfire wide bandwidth antenna with log-periodic directors has been presented. The antenna is compact and easy to fabricate, and achieves extremely wide bandwidth and good radiation characteristics in items of beam pattern, front-to-back ratio and cross-polarization. Both simulation and measurement results show that the antenna achieves a relative frequency bandwidth of 67%. The stable radiation patterns at 5, 7, 8, 10 GHz show that the antenna works in an endfire state and that the maximum radiation is in the direction of the +x axis. The front-to-back ratio of the proposed antenna is more than 28 dB. The cross polar performance is good and better than -18 dB. Further improvement to the radiation pattern and gain would require an additional director element. The antenna should find wide application in a great variety of wireless systems such as microwave imaging system.
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Abstract — Existing literature on circularly polarized antennas fed with a microstrip transmission line does not include a systematic methodology to control and tune the reflection coefficient (S11) and axial ratio (AR). To enable systematic tuning of those performance metrics, this study proposes a new, circularly polarized, circular microstrip patch antenna with truncated square slot. A combination of an edge-truncated square-slot and non-contacted electromagnetic coupling methods implemented in combination with circular patch results in a directional, left-handed circularly polarized (LHCP) pattern. This article discusses the analysis of several slot shapes that contribute to a good circularly polarized antenna. It also shows that the square slot with truncated edges is more effective in producing circular polarization than the conventional circular and usual square slot. Simulated and experimental results are in good agreement and indicate a −10-dB S11 and a 3-dB AR bandwidth of about 90 MHz and 25 MHz, respectively.

Index Terms—Antenna, circular patch, circular polarization, electromagnetically coupled feeding.

I. INTRODUCTION

In recent years, research on circularly polarized (CP) antennas has intensified due to their many advantages compared to linearly polarized antennas. This is due mainly to CP antennas’ ability to operate with similar radiation performance despite being installed in various random orientations [1]. However, a CP antenna design is more complicated, since S11, AR, and efficiency must be tuned simultaneously for satisfactory performance. Theoretically, a CP antenna can be produced when two orthogonal modes are excited with the same amplitude and 90° phase difference. Therefore, a rectangular-shaped patch usually is chosen, since it is easier to excite two orthogonal modes. In addition, the antenna shape can be structured to realize a circularly polarized antenna, as is the case in the Archimedean Spiral antenna [2]. Various methods have been presented to produce CP characteristics in rectangular-patch antennas. One example is reported in [3] where two methods are combined to enable CP. One of the most popular methods of implementing CP antennas is by truncating square patches fed by microstrip transmission lines (MTL), as in [4]. However, optimization needs to be performed carefully due to the multiple antenna parameters involved.

Note that using a 50-Ω probe feed is more flexible than an MTL implemented on the same surface. This is because a probe feed implemented using a coaxial connector can be positioned anywhere on the patch without affecting the main modal current distribution. Conventionally, an MTL easily can produce CP characteristics using the contacted feeding method, in which the MTL is connected directly to the patch. For circular polarization excitation, the MTL is located with an optimum offset from the center of the patch edges. Meanwhile, an MTL also can create CP characteristics by using a non-contacted method, in which the MTL is placed near the edges of the patch structure with the ideal gap between them.

One of the main challenges in enabling circular polarization for a circular-patch antenna is the unavailability of corners for orthogonal phase excitation. Several recent studies have investigated circular-shaped CP antennas [5-7]. In [5], several peripheral cuts are introduced at the
edge of the circular patch with optimum probe-feed to produce a CP antenna. In [6], good AR performance is obtained by introducing unbalanced circular slots on the radiating element. In addition, an unequal cross-shape on the ground plane with proper feeding point can function as a CP antenna, as reported in [7]. Unfortunately, these techniques are more complex due to the need for optimal slots or feed points.

In [8,9], a single MTL located closely beside the radiating element is used to produce an electromagnetically coupled feed. An optimal air gap produces a good CP antenna. This method is conventionally implemented for square-, meander- [8] and fractal-shaped ring [9] radiating elements. Corners available from these shapes facilitate excitation of the two orthogonal modes. However, existing literature does not discuss explicitly how to control and tune the S11 and AR [8,9] simultaneously. Modifying the antenna design affects both performance metrics, that is, impedance and AR bandwidth. Therefore, it is critical to know how the parameters of the antenna affect the S11 and AR.

In this investigation, a single, curved MTL is used to feed a circularly shaped patch antenna. To our best knowledge, this simple but novel technique has yet to be reported in open literature. The physical characteristics of the proposed antenna allow its AR and S11 to be tuned separately for operation in the 2.45 GHz industrial, medical and scientific (ISM) band. Before arriving at the final structure, several variations of the circular patch were investigated. The final antenna structure integrates a truncated square slot because of its capability to perform optimally as a CP antenna and its simplicity in tuning. Both simulation and measurement results show that the proposed antenna attains a satisfactory performance with a −10-dB impedance bandwidth of 90 MHz (2.41–2.50 GHz) and a 3-dB AR bandwidth of 25 MHz (2.433–2.458 GHz).

II. DESIGN APPROACH

Figure 1 depicts the basic circular microstrip-patch topology that was considered. The initial radius of the circular patch was obtained by using the procedure outlined in [10]. The antenna was fed by a 3-mm–wide transmission line, which matched to a 50-Ω SMA connector. Both antenna elements were implemented on an inexpensive 1.6-mm–thick FR4 substrate sized at Wsub x Lsub, with a relative permittivity (εr) of 4.5 and a loss tangent (tanδ) of 0.019. Simulations were performed using CST Microwave Studio, which is based on the finite integration technique (FIT). The time domain solver was used for numerical calculations, and the overall structure was divided into a maximum of 222,156 mesh cell. The 50-Ω port was excited by using a waveguide port.

Since it is well known that a properly excited circular patch generates circular polarization easily, it was chosen as the basis of this antenna. The curved 50-Ω MTL was used to feed power to the patch via electromagnetic coupling. The start and end of the curved section were designed to enable excitation of two transverse modes with equal amplitudes and orthogonal phases, similar to a conventional patch, fed using a dual-feed, hybrid coupler.

Figure 2 (a) shows the current distribution of the initial structure with the circular patch. It is observed that the current flows from the bottom corner of the circular patch around its perimeter. This structure was investigated further by adding a simple circular slot to form a ring. Figure 2 (b) shows this ring and the current distribution.

III. ANALYSIS OF PATCH SLOTS

This section describes the detailed analysis conducted on several slot shapes embedded within the circular patch. The analysis was performed with the objective of
identifying optimum slot shapes for satisfactory $S_{11}$ and AR. Circular, square, and edge-truncated square slots were investigated.

First, analogous to [8], in which a square slot is embedded within a square patch, a circular slot embedded within a circular patch was investigated. Figure 3 (a) shows in a dashed box the circular slot centered within the circular patch antenna and its parameters. The radius of the circular patch is labeled $R$, and the radius of the circular slot is labeled $R_s$. Three different values of parameter $R_s$ were examined, while $R$ was fixed. Figures 3 (a) and 3 (b) show the $S_{11}$ and AR when the circular slot was introduced to the patch antenna. Results show that the resonant frequency was slightly shifted with respect to the target resonance of 2.45 GHz when $R_s$ was decreased (see Fig. 3 (a)), while its AR was above 10-dB (see Fig. 3 (b)). In contrast to the results in [8,9], in which ring shapes successfully enable circular polarization, it was concluded that the circular ring is not a good option to produce circular polarization for the proposed antenna.

The next investigation concerned a square slot on the circular-patch antenna. The parameter $S$ is the length of the square slot centered on the circular patch. Figure 4 shows the $S_{11}$ and AR for this proposed structure. It can be seen that the resonance also is slightly shifted upward when the length of the square slot is decreased, as shown in Fig. 4 (a). This characteristic also was observed in the previous structure. Thus, it can be concluded that the various slot shapes do not affect the $S_{11}$ of this antenna significantly. However, the AR is highly affected by changes in the square-slot length. Figure 4 (b) indicates that an AR of less than 10-dB can be achieved. Its lowest point shifts upward when the value of $S$ is decreased, similar to the behavior of $S_{11}$. Hence, this square-slot structure is more suitable to excite a circularly polarized characteristic on a regular circular-patch antenna. The same was observed in [8].

Fig. 3. Parametric study on the circular slot: (a) reflection coefficient, and (b) axial ratio.

Fig. 4. Parametric study on the square slot: (a) reflection coefficient, and (b) axial ratio.

By modifying the topology of the antenna in the
previous section, a truncated square slot with various truncation sizes was proposed and analyzed. In Fig. 5, the small dashed box shows the truncated square slot, with C representing its truncation length. A significant improvement of the AR was observed, while the $S_{11}$ remained unchanged at 2.45 GHz, as shown in Fig. 5 (a). Therefore, it can be concluded that the truncation length, C, affects only the AR and not the resonant frequency, as evident in Fig. 5 (b). Consequently, the CP characteristic of the antenna is controllable via the truncation length and slot shape.

Figure 6 shows the parametric studies for several values of the gap between the transmission line and patch. Figure 6 (a) demonstrates the effect of several gap values on the $S_{11}$. Results show the $S_{11}$ degrades to approximately $-10$-dB as the gap value is increased. This occurs because the intensity of the electromagnetic (EM) field coupled to the radiating element is decreased, along with a simultaneous decrease in power received by the patch element, causing degradation in the $S_{11}$. In addition, as Fig. 6 (b) shows, the AR is shifted to the higher frequencies, and its magnitude degrades as the gap increases. However, this degradation is not severe, and the values are maintained below 3-dB.

Figure 7 shows the simulated E-field distribution of antenna. Having identified the critical parameters, the final investigation was performed on the gap between the transmission line and patch, as it also influences antenna performance.

Because of its good AR, the truncated square slot was selected as the slot type to be integrated into the circular patch. The truncation length, C, can be adapted easily to tune the target AR; while the square-slot size, $S$, and radius of the patch, $R$, modify its $S_{11}$. Proper optimization of C excites two orthogonal modes similar in amplitude and 90° out of phase at 2.45 GHz. Then, this phase difference produces a good circularly polarized antenna.

Figure 6. Parametric study on the gap between transmission line and patch element: (a) reflection coefficient, and (b) axial ratio.

Figure 7 shows the simulated E-field distribution of
the edge-truncated structure. It is observed that the current flows circularly with left-handed CP, thus contributing to the left-hand circular-polarization radiation characteristic. The final step in the design process was to tune all parameters via simulations to optimize the antenna operation at 2.45 GHz in terms of $S_{11}$, AR, and gain. Table 1 summarizes the final dimensions of the proposed antenna. The overall dimension is $60 \times 60 \times 1.67$ mm$^3$.

Table 1: Optimal dimensions of the proposed antenna (in mm)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{fed}$</td>
<td>2.98</td>
<td>Width of the MTL</td>
</tr>
<tr>
<td>$L_{fed}$</td>
<td>17.45</td>
<td>Length of the MTL</td>
</tr>
<tr>
<td>$R$</td>
<td>15.05</td>
<td>Affects $S_{11}$</td>
</tr>
<tr>
<td>$S$</td>
<td>8.52</td>
<td>Affects $S_{11}$</td>
</tr>
<tr>
<td>$C$</td>
<td>2.15</td>
<td>Affects to AR</td>
</tr>
<tr>
<td>Gap</td>
<td>0.35</td>
<td>Affects to AR</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

Figure 8 shows the proposed antenna with the optimum value as fabricated after the simulation process. Its $S_{11}$ performance is measured using a Rohde & Schwarz ZVL network analyzer.

Figure 9 shows the comparison between simulation and measurement. Results show good agreement between measured and simulated $S_{11}$. The proposed antenna is excited at 2.45 GHz with $-10$-dB impedance bandwidth of 90 MHz (2.41–2.50 GHz). Maximum simulated $S_{11}$ of $-17.32$ and $-13.73$-dB were obtained for simulated and measured results, respectively.

Figure 10 shows the comparison between simulated and measured AR of the proposed antenna. The results show comparable agreement between measured and simulated values. The minimum AR value from simulation is $0.33$-dB, achieved at 2.45 GHz, and from measurement, $1.07$-dB, achieved at 2.44 GHz. The simulated and measured 3-dB AR bandwidths are 34 MHz, or 1.39% (from 2.431–2.465 GHz), and 25 MHz, or 1.02% (from 2.433–2.458 GHz), respectively. Table 2 compares the proposed design to other single-band, single-layered, circular-patch antennas operating at 2.45 GHz using FR-4 substrate. It indicates that all antennas produced a narrow AR bandwidth, between approximately 1 and 1.5%.

From this investigation, it is clear that the proposed antenna topology enables simple AR tuning without altering $S_{11}$ performance. In addition, it can be observed that the narrow impedance and AR bandwidths are due mainly to the fact that a single-layered topology was used. This narrow bandwidth characteristic is advantageous.
for very specialized applications, such as wireless power transfer. A narrow impedance bandwidth and circular polarization enable efficient power transfer via reception of randomly polarized incident fields. For applications that require additional bandwidth, this structure can be improved further by adding additional substrate layers, at the cost of increased design complexity.

Table 2: Comparison of the 3-dB axial ratio bandwidth for a 2.45 GHz circular-patch antenna realized using FR-4 substrate

<table>
<thead>
<tr>
<th>Ref.</th>
<th>AR BW MHz</th>
<th>AR BW %</th>
<th>Ant Size</th>
<th>Feeding Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>29</td>
<td>1.2</td>
<td>0.49λ</td>
<td>Contacted: coaxial</td>
</tr>
<tr>
<td>[6]</td>
<td>30</td>
<td>1.2</td>
<td>0.49λ</td>
<td>Contacted: coaxial</td>
</tr>
<tr>
<td>[7]</td>
<td>30</td>
<td>1.2</td>
<td>0.49λ</td>
<td>Contacted: coaxial</td>
</tr>
<tr>
<td>This work</td>
<td>25</td>
<td>1.0</td>
<td>0.49λ</td>
<td>Non-contacted: EM coupled</td>
</tr>
</tbody>
</table>

Figure 11 shows a comparison of the proposed antenna’s simulated and measured right-hand circular polarization (RHCP) and left-hand circular polarization (LHCP) radiation patterns in the $xz$-plane and $yz$-plane. Simulations and measurements show good agreement. It can be seen that the proposed antenna radiates with a left-hand circular polarization in the upper half-space toward the $+z$-direction. Comparison between $\phi = 0^\circ$ and $90^\circ$ clearly shows that the RHCP magnitude is at least 15-dB below the LHCP in both $xz$- and $yz$-planes in the forward direction. The proposed antenna produces an almost symmetrical radiation pattern for 2.45 GHz and a maximum directivity of 6.528 dBi in the positive $z$-direction. At 2.45 GHz, the half-power beam width (HPBW) of the proposed antenna is about 94.2°. Figure 12 illustrates simulated and measured antenna radiation efficiency. The measured efficiency between 40% and 55% within the 2.4–2.5 GHz band is shifted slightly to higher frequencies compared to the simulated efficiency. Nonetheless, it still is considered relatively high, making it suitable for either WLAN or rectenna applications.
V. CONCLUSION

This work presents a novel, simple, low-cost circular-patch antenna with circular-polarization capability that enables controllable tuning of AR and $S_{11}$. The proposed antenna consists of a patch integrated with a truncated square slot and is electromagnetically coupled to a single microstrip transmission line for operation in the 2.45 GHz ISM band. Circular-polarization behavior is enabled via a truncated rectangular slot and is easily tuneable without affecting the overall structure’s impedance matching. The antenna attains satisfactory performance, with a $-10$-dB impedance bandwidth of 90 MHz (2.41–2.50 GHz) and a 25-MHz (2.433–2.458 GHz) 3-dB AR bandwidth.
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Abstract — In this paper, investigate effect of dipole antenna over human heart and a comparative study of temperature increased at heart and specific absorption rate (SAR) without and with different material shields. These structures are modeled and numerically tested by using finite element method (FEM) by using Comsol Multiphysics. The created virtual models using 3D simulation and computation software proved that used shield around human heart reduce the effects of EM fields. The simulation outputs used as measures for this comparative study include the increased temperature and specific absorption rate (SAR), which SAR determines the amount of radiation that human tissue absorb. In addition, study effects of variation of distance of shield from antenna and simulated temperature and SAR.

Index Terms — Comsol Multiphysics, dipole antenna, FEM method, SAR.

I. INTRODUCTION

The increasing use of wireless devices has also increased the amount of radiation energy to which human bodies are exposed, so it is important to achieve conditions under which human heart absorbs minimum radiation. For the analysis and assessment of microwaves penetration in human heart, in particular conditions specific to the use of mobile communication devices.

Several anatomical body and tissue models are presented by the scientific literature, like Gabriel and et al. (1996) obtained biologically electric properties (conductivity and permittivity) for 40 types of tissues at different frequencies [1-3].

The most typical example is the use of a mobile phone near human head, and like this, as an example of Baumann’s and et al. work in USA (1997) can be mentioned. Baumann worked on electrical conductivity of human cerebrospinal fluid at body temperature. He measured average conductivity and standard deviation of seven cerebrospinal fluid samples at room temperature (25°C) and at body temperature (37°C), across the frequency range of 10 Hz–10 kHz [4]. Schmid and et al. (2000) research examined dielectric properties of the human brain measured less than 10 hours post mortem in the frequency range from 800 to 2450 MHz and for each brain a mean value was calculated from 8 single measurement positions on 20 human brains less than 10 hours after death. The tissue temperature was different for each brain and ranged between 18°C and 25°C [5].

Yioultsis and et al. (2002) performed a comparative study of the biological effects on various mobile phone and wireless LAN antennas simulated by finite difference time domain (FDTD) method. This was one of the first studies that deal with a wide-range comparative investigation of modern cell phones on modern cell phones using monopole, helical, side-mounted planar inverted-F antenna (PIFA), patch antennas and WLAN antenna [6]. Also Ismail and Jenu (2007) modeled of electromagnetic wave penetration in a human head due to emissions from cellular phone by FDTD method by 2D human head model. The results indicated distribution of SAR at different position and at different angle of the phone [7].

Using FDTD method, Faruque and et al. (2010) compared study of a monopole, a helical, a patch and a PIFA antenna at 1.8-2.2 GHz frequency and SAR analyzed in human head tissues [8]. Ragha and Bhatia (2010) evaluated of SAR reduction for mobile phones using RF shields. For reduced SAR in the human head they used RF shield made of a ferrimagnetic material to the front side of the mobile phone. They studied numerically by using field simulation software, CST MWS and FDTD method [9].

Tomovski and et al. (2011) utilized 2D finite difference time domain (FDTD) to obtain the effects of
electromagnetic field over a human body, SAR simulation with and without nanotextile in the frequency range 0.9-1.8 GHz. The results of this study have been shown that reduction of the SAR levels in the brain tissue is best noticed in the case of usage of both materials (nanoferrite textile and carbon fiber textile shielding). The combined use of textiles with the right properties provided great possibilities for reduction of the RF effects over the human body [10].

Lak and Oraizi (2012) carried out on a numerical simulation the effects the distance of human head model to EM sources has on SAR. Their results have been shown that the distance from exposure source was important. The longer the distance to exposure source is, the lower the amount of SAR will be; therefore, it may be advisable to wear hands free device while using mobile phones, because it keeps phone further away from the head [11]. Islam and et al. (2012) have been studied variability of SAR value of a human head due to different materials in the vicinity of the handset exposed radio frequency electromagnetic fields. They investigated the effects of the human hand, handset chassis and additional conductive material, particularly hand-ring jewelry. FDTD method was used to analyze different positions of the conductive ring materials within the hand model. The results showed holding the mobile phone in a hand reduced the average peak SAR in the head and thus reduced the power absorbed by the head. A ring worn on the human hand caused the SAR distribution to increase because position of the ring behind mobile antenna [12].

But in this case, we find the need to characterize and quantify energy levels absorbed by human heart near dipole antenna with and without shield at 900 MHz and 1800 MHz frequencies (commonly created in real life by mobile GSM system) and using FEM method to carry out numerical calculations.

The parameter used is the specific absorption rate (SAR) representing the levels at which it is absorbed by a mass unit of tissue. Units for expressing SAR are Watt by kilogram of tissue exposed [W/kg]. SAR is usually averaged either over the whole body, or over a small sample volume (typically 1 g or 10 g of tissue). In the case of our research, only partial SAR levels are calculated. SAR can be calculated as:

\[ SAR = \frac{\sigma |E|^2}{\rho}, \]

where:
- \( \sigma \) = conductivity of the tissue (S/m);
- \( \rho \) = mass density of the tissue (kg/m\(^3\));
- \( E \) = RMS electric field strength (V/m).

While a-thermal biologic effects are suspected to occur too inside bodies exposed to microwave radiation, the electric field strength and the absorbed power are quantitatively related with the temperature rise and remain the relevant dosimetric indexes currently applied in biophysical research [13].

In this study, a realistic human heart model was used to simulate the SAR distribution and temperature distribution over the realistic human heart at different frequencies and dipole antenna with and without different material shields. Also, location of shield was changed to identify effects of distance between the source and shield.

Electromagnetic waves propagating into human heart were calculated using Maxwell’s equations. Heat transfer in human heart exposed to electromagnetic waves was calculated using the bioheat equation [14,15]. The effects of operating frequencies (900 MHz and 1800 MHz) and once without shield and once with shield between the mobile phone and the human heart distributions on SAR and temperature distributions within the human heart were investigated systematically.

**II. METHODOLOGY AND MATERIALS**

Dipole antenna and its interaction with the heart tissues with and without shield at frequencies 900 and 1800 MHz and change distance of shield are solved by Comsol Multiphysics software and the finite elements method (FEM) is used to carry out most of numerical calculations.

**A. Physical model**

In this study, it was assumed that antenna of the mobile phone located at the front of human heart, where shield placed between antenna and heart and used different material for shield, and compared between their materials. Information about dielectric properties of tissues is taken from Gabriel [1]. It consisted of electrical properties of some tissues inside a human heart at 900 MHz and 1800 MHz. The dielectric properties of tissues are shown in Table 1.

<table>
<thead>
<tr>
<th>Material</th>
<th>900 MHz</th>
<th>1800 MHz</th>
<th>( \rho ) (kg/m(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>59.8</td>
<td>1</td>
<td>12.29</td>
</tr>
<tr>
<td>Bone</td>
<td>5.50</td>
<td>1</td>
<td>0.040</td>
</tr>
<tr>
<td>Blood</td>
<td>61.3</td>
<td>1</td>
<td>1.537</td>
</tr>
<tr>
<td>Skin</td>
<td>41.4</td>
<td>1</td>
<td>0.866</td>
</tr>
<tr>
<td>Air</td>
<td>1</td>
<td>1</td>
<td>3e-15</td>
</tr>
</tbody>
</table>

About this model, we consider shield with height = 8.25 cm, width = 0.45 cm, thickness = 0.3 cm and placed between heart and antenna to evaluate SAR reduction and dimension of antenna is = 8.25 cm (each length = 4 cm and gap = 0.25 cm), width = 0.15 cm, thickness = 0.15 cm. Data were calculated where shield varied from antenna distance of 2, 4, 6, 8 and 10 mm. For shield we selected aluminum from conductor material.
and mica and teflon from insulator material, with parameters in Table 2 to investigate effect of material which used in shield.

Table 2: Dielectric parameters of shield material

<table>
<thead>
<tr>
<th>Shield Material</th>
<th>900 MHz</th>
<th>2700</th>
<th>1e-15</th>
<th>2200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>1</td>
<td>1.000021</td>
<td>3.96e7</td>
<td>2700</td>
</tr>
<tr>
<td>Mica</td>
<td>1</td>
<td>6</td>
<td>1e-15</td>
<td>2883</td>
</tr>
<tr>
<td>Teflon</td>
<td>1</td>
<td>2.1</td>
<td>1e-20</td>
<td>2200</td>
</tr>
</tbody>
</table>

B. FEM implementation and boundary condition

FEM methodology was derived from Maxwell equations which mathematically describe the interdependence of the electromagnetic waves. Maxwell’s equations were simplified to demonstrate the electromagnetic field penetrated in human heart as follows:

\[ \nabla \times (\nabla \times E) - j k_0^2 E, E = 0, \quad (2) \]

where \( E \) is the electric field intensities (V/m), \( \mu_r \) is relative magnetic permeability, \( \varepsilon_r \) is relative dielectric constant and \( k_0 \) is the free space wave number (m\(^{-1}\)).

 Electromagnetic energy is emitted by the dipole antenna and strikes the human heart with a particular radiated power. The lumped port was used to determine a voltage drop for center feed legs of antenna. And on the antenna, an electromagnetic simulator employs lumped port boundary conditions with specified radiated power:

\[ Z_n = \frac{V}{I} = \frac{E I}{I}, \quad (3) \]

where \( Z_n \) is the input impedance (Ω), \( V \) is the voltage along the edges (V), \( I \) is the electric current magnitude (A), \( E \) is the electric field along the source edge (V/m) and \( L \) is the edge length (m). The dipole must be made in odd number of half wavelengths long, with the basic dipole being only 1/2 wave of a wavelength long.

For all cases, the dipole antenna shown in Fig. 1 was modeled as a perfect electric conductor (PEC) box having length \( L = 4 \) cm, considering feeding with input power of 1 Watt, impedance is \( Z = 50 \) Ω, and distance from heart is 1 cm. The patch of the antenna acts approximately as a cavity which assuming the perfect electric conductor on inner and outer surfaces is assumed. Hence, the perfect-electric-conductor boundary condition along the patches on the antenna is considered:

\[ n \times E = 0. \quad (4) \]

Boundary conditions along the interfaces between different mediums, for example, between air and tissue or tissue and tissue or tissue and shield, were considered as continuity boundary condition:

\[ n \times (E_1 - E_2) = 0. \quad (5) \]

Outer sides of the calculated domain, i.e., free space, were considered:

\[ n \times (\nabla \times E) - j k n \times (E \times n) = -n \times (E_0 \times j k (n-k) \exp(-jkx)). \quad (6) \]

Fig. 1. Dipole antenna.

Therefore, boundary conditions for solving electromagnetic wave propagation, as shown in Fig. 2, are described as follows.

Fig. 2. Boundary conditions and mesh.

III. RESULTS AND DISCUSSION

Effects on a human heart model from dipole antenna at 900 MHz and 1800 MHz frequencies, with and without shield on SAR were studied, computed and simulated. Figure 3 (a) shows local temperature increases (from 37°C) without shield at frequency 900 MHz and Fig. 3 (b) shows it at frequency 1800 MHz.

Figure 3 shows that increase in heart temperature is more at frequency 1800 MHz than at 900 MHz one, also at 1800 MHz the former covers more with of heart. Maximum temperature increases, as seen from figure, are about 0.36°C and 0.22°C at 1800 MHz and 900 MHz frequencies, respectively, at the closest point of heart to antennas where the distance is 1 cm.

The differences in electrical properties become visible by plotting the local SAR value on a log-scale; so Fig. 4 (a) shows the results for log-scale slice plot at
frequency 900 MHz obtained due to radiation sources without shield and distance between antenna and heart is 1 cm, and Fig. 4 (b) shows at frequency 1800 MHz.

Fig. 3. Increase in temperature heart at: (a) 900 MHz and (b) 1800 MHz without shield.

![Fig. 3. Increase in temperature heart at: (a) 900 MHz and (b) 1800 MHz without shield.](image)

Fig. 4. Log-scale slice plot of the SAR value heart at: (a) 900 MHz and (b) 1800 MHz without shield.

![Fig. 4. Log-scale slice plot of the SAR value heart at: (a) 900 MHz and (b) 1800 MHz without shield.](image)

Results show that the increase in frequency cause increase in SAR value and temperature. But near antenna more increased temperature difference than far from antenna and difference between SAR values like temperatures. So far from antenna difference temperature and SAR value at both frequencies are same but near antenna have different values.

As Fig. 5 shows, the heart line close to the center of antennas was selected to analyze temperature and SAR values in all models. Figure 6 illustrated comparison temperatures and Fig. 7 illustrated SAR values. As expected, heart temperature and SAR value exhibited some increases at points close to antennas, as shown in Figs. 6 and 7.

It is interesting to note that, for dipole antenna, depths of temperature penetration into human heart were similar for both 900 MHz and 1800 MHz frequencies as shown in Fig. 6, but the maximum temperature increase in skin and heart at 1800 MHz frequency is higher than that at 900 MHz frequency. The SAR value in skin of 1800 MHz frequency is higher than that of 900 MHz frequency but in heart of 1800 MHz is lower than that of 900 MHz frequency.

Fig. 5. Line of points selected for comparison purposes.

![Fig. 5. Line of points selected for comparison purposes.](image)

Fig. 6. Comparison of results for heart temperatures increases at 900 MHz and 1800 MHz without shield.

![Fig. 6. Comparison of results for heart temperatures increases at 900 MHz and 1800 MHz without shield.](image)

Fig. 7. Comparison of results for SAR values at 900 MHz and 1800 MHz without shield.

![Fig. 7. Comparison of results for SAR values at 900 MHz and 1800 MHz without shield.](image)

Figure 8 illustrated the temperature distribution in human heart exposed to mobile phone radiation with different material used for shield. For human heart exposed to the mobile phone radiation with a different material shield, the temperature within the human heart has different temperature increased, it is found comparison of them at Fig. 9.
Fig. 8. Increase in temperature heart at 900 MHz with different material shields.

More carefully study of above figures indicates that the aluminum is better material to reduce effect of electromagnetic field because the conductivity value of that is more than other and the region with high absorption values is small and close to the feed point of the antenna.

Figure 10 illustrates the penetration of the local SAR value on a log-scale in a 3D human heart due to different material shield. It is found comparison of them at Fig. 11. The results show that change material of shield, depth of temperature and SAR value are different as shown in Figs. 8 to 11 penetrates into a human heart with aluminum is lower than others, but in view of the fact that the temperature distribution always correlate with the SAR value. More carefully study of above figures indicates that the aluminum is better material for reduce effect of electromagnetic field.

Fig. 9. Comparison of results for heart temperature increase at 900 MHz with different material shields.

Fig. 10. Log-scale slice plot of the SAR values heart at 900 MHz with different material shields.

Fig. 11. Comparison of results for SAR values heart at 900 MHz with different material shield.

Obviously SAR and temperature are decreased by increasing the distance from exposure source [11]. So at Fig. 12 illustrates temperature increases (from 37 C) where distance between shield (select aluminum for material of shield) and antenna is varied 2, 4, 6, 8, and 10 mm, respectively. In constant distance between heart and antenna, by increasing the distance of shield from antenna temperature and SAR values increase and the results show that the distance from exposure source is important and if shield is near antenna the temperature of heart is decreased.
Fig. 12. Comparison of results for heart at 900 MHz where change position of shield.
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Abstract — A novel triple-band polygonal shaped slit rectangular patch antenna with defective ground structure (DGS) is proposed for WLAN and WiMAX applications. The proposed probe-fed antenna consists of a rectangular patch, zig-zag shaped slit, dual T-shaped slits on both sides and circular dumbbell shaped defected ground. The designed antenna can generate three separate resonant frequencies to cover both the 2.45/5.28 GHz WLAN bands and the 3.5 GHz WiMAX bands while maintaining a small overall size of 40 mm x 28 mm x 3.175 mm. The location and dimension of loaded polygonal slit is obtained with the aid of interfacing a genetic algorithm (GA) model with an IE3D simulator. The results obtained from simulated antenna show 5.23% impedance matching bandwidth at 2.29 GHz, 1.14% at 3.5 GHz, 5.17% at 4.64 GHz. The antenna is experimentally tested, which gives good radiation patterns and sufficient antenna gains over the operating bands.

Index Terms — Defective ground structure, polygonal slit, radiation pattern.

I. INTRODUCTION

Multiband antennas play a vital role in integrating more than one communication applications on a single compact size structure. The desired characteristics of the multiband antenna are wide impedance bandwidth over the resonant frequency, better gain and good radiation properties [1]. Numerous antenna designs for tri-bands have been recently investigated employing various shapes of defective ground planes [2], [3]. Applying defective ground structures is found to be simple and effective method in size reduction as well as excite additional resonant modes [4].

Wang et al. proposed a monopole antenna with DGS which excites for triple resonant frequencies [5]. For obtaining triple resonant frequencies a DGS unit cell is etched out as a single defect on the ground plane of PCB. The single defect radiates over the desired frequency range by stopping wave propagation through the substrate. Cap et al. highlights about the compact design with slits introduced into a conventional patch antenna for dual-band operation [6]. The attractive feature of genetic algorithm (GA) is its ability to achieve the desired performance by using a single, unique patch shape. Johnson et al. [7] designed a dual-band microstrip antenna on air substrate using GA approach. Proper selection of the microstrip patch antenna parameters such as length, thickness, shape, feed point position and method will excite the desired bands. Paitoon et al. [8] demonstrated slot cuts at radiating edges add a reactive load which alters the equivalent circuit of loaded patch, and hence adjust the dual frequency operation. Reactive loads added to the basic patch will change surface current distribution, which ultimately changes the excited resonance modes.

Guha et al. discussed about reducing interference effects with metallic backing to the patch. Metallic backing behind the defective ground structure is done to suppress leakage which reduces mutual coupling for microstrip antenna arrays [9]. A defect changes the current distribution in the ground plane of the patch antenna, giving rise to an equivalent inductance and capacitance. Hence, the DGS behaves like a LC resonator. When RF signal is transmitted to the patch antenna, strong coupling occurs between the top surface of the patch and DGS around the resonant frequency. LC parameters are determined by the shape and size of the defect geometry [10-14].

In this paper, a novel multiband planar antenna with defective ground structure is proposed. The antenna consists of a zig-zag shaped slit inserted on the radiating rectangular patch, dual T-shaped slits on either side of the patch and the ground plane modified by loading it with a circular shaped dumbbell as shown in Fig. 1. By properly selecting and varying the dimensions through implementation of GA for proposed structure, it can provide operating frequencies of interest, improve impedance bandwidths, and simultaneously work at multibands.

The effect of key structure parameters on the antenna performance are also analyzed and discussed in Sections II and III.
II. DESIGN OF PROPOSED ANTENNA

A. Zig zag shaped polygonal slit and T-shaped slits

The conventional rectangular patch antenna is chosen with dimensions $L \times W$:

$$L = \frac{c}{2f_r \sqrt{\varepsilon_r}} - 2\Delta L, \quad W = \frac{c}{2f_r \sqrt{\varepsilon_r + 1}}, \quad (1)$$

$$\Delta L = \frac{0.412(b(\varepsilon_r + 0.3)\left(\frac{W}{h} + 0.264\right))}{(\varepsilon_r - 0.258)(\left(\frac{W}{h} + 0.8\right) - 1)}, \quad (2)$$

$$\varepsilon_r = \frac{(\varepsilon_r + 1) + (\varepsilon_r - 1)}{2} \sqrt{1 + \frac{12h}{W}}^{1/2}, \quad (3)$$

where $\varepsilon_r$ is the substrate permittivity, $f_r$ is the resonant frequency and $h$ is the substrate thickness.

In the first part of work, an extensive search of changing the shapes with different iterations is fixed for the conventional design in order to approach near desired frequencies. Several geometries of reactive loads were analyzed using IE3D tool solver. During the process, a linear T-shaped rectangular slits are placed on either side of the radiating patch, the antenna resonates at multibands. The lengths of the slits can be varied to get dual- or tri-band operation. In the present paper after optimizing the lengths, dual-band is obtained with reasonable bandwidth. The resonant bands can be increased by introducing additional slits. In the present antenna, a zig-zag polygonal slit is selected. The dimensions of the slit are varied to get a third resonant band. The placements of the slits are selected to get better radiation patterns and return loss characteristic. However, manually finding the accurate desired frequencies for the problem was difficult and selected the approach of optimization tool.

B. Optimization process using genetic algorithm

In the second part, GA tool is used as an optimization tool to find the desired frequency response. GA keeps the fit solution to an optimization problem. This is done by converting optimized parameters to genes; these genes form chromosomes to the optimization problem. GA evaluates the fitness of the solution and keeps ones that most fit. GA main program is interpreted by MATLAB and Fig. 2 shows the flow chart of GA and IE3D interaction. During the GA approach, twenty chromosomes in each generation are evaluated, cost is computed for each individual as sum of return losses at desired frequencies and the fitness is to minimize the cost:

$$\text{Cost function} = \sum_{m=1}^{3} S_{11}(f_m), \quad (4)$$

where $S_{11}$ is the return loss, $f_m$ is the $m$th desired resonance frequency. Mutation rate is selected to be 5%, pairing chromosomes is done using cost weighting. The resultant antenna with the optimized parameters (in mm) as follows: $L=38.5$, $W=25.6$, probe feed position $(5, 4.5)$, the length and width of DGS slot dimensions respectively $(13.7, 0.47)$.

The achieved impedance bandwidth can be increased by introducing a defect element on the ground plane. The selection of the shape and size of the DGS and analysis involved for defect element is briefly discussed in next section. A narrow length circular shaped dumbbell slot is cut on the ground plane to shift resonant frequencies with improved impedance bandwidth. The probe feed technique is chosen to have advantage of placing the feed at any desired location of the patch. This results in enhancing the gain, narrow bandwidth and impedance matching when compared with line feed [15]. The SMA
connector and coaxial cable were included in all the simulations in order to fully characterize their effects on the antenna performance.

### III. ANALYSIS OF DEFECTIVE GROUND STRUCTURE

Different defective ground structures are shown in Fig. 3. These DGSs are used in the design of filters, suppress unwanted surface waves, control harmonics in microstrip antennas, reduce size of microwave circuits and microwave applications. DGS are introduced to improve performance by size reduction and ease of design [16]. Circular shaped dumbbell defect element allows us to vary the resonant frequency by changing the length without affecting the dimensions of the antenna.

![Fig. 3. Different DGS geometries: (a) rectangular dumbbell-shaped, (b) circular head dumbbell, (c) U-shaped, and (d) half-circle.](image)

The circuit model for the DGS slot is represented in the form of a shunt capacitance $C_\mu$ and $L_\mu$ [12], and as shown in Fig. 4:

$$C_\mu = \frac{\varepsilon_{eff} \cdot I}{c_0 Z_0 N_s} \quad \text{and} \quad L_\mu = \left(Z_0^{\text{slot}} \right)^2 C_\mu,$$

where $I$ is the length of the slot, $N_s$ is number of slots, $Z_0^{\text{slot}}$ is impedance of the slot and $c_0$ is the operating velocity. Figure 4 represents the equivalent circuit of DGS element and the values of $L$, $C$ and $R$ are determined by the slot dimension and location of the line. The change in dielectric constant changes the resonant frequency. The gain of the antenna is reduced for the antenna structure when DGS is applied to a conventional rectangular patch.

![Fig. 4. Equivalent circuit of the DGS element.](image)

### IV. RESULTS AND DISCUSSION

#### A. Return loss and VSWR

The geometry of the proposed antenna is designed on a low-cost, RT Duriod 5880 substrate with dielectric constant $\varepsilon_r=2.33$, dielectric loss tangent $\tan\delta=0.012$ and height=3.175 mm. The probe feed position is optimized and selected at (4, 4) for better return loss characteristics and impedance variations. The measured and simulated return loss curves for the proposed structure without the defect element is represented in Fig. 5. It is observed that return loss values are 11.04 dB, 20.25 dB, 10.23 dB at 3.121 GHz, 3.677 GHz and 4.687 GHz respectively, without DGS on the ground plane.

![Fig. 5. Measured and simulated return loss curve for structure without DGS.](image)

The VSWR values for the corresponding frequencies are extracted as 1.78, 1.215 and 1.89 respectively. The measured and simulated return loss curves for the proposed structure with the circular shaped single defective element is represented in Fig. 6, and noted that return loss values are 12.65 dB, 12.89 dB, 14.9 dB at 2.29 GHz, 3.5 GHz and 4.64 GHz respectively, with the DGS slot. The VSWR values for the corresponding frequencies are found to be 1.608, 1.682 and 1.5 respectively. The top layer and bottom layer of the fabricated antenna is as shown in Fig. 7.

![Fig. 6. Measured and simulated return loss curves for structure with DGS.](image)
Fig. 7. Fabricated antenna: (a) top layer and (b) bottom layer.

B. Current distribution at tri-bands without DGS and with DGS

The surface current distributions of the antenna without DGS and with DGS are represented in Fig. 8 and Fig. 9 respectively, for the given frequency values.

It is clearly observed that the surface current density is much less at the radiating edges of the antenna without DGS. The current density of the patch at the radiating edge can be increased by introducing additional slots. Through a number of simulations the position and dimensions of the slits and slots are optimized for multiband. By introducing DGS, the current path is increased by which reduction in frequency occurs. Hence, the compact size is achieved that affects the distribution of surface current density.

Fig. 8. Average and vector current distributions: (a) 3.121 GHz, (b) 3.677 GHz, and (c) 4.687 GHz.

Fig. 9. Average and vector current distributions: (a) 2.29 GHz, (b) 3.5 GHz, and (c) 4.64 GHz.

C. Radiation patterns for the structure without DGS and with DGS

Figure 10 shows the radiation pattern characteristics taken at ϕ=0° and ϕ=90° for the structures without DGS. Figure 11 shows the radiation pattern at ϕ=0° and ϕ=90° with DGS. The gain value is compromised when the DGS is placed on the ground plane and list of values are displayed in Table 1. Figure 12 shows the measured radiation patterns for multiband frequencies. The variations in the percentage impedance bandwidth value are also tabulated for the resonant frequencies. As observed, the lower frequency is shifted with an improved percentage bandwidth. This shows the impact on the size reduction capability with the applied DGS element on to the planar patch antenna. The size optimization can also be obtained placing multiple unit DGS cells on the ground plane. The gain versus frequency for the structure without DGS is as shown in the Fig. 13, and the response curve for the structure with DGS is represented by Fig. 14.

Fig. 10. Simulated E-plane radiation patterns without DGS: (a) 3.121 GHz, (b) 3.677 GHz, and (c) 4.687 GHz.

Fig. 11. Simulated E-plane radiation patterns with DGS: (a) 2.29 GHz, (b) 3.5 GHz, and (c) 4.64 GHz.

Fig. 12. Measured E-plane radiation patterns with DGS: (a) 2.29 GHz, (b) 3.5 GHz, and (c) 4.64 GHz.
D. Optimized metrics using genetic algorithm (GA)

The optimized parameters in the antenna design are position of the feed probe, length and position of the slits, length and width of the patch with minimum changes from its original dimensions of the patch. The shapes can be scaled in size to different operating frequencies of interest with minor modifications with substrate materials. The return loss values are 15.2 dB, 13 dB and 19.1 dB at respective operating resonant frequencies of 2.3, 3.4 and 4.7 GHz using GA technique. It is observed that a slight improvement is observed with the performance of the GA optimizer when compared to the simulated response curve.

The results of simulated, experimental and GA optimized responses are displayed for performance comparison. The return loss response of the GA optimizer with the best performance is represented in Fig. 15.

V. CONCLUSION

A novel shaped compact polygonal slit shaped planar antenna with defective ground plane is presented. The structure supports the operations for tri-band applications such as WiMax, WLAN and some bands of UWB. The major advantages of introducing DGS on metallic ground plane is to shift the resonant frequencies for different bands and also to increase the bandwidth for these bands. The optimized dimensions of the proposed patch antenna are also performed using genetic algorithm technique. The gain value decreases proportionally with the method applied for the patch antenna design. Impedance bandwidth and better radiation patterns are obtained for antennas with DGS when compared with the structure without DGS. A good agreement is obtained between simulated and measured return loss, radiation patterns and also for the gain values for this structure.

REFERENCES


Sanjeeva Reddy B. R received his B.E. degree from Bangalore University and M.E. degree in Microwaves from Government College of Engineering, Pune, India. Currently working in the field of Multifunction Antennas towards progress in Ph.D. at National Institute of Technology, Warangal, India.

Damera Vakula obtained her Bachelor’s degree in Electronics and Communication Engineering from Nagarjuna University, AP, India and Master’s degree from Birla Institute of Technology, Mesra India, with Microwave Specialization in 1992 and 1994, respectively. She obtained Ph.D. on Fault Diagnostics of Antenna Arrays from National Institute of Technology, Warangal, India in 2010. She has been working as an Assistant Professor at National Institute of Technology, Warangal, India since 2006. She has published 20 papers in various International Conferences and Journals. Her areas of interest include phased array antennas, ultra wide band antennas, multiband antennas, fault diagnostics, and neural network.
Theoretical Approach for the Design of a New Wideband Ku-band Printed Antenna

A. Harrabi 1,2, T. Razban 1, Y. Mahe 1, L. Osman 2, and A. Gharsallah 2

1 Institute of Electronic and Telecommunication of Rennes, IETR-UMR CNRS 6164
Polytechnic Engineering School of Nantes, University of Nantes, Nantes, 44603, France
amal.harrabi@univ-nantes.fr, tchanguiz.razban@univ-nantes.fr, yann.mahe@univ-nantes.fr

2 Department of Physics, UR “CSEHF” 13ES37
Faculty of Sciences of Tunis, University of Tunis El Manar, 2092 Tunisia
lotfi.osman@supcom.rnu.tn, ali.gharsallah@gmail.com

Abstract — A design of a broadband Ku-band low-cost printed circuit board technology (PCB) antenna is presented in this paper. An approach was developed to enhance the bandwidth of a simple printed patch antenna. The proposed method is, step by step, detailed to discuss the evolution of the antenna geometry and depicts the contribution of the imported changes on the properties achieved each time. A 22% relative bandwidth in Ku-band was obtained for a footprint of 0.4λ0×0.6λ0 (λ0 is the wavelength in the free space). A good agreement between the simulation and the measurement results of the wideband patch was observed, which proves the interest of this approach.

Index Terms — Antenna input impedance, antenna theory, Ku-band, linear polarization, polygonal antennas, wideband antenna.

I. INTRODUCTION

There is a growing interest in small, flat, discreet, efficient, and low-cost antenna design. In satellite application context, these antennas should have a broadband behavior covering all the Ku-band, a high directivity and a linear polarization. The reflector based antennas are commonly used because they satisfy all these requirements, but they are not practical due to their relatively big size and their 3D geometry. An interesting alternative of such antennas could be the grounded planar printed based antennas because of their low profile, cheap price and simple manufacturing [1,2]. Nevertheless, with such a technology for simple shape antenna, broadband behavior is limited to a few percent. To enhance the bandwidth, different techniques can be used. Some are based on the superposition of several layers of dielectrics and resonators known as the stacked antennas [3-7]. This technique implies a precise alignment of the resonators hard to achieve, especially at high frequency like in Ku-band. Others use a co-planar arrangement of parasitic elements surrounding the driven resonator. These parasitic elements have almost the same size as the driven one which leads to a relatively large size of the patch. When high directivity has to be reached, antenna array is needed and therefore the patch size becomes a crucial criterion. In this case, if the basic element has more than a wavelength size, grating lobe problem arises. Coplanar multi-resonator solution is then irrelevant and incompatible with antenna array [8-11]. In [12] and [13], the authors explain that with some modifications of the geometry of the rectangular patch antenna, a relative bandwidth of 20% can be achieved just by coupling two different modes. The two chosen modes are orthogonal. It means that the polarization is unstable within the bandwidth. Therefore, the steady linear polarization criterion for satellite reception cannot be satisfied. In this paper, we propose to develop a new broadband single element printed antenna operating in Ku-band with compact size and stable linear polarization in order to be suitable with an antenna array configuration and achieve higher directivity. This article is organized as follows: In Section II, a rigorous theoretical approach is developed and validated according to simulations using CST Microwave Studio® software. A prototype of the proposed antenna is realized and measured. Measurement results, presented in Section III, are in good agreement compared to the simulations.

II. ANTENNA DESIGN

A. Rectangular patch antenna

Different kinds of planar antenna topologies exist: ungrounded and grounded ones. The first is interesting for its omnidirectional radiation pattern and an ultra-wideband behavior could be easily achieved. It is extensively used for applications like mobile communication systems. The second is more suitable for
point-to-point communication to avoid energy losses, except that the limited bandwidth is its handicap. As satellite services require point-to-point communication with direct link antennas, the grounded planar antenna technology is then more suitable, if solutions are found to maintain the linear polarization over a wide bandwidth. In this technology, the bandwidth usually depends on the thickness, the nature of the dielectric substrate, and the antenna’s geometry. To broaden the bandwidth of a rectangular patch antenna, the most used techniques are based on decreasing the substrate relative permittivity $\varepsilon_r$, raising the dielectric thickness $h$ and enlarging the patch width $W$ [14]. However, the bandwidth of this simple shape printed antenna remains limited to about 10%. To highlight this issue, a probe-fed rectangular microstrip antenna printed on a 1.58 mm height Teflon-glass substrate of a relative permittivity 2.55 and $\tan \delta = 0.007$ operating at 11.7 GHz is firstly simulated with CST Microwave Studio®. Its dimensions are tuned in order to enlarge the bandwidth for this simple pattern. The optimized rectangular antenna’s reflection coefficient $S_{11}$ is represented in Fig. 1.

As previously mentioned, a relative bandwidth of 10% is observed in this figure, which is quite close to the maximum bandwidth for this kind of structure [14]. An idea to overcome this insufficiency consists in designing a simple patch antenna by exploring the rectangular patch characteristics and making some changes in its geometry to get an enlarged bandwidth of more than 10%, while maintaining the same linear polarization over the whole bandwidth. Therefore, a rectangular patch is introduced and analyzed. Its dimensions are calculated from the analytical expressions given in [15,16]. According to these expressions, the variation of the length $L$ of a rectangular patch printed on a Teflon-glass substrate for fixed values of $W$ (width of the patch), $h$ (the substrate thickness), and $\varepsilon_r$ (substrate relative permittivity) versus the frequency is represented in Fig. 2.

According to Fig. 3, some same input resistance is met for two different frequencies. For example, $R_i = 50 \, \Omega$ is obtained at both 4.7 GHz and 18.2 GHz, which means that two collinear resonators can be optimally coupled to

\begin{align}
R_i &= \frac{1}{2G} \sin^2 \left( \frac{\pi x}{L} \right), \\
G &= \frac{w}{120\lambda_0} \left[ 1 - \frac{(2w/\lambda_0)^2}{24} \right],
\end{align}
the same feed point position.

B. Polygonal patch antenna

In accordance with Fig. 3, two resonators can be optimally coupled having the same feeding point; in this case, this is possible for coaxial feeding probe situated at \( x = 2.7 \, \text{mm} \) from the center of the resonators. Based on Fig. 2, the first resonator has 3.9 mm length for a frequency of 18.2 GHz and the second has 19.2 mm length for a frequency of 4.7 GHz. We should then present a geometry that has these two different lengths. One way consists in using the dimensions \( L_1 \) and \( W \) of the patch antenna as \( L_1 \) and \( L_2 \). But, in this case, two orthogonal modes are excited, which means that the radiated power has different polarizations. To ensure same polarizations over the two frequencies, \( L_1 \) and \( L_2 \) has to be carried on along only one axis. As illustrated in Fig. 4 (a), a polygonal design can be a possible candidate to meet the mentioned condition of the linear polarization using the two different lengths. From Fig. 3, the expected reflection coefficient \( S_{11} \) of this antenna should have the form given in Fig. 4 (b).

\[
\begin{align*}
L_1 &= 3.9 \, \text{mm} \\
L_2 &= 19.5 \, \text{mm} \\
W_1 &= 13 \, \text{mm} \\
W_2 &= 4.5 \, \text{mm} \\
x &= 2.7 \, \text{mm}
\end{align*}
\]

![Polygonal Patch Antenna](image)

(a)

Fig. 4. Proposed antenna and its expected reflection coefficient: (a) polygonal patch antenna, and (b) \( S_{11} \) parameter of the polygonal antenna matched to 50 Ω.

In order to reduce the size of the polygonal antenna, to widen the bandwidth of each resonant frequency and to have protection against the environment, a 3.175 mm thickness Nelco NY9220 substrate with a relative permittivity of 2.2 and tan \( \delta = 0.0009 \) is used as a rodome. To take into account the rodome layer effect in the simulation, we need an optimization of the polygonal antenna dimensions. Figure 5 shows the dimensions of the antenna with superstrate and the simulation result of its \( S_{11} \) parameter.

![Polygonal Patch Antenna with Superstrate](image)

(a)

(b)

(c)

Fig. 5. (a) Dimensions of the polygonal antenna with rodome, (b) side view, and (c) simulated \( S_{11} \) parameter.

This figure confirms that the optimized antenna with rodome has a dual band behavior. Table 1 summarizes the electric field distribution for the two resonant frequencies to check their polarizations quality.

We notice that for all these two dips, the transverse fringing fields along Y-axis (\( E_y \)) on both sides of the antenna are in opposite phase with quite the same magnitude. In other words, the resulted vertical polarization radiation (cross-polarization) in the broadside direction is null for all frequencies, meaning that the polygonal shape of the patch does not introduce theoretically any cross-polarization. For the frequencies 9.75 and 13.29 GHz, the electric fields along X-axis are not in opposite phase, so the resulted radiation horizontal polarization (co-polarization) is maximal in the broadside direction.
C. Polygonal antenna with circular slot

The polygonal antenna depicted in Fig. 5 presents two separated bands corresponding to two distinct modal resonances. Nevertheless, wideband behavior is expected. From Fig. 3, the impedance plot presents a maximum for a frequency located between the two frequencies matched to 50 $\Omega$, which explains the high reflection coefficient for this distinct frequency. The idea consists of reducing the reflection coefficient at this maximum without deteriorating the impedance matching of the existing two frequencies. It can be resolved by modifying the propagation conditions inside the resonator. Thus, follows a manner to enlarge the bandwidth by using a slot inside the polygonal patch is step by step detailed.

1) Influence of a slot inside the patch

First, it is important to review theoretically the effect of a simple slot inside a patch. Usually, a slot can be modeled as a capacitance whose value depends not only on the dimension of the slot, but also on its orientation and its position inside the patch. To evaluate the influence of the slot, the electric field distribution inside the substrate, under the patch, is studied. For the fundamental resonance of a rectangular patch antenna, the magnitude of the electric field is expressed in [16] as follows:

$$E = E_0 \sin \frac{\pi x}{L},$$

where $E_0$ is the maximum electric field and $x$ is between $-\frac{L}{2}$ and $\frac{L}{2}$.

The fringing field at the edge of the patch is the origin of its radiation. Its magnitude $E_r$ can be determined by the equivalent potential:

$$E_r = \frac{E_0 h}{\Delta},$$

where $h$ is the thickness of the substrate and $\Delta$ the line extension the resonators from both sides.

With a slot inside the antenna at a distance $d$ from the center of the patch, an electric field $E_s$ appears inside the slot, Fig. 6.

$$E_s = E_0 \frac{\pi h}{L} \cos \frac{\pi d}{L},$$

where $d$ is the distance between the Y-axis of the patch and the slot location for a given value of $y$.

Fig. 6. Electric fields $E_r$ and $E_s$.

The value of the magnitude of this electric field can be determined by calculating the potential difference between both sides of the slot:

$$E_s \delta = V_2 - V_1,$$

where $\delta$ is the slot width, $V_1$ is the potential at $y = d$ and $V_2$ is the potential at $y = d + \delta$.

Assuming that $d >> \delta$ and $\delta << L$, then:

$$E_s = E_0 \frac{\pi h}{L} \cos \frac{\pi d}{L}.$$
To maintain the symmetry of the structure, we propose to use a circular slot. In this case, the distance \( d \) will depend on the angle \( \theta \) and the inner radius \( R \) of the circular slot and can be written as follows:

\[
d = R \cos \theta,
\]

where \( \theta \) varies from 0° to 360°, Fig. 8.

Fig. 8. Variation of the distance \( d \) in a circular slot.

Finally, the magnitude of the electric field inside the slot has the following expression:

\[
E_s = E_0 \frac{n h}{L} \cos \left( \frac{n R \cos \theta}{L} \right) \cos \theta,
\]

(9)

Fig. 9 represents the variation of \( E_s \) versus \( \theta \) according to the equation (9).

Fig. 9. Variation of the magnitude of the electric field inside the circular slot \( E_s \) versus \( \theta \) for different values of the slot radius \( R \) when \( E_0 = 100 \).

To explain the circular slot influence, we consider the patch antenna as a transmission line [16]. From this model, the input impedance is related to the characteristic impedance of the line which is given by the following expression:

\[
Z_C = \sqrt{\frac{L_0}{C_s}}
\]

(10)

where \( L_0 \) is the serial inductance per unit length and \( C_s \) is the parallel capacitance per unit length.

When a slot is introduced inside the patch antenna, its equivalent capacitance \( C_s \) reduces the serial inductance \( L_0 \) and so the characteristic impedance of the line, assuming that the phase velocity of the travelling wave remains unchanged. From Fig. 9, we notice that the value of the electric field \( E_s \) inside the circular slot is non-null, when \( \theta = 0° \) or \( \theta = 90° \) and it is null when \( \theta = 0° \) or \( \theta = 90° \) for \( R \approx \frac{L}{2} \). In this case, the capacitance \( C_s \) is equal to zero when \( \theta \)’s value is equal to 0° or 90°, due to the absence of the electric field for these two values of \( \theta \). Therefore, the slotted patch characteristic impedance \( Z_C \) at \( \theta = 0° \) and \( \theta = 90° \) is almost equal to the patch characteristic impedance \( Z_c \) without slot. But, its value decreases when \( \theta \) is within the range of degrees from 0° to 90°.

In section I, we demonstrated that for a polygonal antenna, the lower resonant frequency is related to the largest length \( L_2 \) and the higher one is related to the smallest length \( L_1 \). Now, after the insertion of the circular slot, when \( \theta = 0° \), a portion of the slot is located on the largest length. But when \( \theta = 90° \), another portion is located on the smallest length. It is then expected, theoretically and based on the discussion following Fig. 9 that the circular slot will not impact the impedance matching for the two resonant frequencies of the antenna presented in Fig. 5. However, the frequencies between them undergo an input resistance reduction, which should improve the bandwidth of the antenna.

2) Simulation results

A polygonal antenna with a circular slot inside the patch [17] has been simulated and it is shown in Fig. 10. According to the previous theory, the value of the outer radius \( R_{out} \) is chosen close to \( \frac{L_2}{2} \) (\( R_{out} = 3.7 \) mm). The slot width is equal to 0.3 mm. The feeding probe is located at a distance \( x = 2.9 \) mm from the center of the antenna. A small air gap of 0.1 mm needs to be taken into account in the simulation between the patch and the rodome. The simulation result of \( S_{11} \) parameter of the proposed antenna is given in Fig. 11.

According to the simulation result for the given value of the slot width (0.3 mm), this antenna has a bandwidth around 3 GHz (from 11.6 GHz to 14.8 GHz) at -10 dB. The simulation shows that due to the insertion of the circular slot, the dual band antenna was indeed transformed to a broadband antenna.

Fig. 10. Proposed polygonal antenna with a circular slot.
The electric field distribution symmetry observed for all frequencies within the bandwidth, shows that the resulted field is oriented along X-axis and that the cross-polarization theoretically is null due to its perfect symmetry.

| Table 3: E-field of the polygonal antenna with circular slot |
|--------------|-------|-------|-------|
| Frequency (GHz) | 11.63 | 13.2 | 14.8 |
| $E_x$ | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| $E_y$ | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |

According to Table 3 comments, the simulated co/cross-polarization radiation pattern, given in Table 4, shows that the cross-polarization level is about 20 dB less than the main polarization, as expected. The same polarization is observed over the whole bandwidth.

| Table 4: Co/Cross-polarization in the E-plane at different frequencies |
|----------------|-------|-------|
| Frequency (GHz) | 11.63 | 13.2 |
| Co/Cross-polarization | ![Image](image7.png) | ![Image](image8.png) |
| 14.8 | ![Image](image9.png) |

III. PROTOTYPE AND MEASUREMENTS

A prototype of this antenna was manufactured and measured. The dimensions of this design are given in Table 5. The patch was printed on a Teflon-glass substrate of 1.58 mm thickness with a relative permittivity of 2.55 and tanδ = 0.007. Its dimensions are set to 50×50 mm² (2λ₀×2λ₀, where λ₀ is the wavelength at the lower frequency...
10.7 GHz).

Table 5: Prototype antenna dimensions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L₁</td>
<td>5.1</td>
</tr>
<tr>
<td>W₁</td>
<td>13</td>
</tr>
<tr>
<td>L₂</td>
<td>8.9</td>
</tr>
<tr>
<td>W₂</td>
<td>4.5</td>
</tr>
<tr>
<td>Rin (the slot inner radius)</td>
<td>3.41</td>
</tr>
<tr>
<td>Rout (the slot outer radius)</td>
<td>3.72</td>
</tr>
<tr>
<td>Feeding probe at x</td>
<td>2.9</td>
</tr>
</tbody>
</table>

The used rodome is a Nelco NY9220 substrate of a 3.175 mm thickness with a relative permittivity of 2.2 and tanδ = 0.0009. The total size of the antenna is near 0.4λ₀×0.6λ₀, compatible for the design of an antenna array. A photo of the proposed antenna is given in Fig. 13.

As shown in Fig. 14, a good agreement between simulations and measurements in terms of bandwidth is observed. It is around 3 GHz at -10 dB, which represents a relative bandwidth of 22%. The difference between the simulated and measured S₁₁ is mainly due to the manual fabrication of the prototype, especially the feeding probe drilling (about few hundred μm).

Figure 15 below presents the measured radiation pattern of the antenna. The main and the cross-polarizations in E- and H-planes are given for three frequencies inside the band.

In the main radiation direction, the cross-polarization is about 10 dB lower than the main polarization. However, a slight degradation of the co/cross-polarization level is observed as we move away from broadside direction, particularly observed at lower frequencies of the bandwidth.

The reason behind this result could arise from the prototyping technology and maybe the zero-scale balance of the feeding probe problem due to the manual drilling. The observed ripples in the radiation pattern for all frequencies can be explained by the diffraction of the radiated field on the ground plane because of its limited dimensions. The maximum directivity observed is about 6.4 dBi.
IV. CONCLUSION

In this paper, a theoretical approach of an original broadband antenna design is presented. It consists of a polygonal antenna with a circular slot inside. A polygonal antenna presents initially a dual band behavior due to two different collinear resonant lengths. But, the insertion of a circular slot transforms it to a broadband behavior because this slot acts as an impedance regulator. The measurements agree well with the simulations and confirm the interesting properties of this design such as the wideband behavior (a relative bandwidth of 22% in the Ku-band is observed) and the guaranteed linear polarization over the entire bandwidth. With only a footprint of 0.4λ0×0.6λ0 and a 6.4 dBi gain, this design is a good candidate for antenna array configuration to achieve high gain like in satellite application services.
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Abstract — A wideband two element rectangular dielectric resonator antenna (DRA) is proposed in this paper. Each DRA element has two excitation strips and four parasitic patches. A wide impedance bandwidth of more than 37% at the center frequency of 1.6 GHz is achieved. The antenna radiation beam can be switched between two positions in elevation plane, i.e., \( \theta = 45^\circ \) and \( \theta = -45^\circ \). The measured antenna gain is found to be more than 6 dB in the whole frequency band of operation. The matching and the radiation characteristics of the designed switched beam antenna are studied and validated by measurements. A very good agreement between the measured and simulated results is observed.

Index Terms — Dielectric resonator antenna, parasitic patch, switched beam antenna, wideband antenna.

I. INTRODUCTION

The dielectric resonator antenna (DRA) was first introduced by Long in 1983 [1]. The DRA has many advantages such as low dissipation loss, high radiation efficiency and ease of excitation as well as wider impedance bandwidth [2-4]. Different shapes of DRAs such as rectangular, cylindrical, hemispherical, elliptical and perforated have been presented in the literature [5-9]. The DRA’s having rectangular shape offer advantages over hemispherical and cylindrical shaped DRAs since they are easy to fabricate and have more design flexibility. There are many different schemes for exciting DRA such as probe feed, helical feed, slot feed and strip line feed [10-12].

The beam switching antenna finds many uses in applications requiring tracking or interference mitigation. The beam switching can be achieved by physical movement of antenna or by electronic control of some antenna parameters [13]. The mechanically steerable antennas [14] may be difficult to implement since they require a motor to rotate the antenna structure. One of possible solutions is to use multiple feeds [15-17] and radiation pattern can be switched using electronic switches, but this multiple feed antenna structure requires extra circuitry (phase shifters, power splitters/combiners) for feed selection and multiple antenna elements, resulting in a more complex and a large antenna structure.

The work in this paper presents a two element small size DRA, which is investigated to achieve reconfigurable radiation patterns with high gain. The antenna impedance bandwidth is found to be 800 MHz (1.3 - 2.1 GHz). In addition, the antenna radiation pattern can be switched in two positions in elevation plane, i.e., at \( \theta = 45^\circ \) and \( \theta = -45^\circ \) from 1.3 to 1.9 GHz. The simulations are done using Ansys HFSS and a prototype is developed and tested to prove the design concept and to verify the simulation results.

II. THEORETICAL ANALYSIS

The analysis of operation of DRA is a complex electromagnetic field problem. The numerical techniques such as finite element method (FEM), finite-difference time domain (FDTD) and the method of moments (MoM) are usually employed to predict/compute the resonance frequency of DRA with specific dimensions. Since all these numerical techniques require intensive memory and processing, therefore, several simple models have been developed to estimate the resonance frequency of DRA. Utilizing the most commonly used the dielectric waveguide model (DWM), the TE\textsubscript{mn1} resonance frequency \( f_0 \) for rectangular DRA can be calculated as follows [18]:

\[
    f_0 = \frac{c}{2\pi\sqrt{\varepsilon_r}} \sqrt{k_x^2 + k_y^2 + k_z^2}, \quad (1)
\]

\[
    k_x = \frac{m\pi}{a}, \quad (2)
\]

\[
    k_z = \frac{l\pi}{2d}, \quad (3)
\]

\[
    k_y \tan \left( \frac{k_y h}{2} \right) = \sqrt{(\varepsilon_r - 1)k_x^2 - k_y^2}, \quad (n = 1), \quad (4)
\]

\[
    k_x^2 + k_y^2 + k_z^2 = \varepsilon_r k_0^2, \quad (5)
\]

where, \( k_0 \) is the free space wavenumber, \( c \) is the speed of light in vacuum and \( k_x, k_y, \) and \( k_z \) are the wavenumber inside the DR in three directions. The \( \varepsilon_r \) is dielectric constant and \( a, b \) and \( d \) are length, width and height of DR respectively. The subscripts \( m, n \) and \( l \) of TE\textsubscript{mn1}
denotes the number of extremes in the x, y and z directions respectively. Utilizing the above mentioned DWM the DR (\(\varepsilon_r = 10\)) size is found to be \(a = 32\) mm, \(b = 29.6\) mm, and \(d = 48.85\) mm, resulting in the dominant \(TE_{111}\) mode resonance frequency to be at 1.84 GHz.

Furthermore, the selection of suitable coupling/excitation scheme is one of the most crucial parts of DRA design. The type and location of coupling/excitation scheme very effectively effect the DRA performance. We know from the electromagnetic theory and the Lorentz theorem of reciprocity [19] that the amount of coupling between the sources (electric or magnetic) and the fields inside the DRA can be determined by:

\[
k \propto \int (E \cdot J) dV, \tag{6}
\]
\[
k \propto \int (H \cdot J) dV, \tag{7}
\]
where, \(E\) and \(H\) are the electric and magnetic field intensity vectors. \(J_e\) and \(J_m\) are the electric and magnetic currents. The above equations state that in order to achieve strong coupling between an electric or magnetic current source and the DRA, the excitation source should be placed in regime of strongest electric or magnetic field of the DRA. In proposed DRA structure, the vertical probe excitation scheme is employed, which is considered as vertical electric current source. The most suitable location for this excitation scheme is at the middle of DRA broad side wall, since the electric field is maximum in this location. As mentioned in our previous communication [20], the dual excitation scheme is employed to split the broad side radiation pattern into two lobes, which plays an important role in DRA beam switching.

### III. ANTEenna DESIGN AND CONFIGURATION

The proposed two element DRA configuration is shown in Fig. 1. The dielectric resonators (DRs) have dielectric constant and dielectric loss tangent of 10 and 0.0005, respectively. As mentioned earlier, the DR size is selected to be \(a = 32\) mm, \(b = 29.6\) mm, and \(d = 48.85\) mm. The DRs are placed over FR4 substrate of thickness 1.575 mm. The bottom side of the substrate is fully copper plated and acts as an antenna ground plane. The DR is excited by means of dual excitation strips placed at the middle of two opposite side walls in the YZ-plane. The excitation strip lengths and widths are \(L_{E} = 30\) mm and \(W_{E} = 5.3\) mm, respectively. Furthermore, four parasitic patches are placed at the corner of each DR side wall in the XZ-plane having length \(L_{P} = 22\) mm and width \(W_{P} = 1.5\) mm. Each parasitic patch is connected to the antenna ground plane through a metallic via hole in the FR4 substrate. To provide a short or open circuit between the parasitic patch and the antenna ground plane, a switch can be placed between them. All eight switches are shown in the top view of the proposed antenna structure as illustrated in Fig. 2. The optimum center to center distance between the two DR is found to be \(S = 108\) mm (0.6\(\lambda_0\), at center frequency of 1.6 GHz). The four excitation strips are connected together by means of a microstrip feed network and a coaxial probe is placed at the center of microstrip line of length \(L_3 = 109.48\) mm and width \(T_2 = 1.48\) mm. The microstrip feed network is optimized to mitigate the degradation caused in antenna return loss by the microstrip line in close proximity of DR [11]. The optimized dimensions shown in Fig. 2 are as follows: \(L_1 = 15\) mm, \(L_2 = 45\) mm, \(L_4 = 21.48\) mm, \(T_1 = 0.74\) mm, \(L = 235.6\) mm and \(W = 144\) mm.

The DRAs excited by a single feed usually has a maximum at broad side direction [18,21]. However, with the proposed dual strip excitation scheme the radiation pattern is altered such that a null in broadside direction is created and the main lobe is splitted into two lobes with maxima at approximately \(\pm 45^\circ\) in elevation plane. Readers are referred to [20] to have a better understanding of DRA excitation utilizing dual excitation strips. The two parasitic patches on one side having connections with antenna ground plane through switches are utilized to suppress one of the lobes created, and thus provide pattern reconfigurability. Moreover, the dimensions of the parasitic patch also control the impedance bandwidth [20]. The antenna radiation pattern is found to be linearly polarized with the proposed arrangement of dual excitation strips and parasitic patches.

![Fig. 1. The proposed two element DRA configuration. Each DRA has two excitation strips (YZ-plane) and four parasitic patches (XZ-plane).](image-url)
Fig. 2. Top view of two element DRA, with \( a = 32 \) mm, \( b = 29.6 \) mm, \( d = 48.85 \) mm, \( S = 108 \) mm, \( L_E = 30 \) mm, \( W_E = 5.3 \) mm, \( L_P = 22 \) mm, \( W_P = 1.5 \) mm, \( L_1 = 15 \) mm, \( L_2 = 45 \) mm, \( L_3 = 109.48 \) mm, \( L_4 = 21.48 \) mm, \( T_1 = 0.74 \) mm, \( T_2 = 0.74 \) mm, \( L = 235.6 \) mm and \( W = 144 \) mm.

A prototype is fabricated to prove the design concept and to verify the simulations. The photograph of the fabricated antenna is shown in Fig. 3. The two DRs are glued over the FR4 substrate with a dielectric adhesive having dielectric constant of 10. The excitation strips and parasitic patches are cut from the conducting tap having thickness of 0.035 mm and positioned over the DR at appropriate locations as shown in Fig. 1. The utilization of eight switches (Sw\(_1\) - Sw\(_8\)) in the proposed DRA configuration plays an important role to switch antenna radiation pattern in two directions in elevation plane (i.e., at \( \theta = 45^\circ \) and \( \theta = -45^\circ \)). Although there are many possible switching combinations, but only two cases are discussed, which are summarized in Table 1. The antenna radiation pattern is not controllable with cases other than mentioned in Table 1, where “OFF” state refers to an open circuit between corresponding parasitic patch and antenna ground plane, and “ON” state refers to a short circuit between corresponding parasitic patch and antenna ground plane. For the proof of concept the switches are hard wired on the prototype (i.e., a small piece of conducting copper tap is utilized to provide a short circuit between the parasitic patch and the antenna ground plane). Subsequently, the return loss and radiation pattern measurements are taken for the fabricated DRA antenna structure as revealed in the subsequent sections.

Table 1: Switch configuration for switching antenna radiation pattern in elevation plane

<table>
<thead>
<tr>
<th></th>
<th>ON</th>
<th>OFF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CASE-I</strong></td>
<td>Sw(_1), Sw(_2), Sw(_3), Sw(_4)</td>
<td>Sw(_5), Sw(_6), Sw(_7), Sw(_8)</td>
</tr>
<tr>
<td><strong>CASE-II</strong></td>
<td>Sw(_5), Sw(_6), Sw(_7), Sw(_8)</td>
<td>Sw(_1), Sw(_2), Sw(_3), Sw(_4)</td>
</tr>
</tbody>
</table>

Fig. 3. Photograph of the developed two element DRA.

**IV. SIMULATION AND MEASURED RESULTS**

The DRA presented in Section II is simulated in Ansys HFSS. The simulated and measured return loss for the two cases mentioned in Table 1 are shown in Fig. 4. The overall antenna impedance bandwidth is found to be 800 MHz (1.3 - 2.1 GHz). The resonance of TE\(_{111}\) mode is found theoretically by DWM to be at 1.84 GHz. Experimentally, it is found at 1.78 GHz and corresponds to the strip loaded DR mode [21]. Furthermore, the resonance seen around 1.35 GHz is highly influenced by the length of the parasitic patch [20] and corresponds to the patch loaded DR mode [21]. The optimum length of the parasitic patch is found to be \( L_P = 22 \) mm. The field pattern inside DR is investigated and it is found that the antenna operates in a perturbed type TE\(_{111}\) from 1.3 - 1.9 GHz.
Fig. 4. Simulated and measured return loss ($S_{11}$) for two cases mentioned in Table 1.

The simulated 3D radiation patterns for both cases, i.e., Case-I and Case-II of Table 1 are shown in Fig. 5 for a better illustration of antenna beam switching. The comparison of measured and simulated radiation patterns at $\varphi = 90^\circ$ (YZ-plane) at various frequencies for Case-I and Case-II, mentioned in Table 1, are shown in Fig. 6 and Fig. 7, respectively. It is found that after 1.9 GHz the antenna radiation pattern cannot be switched efficiently. This may be attributed to the excitation of higher order modes such as $TE_{112}$ and $TE_{113}$. Theoretically, these two modes are found to be at 2.05 GHz and 2.34 GHz, respectively. Therefore, the actual antenna bandwidth in which antenna radiation pattern can be switched is from 1.3 to 1.9 GHz. The measured gain at center frequency of 1.6 GHz is found to be 6.92 dB at $\theta = -45^\circ$ for Case-I and 6.71 dB at $\theta = 45^\circ$ for Case-II, respectively. The measured gain of the two-element DRA for both cases remains above 6 dB in whole frequency band of operation and is shown in Fig. 8.

Fig. 5. 3D radiation pattern at 1.6 GHz for Case-I and Case-II given in Table 1: (a) Case-I, and (b) Case-II.

Fig. 6. Simulation and measured radiation patterns for Case-I given in Table 1: (a) 1.3 GHz, (b) 1.5 GHz, (c) 1.7 GHz, and (d) 1.9 GHz.

Fig. 7. Simulation and measured radiation patterns for Case-II given in Table 1: (a) 1.3 GHz, (b) 1.5 GHz, (c) 1.7 GHz, and (d) 1.9 GHz.

Fig. 8. A comparison of simulation and measured antenna gain for both cases mentioned in Table 1.

In Table 2, the proposed two-element switched beam DRA structure is compared with other switched
beam DRA structures found in literature. The proposed DRA structure includes only one coaxial feed and does not require any phase shifters or power splitter/combiners. The gain and overall size of proposed DRA structure is also found to be better than other reported DRA structures.

Table 2: Comparison between the proposed and other published switched beam DRAs

<table>
<thead>
<tr>
<th>No. of DRA Feeds</th>
<th>No. of Switchable Radiation Patterns</th>
<th>Impedance Bandwidth</th>
<th>Gain in Operating Bandwidth (dB)</th>
<th>Overall Size (L × W × H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>5</td>
<td>1 MHz (58.9 - 59.8 MHz)</td>
<td>Not mentioned</td>
<td>800 × 800 × 200 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16λ × 0.16λ × 0.05λ</td>
</tr>
<tr>
<td>[16]</td>
<td>4</td>
<td>3.5 GHz (9.5 - 13 GHz)</td>
<td>Max: 1.5</td>
<td>55 × 55 × 6.8 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.0 × 2.0 × 0.25λ</td>
</tr>
<tr>
<td>[17]</td>
<td>4</td>
<td>900 MHz (1 - 1.9 GHz)</td>
<td>Min: 4.5</td>
<td>350 × 350 × 70 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.80λ × 1.80λ × 0.36λ</td>
</tr>
<tr>
<td>Proposed DRA</td>
<td>1</td>
<td>600 MHz (1.3 - 1.9 GHz)</td>
<td>Min: 6.0</td>
<td>235.6 × 144 × 49 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2λ × 0.74λ × 0.25λ</td>
</tr>
</tbody>
</table>

\( \lambda_0 \) is the free space wavelength at the center frequency

V. CONCLUSION

Two elements small size wideband DRA in array configuration is proposed for beam switching applications. Dual excitation strips are utilized to excite each DRA element. Four parasitic strips associated with each DRA are utilized to increase the antenna impedance bandwidth as well as to switch antenna radiation pattern in elevation plane. Wide impedance bandwidth of approximately 37\% (1.3 - 1.9 GHz) is achieved with similar radiation pattern characteristics. The antenna gain is found to be above 6 dB in the whole frequency band of operation. The proposed design based on two DRAs and a single coaxial feed network can be extended to more sophisticated antenna structures with higher gain and antenna radiation pattern reconfigurability.
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Abstract — A miniaturized thin film transparent ultra-wideband (UWB) antenna design with a band notch is presented. A pair of split-ring resonators (SRRs) is placed besides the radiating element to realize the band notch centered at 5.5 GHz. The proposed transparent antenna covers the whole 3.1 to 10.6 GHz UWB frequency band with a notch from 5 to 6 GHz to isolate interferences from wireless local area network (WLAN) and dedicated short-range communication (DSRC) applications. The transparency of this antenna of up to 80% is enabled by the fabrication on a conductive silver coated thin film (AgHT-8). Hence, the proposed transparent antenna is a suitable for UWB home entertainment network (IEEE 1394 over UWB network) for green building applications, where high data rates are required for multimedia transfer. Implementation of the proposed transparent antenna will reduce the space consumption due to its very low thickness and low profile, while at the same time increasing the aesthetic values of the installed wireless system due to its high transparency.

Index Terms — AgHT-8, band notch, split ring resonator, transparent antenna, UWB.

I. INTRODUCTION

Ultra wideband (UWB) antenna covers the 3.1 to 10.6 GHz frequency range, as approved by the Federal Communication Commission (FCC) for unlicensed radio frequency applications. A frequency notch is needed to eliminate the possibilities of interferences between this application and other wireless services. Narrow bands wireless services such as IEEE 802.a (5.15 GHz - 5.825 GHz) for WLAN and IEEE 802.11p (5.50 GHz - 5.925 GHz) for dedicated short-range communication (DSRC) frequency band are included within the UWB frequencies [1]. Hence, it is highly desirable that the frequency bands for these applications be segregated from the UWB receiver.

Several techniques have been reported recently for realizing band notches in UWB antennas [2-4], which mainly comprises of various slot configurations. The implementation of split ring resonators (SRR) to introduce an antenna band notch is one of the best techniques for realizing band notches as it does not consume a large area in the antenna topology [5]. SRRs are commonly placed in the radiating element, near the transmission line to maximize the coupling effect, as in [6-8]. However, slot placement on these locations results in gain degradation due to the partial removal of the radiating element. Several other SRR positioning techniques have been reported in previous works [9-12] to address this issue, where the SRRs are placed outside the radiating element but in close vicinity of the transmission line. Most of these topologies are implemented on non-transparent substrates such as Rogers, Taconic, and Fire Retardant-4 (FR-4).

Due to the use of conventional, non-transparent materials, the antenna loses its aesthetic values and this becomes apparent to the users when they are installed in public areas. Several previous investigations on transparent antenna have also been performed to overcome this issue. An example is the optically transparent UWB antenna [13] using conductive silver coated thin film (AgHT-4/8), with Perspex substrate. Another transparent UWB antenna with tunable notch reported in [14], consists of a simple rectangular radiating element with vertical slots for band notching. However, the resulting resonant frequency is dependent on the length of the vertical slots. This complicates its implementation at the lower frequency, as long slots are needed, thus requiring a larger radiator footprint. Several disadvantages of the transparent materials have been reported in [15-16], where it is highlighted that the high material losses and consequently, feeding line losses has limited the usage...
of such materials. Table 1 summarizes a comparison of the proposed band notch transparent antenna against other recent transparent UWB antennas in terms of performance.

Despite these investigations, the implementation of SRRs on a transparent antenna patch has yet to be reported. In this paper, a transparent UWB antenna with SRRs outside the radiating element [10] using conductive silver coated thin film (AgHT-8) is proposed. The design concept and the resulting performance of the transparent antenna are analyzed and thoroughly discussed. Its structure is potentially suitable for UWB home entertainment network (IEEE 1394 over UWB network) [17].

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Description*</th>
<th>Notch Freq. (GHz)</th>
<th>Min RL at Notch (dB)</th>
<th>Max Gain (dBi) @ Freq. (GHz)</th>
<th>Gain at Notch (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13]</td>
<td>*Transparent antenna using Perspex</td>
<td>-</td>
<td>-</td>
<td>-5 @ 6</td>
<td>-</td>
</tr>
<tr>
<td>[14]</td>
<td>*Tunable transparent UWB antenna with vertical slot</td>
<td>5</td>
<td>-10</td>
<td>-2 @ 15</td>
<td>-7</td>
</tr>
<tr>
<td>This</td>
<td>*Notched transparent UWB antenna using SRR</td>
<td>5.8</td>
<td>-10</td>
<td>-5 @ 9.5</td>
<td>-9.5</td>
</tr>
</tbody>
</table>

**II. MATERIALS AND ANTENNA DESIGN**

**A. Split ring resonator and UWB antenna**

The proposed antenna is implemented on a conductive silver coated thin film (AgHT-8) as the conductor. Its estimated conductivity, $\sigma$ is $1.25 \times 10^5$ S/m. A thin polyethylene terephthalate polymer with permittivity of $\varepsilon_r = 3.228$ is used as the substrate. Both materials are optically transparent with a total thickness, $h$, of, 0.175 mm.

SRR consist of a pair of concentric metallic rings, etched on a dielectric substrate. The SRR structure is introduced onto the antenna topology to create a band notch. Split ring resonators are formed using two concentric metallic rings with a split on opposite sides, see Fig. 3. This structure behaves similarly to an LC resonant circuit driven by an external electromotive force. The resonant frequency of the of the SRR can be expressed as [11-12]:

$$\omega_0 = \sqrt{\frac{2}{\pi r_0 LC}}$$  

where $L$ is the total inductance of the circular SRR, $C$ is the capacitance per unit length between the rings and $r_0$ is the average radius of the rings. Therefore, the SRR resonant frequency can be easily tuned by optimizing its parameters shown in Fig. 1.

![Fig. 1. Geometry of the split ring resonator.](image)

A two port network for the thin film transmission line was constructed to analyze the insertion loss. Figure 2 shows a high insertion loss is evident in this transmission line caused by the high AgHT-8 losses. Moreover, the insertion loss increases as the frequency increases. The implementation of the SRR inside the transmission line interrupts the current flowing on the transmission line causing further insertion losses. This indicates that a good band notch with high insertion losses can be potentially created using an optimized SRR.

The transparent UWB antenna consists of a co-planar waveguide (CPW) feed attached to a circular radiating element, as shown in Fig. 3. The optimized parameters of the proposed UWB antenna and SRR are listed in Table 2.

The gap between the ground and the transmission line, $g$, is optimized to $g = 0.15$ mm to achieve the 50-Ω impedance matching. Simulations and optimizations were performed using Computer Simulation Technology (CST) Microwave Studio. Figure 4 shows the effect of the size variation of the circular radiating element on the antenna reflection coefficient. The minimum radius for the
circular radiating element to exhibit UWB characteristics is at least 8 mm.

![Fig. 3. Geometry of the proposed transparent UWB antenna.](image)

**Table 2: Optimized geometries of the proposed UWB antenna with SRRs**

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Parameter</th>
<th>Dimensions (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_s$</td>
<td>Substrate width</td>
<td>30.0</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Substrate length</td>
<td>30.0</td>
</tr>
<tr>
<td>$W_g$</td>
<td>Ground width</td>
<td>13.85</td>
</tr>
<tr>
<td>$L_g$</td>
<td>Ground length</td>
<td>11.5</td>
</tr>
<tr>
<td>$R$</td>
<td>Patch radius</td>
<td>8.0</td>
</tr>
<tr>
<td>$g$</td>
<td>CPW gap</td>
<td>0.15</td>
</tr>
<tr>
<td>$W_{tl}$</td>
<td>Transmission line width</td>
<td>2.0</td>
</tr>
<tr>
<td>$R_1$</td>
<td>Outer SRR radius</td>
<td>3.2</td>
</tr>
<tr>
<td>$R_2$</td>
<td>Inner SRR radius</td>
<td>1.8</td>
</tr>
<tr>
<td>$w_r$</td>
<td>Width of resonators</td>
<td>0.6</td>
</tr>
<tr>
<td>$D$</td>
<td>Separation of SRR</td>
<td>0.8</td>
</tr>
<tr>
<td>$g_r$</td>
<td>Gap of resonators</td>
<td>0.5</td>
</tr>
</tbody>
</table>

![Fig. 4. Antenna reflection coefficient due to different radiating element radius “R”.](image)

**B. Integration of the SRR into UWB antenna**

It is important to determine the optimum SRR location for maximum coupling between the SRR and the antenna to properly enable the desired band notch characteristics. Two SRRs are used to increase the notch bandwidth and ensure a symmetrical radiation pattern. Figure 5 shows the proposed SRRs locations; they are placed on each side of the radiating element.

![Fig. 5. Proposed SRRs location.](image)

The optimal SRR locations are determined via a series of parametric studies. The first study concerns the location of the SRRs. Figure 6 (a) shows the reflection coefficient ($S_{11}$) of the proposed antenna when the distance between the SRRs and the center of the radiating element along the transmission line (y-axis), $d_1$, is increased. It can be observed that this change has a minimal effect on the $S_{11}$. On the contrary, increasing the distance between the SRRs and the radiating element in x-axis, $d_2$, shows a significant $S_{11}$ degradation, see Fig. 6 (b). The optimum distance for the $d_1$ and $d_2$ are 6.2 mm and 10 mm, respectively. Areas where the SRR structures are overlapping with the antenna ground are removed using a semi-circular slot with a radius of $r_3 = 3.7$ mm from the center of SRRs. This ensures that the SRRs are not grounded.
The final antenna is then fabricated using a transparent conductive silver coated thin film (AgHT-8), as shown in Fig. 7 (a). Figure 7 (b) depicts the oxidation effect when the antenna is exposed to a high humid environment, which can be avoided by an additional tint film on top of the conductive layer.

**III. RESULTS AND DISCUSSION**

Figure 8 shows the surface current distribution of the proposed antenna at 5.5 GHz. An evenly distributed surface current is observed at the circular edges of the radiating element when the SRRs are yet to be introduced (Fig. 8 (a)). The addition of the SRRs resulted in the high surface current concentration on the structures at 5.5 GHz, thus creating the reject band centered at this frequency.

Figure 9 shows the comparison between simulated and measured $S_{11}$ for the antenna with and without the SRRs. The simulations indicated an operating frequency between 3.1 to 10.6 GHz, whereas the measurements are slightly shifted upwards, starting from 3.7 to more than 10.6 GHz. Simulations show that the antenna with SRRs generated a notch band centered at 5.5 GHz with $S_{11} = -4.5$ dB, which attenuated signal reception/transmission by nearly 60%. Meanwhile, measurements performed on the same structure resulted in a band notch $S_{11}$ of only -$9$ dB. These discrepancies may be caused by the high sheet resistance of the material, which restricted the current from properly exciting the SRRs, coherent with the report in [15-16]. Moreover, the narrow dimensions of the slots and rings may have also caused fabrication discrepancies [14].
Figure 10 illustrates the simulated and measured radiation patterns of the proposed antenna at 4, 7 and 10 GHz. The proposed antenna has a bi-directional radiation pattern at 4 GHz in the E-plane, and an omnidirectional pattern in the H-plane, see Figs. 10 (a) and 10 (b). The symmetrical radiation pattern is produced due to the implementation of two SRRs instead of a single SRR in comparison to [10]. At higher frequencies, the antenna produced slightly unsymmetrical and more directive radiation patterns, see Figs. 10 (c), 10 (d), 10 (e) and 10 (f). For instance, the antenna is pointing towards $\theta = 330^\circ$ in the y-z plane at 10 GHz, resulting in a gain increase towards this direction. Due the high conductor losses at higher frequencies [14], a maximum gain of -5.0 dBi is obtained at 9.5 GHz.
IV. CONCLUSION

A new optically transparent UWB antenna with band notch at 5.5 GHz is presented in this paper. Optical transparency is achieved by using conductive silver coated thin film (AgHT-8) and a polyethylene terephthalate (PET) substrate. The proposed antenna exhibits a band notch at 5.5 GHz by introducing a pair of SRR at both the sides of the radiating element. The proposed antenna operates with $S_{11}$ better than -10 dB impedance bandwidth and bi-directional radiation pattern throughout the whole UWB band, except in the 5 to 6 GHz notch band. The antenna shows satisfactory agreement between simulated and measured results. The proposed transparent antenna is applicable for UWB home network (IEEE 1394) for green building applications. It enables high data rate multimedia transfer and simultaneously reduces space consumption due to its low profile and size. Moreover, due to its transparent property, it can also be deployed without compromising aesthetic values or users’ noticing, especially for covert operations. Since this is a pulsed system, the lower gains in a limited higher frequency band will not severely affect its overall performance in real applications.
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Abstract — On the purpose of optimal design and online monitoring of three phase enclosure gas insulated bus (GIB), a 3-D circuit-field coupling FEM model has been developed. The current constriction effects in plug-in connectors are simulated by modeling contact bridges between contact surfaces and the influence of conductor gravity on contact resistance has been taken into account. The distributions of current which is constrained by external circuit are obtained from field-circuit coupling calculation and electromagnetic force, which is derived from electromagnetic field calculation, is used as load inputs in mechanical field analysis. The validity of calculation model is demonstrated by comparing with vibration experiments. The dynamic current distribution and electromagnetic force behaviors of three phase enclosure GIB under steady state and different short circuit conditions have been analyzed using the calculation model. Analysis results show that the uneven heating of contact fingers due to current distributions under steady state and contact fingers with smaller contact forces are seriously ablated by large short currents under short circuit conditions, and are the main contact degradation mechanism of plug-in connector. Conductor electromagnetic forces under single phase short circuit condition are larger than those of two phase and three phase short circuit conditions and the electromagnetic force peak moments under different fault conditions are not the same.

Index Terms — Current distribution, electromagnetic force, field-circuit coupling, finite element method (FEM), GIB, plug-in connector, short circuit.

I. INTRODUCTION

The three-phase enclosure type gas insulate bus (GIB) with the compact design by sealing the three phase conductors in a single metal tank filled with SF6 gas has the advantages of land saving and high reliability [1]. During equipment operation, eddy currents in tank are induced by the alternating electromagnetic field which is induced by the conductor currents, and uneven electromagnetic forces are produced by the interaction between current carriers and alternating electromagnetic field. The current distributions will cause uneven heating sources especially on plug-in connectors due to the existence of contact resistance and overheating fault may happen [2]. The electromagnetic forces can cause mechanical vibration of conductors and tank, and the contact force of connectors will decrease because of the existence of electromagnetic repulsion force between contact surfaces. Inadequate short-circuit strength may lead to a mechanical collapse of connectors and a damage of insulators when the large short circuit current flows through the device. So current distributions and electromagnetic force of GIB under normal and short circuit currents are key problems in equipment design and maintenance [3].

The image current method [4] is used to calculate the short circuit electromagnetic force in three phase enclosure type GIB [5], and the vibration of GIB is analyzed by assuming metal tank as thin cylindrical shell and the conductors as a transverse beam [6-7]. These methods are easy to formulate and fast to solve, however, the distributions of current and electromagnetic force of GIB are not uniform due to skin effect and proximity effect; these complex field patterns cannot be captured by using lumped parameter models, and numerical modeling techniques are established to represent these important phenomena occurring inside GIB [8-10]. There are two following main deficiencies existing in current numerical models of GIB. First, plug-in connectors are not included so the electro repulsion force [11-12] and current distributions in plug-in connector cannot be considered. Second, nonlinear transient current and electromagnetic field of GIB are constrained by external circuit, thus belonging to the typical field-circuit coupling problem [13-17].

The time-varying electromagnetic force of three phase enclosure GIS based on contact bridge model has been introduced in our previous work [18]. Focus on the current and force distributions in GIB under normal and short circuit conditions, a 3-D field-circuit coupling FEM model of three phase enclosure type GIB is developed. The structure of the GIB is shown in Fig. 1.
Three phase conductors are fixed with disc-type insulators, the plug-in connectors containing 16 contact fingers arranged clockwise around the center conductor axis are used to eliminate the influence of thermal stress on insulators. An acceleration sensor (A1) placed on tank is used to measure the vibration of tank. Assumptions about the calculation model are as follows:

- The working current frequency is 50 Hz, so the electromagnetic field calculation model is based on the quasi-static approximation.
- The variation in electric field cannot influence magnetic field. To be clear, some parts chamfers which are used to improve electric field have been neglected for the simplicity of calculation.
- The influence of conductor and tank deformation on the electromagnetic field distribution is neglected.
- Though there is a difference between mechanical and electrical contact area, only mechanical contact area is considered for the chemical stability of SF6 gas.
- The springs of connector are neglected.
- The nonlinearity of the material and the displacement current are neglected.

### II. ANALYSIS METHOD

#### A. Solution regions and boundary conditions

The solution region and boundary conditions of the field-circuit coupling model are shown in Fig. 2. The solution region contains circuit region which is excited by three-phase voltage source, and FEM region which is connected with extern circuit by coupling node voltage sources. The tank surrounded by air is filled with SF6 gas and the eddy currents which are induced by the time-varying conductor currents flowing through it.

![Fig. 2. Solution regions and boundary conditions.](image)

#### B. Contact bridge model

The contact resistance and the electromagnetic repulsion force exist between bus connectors and contact fingers due to current constriction effect in the contact interface. A contact bridge model which takes into account the influence of conductor gravity has been developed (Fig. 3). The height of contact bridge is 0.2 mm and the radius of contact bridge can be calculated as the Hertz formula [19]:

\[
a = \left( \frac{3F_j R^*}{4E^*} \right)^{1/3},
\]

where \(a\) is the contact bridge radius, \(F_j\) is the contact force of one contact finger which is influenced by the spring holding force and the normal component of conductor gravity.

The equivalent contact radius \(R^*\) is illustrated in Fig. 3, and the equivalent Young’s modulus \(E^*\) of plug-in connector can be described as:

\[
E^* = \frac{E_1 (1-\nu_1^2)}{E_1 (1-\nu_1^2) + E_2 (1-\nu_2^2)},
\]

where \(E_1, E_2\) are Young’s modulus of conductor and contact finger, \(\nu_1, \nu_2\) are Poisson’s ratio of conductor and contact finger. All these parameters can be obtained from special GIS bus bar capsule design.

The one finger contact force of plug-in connector exerted by three circular holding springs and the normal component of conductor gravity can be calculated as:

\[
F_j = 3K\pi(D_0 - D_1)/n - G_n,
\]

where \(K\) is the spring stiffness coefficient, \(\pi\) is the circular constant, \(n\) is the number of fingers and \(n=16\), \(D_0\) and \(D_1\) are the diameters of the spring center line before and after loading respectively. \(G_n\) is the normal component of conductor gravity exerting on one contact finger.

![Fig. 3. Contact bridge between plug-in connector and conductor.](image)

#### C. Calculation method

The flow chart for solving the coupled fields of GIB is shown in Fig. 4. The electromagnetic field of GIB and extern circuit are connected to each other by the coupling node voltage sources. A sequentially coupling method is used to simulate the interactions between electromagnetic and mechanical fields. The initial conditions such as contact forces and contact bridge radiiuses are calculated from single mechanical analysis without load currents. New contact force can be obtained from mechanical field analysis which uses
nodal electromagnetic forces as load inputs and the contact radius should be changed. Such process is conducted until the contact radius converged.

Fig. 4. Flow chart of field-circuit coupling calculation process.

### III. FIELD-CIRCUIT COUPLING ANALYSIS

#### A. Electromagnetic field analysis

The quasi-static approximation can be used since steady state AC flows in the bus conductor. With the magnetic vector potential $\mathbf{A}$, the Maxwell’s equations can be rewritten as:

$$
\nabla \times \mathbf{H} = \mathbf{J} \\
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{A}}{\partial t} \\
\mathbf{B} = \nabla \times \mathbf{A}
$$

(4)

The governing equation of electromagnetic field (4) can be derived as:

$$
\nabla \times \mu (\nabla \times \mathbf{A}) = \mathbf{J},
$$

(5)

where $\mu$ is magnetic permeability.

The governing Equation (5) can be rewritten as the form of Poisson’s Equation (8) by using the vector Equation (6) and the Coulomb’s gauge (7):

$$
\nabla \times (\nabla \cdot \mathbf{A}) = \nabla (\nabla \cdot \mathbf{A}) - \nabla \times \nabla \times \mathbf{A},
$$

(6)

$$
\nabla \cdot \mathbf{A} = 0,
$$

(7)

$$
\nabla \times \nabla \times \mathbf{A} = -\mu \mathbf{J},
$$

(8)

where the total current $\mathbf{J}$ consists of the source current $\mathbf{J}_s$ and the eddy current $\mathbf{J}_e$, that is:

$$
\mathbf{J} = \mathbf{J}_s + \mathbf{J}_e.
$$

The voltage drop of conductor (coupling node voltage source) which is the key to combining the extern circuit with FEM model can be calculated:

$$
V_{\text{drop}} = \int V_c (\frac{\partial A}{\partial t}) dV,
$$

(10)

where $V$ is the conductor volume, $c_i$ is the loop coefficient, $c_i=1$ if conductor inside loop i, otherwise $c_i=0$.

The eddy current in the conducting material is:

$$
\mathbf{J}_e = \sigma \mathbf{E} = -\sigma \frac{\partial \mathbf{A}}{\partial t},
$$

(11)

where $\sigma$ is electrical conductivity.

The boundary conditions of electromagnetic field are as follows:

$$
\mathbf{A}_{|C_1} = 0,
$$

(12)

$$
\mu \nabla \times \mathbf{A}_1 \cdot \mathbf{n}_2 = \mu \nabla \times \mathbf{A}_2 \cdot \mathbf{n}_2 \quad \text{in S},
$$

(13)

$$
\mathbf{n} \cdot (-j \omega \varepsilon \mathbf{A} - \varepsilon \nabla \phi) = 0
$$

where $C_1$ is the boundary of FEM region, $S$ is the boundary of conductor material and no current regions (gas), $\varepsilon$ is dielectric constant of conductor material.

#### B. Extern circuit analysis

According to the Kirchhoff’s voltage law (KVL), the extern circuit equation can be expressed as:

$$
U = RI + L \frac{dI}{dt} + G \frac{dA}{dt},
$$

(14)

where $R$ is the total resistance which consists of line resistance and load resistance, $L$ is the total inductance, $G$ is a matrix which depends on the geometrical features of the GIB. $I$ is the node current matrix, $A$ is the node magnetic vector matrix, $U$ is the external voltage matrix. Three-phase voltage under symmetric power frequency can be represented as follows:

$$
\begin{align*}
U_a &= \sqrt{3} U \cos(\omega t + 0) \\
U_b &= \sqrt{3} U \cos(\omega t - 120) \\
U_c &= \sqrt{3} U \cos(\omega t + 120)
\end{align*}
$$

(15)

#### C. Electromagnetic field-circuit coupling analysis

The global field-circuit coupling equations can be written as:

$$
\begin{bmatrix}
0 & 0 & \frac{\partial}{\partial t} \\
G & L & \frac{\partial}{\partial t} \frac{K_e}{D} \\
0 & 0 & R
\end{bmatrix}
\begin{bmatrix}
\mathbf{A} \\
\mathbf{I}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{U}
\end{bmatrix},
$$

(16)

where $K_e$ is the stiffness matrix of magnetic vector potential, $D$ is the loading matrix. $K_e$ and $D$ can be obtained by the finite element analysis.

A backward time stepping scheme is used for the time discretization and the minimum time step is set to 0.3ms in order to simulate the transient process of alternating electromagnetic field:

$$
\begin{bmatrix}
\frac{\partial \mathbf{A}}{\partial t}^{t+\Delta t} \\
\frac{\partial \mathbf{I}}{\partial t}^{t+\Delta t}
\end{bmatrix}
\begin{bmatrix}
\Delta t \\
\Delta t
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{A}^{t+\Delta t} - \mathbf{A}^t \\
\mathbf{I}^{t+\Delta t} - \mathbf{I}^t
\end{bmatrix},
$$

(17)

(18)

#### D. Electromagnetic forces

The electromagnetic forces of three phase enclosure type GIB which induced by the interaction between...
current carriers and alternating magnetic field caused by current carriers can be expressed as:

\[ F = \int \mathbf{J} \times \mathbf{B} \, dV. \]  

(19)

IV. MECHANICAL ANALYSIS

The mechanical vibration of three phase enclosed type GIB during operation can be induced by the altering electromagnetic force. The mechanical governing equation coupled with electromagnetic force can be written as:

\[ [M]\ddot{\mathbf{u}} + [K]\mathbf{u} = [F_e], \]  

(20)

where \( M \) is the mass matrix, \( K \) is the stiffness matrix, \( \mathbf{u} \) is the nodal displacement vector matrix and \( \ddot{\mathbf{u}} \) is the nodal acceleration vector matrix. \( F_e \) is the nodal electromagnetic force vector matrix which includes electromagnetic force and conductor gravity.

The boundary conditions of mechanical field can be expressed as follows.

Conductors are supported by the two ending plug-in connectors and the aluminum alloy tank is fixed on the ground through the bracket.

In order to resist the impact of short circuit current, plug-in connectors of GIB have positioning design which allows the contact fingers referring only to radial freedom (direction of contact force) and without axial freedom.

V. CALCULATION MODEL

A 3-D FEM model of three phase enclosure GIB has been developed for the multi-physics calculation. The material and geometrical properties are shown in Table 1. The line inductance (67 mH) and the line resistance (1.5 Ω) which get from one 220 kV gas insulated substation in China Southern Power Grid Company.

16 pieces of contact fingers are arranged clockwise in the xoy coordinate plane, and the gravity acceleration is along the –y direction. Using the mechanical analysis, the initial contact forces between each contact spot deriving from the contact spring and the gravity of conductors are shown in Fig. 5 (a), and the contact bridge radiuses of each contact fingers can also be calculated (Fig. 5 (b)), which indicates that the contact forces and the contact radiuses increase from upper contact fingers to lower ones for the action of conductor gravity.

VI. STEADY-STATE FIELD ANALYSIS

Using the field-circuit coupling FEM calculation model, the current density, electromagnetic force and tank vibration characters under steady-state are calculated. The validity of calculation model is demonstrated by vibration experiments.

A. Field distributions

The current density distributions of conductors and tank at \( t=5\text{ms} \) (peak time of A phase current) under normal load current (1000A) are shown in Fig. 6 (a). It can be seen from current distribution results that the current densities in conductors and tank are not uniform due to proximity effect and eddy effect. Current distributions of different contact fingers are strongly influenced by the interactions between different phase conductor currents (Fig. 6 (b) and Fig. 6 (c)). From calculation results we can deduce one contact failure mechanism of three phase enclosure type GIB under steady state is that the contact finger fevers vary each other due to the uneven current distributions between different contact fingers; some contact fingers where larger currents flow through may cause overheating and failure first, other contact fingers then overheating due to the load current increasing with fewer contact fingers and eventually caused the whole connector failure.

The nodal electromagnetic forces of conductors and tank at \( t=5\text{ms} \) (peak time of A phase current) under normal load current (1000A) are shown in Fig. 6 (d). Distributions of electromagnetic forces in conductors and tank are influenced by the distributions of currents and the nodal electromagnetic forces of A phase conductor and corresponding tank part are larger than other parts of GIB. The distributions of electromagnetic forces in different contact fingers are similar to current distributions (Fig. 6 (e) and Fig. 6 (f)). From these distributions we can see from current distribution results that the electromagnetic force of individual contact finger under normal load current is rather small compared with contact force (about 37N). So the main factor affecting the stability of GIB connector under normal operation conditions refers to the uneven heating of contact fingers rather than the action of electromagnetic force.

Table 1: Simulation model parameters

<table>
<thead>
<tr>
<th>Material</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tank Material</td>
<td>Aluminum alloy 6063-T6</td>
</tr>
<tr>
<td>Finger Material</td>
<td>Copper T2Y</td>
</tr>
<tr>
<td>Finger Number</td>
<td>16</td>
</tr>
<tr>
<td>Shield Material</td>
<td>Aluminum alloy 6063-T6</td>
</tr>
<tr>
<td>Bus Material</td>
<td>Aluminum alloy 6063-T6</td>
</tr>
<tr>
<td>Insulator Material</td>
<td>Epoxy resin</td>
</tr>
<tr>
<td>Tank Size</td>
<td>Ф90/Ф60</td>
</tr>
<tr>
<td>Bus Size</td>
<td>Ф90/Ф60</td>
</tr>
<tr>
<td>Span</td>
<td>2300 mm</td>
</tr>
</tbody>
</table>
Fig. 6. Electromagnetic field distribution at $t=5\text{ms}$: (a) current density distributions, (b,c) absolute values of contact finger currents, (d) electromagnetic force distributions, and (e,f) contact finger electromagnetic forces.

**B. Tank vibration under normal operation**

In order to qualitatively validate the numerical results, vibration tests have been performed on a three phase enclosure type GIB capsule (Fig. 1). Tank vibration results obtained from calculation model and vibration test under AC steady state (1000A) show good agreement in Fig. 7. It can be seen from the results that vibration of tank under AC steady state mainly consists of electromagnetic vibration with 2 times of power frequency and the vibration amplitude is small (0.2 mm).

Fig. 7. Time varying curve of tank vibration under AC steady state.

**VII. ELECTROMAGNETIC FORCE UNDER SHORT CIRCUIT CONDITIONS**

The three phase enclosure type GIB will carry full short-circuit currents of the power system since it is a series device. Larger power losses and electromagnetic forces may be induced by considerable short circuit currents. The short electromagnetic forces under different short circuit conditions are essential for analyzing the short circuit withstand capability of GIB. The line resistance and line inductance of external circuit are used to simulate the short circuit fault and the distributions of electromagnetic force are computed at the first peak of the B phase short-circuit current (6.7ms).

**A. Distributions of short circuit electromagnetic force of conductors and tank**

The electromagnetic force distributions of conductors and tank at $t=6.7\text{ms}$ (first peak time of B phase short current) under different short circuit conditions are shown in Fig. 8. It can be seen from the results that the electromagnetic force in conductors where short circuit fault happened is larger than other conductors. The distributions of electromagnetic force are influenced by the short circuit fault types and conductor space arrangement of GIB. During single B short circuit fault, the x-direction force component of B phase conductor is very small and the conductor vibration mainly along the vertical y-direction, the direction of short circuit electromagnetic force and vibration of tank are opposite to the conductor. During BC short circuit fault the short circuit electromagnetic forces are mainly distributed in the BC phase conductor and the tank short circuit electromagnetic force appears on the right half part which direction to BC phase conductors. During three-phase short circuit fault the short circuit electromagnetic force distributions of the conductor are the same as the
steady state condition which depend on the instantaneous values of short currents, and the short circuit electromagnetic force of tank rightly direct to the three phase conductors. Therefore 3 acceleration sensors which are arranged on the tank of three phase conductors direction can be used for short circuit location of three phase enclosure GIB according to our analysis.

Fig. 8. Electromagnetic force of conductors and tank under different short circuit conditions at t=6.7ms.

B. Distributions of short circuit electromagnetic force of plug-in connector

The electromagnetic force distributions of contact fingers at t=6.7ms (peak time of B phase short current) under different short circuit conditions are shown in Fig. 9. Electromagnetic forces of A phase contact fingers and C phase contact fingers are influenced by the B phase conductor where short circuit current flows and the force amplitudes are rather small during single B phase short circuit fault, and the electromagnetic forces of B phase contact fingers are mainly influenced by the contact finger current distributions which are caused by conductor gravity. During BC short circuit fault the electromagnetic forces of B phase contact fingers and C phase contact fingers are strongly interacted with each other, whereas the conductor gravities have little influence on electromagnetic force distributions and the force amplitudes of B phase contact fingers are smaller than those of single phase short circuit fault. During three-phase short circuit fault the distributions of electromagnetic forces in different contact fingers are influenced by the instantaneous values of short currents which strongly interact with each other, and the force amplitudes of B contact fingers are smaller than those of single phase and BC short faults; the conductor gravities also have little influence on electromagnetic force distributions as BC short condition. Electromagnetic forces in contact fingers can reduce the contact force which is exerted by the holding springs and cause the transient contact degradation as mentioned in our previous work [18]. From analysis results in this work, it can be seen that the distributions of electromagnetic force in individual contact finger are influenced by the short circuit conditions, and some contact fingers with smaller contact forces may be seriously ablated by large short currents.
C. Transient short circuit electromagnetic forces characters of conductor and tank

The transient electromagnetic force characteristics of B phase conductor and tank under different short circuit fault conditions are shown in Fig. 10 - Fig. 12. Transient short circuit electromagnetic forces of conductor and tank present space asymmetric vibration characteristics with fault time. Electromagnetic force amplitudes of B phase conductor and tank under single B phase short circuit fault are larger than those of two phase and three-phase short circuit faults according with the results described in [5]. The peak electromagnetic force moments under different short circuit conditions are not the same, and the moments of single B phase short circuit fault are earlier than those of BC short circuit and three short circuit faults.

![Fig. 10](image1.png)

Fig. 10. Transient electromagnetic forces of B phase conductor and tank under B short circuit fault.

![Fig. 11](image2.png)

Fig. 11. Transient electromagnetic forces of B phase conductor and tank under BC short circuit fault.

![Fig. 12](image3.png)

Fig. 12. Transient electromagnetic forces of B phase conductor and tank under three-short circuit fault.

The contact stability of three phase enclosure GIB capsule in which the conductors are supported only by two end plug-in connectors under short conditions must be taken into account seriously for the reason that large conductor electromagnetic forces (nearly 400N) together with repulsive forces between contact fingers will directly act on the plug-in connectors, which could cause serious contact degradation, even some contact fingers will lose contact and the whole connector may be damaged. Reliable contact finger positioning design which can withstand the short circuit impact is very important.

VIII. CONCLUSION

The current distribution and electromagnetic force calculation are essential for analyzing the contact degradation mechanism and the short circuit withstand capability of three phase enclosure type GIB capsule. Taking into account the distributions of contact force and the current constriction effect on the plug-in connectors, a 3-D circuit-field coupling FEM model has been developed for analyzing the dynamic current distributions and electromagnetic forces behaviors of three phase enclosure type GIB under steady state and different short circuit conditions. The validity of calculation model is demonstrated by vibration experiments and the following findings can be derived from this study.

The current distributions in the conductors and tank are not uniform because of skin effect and proximity effect. The current distributions in plug-in connectors are strongly influenced by the interactions between different phase conductor currents. Uneven temperature rise will be induced by the current distributions and some contact fingers can be overheating, leading to contact degradation.

The electromagnetic force and mechanical vibration of three phase enclosure GIB are relative small under steady state. However relatively large electromagnetic force can be exerted on them due to sharp increase of short circuit current and the distributions of electromagnetic force are directly influenced by the current distributions and conductor gravity. Electromagnetic force of individual contact finger is influenced by the short circuit conditions, contact forces of some contact fingers may decrease, even lost by the action of repulsive force and conductor electromagnetic force, some contact fingers with smaller contact force may be seriously ablated by large short currents. Electromagnetic forces of conductor and tank under single phase short circuit fault are larger than those of two phase and three-phase short circuit faults and the peak electromagnetic moments under different fault conditions are not the same. The results obtained by field-circuit coupling analysis can be used to optimal design and online monitoring of three phase
enclosure type GIB.

ACKNOWLEDGEMENT

This work was support by the Fundamental Research Funds for the China Central Universities (2012207020208).

REFERENCES


Xiangyu Guan received the B.S. degree in Environmental Science from Xinjiang Normal University, China, in 2010 and the M.S. degree in Power Electronics from Wuhan University, Hubei, China, in 2012. He is a Ph.D. candidate in Electrical Engineering College Wuhan University. He is Members of ACES and ICS, his research interests mainly focus on numerical methods of field calculation and condition monitoring of electrical equipment.

Bing Kang received the B.S. degree in Electrical Engineering from Beijing Institute of Petrochemical Technology, China, in 2010 and the M.S. degree in Electrical Engineering from Wuhan University, Hubei, China, in 2012. He is currently a Ph.D. candidate in School of Electrical Engineering Wuhan University. His research interests include transient overvoltage and electromagnetic transient in power system.

Naiqiu Shu is a Professor in Electrical Engineering College Wuhan University. He received his M.S. and Ph.D. degrees in Electrical Engineering College Wuhan University. His research interests mainly focus on sensor technology and condition monitoring of electrical equipment.

Qiangqiang Yan received the B.E. degree in Electrical Engineering and Automation from China University of Mining and Technology, in 2013. He is now currently pursuing his M.S. degree in Electrical Engineering and its Automation from Wuhan University, Hubei, China. His primary research interests include numerical methods of field calculation and condition monitoring of electrical equipment.

Zipin Li is an Associate Professor in Electrical Engineering College Wuhan University. He received his M.S. and Ph.D. degrees in Electrical Engineering College Wuhan University. His research interests mainly focus on condition monitoring of electrical equipment.
Highly Efficient Technique for the Full-Wave Analysis of Circular Waveguide Filters Including Off-Centered Iris

Ángel A. San-Blas and José M. Roca

Department of Communications Engineering
Miguel Hernández University of Elche, Elche, Spain
aasanblas@umh.es, jose.roca01@alu.umh.es

Abstract — A rigorous method for the full-wave analysis and design of waveguide filters implemented in circular waveguide technology, and including off-centered circular irises, is presented. The implemented tool is based on an integral equation technique, which provides a full-wave representation of the elementary blocks of the analyzed components in terms of generalized impedance matrices. With the aim of improving the efficiency of the developed tool, the radial variation of the modal solutions of the circular waveguides has been expressed in terms of sinusoidal functions, thus avoiding the use of the more cumbersome Bessel’s functions employed in the classical formulation. Furthermore, line integrals have been used (instead of surface integrals) to compute the modal coupling coefficients of the planar waveguide junctions involved in the considered filters, thus drastically reducing the CPU effort related to the implemented tool. New designs concerning band-pass filters including off-centered circular irises are also provided. The obtained results show that the relative position of the considered circular irises can be considered as a new design parameter with a noteworthy influence on the electrical response of the investigated components. The accuracy of the proposed method has been successfully validated by comparing the obtained results with data extracted from both the technical literature and a commercial software based on the finite-element method.

Index Terms — Circular waveguide filters, integral equation technique, multimode equivalent network, off-centered irises.

I. INTRODUCTION

Circular waveguides are widely used in the fabrication of many passive and active components (such as waveguide filters [1], traveling-wave tubes [2], orthomode transducers [3] and turnstile junctions [4]), and they can be considered as key elements of current space communications devices in both microwave and millimeter-wave range [5-8]. Furthermore, the consideration of off-centered irises in circular waveguide filters is an important topic in the design of a great variety of microwave components, since off-centered irises can provide a new design parameter (i.e., the relative position of the iris), thus allowing a more flexible computer-aided design process. The main motivation of this work is that, to the authors’ knowledge, very few works concerning the full-wave analysis of circular waveguide filters, including off-centered circular irises, can be found in the technical literature. Besides, a common feature of such technical contributions is that they are not focused on developing efficient analysis tools from a computational point of view. For instance, the analysis method proposed in [9-10] is based on the conservation of the complex power technique, which employs the more cumbersome Bessel’s functions to express the modal solutions of the circular waveguides, and also to compute the modal coupling coefficients of the analyzed planar junctions. Moreover, in contrast to the procedure used in the present work, such modal coupling coefficients are computed in [9-10] by using surface integrals instead of line integrals. Therefore, an increased CPU-effort may be expected in the solutions proposed in the aforementioned contributions. In addition, the modal method used in [9-10] assumed that no propagation modes exist in the smaller circular waveguide, thus limiting the validity of such model to a narrow frequency range.

Another contribution based on the least-squares boundary residual method was proposed in [11] to analyze thick eccentric circular irises in circular waveguides. However, the technique used in such work also resorts to computing surface integrals in order to analyze the planar junction, and the convergence of the obtained results depends on selecting very large dimensions for the computed matrices. Moreover, the authors of [11] reported a loss of accuracy at high frequencies values. A very recent work has been presented in [12], where complex discontinuities in circular waveguides are analyzed. Nevertheless, such work is based on a hybrid approach combining the finite-element method and a multimode variational technique, thus requiring higher CPU resources than the
approach proposed in the present work. In fact, the authors of [12] state that the simulation of a single circular discontinuity needs “few minutes” ([12], p. 103) using a CPU very similar to the one employed in this work. For comparison purposes, it is worth mentioning that the simulation tool developed in the present work is able to perform the overall analysis of a circular waveguide filter (composed of several discontinuities) in just few seconds.

Although other analysis methods based on numerical techniques (as the finite-element method) can be employed to analyze circular waveguide filters, such techniques typically use high CPU resources (both time and memory), since the whole analyzed structure needs to be meshed to achieve an electromagnetic characterization of the component.

In order to overcome all cited drawbacks of the aforementioned contributions, the main objective of this work is to present a novel and very efficient approach for the rigorous full-wave analysis of waveguide filters composed of the cascade connection of circular waveguides of different radii, and considering the inclusion of off-centered circular irises (see Fig. 1). The influence of the off-centered circular irises in the electrical response of different waveguide filters is investigated, and some useful guidelines for microwave designers are provided (i.e., the relative position of the circular irises can be considered as an important new design parameter). The implemented tool is based on an integral equation technique, which provides a full-wave representation of a planar junction between two off-centered circular waveguides in terms of a generalized impedance matrix [13]. This technique is very efficient from a computational point of view and provides a wide-band characterization of the waveguide planar junctions present in the considered device.

![Fig. 1. Waveguide filter composed of the cascade connection of 7 circular waveguides. Note that the circular waveguides of smaller cross-section represent the waveguide irises of the filter and they are off-centered with respect to the axis of the filter. The length of the waveguide irises is small compared to the length of the resonators.](image)

With the aim of optimizing the computational efficiency of the implemented tool, we follow a new procedure in which the radial variation of the modal solutions of the circular waveguides is expressed in terms of sinusoidal functions, thus avoiding the use of the more cumbersome Bessel’s functions employed in the classical formulation. Furthermore, the surface integrals that must be calculated to compute the modal coupling coefficients between the two circular waveguides involved in the considered planar junctions are transformed into line integrals, thus reducing even more the CPU effort of the method. Additionally, the solution of the banded linear system obtained after performing the cascade connection of the derived wide-band matrices has been carried out by means of an iterative technique very efficient from a computational point of view. As a result, this novel approach produces a substantial improvement in terms of reduction of the computational effort with respect to previous works on the same subject.

In order to validate the proposed method, several band-pass circular waveguide filters including off-centered irises are analyzed and designed. The obtained simulated results are successfully compared to numerical data extracted from both the technical literature and a commercial tool based on the finite-element method, thus demonstrating the accuracy of the implemented software tool.

## II. FULL-WAVE ANALYSIS OF CIRCULAR WAVEGUIDE FILTERS INCLUDING OFF-CENTERED IRISES

Waveguide filters based on off-centered circular irises can be readily analyzed by means of the so-called segmentation technique [14], which consists of decomposing the analysis of a complete waveguide structure into the characterization of its elementary key building blocks. In our particular case, a waveguide filter can be described as the cascade connection of planar junctions between off-centered circular waveguides, and uniform sections of circular waveguides, as it is shown in Fig. 1.

Both types of the aforementioned key building blocks can be characterized in terms of equivalent wide-band matrices. On the one hand, the electromagnetic characterization of a planar junction between two off-centered circular waveguides has been carried out by implementing the integral equation technique described in [13], which provides a full-wave characterization of the discontinuity in terms of an equivalent generalized impedance matrix (GIM) in the form:

\[
Z_{(\zeta,\gamma)}(\xi) = \begin{cases} 
\sum_{q=1}^{\infty} a_{q} A_{m,q}^{*}, & \text{if } \xi = 1 \\
\alpha_{m}^{(n,q)} & \text{if } \xi = 2
\end{cases}
\]

where \((\xi,\gamma) = 1, 2\) denotes the two ports of the junction; \(A_{m,q}\) represents the modal coupling coefficients.
between two modes ($m$-th and $q$-th) of the circular waveguides involved in the junction; $\alpha_{q}^{(n,p)}$ is a set of expansion coefficients used to represent the transversal magnetic field in the plane of the junction, and $Q$ is the number of the considered expansion coefficients (the details of this formulation can be found in [13]). The multimode equivalent representation of the planar waveguide junction in terms of the GIM derived in (1) has been depicted in Fig. 2. In this figure, $I_{i}^{(m)}$ and $V_{i}^{(m)}$ (with $i = 1, 2$) are the corresponding modal currents and modal voltages, respectively; $N^{(m)}$ represents a set of auxiliary modal currents; $N^{(q)}$ is the number of considered accessible modes, and $\hat{Y}_{i}^{(m)}$ are the so-called asymptotic admittances, which represent the modal admittance of accessible modes, and are related to the considered at port ($j$) of the so-called accessible modes ($N^{(m)}$). Additionally, the size of the obtained GIM only depends on the number of circular waveguide junctions in terms of the GIM derived in (1). The multimode equivalent representation of the planar waveguide junction can be easily performed following the general method detailed in [13].

Furthermore, it is important to note that the previous Equation (3) entails a surface integral that must be evaluated in the cross-section of the smaller circular waveguide of the junction. However, in virtue of the theory developed in [15], such surface integral can be transformed into a line integral, thus improving the CPU effort of the implemented tool. This transformation is very important from a computational point of view, since all the calculations involved in the evaluation of the coupling integral (3) must be performed using numerical methods. Therefore, following the guidelines of the work presented in [15], the evaluation of the previous modal coupling coefficients can be expressed in terms of line integrals as follows:

$$A_{m=q;TE} = \frac{k_{c,q}^{2}}{k_{c,q}^{2} - k_{c,m}^{2}} \int_{c} \left( \frac{\partial \psi_{m}}{\partial \rho} \right) \left( \frac{\partial \psi_{m}}{\partial \phi} \right) Z_{m,n} \psi_{m} (\rho, \phi) \rho \, d\phi, \quad (4)$$

$$A_{m=q;TM} = 0, \quad (5)$$

$$A_{m=q;TE} = \int_{c} \frac{\partial \psi_{m}}{\partial \rho} Z_{m,n} \psi_{m} (\rho, \phi) \rho \, d\phi, \quad (6)$$

$$A_{m=q;TM} = -\frac{k_{c,m}^{2}}{k_{c,q}^{2} - k_{c,m}^{2}} \int_{c} \frac{\partial \psi_{m}}{\partial \rho} Z_{m,n} \psi_{m} (\rho, \phi) \rho \, d\phi, \quad (7)$$

where $\psi_{m}$ and $\psi_{q}$ are the classical modal potentials related to the $m$-th and $q$-th modes of the smaller circular waveguide, $Z_{m,n}$ is the modal impedance of the $m$-th mode of the bigger circular waveguide of the junction; $k_{c,q}$ is the corresponding cut-off wavenumber related to the $q$-th mode of the smaller circular waveguide; $\psi_{m} (\rho, \phi)$ is the normalized scalar potential associated to the $m$-th mode of the bigger circular waveguide, and $Z_{m,n} (\rho, \phi)$ is the normalized scalar potential related to the $m$-th mode of the smaller circular waveguide. Note that the previous expressions derived in (4)-(7) for the calculation of the coupling integral (3) depend on the type of the involved modes (i.e., TE or TM modes).

To evaluate the modal coupling coefficients using line integrals, the TE and TM normalized scalar potentials of a circular waveguide are, therefore, needed. To this aim, in this work we follow a new procedure based on expressing the radial variation of the modal solutions in terms of sinusoidal functions [16]. Proceeding in this way, the CPU effort related to
the calculation of the modal coupling coefficients is substantially reduced, since we do not need to deal with the more cumbersome Bessel’s functions employed in the classical formulation. The expressions of the normalized modal potentials (TE and TM) can be obtained as:

\[
\psi_{m}^{\text{TE}}(\rho, \phi) = N_{m}^{\text{TE}} \left[ \sum_{n=0}^{\rho} d_{m}^{(n)} \sin \left( \pi (n + 0.5) \frac{\rho}{R} \right) \right] \Phi_{s}(\phi), \quad (8)
\]

\[
\psi_{m}^{\text{TM}}(\rho, \phi) = N_{m}^{\text{TM}} \left[ \sum_{n=0}^{\rho} d_{m}^{(n)} \cos \left( \pi (n + 0.5) \frac{\rho}{R} \right) \right] \Phi_{s}(\phi), \quad (9)
\]

where \( R \) is the radius of the considered circular waveguide; \( N_{m} \) is the normalization factor related to the \( m \)-th mode; \( d_{m}^{(n)} \) is the set of eigenvectors that describe the radial variation of the \( m \)-th mode; \( \Phi_{s}(\phi) = \cos(s\phi) \) or \( \sin(s\phi) \) depending on the parity of the mode, and \( P \) is the number of terms considered in the radial expansion. If the angular modal index \( s \) is equal to zero, the following expressions must be used:

\[
\psi_{m,s=0}^{\text{TE}}(\rho) = N_{m,s=0}^{\text{TE}} \sum_{n=0}^{\rho} d_{m}^{(n)} \cos \left( n \pi \frac{\rho}{R} \right), \quad (10)
\]

\[
\psi_{m,s=0}^{\text{TM}}(\rho) = N_{m,s=0}^{\text{TM}} \sum_{n=0}^{\rho} d_{m}^{(n)} \cos \left( n \pi + 0.5 \pi \frac{\rho}{R} \right), \quad (11)
\]

where \( N_{m,s=0} \) is the corresponding normalization factor.

Next, we need to define a common reference system in order to carry out the computation of the modal coupling coefficients. To this end, the axis system depicted in Fig. 3 has been used. In such figure, the coordinates \((\rho_{0}, \phi_{l})\) are used to express the offset of the center of the smaller waveguide with respect to the center of the bigger waveguide, while \((\rho_{1}, \phi_{l})\) are the local reference systems used in the bigger and smaller circular waveguides, respectively.

Since the line integrations (4)-(7) have to be performed over the contour of the smaller circular waveguide, we are interested in expressing the local coordinates \((\rho, \phi)\) of the bigger waveguide in terms of the local coordinates \((\rho_{1}, \phi_{l})\) of the smaller waveguide. Therefore, starting from Fig. 3, it is possible to state:

\[
\rho = \sqrt{\rho_{1}^{2} + \rho_{l}^{2} + 2\rho_{1}\rho_{l} \cos(\phi_{l} - \phi)}, \quad (12)
\]

\[
\phi = \arctan \left( \frac{\rho_{l} \sin(\phi_{l}) + \rho_{1} \sin(\phi)}{\rho_{l} \cos(\phi_{l}) + \rho_{1} \cos(\phi)} \right), \quad (13)
\]

Afterwards, we can use the transformations derived in (12)-(13) to update the expressions (8)-(11) related to the normalized modal potentials of the bigger circular waveguide. The normalized modal potentials of the smaller waveguide can be readily obtained starting from Equations (8)-(11), by using the local coordinates \((\rho_{1}, \phi_{l})\) and denoting as \( R_{l} \) the radius of the waveguide.

In the end, the required modal coupling coefficients derived in (4)-(7) can be computed using classical numerical techniques, and the corresponding GIM of the planar junction can be finally calculated by means of expression (1).

Once the expressions of the wide-band matrices related to the planar waveguide junctions have been derived using the proposed technique, next step consists of characterizing the uniform waveguide sections present in the component. To this aim, let us consider the structure represented in Fig. 4, where we have illustrated a section of an arbitrary filter composed of the cascade connection of 3 circular waveguides of different radii. Note that the different planar waveguide junctions have been highlighted using dashed lines on the upper side of Fig. 4. In this figure, we have represented the multimode equivalent representation of such structure in terms of the computed GIMs \( Z_{m,n}^{\text{PW1}} \) and \( Z_{m,n}^{\text{PW2}} \), which are both associated to the planar waveguide junctions. We have also included in Fig. 4 the corresponding uniform waveguide section of length \( l \) used to interconnect the circular waveguides of greater radius.

Our objective is to obtain a multimode equivalent representation (\( Z_{m,n}^{\text{UWS}} \) in Fig. 4) of the uniform waveguide section of length \( l \), while also taking into account the asymptotic admittances introduced by the integral equation technique (see the dashed lines on the lower side of Fig. 4). To this aim, we should first obtain an equivalent lumped pi-network representation for the uniform waveguide section of length \( l \) and, afterwards, take into consideration the asymptotic admittances represented in Fig. 4. Proceeding in this way, the following generalized impedance matrix can be readily computed:

![Fig. 3. Reference system used for the analysis of a planar junction between two off-centered circular waveguides.](image)
where $Y^{(a)}$, $Y^{(b)}$ and $Y^{(c)}$ are diagonal matrices whose non-zero elements can be written as:

$$Y^{(a)}_i = j Y_{a,i} \left( \tan(\beta_i l / 2) - \csc(\beta_i l) \right) - \hat{Y}^{(2)}_{i,PWJ1}, \quad (15)$$

$$Y^{(b)}_i = -j Y_{b,i} \csc(\beta_i l), \quad (16)$$

$$Y^{(c)}_i = j Y_{b,i} \left( \tan(\beta_i l / 2) - \csc(\beta_i l) \right) - \hat{Y}^{(1)}_{i,PWJ2}, \quad (17)$$

with $i=1,2,...,N$, being $N$ the number of considered accessible modes. In the previous Equations (15)-(17), $Y_{a,i}$ is the modal characteristic admittance related to the $i$-th mode of the considered waveguide section, and $\beta_i$ is the corresponding propagation constant.

III. RESULTS AND DISCUSSION

The objective of this section is to validate the implemented tool for the full-wave analysis of waveguide filters based on off-centered circular irises. In order to obtain convergent results in the performed simulations, only 15 accessible modes have been used in all circular waveguides, and $P=150$ terms have been required in the radial expansions of the expressions (8)-(11). In addition, it is important to point out that the implemented tool is able to detect the presence of identical planar junctions in the filter to avoid unnecessary calculations (such detection is specially important in the case of symmetrical filters). Furthermore, if the circular irises of the filter are all in a centered position, note that only $TE_{1r}$ and $TM_{1r}$ modes are excited, and the developed tool is able to exploit this fact to reduce the overall CPU effort.

Firstly, we proceed to validate the proposed tool by analyzing a band-pass waveguide filter designed in [1], which makes use of centered circular irises (note that the method proposed in [1] can deal only with filters including centered irises). In this particular case, since the component does not include off-centered irises, the offset value is $\rho_0 = \phi_0 = 0$ (see Fig. 3). The analyzed filter is composed of the cascade connection of 7 circular waveguides, and its geometry and dimensions can be found in [1] (page 1140, Fig. 1). The radii (mm) of the waveguides are (numbered from left to right, according to Fig. 1): 985.67 mm (input and output waveguides), 985.65 mm (resonators), 34.46 mm (irises) and 51.34 mm (irises). The length of the two resonators is 18.7 mm, and the thickness of the irises is 0.1 mm. This filter has been simulated using the implemented tool and the obtained scattering parameters are presented in Fig. 5. In this figure, our results are successfully compared with the data presented in the technical literature [1]. With regard to the computational efficiency of the developed tool, it is worth mentioning that the electrical response was computed in just 0.06 seconds per frequency point (Intel Core i3@3.1 GHz - 4 GB RAM).
Next, we investigate the effect of considering off-centered circular irises in the structure. To this aim, we start from the filter analyzed in Fig. 5, and we proceed to off-center the circular irises of the component in order to study the influence of such variation on the electrical response of the device. Although, in this case, the three irises of the filter have been off-centered in the same magnitude, note that the implemented tool can deal with arbitrary off-centered irises, so there is no restriction in assigning a different offset to each circular iris. Figure 6 shows the electrical response of the filter for different values of the considered offset \( \rho_0 \) (mm), \( \phi_0 \) (rad). The electrical response of the filter with centered irises (blue solid curve) has also been included in Fig. 6. Moreover, we have successfully compared the results of our simulation tool for the general case \( \rho_0 = 2.343 \text{ mm}, \phi_0 = 0.876 \text{ rad} \) (grey solid curve) with the simulated data provided by a commercial simulation tool (Ansoft HFSS 12) based on the finite-element method (FEM), thus fully validating the accuracy of the proposed technique. The results presented in Fig. 6 have been calculated in just 0.09 seconds per frequency point.

With regard to the parametric study performed in Fig. 6, it is important to point out that, compared to the filter with centered irises (blue solid curve), the electrical response of the component hardly change when different values of \( \rho_0 \) are considered along the line \( \phi_0 = \pi/2 \) rad (vertical displacement of the center of the iris). In fact, we observe that the electrical response for the case \( \rho_0 = 2.25 \text{ mm}, \phi_0 = \pi/2 \) rad, only has experienced a frequency shift, preserving both a good reflection level and the original relative bandwidth. As a consequence, these results show that the relative position of the circular iris can be considered as an additional design parameter to easily achieve a frequency shift of the electrical response of the device.

However, when different values of \( \rho_0 \) are considered along the line \( \phi_0 = 0 \) rad (horizontal displacement of the center of the iris), a severe degradation of the passband of the filter may be expected, specially when high values of \( \rho_0 \) are considered (see, for instance, the red solid curve in Fig. 6). The same behavior can be observed for a general displacement of the center of the circular iris (see grey solid curve in Fig. 6). Therefore, in general terms, we conclude that a degradation of the electrical response of the filter may be expected when it has been specifically designed with centered circular irises.

Finally, we present in Fig. 7 a new design of a Ku-band band-pass filter implemented in circular waveguide technology (composed of the cascade connection of 7 waveguides), including off-centered circular irises. A simple custom code based on the minimization of the average return losses has been developed in order to design the filter. In this design, the three irises of the structure have been off-centered using different offset values. The considered offsets have been listed in Table 1, while the radii and lengths of the circular waveguides are shown in Table 2 (the waveguides and irises have been numbered from left to right, according to Fig. 1).
Fig. 7. Design of a band-pass filter including off-centered circular irises. The electrical performance of the designed filter (solid curves) is compared with the case where centered circular irises are used (dashed curves). Simulated data obtained using a commercial software based on the finite-element method (FEM) are also included to validate the proposed method.

Table 1: Offsets of the irises considered in the band-pass filter designed in Fig. 7

<table>
<thead>
<tr>
<th>Iris</th>
<th>$\rho_0$ (mm)</th>
<th>$\phi_0$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.485</td>
<td>1.367</td>
</tr>
<tr>
<td>2</td>
<td>2.711</td>
<td>1.549</td>
</tr>
<tr>
<td>3</td>
<td>2.208</td>
<td>1.311</td>
</tr>
</tbody>
</table>

Table 2: Radii and lengths of the circular waveguides of the band-pass filter designed in Fig. 7

<table>
<thead>
<tr>
<th>Waveguide</th>
<th>Radius (mm)</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.985</td>
<td>10.0</td>
</tr>
<tr>
<td>2</td>
<td>3.946</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>6.985</td>
<td>14.541</td>
</tr>
<tr>
<td>4</td>
<td>3.208</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>6.985</td>
<td>14.525</td>
</tr>
<tr>
<td>6</td>
<td>3.968</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>6.985</td>
<td>10.0</td>
</tr>
</tbody>
</table>

It is worth noting that the band-pass filter designed in Fig. 7 presents an improved electrical response with respect to the filter designed in [1] (see Fig. 5), which operates at the same frequency band and makes use of the same number of circular waveguides (employing centered irises). In this case where off-centered irises have been employed, we have achieved a reflection level under $-20$ dB in the whole passband (about 250 MHz) of the filter, thus proving that the relative position of the iris can be considered as a new design parameter. We have also compared the results of our simulation tool (off-centered case) with the simulated data provided by Ansoft HFSS, and an excellent agreement can be observed, thus fully validating the accuracy of the proposed modal technique.

Moreover, we have also included in Fig. 7 (using dashed lines) the electrical response of the new designed filter, but this time considering centered irises. It can be observed that the filter based on off-centered irises provides an improved electrical performance compared to the filter based on centered irises, thus demonstrating that the relative position of the iris has a noteworthy influence on the design process.

It is important to mention that the overall analysis of the new designed filter (off-centered case) only needed 0.12 seconds per frequency point. In contrast, the simulation performed using the commercial tool based on the finite-element method needed 2.3 seconds per frequency point (almost 20 times slower). Moreover, the hybrid analysis method presented in [12] needs few minutes to analyze just one planar junction between two circular waveguides. Therefore, the developed software achieves a substantial improvement in terms of reduction of the computational effort with respect to other analysis techniques, so it can be employed for design purposes employing very low CPU resources.

**IV. CONCLUSION**

A rigorous method for the full-wave analysis of circular waveguide filters including off-centered irises has been proposed. The implemented tool is based on an integral equation technique, and makes use of the segmentation method to provide a rigorous electromagnetic characterization of all the elementary blocks involved in the analyzed filters in terms of generalized impedance matrices. The presented technique, which is very efficient from a computational point of view compared to other technical contributions on the same subject, has been successfully validated through the analysis and design of different band-pass waveguide filters with centered and off-centered circular irises. The obtained results show that the relative position of the circular waveguide irises can be considered as a new design parameter having a noteworthy influence on the electrical response of the analyzed waveguide filters.
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Abstract — The spacecraft will experience the well-known "blackout" problem when it re-enters into the Earth’s atmosphere, which results in communication failures between the spacecraft and the ground control center. It is important to study the effect of the plasma on electromagnetic wave (EMW) propagation. The properties of EMW propagation in plasma based on theoretical analysis have been studied in this paper, which indicate that communications using terahertz (THz) wave is an alternative method for solving the blackout problem. The properties of 0.22 THz EMW propagation in plasma have been studied experimentally with shock tube, and the experimental results are in good agreement with the theoretical ones. Both the theoretical and experimental results indicate that communications using THz wave is an alternative and effective way to solve the blackout problem.

Index Terms — Blackout, EMW propagation, plasma, THz.

I. INTRODUCTION

The spacecraft will experience the well-known “blackout” problem [1-3] when it re-enters into the Earth’s atmosphere, which results in communication failures between the spacecraft and the ground control center. This phenomenon has attracted more and more attention recently [4-8].

A number of approaches have been proposed to solve the blackout problem, such as aerodynamic shape modification, quenchant injection, magnetic window and so on; however, the true technological breakthrough has not been achieved.

One of the major reasons for communication failures is that the plasma frequency is greater than the EMW frequency. The plasma density may reach $10^{21}$ m$^{-3}$ and the corresponding plasma frequency is 0.284 THz, which are typical data of the RAM C (Radio Attenuation Measurement C) flight [9]. Besides, 0.2 THz has been specified for the next intersatellite communications by the International Telecommunication Union. For these reasons, communications using THz wave is an alternative method for solving the blackout problem and the great advance in THz source technology recently provides a great opportunity for this issue [10-14]. Moreover, it is possible to solve the blackout problem using THz wave with the development of THz technology.

Therefore, it is important to study the properties of THz wave propagation in plasma. However, most published works were limited in microwave frequency (<100 GHz) and focus on theory and numerical simulations [15-19].

The effect of plasma on EMW propagation has been studied theoretically and the properties of 0.22 THz EMW propagation in plasma have been studied experimentally with shock tube in this paper.

II. PHYSICAL MODEL

The physical model used in this paper is as follows: the EMW incident vertically into the plasma along the $z$-axis, which is depicted in Fig. 1. The plasma is assumed to be homogeneous and unmagnetized. The electric field is parallel to the $x$-axis and the magnetic field is parallel to the $y$-axis. The thickness of plasma is $d$.

Fig. 1. The physical model of EMW propagation in plasma.

The Maxwell’s equations are the following [20-24]:
\[
\begin{align*}
\nabla \times \vec{E} &= -j \omega \mu_0 \vec{H} \\
\nabla \times \vec{H} &= j \omega \varepsilon \vec{E} \\
\n\nabla \left( \varepsilon \vec{E} \right) &= 0 \\
\n\nabla \cdot \vec{B} &= 0
\end{align*}
\]

where \( \vec{E} \) and \( \vec{H} \) are the electric field and magnetic field, respectively, \( \mu_0 \) is the permeability of vacuum, \( \varepsilon \) is the permittivity, \( \omega = 2\pi f \), and \( f \) is the frequency of the incident EMW.

The electric field of the incident EMW can be expressed as: \( E_0 = E_0 e^{-j k_0 z} \), where \( E_0 \) is the amplitude of the incident electric field and \( k_0 \) is the wave number in free space.

From the Maxwell’s equations, we can obtain the magnetic field of the incident EMW: \( H_y = -\frac{1}{j \omega \mu_0} \frac{\partial E_x}{\partial z} \).

Then the electric field and magnetic field in medium 0 can be expressed as:

\[
E_{0x} = E_0 \left( e^{-j k_0 z} + r e^{j k_0 z} \right)
\]

\[
H_{0y} = \frac{k_0}{\omega \mu_0} E_0 \left( e^{j k_0 z} - r e^{-j k_0 z} \right),
\]

where \( r \) is the reflection coefficient.

Similarly, the electric and magnetic fields in medium 1 can be expressed as:

\[
E_{1x} = E_{pr} e^{-j k_p z} + E_{pr} e^{j k_p z}
\]

\[
H_{1y} = \frac{k_p}{\omega \mu_0} \left( E_{pr} e^{-j k_p z} - E_{pr} e^{j k_p z} \right),
\]

where \( E_{pr} \) and \( E_{pg} \) are the amplitudes of the transmission and reflection electric fields in medium 1, and \( k_p \) is the wave number in plasma.

The electric field and magnetic field in medium 2 are presented as the following:

\[
E_{2x} = E_T e^{-j k_T z}
\]

\[
H_{2y} = \frac{k_0}{\omega \mu_0} E_T e^{-j k_T z},
\]

where \( E_T \) is the amplitude of the transmission electric field in medium 2.

The continuity boundary conditions of the electric and magnetic fields can be described as:

\[
\begin{align*}
E_{0x} \big|_{z=0} &= E_{1x} \big|_{z=0} \\
H_{0y} \big|_{z=0} &= H_{1y} \big|_{z=0} \\
E_{1x} \big|_{z=d} &= E_{2x} \big|_{z=d} \\
H_{1y} \big|_{z=d} &= H_{2y} \big|_{z=d}
\end{align*}
\]

i.e.,

\[
E_{0} (1+r) = E_{pr} + E_{pg}
\]

\[
k_0 \omega E_0 (1-r) = \frac{k_p}{\omega \mu_0} \left( E_{pr} - E_{pg} \right)
\]

\[
E_{pr} e^{-j k_p z} + E_{pr} e^{j k_p z} = E_T e^{-j k_T z}
\]

\[
\frac{k_p}{\omega \mu_0} \left( E_{pr} e^{-j k_p z} - E_{pr} e^{j k_p z} \right) = \frac{k_0}{\omega \mu_0} E_T e^{-j k_T z}
\]

The reflection coefficient \( r \) and transmission coefficient \( t \) can be obtained from equation (6):

\[
r = \frac{1 - \varepsilon_r}{2 \sqrt{\varepsilon_r} \ coth( j k_p d) + \varepsilon_r + 1},
\]

\[
t = \frac{2 \sqrt{\varepsilon_r} e^{j k_p d}}{E_0 \left( 2 \sqrt{\varepsilon_r} \ coth(j k_p d) + (\varepsilon_r + 1) \ sinh(j k_p d) \right)}
\]

where \( \varepsilon_r \) is the relative permittivity of plasma.

Then the reflectance, transmission and attenuation of the EMW, i.e., \( R, T \) and \( Att \) can be expressed as the following:

\[
R = \left| r \right|^2
\]

\[
T = \left| t \right|^2
\]

\[
Att = -10 \log_{10} T
\]

### III. NUMERICAL SIMULATION RESULTS

The attenuation of the EMW versus plasma density and collision frequency at different EMW frequency are calculated and illustrated in Fig. 2, in which the thickness of the plasma \( d \) is 0.08 m.

As shown in Fig. 2, the attenuation decrease with EMW frequency for identical plasma density and collision frequency. The mechanism responsible for this phenomenon can be explained through the electrons’ response to the electric field: the electrons will no longer be able to respond to the electric field as the EMW frequency increases; hence, the EMW energy absorbed by electrons decreases and then the attenuation is decreased.

The maximum attenuation for \( f=1.5 \) GHz, \( f=0.1 \) THz and \( f=0.22 \) THz are 1100 dB, 350 dB and 100 dB, respectively, which can be seen from Fig. 2. The EMW attenuation is less than 30 dB for 0.22 THz EMW at most region when \( n_e=10^{12} \text{cm}^{-3} \cdot 10^{13} \text{cm}^{-3}, f_{cm}=10^{9} \text{Hz} \cdot 10^{11} \text{Hz} \). For this reason, communications using THz wave can be considered for solving the blackout problem.

From Fig. 2, we can also see that the attenuation increase with plasma density, which is because there are more electrons in plasma with higher plasma density, and then more EMW energy is absorbed by electrons and passed to neutral particles through collisions, i.e., the EMW attenuation is increased.

Figure 2 also shows that the attenuation decreases with plasma collision frequency when \( f<f_{th} \) while increases...
with plasma collision frequency when \( f > f_p \). The reason is that the electrons are oscillating at EMW frequency when \( f < f_p \), the acceleration time of electrons before collision with neutral particles is so short that there is little time for the electrons to receive energy from the electric field with increasing plasma collision frequency, so the attenuation is decreased. However, the electrons are oscillating at the inherent frequency when \( f > f_p \), and the collision probability between the electrons and neutral particles increases and the energy passed to neutral particles is increased for higher plasma collision frequency, then the attenuation is increased.

\[ f_p = \frac{2\pi}{\lambda} \]

IV. EXPERIMENTAL RESULTS

The 0.22 THz EMW propagation properties in the plasma are studied experimentally with shock tube. The shock tube is a cylindrical device and it can produce approximate uniform plasma, which are usually used to simulate the plasma near the aircrafts [25,26]. The schematic diagram of the experimental setup is illustrated in Fig. 3. The diameter of the shock tube is 0.08 m. The original wall of the shock tube was replaced by Teflon in order to reduce the reflection. A total of five effective experiments were carried out and we denoted the experiments by numbers: 1, 2, 3, 4 and 5.

![0.22THz experimental system](image)

Fig. 3. The experimental setup of the 0.22 THz EMW propagation in the plasma.

The plasma densities and collision frequencies used in the experiments are presented in Table 1, which are calculated based on the physical states of the shock tube in the experiments.

A chemical reaction model consisting of 7 chemical reactions among 7 compounds was used in the calculation, which includes the reactions as follows:

\[
\begin{align*}
    O_3 + M_1 & \iff O + O + M_1 \\
    N_2 + M_2 & \iff N + N + M_2 \\
    N_2 + N & \iff N + N + N \\
    NO + M_3 & \iff N + O + M_3, \\
    O + NO & \iff N + O \\
    O + N_2 & \iff N + NO \\
    N + O & \iff NO^+ + e^- \\
\end{align*}
\]

where \( M \) is the collider in the reactions, and the reaction rate is presented in reference [27,28]. The theoretical plasma density \( n_e \) can be obtained from these reactions.

The collision frequency of the plasma \( f_{en} \) was acquired from equation (10):

\[
f_{en} = 3.67 \times 10^{-15} \omega_n^2 T,
\]

(a) \( f = 1.5 \text{ GHz} \)

(b) \( f = 0.1 \text{ THz} \)

(c) \( f = 0.22 \text{ THz} \)

Fig. 2. The attenuation of EMW versus plasma density and collision frequency for various EMW frequency.
where $\omega_p = \sqrt{n_e e^2/\varepsilon_0 m_e}$, $e$ is the charge of the electron, $\varepsilon_0$ is the vacuum permittivity, $m_e$ is electron mass, and $T$ is the temperature of the plasma which was measured in the experiments.

The experimental EMW attenuation is acquired from the power of the receiver, which is proceeded by the “data processing system”.

Table 1: The plasma densities and collision frequencies used in the experiments

<table>
<thead>
<tr>
<th>Number of the Experiments</th>
<th>$n_e$ (m$^{-3}$)</th>
<th>$f_c$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$9.0 \times 10^{17}$</td>
<td>$8.2 \times 10^{10}$</td>
</tr>
<tr>
<td>2</td>
<td>$3.0 \times 10^{17}$</td>
<td>$9.2 \times 10^{10}$</td>
</tr>
<tr>
<td>3</td>
<td>$3.2 \times 10^{17}$</td>
<td>$9.7 \times 10^{10}$</td>
</tr>
<tr>
<td>4</td>
<td>$7.3 \times 10^{18}$</td>
<td>$1.0 \times 10^{11}$</td>
</tr>
<tr>
<td>5</td>
<td>$2.4 \times 10^{19}$</td>
<td>$1.2 \times 10^{11}$</td>
</tr>
</tbody>
</table>

Figure 4 shows the comparison of the experimental results and theoretical ones of the 0.22 THz EMW attenuation. The experimental results match well with the theoretical ones, which can be seen from Fig. 4. However, there are some differences between the experimental results and theoretical ones, which may be attributed to the errors of the experimental systems and the calculation errors of plasma densities and collision frequencies. The theoretical and experimental results are both smaller than 30 dB even if the plasma density reach as high as $2.4 \times 10^{19}$/m$^3$ and the plasma collision frequency is $1.2 \times 10^{11}$Hz. According to these results, it can be deduced that communications using THz wave is an effective way to solve the reentry blackout problems.

Fig. 4. The comparison of the experimental and theoretical results of 0.22 THz EMW attenuation.

V. CONCLUSIONS

The effect of plasma on EMW propagation have been studied theoretically in this paper, which indicate that communications using THz wave is an alternative method for solving the blackout problem. The 0.22 THz EMW propagation properties in the plasma have been studied experimentally with shock tube and the experimental results match well with the theoretical ones. Both the theoretical and experimental results indicate that communications using THz wave is an alternative and effective way to solve the reentry blackout problems.
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