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Abstract—In this paper, a convergence analysis to obtain the optimal calculation parameters in an in-house 3D ray launching algorithm to model the radio wave propagation channel in complex indoor environments is presented. Results show that these parameters lead to accurate estimations with reduced computational time. In addition, simulation results of an indoor complex scenario in terms of received power and power delay profile are presented, showing significant influence of multipath propagation in an indoor radio channel. The adequate election of simulation parameters given by convergence conditions, can aid in optimizing required computational time.
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I. INTRODUCTION

With the growing demand for wireless communication services in the last two decades, a radioplanning tasks for these systems is compulsory. Thus, a thorough analysis of indoor propagation channel characteristics represents a fundamental step toward the design and the implementation for an efficient setup of an indoor wireless network.

Traditionally, empirical methods were used (such as COST-231, Walfish-Bertoni, Okumura-Hata, etc.) for initial coverage estimation [1-3]. These empirical models can give rapid results but cannot take into account site-specific features, exhibiting limited accuracy. As an alternative, deterministic methods have been proposed [4-10] based on numerical approaches involving either solution of Maxwell’s equations using full-wave simulation techniques, such as method of moment (MoM) and finite difference time domain (FDTD) [11]; or, using geometrical approximations such as Ray Launching (RL) [12] and Ray Tracing (RT) [13]. During the 1990s, RL and RT were both classified as ray tracing methods; although, more recently the differences between both methods have been distinguished. RL is based on the fact that a transmitter launches thousands of test rays in a solid angle and the true path is determined by searching for the rays arriving at the receiver; whereas, RT estimates the principal radio wave propagation regions and rays are traced in such regions. These methods are precise but are time-consuming due to inherent computational complexity. Their combination with Uniform Theory of Diffraction (UTD) [14] is frequently applied to radio coverage prediction [15-18]. RT and RL models potentially represent the most accurate and versatile methods for urban and indoor multipath propagation characterization. Nevertheless, the computational time in conventional ray launching defined by the Shooting-and-Bouncing-Ray (SBR) method [19], can be very large depending on the required accuracy of the results.

A prerequisite to the modeling of complex environments with standard computer equipment,
is an outstanding reduction of memory efforts with an accurate approach. In [20], Weinmann presents a new efficient approach in order to assess the simulation of scattered fields from arbitrary metallic objects with a ray tracing algorithm, which combines the principles of Physical Optics (PO) and the Physical Theory of Diffraction (PTD). This paper demonstrates that both CPU time and accurate results depend strongly on the number of rays N and the accuracy of the geometric model. The treatment of multiple interactions in a GO-PO approach has been studied in [21], showing that on one hand the multiple PO approach indeed is more accurate. On the other hand, the simulation efforts increase exponentially with the order of the reflection, which makes multiple PO not applicable to more than double reflections. In [22], a description of a novel implementation of diffracted rays according to the Uniform Theory of Diffraction (UTD) concept into a SBR code is presented, describing a convergence analysis with respect to the number of diffracted rays and in terms of multiple diffractions. In [23], a Geometrical Ray Implementation for Mobile Propagation Modeling (GRIMM) is presented, which splits the 3-D ray construction problem into two successive two-dimensional (2-D) stages, without loss of generality and with a great gain in time and simplicity. This permits to take into account reflections and diffractions in any order to meet convergence. In [24], a convergence analysis of a refined ray-tracing algorithm is carried out with respect to the propagation time and the number of bounces.

It is proved that an increase of the number of rays and angular resolution in a SBR approach achieves satisfying results but leads to the significant drawback of higher computational time [20]. Therefore, it is relevant to study the convergence of the results when using ray tracing methods.

In this work, an analysis of the convergence of an in-house developed 3D ray launching algorithm has been presented with respect to the computational time, the angular resolution of the shooting rays and the number of reflections considered. This code has been employed as an effective tool to analyze the effect of radio wave propagation in different complex environments [25-28]. Results show the optimal parameters to achieve the commitment between accuracy and computational time in radio wave simulations of complex indoor environments.

This paper is organized as follows: the in-house developed 3D ray launching code is analytically described in sections II and III. Section IV presents the considered scenario for the analysis and the convergence analysis of the algorithm, whereas simulation results of the algorithm are discussed in section V. Finally, conclusions are given in section VI.

II. THE RAY-LAUNCHING TECHNIQUE

As it is illustrated in Fig. 1, ray launching techniques are based on identifying a single point on the wave front of the radiated wave, with a ray that propagates along the space following a combination of optic and electromagnetic theories.

![Fig. 1. Wave front propagation with rays associated with single wave front points.](image)

Each ray propagates in the space as a single optic ray. The electric field $E$ created by an antenna with a radiated power $P_{rad}$, with a directivity $D_i(\theta, \Phi)$ and polarization ratio ($X^\perp$, $X^\parallel$) at distance $d$ in the free space is calculated by [29]:

$$E_i^\perp = \sqrt{\frac{P_{rad}D_i(\theta, \Phi)\eta_0}{2\pi}} \frac{e^{-j\beta_0 r}}{d} X^\perp L^\perp, \quad (1)$$

$$E_i^\parallel = \sqrt{\frac{P_{rad}D_i(\theta, \Phi)\eta_0}{2\pi}} \frac{e^{-j\beta_0 r}}{d} X^\parallel L^\parallel, \quad (2)$$
where \( \beta_0 = 2\pi f_c\sqrt{\varepsilon_0\mu_0}, \) \( \varepsilon_0 = 8.854 \times 10^{-12}, \)
\( \mu_0 = 4\pi \times 10^{-7} \) and \( \eta_0 = 120\pi. \) \( L^\perp \) and \( L^\parallel \) are the path loss coefficients for each polarization.

When this ray finds an object in its path, two new rays are created: a reflected ray and a transmitted ray. These rays have new angles provided by Snell’s law \([30]\). Once the parameters of transmission \( T \) and reflection \( R \) are calculated and the angle of incidence \( \Psi_i \) and \( \Phi_i \), the new angles \( (\theta_r, \Phi_r) \) of the reflected wave and \( (\theta_t, \Phi_t) \) of the transmitted wave can be calculated. A general case where a ray impinges with an obstacle with \( (\theta_j, \Phi_j) \) angles, is represented in Fig. 2. Taking into account all the possible angles of incidence, the new angles for the reflected and transmitted wave are calculated, as it is shown for a general case in Fig. 2.

![Fig. 2. Reflection and transmission by plane interface at the oblique wave incidence.](image)

The received power is calculated at each point taking into account the losses of propagation through a medium \((\varepsilon, \mu, \sigma)\) at a distance \( d \), with the attenuation constant \( \alpha \) (Np/m) and the phase constant \( \beta \) (rad/m). The received power is calculated with the sum of incident electric vector fields in an interval of time \( \Delta t \) inside each cuboid of the defined mesh. Based on the above theory, the main characteristic of the ray-launching technique is that it provides the impulse response of the channel \( h(t, f_c, \Delta f, d) \) for each transmitter, at a given carrier frequency, \( f_c \), at a given bandwidth \( (f_c \pm \Delta f) \), where the materials have a similar response and at a given position. With this information, a stationary channel can be wholly characterized.

### III. THE 3D RAY-LAUNCHING ALGORITHM

The developed in-house 3D ray-launching algorithm has three phases:

- **Phase I: Scenario creation**
- **Phase II: 3D ray-launching simulation**
- **Phase III: Analysis results**

![Fig. 3. Geometry for wedge diffraction coefficients.](image)
In phase I, the 3D scenario is created by considering several objects, walls, transmitters, receivers and the whole components of the environment. It is important to emphasize that a grid is defined in the space to save the parameters of each ray. Accordingly, the environment is divided into a number of cuboids of a fixed size. When a ray enters a specific hexahedron, its parameters are saved in a matrix. Parameters such as frequency of operation, radiation patterns of the antennas, number of multipath reflections, separation angle between rays and cuboid dimension can be modified in the algorithm. In order to achieve adequate values, it is highly important to take into account, not only the parameters which result in more accurate results, but also the computational time, which can be substantial for a complex environment.

Fig. 4. Principle of operation of the in-house developed 3D ray launching code.

In phase II, rays are launched and they propagate along the space interacting with the obstacles, causing physical phenomena such as reflection, refraction and diffraction, as shown in Fig. 4. The parameters of these rays are stored as they enter to each hexahedral until the ray has a certain number of reflections or it has exceeded the pre-propagation time set. The algorithm operates in an iterative manner, considering a ray and its reflections and storing the created ray for processing later the diffraction contribution. Figure 5 shows the different steps of this phase of the algorithm.

Fig. 5. Functional diagram of the 3D ray launching algorithm.
In phase III, by using the parameters stored in phase II and considering the predefined transmitter’s characteristics, such as radiated power, the emitting antenna’s directivity ($\theta, \Phi$), wave polarization and the carrier frequency, it is possible to easily derive the relevant parameters for channel modeling.

IV. CONVERGENCE ANALYSIS

In principle, it can be stated that simulation results tend to be more accurate whether more rays are launched and more reflections are considered. However, computational time has to be taken into account in order to obtain accurate results with an acceptable time span.

In this work, the influence of considering a different number of reflections and launching rays has been done. For that purpose, two different angular resolutions of launching rays have been considered and analyzed, versus the number of reflections. Afterwards, once the optimal number of reflections has been obtained, the assessment of the most accurate angular resolution of launching rays has been done taking into account the computational time.

The scenario under consideration is a complex environment, which corresponds to several rooms of the iRadio Laboratory of the University of Calgary. A schematic view of the scenario is represented in Fig. 6.

![Fig. 6. Complete scenario of iRadio Laboratory of the University of Calgary.](image)

<table>
<thead>
<tr>
<th>Material</th>
<th>Permittivity ($\varepsilon_r$)</th>
<th>Conductivity ($\sigma$/S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Aluminum</td>
<td>4.5</td>
<td>$4 \times 10^7$</td>
</tr>
<tr>
<td>Glass</td>
<td>6.06</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>Wood</td>
<td>3</td>
<td>0.0006</td>
</tr>
<tr>
<td>Brick wall</td>
<td>5.2</td>
<td>0.028</td>
</tr>
</tbody>
</table>

A. Convergence versus the number of reflections

First, a convergence analysis of the algorithm versus the number of reflections that the ray could impact with the obstacles and walls has been done. Within the complete scenario, only one room has been chosen to analyze exhaustively, room 2, which is depicted in detail in Fig. 7. The red point in this figure corresponds to the transmitter antenna, which is placed at the point ($X=6.24$ m, $Y=16.94$ m and $Z=0.96$ m). All the elements within the scenario have been taking into account (i.e. the different dimension and distribution of tables and chairs and walls). The material parameters used in the simulation models are defined in Table 1 [34].
obtained. Different cases have been considered varying the number of reflections. These cases correspond to different angular resolutions when the rays are launched, as shown in Table 2.

Table 2: Different cases considered for simulation versus the number of reflections

<table>
<thead>
<tr>
<th>Case</th>
<th>( N_{\text{launching rays}} )</th>
<th>( \Delta \Phi=\Delta \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 0</td>
<td>16200</td>
<td>2(^\circ)</td>
</tr>
<tr>
<td>Case 1</td>
<td>64800</td>
<td>1(^\circ)</td>
</tr>
<tr>
<td>Case 2</td>
<td>259200</td>
<td>0.5(^\circ)</td>
</tr>
</tbody>
</table>

Table 3: Simulation parameters

<table>
<thead>
<tr>
<th>Ray Launching Parameters</th>
<th>\underline{Frequency}</th>
<th>\underline{Transmitter power}</th>
<th>\underline{Cuboids resolution}</th>
<th>\underline{Transmitter point}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.4 GHz</td>
<td>20 dBm</td>
<td>12x12x12 cm</td>
<td>(X=6.24 m, Y=16.94 m and Z=0.96 m)</td>
</tr>
</tbody>
</table>

Case 1 and case 2 have been analyzed versus the number of reflections and simulation, parameters for both cases are shown in Table 3.

Figures 9, 10, 11 and 12 depict simulation results for case 1. The mean value and the standard deviation of power (dBm) for different X and Z and along the Y-axis are presented. These linear radials correspond to the red lines in Figs. 8 (a) and (b). The mean power values exhibits large variability, due to the influence of the morphology and topology of the scenario. Therefore, the way in which the elements within the indoor scenario are configured and the different material properties play a fundamental role in the overall performance of the network.

The standard deviation of power decreases as the number of reflections increases and converges approximately for six reflections in all cases, which implies that the maximum efficiency of the algorithm will be reached when six reflections are considered.

Figure 10 shows the linear regression lines of the received power for different locations in the X-axis, along the Y-axis and for different heights. It is demonstrated that when the number of reflections considered in the algorithm has been increased, the algorithm tends to converge and it exhibits the same behavior from a threshold value for the number of reflections, corresponding to six reflections. In all cases, the trend is to decrease over distance and it is observed that with more reflections the slope of the lines is smaller.

Figure 11 shows the mean and the standard deviation of power (dBm) for different Y and Z locations and along the X-axis (green lines in Fig. 8 (a)). It is observed that mean power converges as the number of reflections increases. Besides, the standard deviation of the received power decreases and also converges at approximately six reflections.

Figure 12 shows the linear regression lines of the received power for different values in Y-axis and heights and along the X-axis. It is observed that for smaller values in the Y-axis, the slope of the lines is smaller as the number of reflections increases. From \( Y=6 \) m, figures of smaller heights show more variability due to the obstacles within the ray path. Lines converge as the number of reflections is increased. From \( Y=12 \) m, power increases along the X-axis due to the proximity of the transmitter antenna.

---

Fig. 8. Schematic representation of the linear TX-RX distances chosen for the convergence analysis of the algorithm: (a) along the X-axis and the Y-axis and (b) different heights in the Z-axis.
Fig. 9. Mean and standard deviation of power for different X and Z versus the number of reflections with $N_{\text{launching \, rays}}=64800$: (a) $X=1$ m, (b) $X=3$ m, (c) $X=5$ m and (d) $X=7$ m.

Fig. 10. Linear regression lines of the received power for different X, along the Y-axis and for different heights with $N_{\text{launching \, rays}}=64800$: (a) $X=3$ m and (b) $X=7$ m.
Fig. 11. Mean and standard deviation of power for different Y and Z versus the number of reflections with $N_{\text{launching rays}}=64800$: (a) Y=4 m, (b) Y=8 m (c) Y=12 m and (d) Y=16 m.

Fig. 12. Linear regression lines of the received power for different Y, along the X-axis and for different heights with $N_{\text{launching rays}}=64800$: (a) Y=6 m and (b) Y=12 m.
In order to validate previous results, which conclude that six reflections must be considered in complex indoor scenarios, the same analysis has been done with a lower angular resolution (case 2 in Table 2). This implies that the number of shooting rays is increased to test if the number of rays has an influence in the algorithm convergence. Simulation parameters are shown in Table 3.

Figure 13 represents the mean and the standard deviation of power (dBm) for different X and Z, along the Y-axis, with \( \Delta \Phi = \pi/360 \) and \( \Delta \theta = \pi/360 \). As in the previous case, large variability in the mean of the received power is observed, due to the influence of the morphology and topology of the scenario and multipath fading, which is a relevant phenomenon in this type of indoor scenarios. The standard deviation of the power does not converge as clearly as in the previous case. However, Figs. 13 (b) and (d) depict convergence of the algorithm.

The linear regression lines of the received power for different X, along the Y-axis and for different heights with angular resolution of launching rays of 0.5\(^\circ\), are presented in Fig. 14. It is observed that in all cases the received power decreases with the distance and the slope of the lines are smaller as the number of reflections increases. In case 2, the algorithm converges with one reflection less considered because of the rise of launching rays. The slope of the regression lines in Figs. 14 and 16 are for every height, smaller than case 1; therefore, the number of considered reflections to achieve the convergence is smaller.

However, the computational time is also deeply important. Simulations have been performed in an Intel Xeon CPU X5650 @ 2.67 GHz and 2.66 GHz. In case 2, the computational complexity is increased overall. Figure 17 shows the simulation time of the considered scenario depending on the number of reflections and the number of launching rays. Computational time with angular resolution of 0.5\(^\circ\) (case 2) is hugely greater than case 1, with angular resolution of 1\(^\circ\) for each number of reflections considered. It can be seen that the optimal parameters to achieve the most accurate results with an acceptable computational time, is to consider six reflections and angular resolution of launching rays of 1\(^\circ\).

Fig. 13. Mean and standard deviation of power for different X and Z versus the number of reflections with \( N_{\text{launching rays}} = 259200 \): (a) X=1 m, (b) X=3 m, (c) X=5 m and (d) X=7 m.
Fig. 14. Linear regression lines of the received power for different $X$, along the $Y$-axis and for different heights with $N_{\text{launching rays}}=259200$: (a) $X=3\text{ m}$ and (b) $X=7\text{ m}$.

Fig. 15. Mean and standard deviation of power for different $Y$ and $Z$ versus the number of reflections with $N_{\text{launching rays}}=259200$: (a) $Y=4\text{ m}$, (b) $Y=8\text{ m}$, (c) $Y=12\text{ m}$ and (d) $Y=16\text{ m}$.
Fig. 16. Linear regression lines of the received power for different $Y$, along the X-axis and for different heights with $N_{\text{launching}} = 259200$: (a) $Y=6$ m and (b) $Y=12$ m.

Fig. 17. Comparison of computational time versus different number of launching rays and different number of reflections considered in the algorithm.

B. Convergence versus the number of launching rays

In order to validate the results obtained in the previous section, an analysis of the convergence of the algorithm versus the number of launching rays has been performed considering six reflections. Figures 18 and 19 show the mean and the standard deviation of power for different locations in the X, Y axes and heights, in comparison with the three cases shown in Table 2. It can be seen that mean value of received power increases as the number of shooting rays is increased, which is in agreement with previous results in the sense that the algorithm is more accurate with more shooting rays. Alternatively, the standard deviation of power decreases sharply for case 0 to case 1, and converges in all cases in case 1, which corresponds to angular resolutions of 1°. Accordingly, these results validate the previous statements taking into account the high amount of CPU-time required to analyze the large amount of rays of case 3, which is shown in Fig. 20.
Fig. 18. Mean and standard deviation of power in room 2 versus different cases of shooting rays for different X.

Fig. 19. Mean and standard deviation of power in room 2 versus different cases of shooting rays for different Y.
V. SIMULATIONS RESULTS

In order to gain insight in the effect of parameter variation in wireless channel estimation, several test cases have been simulated. Figure 21 shows the estimated received power for two different heights in the indoor scenario of the iRadio Laboratory (depicted in Fig. 7). Simulations have been performed with the parameters shown in Table 3, with an angular resolution of one degree and six reflections.

To illustrate the relevance of the multipath effect, the power delay profile has been predicted along for \( x=3 \) m, \( y=12 \) m and \( z=1.908 \) m, as shown in Fig. 22. It can be seen that there are a large number of echoes in the scenario, due to multipath propagation, which is the most important phenomena in this type of indoor scenarios.

---

Fig. 20. Comparison of computational time versus different number of launching rays.

Fig. 21. Bi-dimensional planes of estimated received power: (a) height 0.95 m and (b) height 1.908 m.

Fig. 22. Power-delay profile for: \( x=3 \) m, \( y=12 \) m and \( z=1.908 \) m, in the considered scenario.
VI. CONCLUSION

In this work, the convergence analysis to obtain the optimal parameters to introduce in a 3D in-house implemented ray launching code have been presented. Results show that adequate election of parameters such as ray angular resolution, number of reflections and cuboid resolution, lead to accurate results with adequate computational time as a consequence of algorithm convergence. In addition, simulation results of an indoor complex scenario in terms of received power and power delay profile are presented, showing the significant influence of multipath propagation in an indoor radio channel. These results can aid in the correct development of radioplanning tasks with optimal computational time.
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