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Abstract — Different parts of the cylindrical coils are exposed to electromagnetic forces due to electric current flowing through it. These forces can deform the coil in axial and radial directions in abnormal operating conditions. So, in design process of cylindrical coils in many magnetic devices, mechanical stresses exerted on different parts of these kinds of coils should be determined. In this paper, analytical expressions for the forces in axial direction are derived in order to calculate the forces exerted on different parts of the cylindrical coils. In order to evaluate the precision of the method, the finite element method (FEM) is used and the results obtained by FEM are compared with the results of the analytical equations. Results obtained by finite element analysis confirm the analytical method. Due to inherent difficulties in calculation of the forces in radial direction, distribution of the latter on the coil body is calculated by FEM. The results show that the outer turns of the coil in two axial ends are exposed to the largest axial tension, while radial stresses are largest in the middle parts of the coil. In this paper, the calculations focus on the cylindrical coils; however, the method can be used for the calculation of the magnetic force distribution on different parts of spiral coils, disc coils and any type of air-cored coils with different sizes.

Index Terms — Analytical method, cylindrical coil, electromagnetic force distribution, FEM.

I. INTRODUCTION

Due to the extensive application of cylindrical coils in industry such as linear tubular motors, magnetic launchers and casting industries [1-3], determining the distribution of the mechanical stresses on different parts of the former is necessary. The calculation of the magnetic force distribution on current-carrying coils is closely related to the calculation of the magnetic force between them. To calculate the force between these coils, a variety of methods have been proposed in literature. There are some empirical equations and tables to calculate the force between coils with different shapes [4]. Also, the variation of the mutual inductance between two coils is used to calculate the force between them. In the latter method, first the mutual inductance between two coils is calculated and then it is used to calculate the force [5-7]. There are many articles which discuss the calculation of the magnetic forces between magnetic coils. In references [8-10], magnetic force between spiral coils is calculated using a new and effective method. In other research, magnetic forces between cylindrical coils are calculated [11, 12]. In this paper, using the method developed in [10], the axial magnetic force distribution on different parts of the cylindrical coils is calculated. The results are validated using finite element method (FEM). Also, FEM is employed to calculate the distribution of the radial forces on the cylindrical coils.
II. MAGNETIC FORCE BETWEEN TWO CONCENTRIC CIRCULAR ELEMENTS

Suppose a system of two current carrying rings as shown in Fig. 1. To calculate the force between them, the concept of vector magnetic potential is employed. The vector magnetic potential of ring 1 in any point P on ring 2 is equal to [13]:

\[ A = \frac{\mu_0 I_1}{4\pi} \int_{C_1} \frac{dl'}{R_1'} \]  

(1)

where \( \mu_0 \) is the vacuum permeability, \( I_1 \) is the current of ring 1, \( C_1 \) is the length of ring 1 and \( R_1 \) is the distance between the differential component of the source \( dl' \) at point \( p' \) and the field point \( p \) (Fig. 2).

By obtaining the vector magnetic potential, the flux density is calculated using the following equation [13]:

\[ B = \nabla \times A. \]  

(2)

To calculate the force of ring 1 exerted on ring 2, the following equation is employed [13]:

\[ F_{21} = I_2 \int_{C_2} dl_2 \times B, \]  

(3)

where \( I_2 \) is the current of ring 2. Using equations (1) and (2) in equation (3) and doing some mathematical calculations, the following equation for the force is obtained:

\[ \bar{F}_{21} = \bar{a}_z \left( \frac{\mu_0 I_1 I_2 k}{2ab(1-k^2)} \right) \left[ (1-k^2)K(k) - (1-(1/2)k^2)E(k) \right]. \]  

(4)

III. CALCULATION OF AXIAL DISTRIBUTION OF THE FORCE

In order to calculate the mechanical stresses exerted on different parts of the coil resulting from its current, the mesh-matrix method is employed. Consider a coil with the turn number of \( N \) shown in Fig. 3, where \( r_0 \) is the inner radius, \( b \) is the radial thickness and \( a \) is the height of the coil. As seen in this figure, the cross-section of the coil is divided into several segments. Here, the coil is divided into \( n_r \times n_a \) cells. To calculate the distribution of the force on the different parts of the coil, the force between different filaments (in Fig. 3, each filament is specified with two cells in...
The force between filaments $j$ and $l$ is calculated using equation (4) as follows:

$$ f_{jl} = \bar{a}_z \left( \frac{\mu_0 i^2 z_{jl} k'}{2 \sqrt{r_j r_l (1 - k'^2)}} \right) \left[ (1 - k'^2) K(k') \right] - \left( 1 - \frac{1}{2} k' \right) E(k')]. $$

(8)

In the above equation, $r_j$ and $r_l$ are the radii of the filaments $j$ and $l$, respectively, and $z_{jl}$ is the center to center distance of the two filaments. The current of each filament is supposed to be concentrated on its center, and the current density of the entire coil is supposed to be uniform, and $j$ which can be calculated using the following equation, is the current of each filament in the coil:

$$ i = \frac{NI}{n_r \times n_a}. $$

(9)

In the above equation, $I$ is the current of the coil. Parameter $k'$ in equation (8) is a constant and is equal to:

$$ k' = \sqrt{\frac{4 r_j r_l}{(r_j + r_l)^2 + z_{jl}^2}}. $$

(10)

**IV. RESULTS**

**A. Analytical results**

As mentioned before, the force between two filaments can be calculated using equation (8). In order to calculate the force exerted on specific part of the coil, one can use the effect of all filaments on that part and sum them up. The characteristics of the coil used for calculations are shown in Table 1. The cross-section of the coil has been divided into $71 \times 35$ segments, and the current of the coil is supposed to be 12 Amperes. Axially net magnetic force exerted on different parts of the coil is calculated. The force distribution on the outer part (turns located in outer part) of the coil in axial direction is illustrated in Fig. 4a. As seen in this figure, the magnitude of the force is symmetrical in respect to axial axis of the coil in such a way that there is no stress on the middle part of the coil. This is so because, the forces from both sides exerted on the middle part of the coil are equal in magnitude and opposite in direction and so cancel each other out. Figure 4b shows the distribution of the axial force on radial direction. According to this figure, moving across radial direction, the axial force exerted on related parts increases and after reaching a maximum value, it starts to decrease at the outer parts. In order to compare the force distribution on all parts of the coil body, the force profile among the axial and radial dimensions of the coil is illustrated in Fig. 5. It is clear from this figure that the outer parts of the coil at two axial axis ends are the most critical portions, because they are exposed to the largest tension. For instance, a force of about 0.6 N is exerted on the outer parts of the coil located at about 9.5cm in axial axis while the current following the coil is 12 amperes. The current can increase in fault conditions and give rise to deformation of the outer parts of the coil at two axial axis ends.

**Table 1: Characteristics of the coil used in calculations**

<table>
<thead>
<tr>
<th>Number of Turns</th>
<th>Inner radius, $r_0$ (cm)</th>
<th>Radial thickness, $b$ (cm)</th>
<th>Height, $a$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2450</td>
<td>5</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>

Fig. 3. Division of the coil into different meshes to calculate the force distribution.

Fig. 4. (a) Axial force distribution on the outer part of the coil in axial direction. (b) Axial force distribution on lower part of the coil in radial direction.
Fig. 5. The force distribution on all parts of the coil body.

B. FEM results

In order to evaluate the precision of the analytical method, in this section, a cylindrical coil is simulated using 2-D finite element method (FEM). The distribution of the flux density produced by the coil is illustrated in Fig. 6. Axial magnetic forces exerted on different parts of the coil due to current flowing through it, as well as radial forces are calculated using FEM. It should be mentioned that due to structure of the coil and inherent difficulties in calculations, only magnetic forces in axial direction is calculated using analytical method. Figure 7 illustrates the axial magnetic force distribution on different parts of the coil. It is clear from this figure that the force exerted on the outer parts of the axial end is the largest in comparison with other parts. In Fig. 7, half of the coil (lower half) is illustrated in order to clearly show the distribution of the force. Starting from the center of the coil, the axial force increases until it reaches the maximum value in axial end of the coil. In radial direction the axial forces increases and then reaches a maximum point and then decreases. So, the results of the Fig. 7 are in good agreement with those presented in Figs. 4 and 5.

The magnetic force is exerted on the coil body in radial and axial directions. In order to calculate the total force on different parts of the coil, the forces in two directions are summed up. Total force distribution on the coil body is illustrated in Fig. 8. As it is seen in this figure, the central parts of the coil are exposed to the largest force. This phenomenon is because of the exertion of the radial forces in these parts. It has been shown before that the axial force exerted on the middle parts of the coil from other parts cancel each other out; however, the radial forces exerted on the middle parts, arising from different parts of the coil are added to each other. Therefore, the middle parts experience largest radial force. Although the radial forces want to decompose the coil, their net effect on different parts is zero. For further clarity a part of the coil in Fig. 8 is magnified in Fig. 9.

The calculation of the distribution of the axial force on different parts of coil has been done using analytical method. The results are compared with FEM results. The coil has 1065 turns which is composed of 15 layers, each layer having 71 turns. The results are given in Table 2. Other specifications of the coil are given in Table 3. In Table 2, axial force distribution on the outer part of the coil in axial direction and on the lower part of the coil in radial direction is presented. In this table, distribution of the axial force is obtained by two methods in both axial and radial directions. As it is seen, the results obtained by FEM are in good accordance with analytical results confirming the proposed method. For better comparison, the results are plotted in Figs. 10 and 11. As the virtual work method gives accurate results in force calculations [14, 15], in this paper, the forces in FEM results are calculated by the former.
Fig. 7. Axial force distribution on different parts of the cylindrical coil.

Fig. 8. Total force distribution on the coil's body.

Fig. 9. A part of the coil in Fig. 8.

Table 2: comparison of the axial force distribution on coil's body by analytical method and FEM

<table>
<thead>
<tr>
<th>Distance(cm)</th>
<th>Force(N)</th>
<th>Analitical</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>radial</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.08</td>
<td>0.4904</td>
<td>0.5066</td>
<td></td>
</tr>
<tr>
<td>5.40</td>
<td>0.5888</td>
<td>0.5911</td>
<td></td>
</tr>
<tr>
<td>5.56</td>
<td>0.6265</td>
<td>0.6114</td>
<td></td>
</tr>
<tr>
<td>5.88</td>
<td>0.6863</td>
<td>0.6837</td>
<td></td>
</tr>
<tr>
<td>6.04</td>
<td>0.7090</td>
<td>0.7142</td>
<td></td>
</tr>
<tr>
<td>6.52</td>
<td>0.7471</td>
<td>0.7511</td>
<td></td>
</tr>
<tr>
<td>6.68</td>
<td>0.7484</td>
<td>0.7518</td>
<td></td>
</tr>
<tr>
<td>7.00</td>
<td>0.7280</td>
<td>0.7306</td>
<td></td>
</tr>
<tr>
<td>7.16</td>
<td>0.7019</td>
<td>0.6917</td>
<td></td>
</tr>
<tr>
<td>7.32</td>
<td>0.6587</td>
<td>0.6500</td>
<td></td>
</tr>
<tr>
<td>axial</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.60</td>
<td>0.6587</td>
<td>0.6820</td>
<td></td>
</tr>
<tr>
<td>5.12</td>
<td>0.5382</td>
<td>0.5380</td>
<td></td>
</tr>
<tr>
<td>4.16</td>
<td>0.3730</td>
<td>0.3773</td>
<td></td>
</tr>
<tr>
<td>3.36</td>
<td>0.2724</td>
<td>0.2574</td>
<td></td>
</tr>
<tr>
<td>2.56</td>
<td>0.1923</td>
<td>0.1848</td>
<td></td>
</tr>
<tr>
<td>1.92</td>
<td>0.1379</td>
<td>0.1450</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.0548</td>
<td>0.0570</td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.0109</td>
<td>0.0121</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-0.48</td>
<td>0.0327</td>
<td>0.0316</td>
<td></td>
</tr>
<tr>
<td>-1.76</td>
<td>0.1252</td>
<td>0.1231</td>
<td></td>
</tr>
<tr>
<td>-2.56</td>
<td>0.1923</td>
<td>0.1976</td>
<td></td>
</tr>
<tr>
<td>-3.52</td>
<td>0.2906</td>
<td>0.3297</td>
<td></td>
</tr>
<tr>
<td>-4.16</td>
<td>0.3730</td>
<td>0.3806</td>
<td></td>
</tr>
<tr>
<td>-4.64</td>
<td>0.4479</td>
<td>0.4318</td>
<td></td>
</tr>
<tr>
<td>-5.28</td>
<td>0.5732</td>
<td>0.6028</td>
<td></td>
</tr>
<tr>
<td>-5.60</td>
<td>0.6587</td>
<td>0.6724</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Characteristics of the coil used in calculations of the analytical method and FEM

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Turns</td>
<td>1065</td>
<td></td>
</tr>
<tr>
<td>Inner radius, $r_0$ (cm)</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Radial thickness, b (cm)</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Height, a (cm)</td>
<td>11.36</td>
<td></td>
</tr>
<tr>
<td>Current of the coil (A)</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Diameter of the wire used (mm)</td>
<td>1.6</td>
<td></td>
</tr>
</tbody>
</table>
V. CONCLUSION

In this paper, the axial and radial electromagnetic force distribution on cylindrical coil’s body is calculated. Exact analytical equations are used to calculate the axial forces. According to the results obtained by MATLAB coding, the maximum axial stress is exerted on the outer parts of the coil at two axial axis ends. Thus, it is necessary to sufficiently support those parts of the coil in any application. On the other hand, considering the fact that the forces from both sides exerted on the middle parts of the coil cancel each other out, these parts of the coil are exposed to low tension. In order to verify the results of the analytical method, finite element method is employed. The results are confirmed the accuracy of the analytical method. Calculation of the forces in radial direction is also carried out by FEM. The results show that radial stresses are largest in the middle parts of the coil.
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Abstract – A novel approach has been introduced to remedy the computational complexities of the recently introduced time domain periodic Green’s functions in the 1D and 2D periodic case. Specifically, it has been shown that for a certain class of temporal basis functions, the computational cost of convolutions with temporal basis functions, which results in the band-limited GFs needed by most time domain integral equations solvers, can be considerably reduced, as compared to conventional methods that are currently in practice. It is also well known that the computational complexity of the Floquet-wave based Green’s functions increases when the point of observation approaches a source. Robust forms have been obtained for both 1D and 2D periodic TDGFs for any source-observation distance, which are then further improved for high-efficiency numerical implementation.


I. INTRODUCTION

Periodic structures serve as useful models for many real-world problems including antenna arrays and Frequency-selective surfaces and promisingly fast formulations in this area have been recently reported [1-4]. Infinitely extended periodic arrays of sources are amenable to more elegant, and sometimes more convenient mathematical descriptions than those which are finite. In the area of integral equation techniques, and also with many other numerical methods, the “periodic” Green’s function refers to the inclusion of the effects of all elements of an array at the observation point (located in the unit cell) in a unified Green’s function. This reduces the numerical domain of the original periodic problem to the unit cell of the periodic array. The most straight-forward approach to compute such Green’s functions (GF) is to directly sum up the contributions from all elements whose received amplitude at the unit cell is considered to be significant. This direct summation approach (DS) to obtaining such GFs is not computationally efficient, as the resulting series converges rather slowly. In the frequency domain (FD), extensive efforts have been devoted to the problem of finding fast and computationally efficient expressions of the periodic Green’s functions and rather efficient implementations do exist. A good review of these can be found in [5]. Such periodic GFs can also be applied in solving finite arrays[6].
In time domain (TD), analysis of periodic structures has been attempted in recent years [7], based on the TD equivalents of FD Floquet-wave Green’s functions developed in [8-11], and further expanded in [12]. Although representations of periodic GFs based on TD-Floquet-wave series (FW) give a more natural approach to a periodic problem, and their corresponding expressions for TDGFs can provide for faster evaluation of impulsive Green’s functions, their final implementation in time domain integral equations (TDIE) requires extra convolutions with temporal basis functions (TBFs) and requires special considerations near a source point. These issues greatly affect their speed and efficiency, and consequently, their practical application to TDIE. To the best knowledge of the authors, these aspects have not yet been comprehensively addressed. This paper reports findings related to these important, practical issues.

To have the material needed for further steps, it is necessary to briefly review the Floquet-based Green’s functions in section II. Section III introduces the fast convolution technique for periodic time domain GFs with a well-known class of temporal basis functions. Section IV discusses the numerical difficulties encountered when evaluating 1D periodic Floquet-wave GFs close to a source-point, and introduces a novel method to mitigate these effects based on source extraction for the 1D periodic case. We then verify the proposed method through a numerical example. Section V investigates source-proximity improvements for the 2D periodic case, proposes several ways to accelerate the computation of the TDGFs, and verifies the results by numerical examples. Section VI summarizes the contributions of this paper.

II. Preliminaries

Consider a 1D-periodic, infinite, sequentially-excited array of point sources lying along the x-axis, as in Fig. 1.

Considering the surrounding environment of the elements to be free space, and the sequential inter-element delay to be proportional to inter-element spacing X through a factor $\eta = \cos \theta_\perp$, the sum of potentials contributed by all elements at an observation point $(x,y,z)$ is

$$\hat{G}(r,\omega) = \sum_{m=-\infty}^{\infty} \frac{e^{-jmx\eta} e^{-jR_m}}{4\pi R_m},$$  \hspace{1cm} (1)$$

$$G(r,t) = \sum_{n=-\infty}^{\infty} \frac{\delta \left( t - \frac{R_m}{c} - \frac{m\eta X}{c} \right)}{4\pi R_m},$$  \hspace{1cm} (2)$$

where $R_m = \sqrt{(x-mX)^2 + \rho^2}$ and $\rho = \sqrt{y^2 + z^2}$, and $k = \omega / c$. It has been assumed, in accordance with previous work [8], that the sources are impulsively excited.

As the denominators in (1) and (2) might suggest, these series converge slowly. Moreover, in many problems, the three dimensional spatial domain of evaluation in (1,2) makes a pre-storage and interpolation approach to their fast evaluation rather expensive and impractical. For this reason, alternative expressions or approximations for these functions are sought. To elaborate the approach in [8], consider the discrete line array of point sources. The plane wave shows one possible way of exciting this array by an inter-element delay of $\eta X = X \cos \theta_\perp$.

$$\tilde{J}(\omega) = \sum_{m=-\infty}^{\infty} \delta(x'-mX) e^{-jmq\xi},$$  \hspace{1cm} (3)$$

which can describe any of the spatial orientations. We can use the Poisson’s summation formula

$$\sum_{m=-\infty}^{\infty} \delta(x'-mX) = X^{-1} \sum_{q=-\infty}^{\infty} \exp(-j2\pi q x' / X)$$

to obtain an alternative expression for the sources as:

$$\tilde{J}(\omega) = \sum_{m=-\infty}^{\infty} \delta(x'-mX) e^{-jmq\xi} = \frac{1}{X} \sum_{q=-\infty}^{\infty} e^{-j2\pi q\xi},$$  \hspace{1cm} (4a)$$

in which
\[ k_{q\alpha}(k) = k_\eta + \alpha_q; \quad \alpha_q = \frac{2\pi q}{X}, \quad q = 0, \pm 1, \pm 2, \ldots \quad (4b) \]

Equation (4) expresses the discrete array of point sources as an infinite summation over smooth linear sources. Correspondingly, the Green’s function can be stated in terms of the Green’s functions for linear sources; which gives (in frequency domain) \[8\]

\[ \tilde{G}^{FW}(\vec{r}, \omega) = \sum_{q=-\infty}^{\infty} \frac{e^{-jk_{q\alpha}r}}{4jX} H_0^{(2)}(k_{q\eta}\rho), \quad (5) \]

in which \( k_{q\eta}(k) = \sqrt{k^2 - k_{q\alpha}^2} \). Each of the summands in (5) comprises a Floquet mode. Note that these modes are evanescent away from the linear axis whenever \(|k| < |k_{q\eta}|\), under which the argument of the Hankel function becomes imaginary (\( \text{Im}[k_{q\eta}] \leq 0 \) is assumed, in order to satisfy the radiation condition as \( \rho \to +\infty \)). The second and fifth FD Floquet-waves are depicted in Fig. 2 for an example with \( x = y = 0.25m, z = 0 \) in an array with \( X = 1m \) and \( \eta = 0 \). The important cut-off property of these modes before a certain frequency can be readily observed. This implies that for a certain frequency, the summation of a limited number of modes can reconstruct the GF with sufficient accuracy. This is verified in Fig. 3, where the summation of Floquet modes of \(|k| \leq 2\) has been shown to suffice for an entire frequency region nearly up to the cut-off frequency of the next higher mode.

It can be anticipated that by performing an inverse Fourier transform of the GF in (5), the desirable convergence properties of (5) will carry over to the time domain. Doing so, one arrives at the time domain Floquet modes, with the current modes given by (6) and the corresponding TD Green’s functions in (7).

\[ J(t) = \frac{1}{X} \sum_{q=-\infty}^{\infty} e^{-j\alpha_q x} \delta\left(t - \frac{\eta x}{c}\right). \quad (6) \]

Fig. 2. The 2’nd and 5’th FD Floquet waves observed at \( x = y = 0.25m, z = 0 \) for an array with \( X = 1m \) and \( \eta = 0 \). The infinity-spikes observed are inherent to periodic Green’s functions.

Fig. 3. Comparison between the Floquet GF (5) up to a certain mode number (given in parentheses) and actual (direct summation, equation (1) with 100 terms) observed at \( x = y = 0.25m, z = 0 \) for an array with \( X = 1m \) and \( \eta = 0 \). Only the real part is shown. The imaginary part shows similar behaviour.

Each TD Floquet current can be interpreted as a traveling impulse excitation along the x-axis, with an x-dependent harmonic amplitude. The resulting TD Green’s function can be shown to be, in its most computationally efficient representation [8]:
\[ G^{\text{FW}}(\hat{r}, t) = G^{\text{FW}}_{q}(\hat{r}, t) + G^{\text{FW}}_{q}(\hat{r}, t) \]
\[ = \sum_{q=0}^{Q_q} \cos(\alpha_q \chi'(t)) \cos(\alpha_q \chi(t)) \frac{e^{-\tau_0}}{2 \pi X \sqrt{\tau_0^2 - \tau^2}} U(\tau - \tau_0), \tag{7a} \]
where \( e_q = \frac{1}{2} \) for \( q = 0 \) and \( e_q = 1 \) otherwise. \( U(\tau) \) is the Heaviside function, \( \tau = t - \eta x / c \) and
\[ \chi(t) = x - \frac{c}{1 - \eta} \left( \eta \tau \pm \sqrt{\tau_0^2 - \tau^2} \right), \tag{7b} \]
\[ \tau_0 = \sqrt{1 - \eta^2} \frac{\tau}{c} = t_0 - \eta \frac{x}{c}. \tag{7c} \]

The physical interpretation of (7) is fairly simple: the instantaneous signal received at the observation point \( \hat{r} \) at a certain time \( t \) has been contributed by impulsive current excitations at two points \( x' \) on the axis; whose sequential excitation and propagation delays have been appropriate for reception at \( \hat{r} \) at the time \( t \). These points are time-dependent and are displaced farther away with time.

Of computational significance is the fact that \( t_0 \) is independent of \( q \); the mode number. Consequently received signals from all modes begin at the same time \( t_0 \) which is, however, dependent on the observation point. Several TD Floquet-wave modes are shown in Fig. 4. It is seen that all modes begin with a sharp variation at \( t_0 \) but can be described by different late-time oscillation frequencies (obtained for large \( t \) in 7) of
\[ \omega_{\text{FW}q} = 2 \pi \left( \frac{q}{T_x} \right) \left( \frac{1}{1 - \eta} \right), \tag{8} \]
where we denote the characteristic time scale of the periodic lattice by \( T_x = X / c \).

Because the TD Green’s function in (2) has been obtained assuming impulsive excitation of point sources, for most numerical applications of Floquet-modes, these have to be convolved with certain TBFs (temporal basis functions or pulse shapes) in order to limit their bandwidth to that appropriate for TDIE simulations (i.e. the band-limited TDGF). The number of Floquet modes required can be estimated by those that have their cut-off below the effective bandwidth of the TBF. Based on the discussion following (5) and approximating the TBF bandwidth by \( \Delta \omega = 2 \pi / T \),
\[ \text{The number of modes for the case of normal incidence is } Q = T_x / \max[(1 - \eta), (1 + \eta)]. \tag{9} \]

The number of modes that contribute as propagating in the desired bandwidth can be derived as:
\[ q < Q = \frac{T_x}{T} \max[(1 - \eta), (1 + \eta)]. \tag{9} \]

The number of terms needed to produce agreement with the actual GF in Fig. 5a, that the TD Green’s function in (7) has indeed inherited the desirable convergence properties of their FD counterpart (5). Here a QB-spline basis function with \( T = T_x \) has been used as the temporal basis functions, for which mode indices as low as \( Q = 1 \) should be sufficient according to (9). Other parameters in Fig. 5a are similar to the previous FD example.

In spite of the efficient number of required modes, the necessary convolutions \( G^{\text{FW}}_q(t) * g(t) \) usually have to be performed numerically at a temporal discretization of about \( \Delta t < 0.1 \min \left[ T, \frac{2 \pi}{\max(\omega_{\text{FW}})} \right] \). This is typically more than an order of magnitude smaller than the time step \( T \) in a typical TDIE solver (e.g. based on the marching-on-in-time method) which needs the TDGF to be obtained at integer multiples of \( T \) only. This makes the convolution time-consuming. Indeed, for short simulation times \( T_{\text{sim}} \), the higher
resolution in time that is required to perform the convolution with accuracy, increases the total computational cost of the Floquet-based approach beyond that of direct summation of element Green’s functions at integer multiples of $T$(see Fig. 9). We shall assume from now on that $\Delta t$ is chosen so that $T$ is an integer multiple of $\Delta t$.

It is usual in TDIE solvers such as MoT to use temporal basis functions which have a temporal support of one to several $T$. The ratio $N_b = T/\Delta t$ will be useful in later discussions.

It is also well known when using the TDGFs of (7) that a higher number of modes are needed when the point of observation approaches a source point (e.g. the origin in (2)). This can be seen in Fig. 5b where the point of observation has been moved to $x = y = 0.025m, z = 0$ for the same array of the previous example. The reason for this can be traced back to the FD Floquet GFs in (5). At low values of $\rho$, the evanescent tails of the Hankel functions become more and more pronounced below their cut-off frequencies, and at $\rho = 0$ a smooth, constant value can be contributed by these modes in the bandwidth of interest. Consequently the number of higher order Floquet modes required to reproduce the TDGF grows enormously as $\rho \to 0$, and a computation using Floquet series would be far from efficient. This does not come as a surprise, as it is generally known that modal expansions of GFs perform best for far-fields and direct summations perform best for near-fields. This problem affects the accuracy of self-patch terms in the MoT coefficients matrix, and can trigger instabilities in the TDIE solution.

As the 2D periodic problem has the same essential features observed in the above discussion of the 1D periodic case, we do not present an introduction for them here. We refer the interested reader to [9,10] for a detailed discussion. After considering an accelerated method of convolution in section 3, section 4 and 5 provide modifications of expressions like (7) to overcome the accuracy problem while maintaining computational efficiency, for the 1D and 2D periodic problems respectively. To facilitate the following discussion, many of the related symbols and parameters have been defined and described in Table 1, with their typical values. Other symbols will be defined when they are first used in the text.

### Table 1: Symbols that are repeatedly used throughout the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Typical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Solver time step. The time support of the temporal basis function (TBF) can be one to several (denoted $n_{TBF}$) time steps.</td>
<td>For min. excitation wavelength of $O(\lambda), T \sim 0.1(\lambda/c_0)$.</td>
</tr>
<tr>
<td>$T_{sim}$</td>
<td>The time limit up to which (starting at $t=0$) the TDGF has to be computed for a certain TD problem.</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$N_{sim}$</td>
<td>The length of the computer vector of time samples, for which the GF has to be computed. $N_{sim} = \lceil T_{sim} / T \rceil$.</td>
<td>$\Delta t \sim 0.1T$, usually chosen so that $T$ is an integer multiple of $\Delta t$.</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Because of the numerical convolution of the Floquet-modes with the TBF, the floquet modes have to be computed at a higher resolution $\Delta t &lt; T$.</td>
<td>$10-50$</td>
</tr>
<tr>
<td>$N_b$</td>
<td>$N_b = \lceil T / \Delta t \rceil$, also the length of the MA filter in section 3.</td>
<td>$\Delta t \sim 0.1T$, usually chosen so that $T$ is an integer multiple of $\Delta t$.</td>
</tr>
</tbody>
</table>

### III. Efficient computation of convolutions with TD Green’s functions

Stable TDIE formulations have been reported using the B-spline family of temporal basis functions and marching in time (MoT) solvers[13,14]. B-spline pulses are piecewise-polynomial functions and provide compact support in time, which ensures the sparsity of MoT matrices at later time steps. A B-spline pulse of order $m$ can be built through the following desirable property[15]:

![Fig. 5. Band-limited Time domain Green’s functions obtained by direct summation (equation 2) and Floquet-waves (11) for a. $x = y = 0.25m, z = 0$ and for b. $x = y = 0.025m, z = 0$.](image)
The zero'th order B-spline is the simple rectangular pulse of width $T$. The first order can be obtained by convolving the rectangular pulse function by itself and dividing by $T$, which gives the rather common roof-top, or triangular basis function. Convolving once more with the rectangular pulse function results in the second order or Quadratic B-spline (QB-spline) function which has been used in the time domain integral equations developed in [13,15]. As noted in [13] the time derivative of the QB-spline basis functions are continuous, which makes them suitable for EFIE formulations, where time derivatives of the basis functions appear. We note that to construct the TBFs, the QB-spline and higher B-splines are used with positive time shifts so that the TBF equals zero for $t < -T$. This is important for a causal TDIE solver such as MoT.

The property in (8) can be used to efficiently compute the convolution with B-splines. To elaborate, consider the convolution of a QB-spline basis $b_0(t)$ with $G(t)$ of (7). We shall denote the band-limited TDGFs by $S_m(t)$, where $m$ shows the order of the basis function used. Consider rewriting the convolution as:

$$ S_1(t) = G(t) * b_0(t) = \frac{1}{T^2} G(t) * \left[ b_0(t) * b_0(t) * b_0(t) \right] $$

$$ = \frac{1}{T^2} \left[ G(t) * b_0(t) \right] * b_0(t) * b_0(t) \quad (11) $$

We shall first concentrate on convolving $b_0(t)$ namely:

$$ S_0(t) = G(t) * b_0(t) = \int_{-\infty}^{\infty} G(\tau) b_0(t-\tau) d\tau. \quad (12) $$

Computer implementation of (12) requires discretization in time. Assuming a sampling interval of $\Delta t$ we will denote the discrete waveform of the signal $S(t)$ by $S[n] = S(n\Delta t)$, and the computer vectors which can only have positive integers as indices will be denoted by the bold caharacter $S(j)$. Every vector starts with the first nonzero sample of the corresponding signal. Thus $G(1)$ corresponds to $G(t_0)$ and $b(1)$ corresponds to $b_0(-T/2)$. Keeping these in mind, we shall only use the computer vectors in the following to facilitate the discussion. The convolution is:

$$ S_0(i) = \sum G(j) b_0(i-j+1). \quad (13) $$

There are only $N_b = T/\Delta t$ nonzero samples in $b_0$. The constant, unity amplitude of $b_0$ in this range allows to avoid the multiplication step in the process of convolution. Computing the convolution therefore reduces to finding the sum of $N_b$ elements of $G$ at each step $i$. This provides for a “Moving Average” (MA) Interpretation of the convolution in (13). This procedure would cost half that of direct convolution, because it avoids one multiplication for every summation in (13). Nevertheless, the procedure can be done still much faster. It is known, mostly among the image-processing community, that two-dimensional moving averages can be computed with high efficiency “Box-filtering” Techniques [16]. We show the one-dimensional application of the idea to the problem in hand. Suppose the moving average has been computed for the first $N_b$ samples of the signal $G$. The moving average window then slides one sample to the right to compute the next $N_b$-sum. However, It suffices at this step to subtract one of the previous samples (i.e. the earliest), and add one new sample (Fig. 6) to the output of the previous step. This involves only two operations per step instead of $N_b$ in a conventional MA.

![Fig. 6. The convolution with $b_0$ as a moving average with higher efficiency.](image)
An efficient sample algorithm for one iteration is shown below (all time samples are computed simultaneously by vectorized programming).

1. Compute the difference for all time samples with the ones shifted by \( N_b \) samples:
   \[
   \text{PGF}(\text{Nb}+1:\text{end}) = \text{PGF}(\text{Nb}+1:\text{end}) - \text{PGF}(1:\text{end}-\text{Nb})
   \]
2. Compute the cumulative summation:
   \[
   \text{PGF} = \text{cumsum}(\text{PGF}),
   \]
   where \( \text{cumsum} \) stands for cumulative summation, i.e. a vector that has the same length as the input whose elements are obtained by cumulatively adding the input elements, with its first element being equal to the first of the input. In order to compute the desired convolution with \( b_t \), the same process has to be iterated three times according to (11) and the final result multiplied by a constant \( 32^T \). The whole computational complexity of this method is then only \( 7N_G \). The first element of \( S_2 \) obtained after three iterations corresponds to \( S_t(t_0 - 3T/2) \), which is indeed the starting time for \( S_t(t) \). We shall note that for a shifted QB-spline basis function [13,15] which starts at \( t_0 = -T \), the above procedure remains the same, and the first element of \( S_2 \) obtained after three iterations is simply assigned to \( S_t(t_0 - T) \). Furthermore, the first time-derivative of the TDGF can be obtained by simply omitting the final cumulative sum.

IV. COMPUTATION OF THE TD GREEN’S FUNCTION CLOSE TO A SOURCE: 1D PERIODICITY

A. Formulation

Although the procedure described above can provide for efficient computation of TDGF, at observation points close to a source, the number of Floquet modes that have to be considered for an accurate reconstruction of the TDGF increases beyond those that are considered as propagating in the TBF bandwidth. The problem has been already discussed in section 2. It would be of advantage to find a robust procedure for the evaluation of the TDGF, which overcomes the source-proximity problem and can still benefit from the fast computational techniques of the previous section.

We see from Fig. 5 that the discrepancy is an early-time phenomenon. At these times the TDGF values can be attributed to the signal received from the nearby sources. Because in a TDIE we only have observation points in the unit interval of the periodic array, i.e. \( x \in (0,X) \), we can extract the two near-by sources on both sides of the unit interval and add their contribution separately. Using (2) as our starting point, we have:

\[
S_{10}(\bar{r},t) = \sum_{k=-\infty}^{\infty} g\left( \frac{t - R_0}{c} + \frac{\eta X}{c} \right) \frac{1}{4\pi R_0} + G^{FW}_t U(x'(t)) + G^{GW}_t U(x'(t)),
\]

For the rest of the array, we then use the Floquet modes of two semi-infinite linear periodic arrays. Details of deriving these modes are given in [9]. A semi-infinite linear array lying over \([0,+\infty)\) has the truncated GF \( G^T \) given in (13):

\[
G^T(\bar{r},t) = \frac{6}{8\pi R_0} + G^{FW}_t U(x'(t)) + G^{GW}_t U(x'(t)),
\]

Where \( G^{FW}_t, G^{GW}_t \) come from the TDGF of the infinite array as in (7), corresponding to terms with \( x', \tilde{x}' \) respectively. The first term in (15) is the spatial TDGF of the single element at the truncated end, divided by two. We rewrite this for the two series in (14) and simplify to arrive at (16), which is written in its most computationally compact form:

\[
S_{10}(\bar{r},t) = \sum_{k=-\infty}^{\infty} g\left( \frac{t - R_0}{c} + \frac{\eta X}{c} \right) \frac{1}{4\pi R_0} + \frac{g\left( t - R_1 + \frac{\eta X}{c} \right)}{4\pi R_1} + \frac{g\left( t - R_2 - \frac{2\eta X}{c} \right)}{8\pi R_2} + G^{RE}_t \ast g(t),
\]

where

\[
G^{RE} = G^{FW}_t \left[ 1 - U(x'(t) + 1) \cdot U(2 - x'(t)) \right] + G^{FW}_t \left[ 1 - U(x'(t) + 1) \cdot U(2 - x'(t)) \right]
\]
and \( U(\cdot) \) is the Heaviside function. The terms in brackets in (16b) effectively extinguish the Floquet-mode contributions from the region between the point sources corresponding to \( m = -1 \) and \( m = 2 \). The result in (16) is quite general and not limited to using B-spline functions for \( g(t) \). Using (16), high-accuracy reconstruction of the final band-limited TDGF can be obtained at both early and late times without including higher order modes.

For B-spline functions, the implementation of convolutions in (16) can benefit from the simplification and convolution-acceleration technique discussed in the previous section. Furthermore, we can incorporate the four leading terms in (16) in the convolution process, by considering \( g(t-a) \Delta t^{-1} \delta(t-a)\star g(t) \). For computer implementation, we insert four samples in the computer vector corresponding to \( G_{RE} \) prior to convolution with \( g(t) \). These samples correspond to discrete versions of the Dirac delta function, whose amplitudes and locations are shown in Table 2 in order to facilitate the reproduction of our results.

By the process of moving averages, these will automatically give rise to the four direct terms, thereby avoiding programming calls to evaluate \( g(t) \) altogether. The desired values of the TDGF for a TDIE solver which runs at steps of \( T \) are then obtained by down-sampling by \( N_b \).

### Table 2: Locations and amplitudes of the four discrete impulse functions to numerically generate the first four terms in (16)

<table>
<thead>
<tr>
<th>Corresponding term in (16)</th>
<th>Sample Amplitude</th>
<th>Locationa</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g \left( \frac{t - R_0}{c} \right) )</td>
<td>( \Delta t^{-1} ) ( \frac{R_0}{c} - t_0 )</td>
<td>( 4\pi R_0 )</td>
</tr>
<tr>
<td>( g \left( \frac{t - R_1}{c} - \eta X \right) )</td>
<td>( \Delta t^{-1} ) ( \frac{R_1 + \eta X}{c} - t_0 )</td>
<td>( 4\pi R_1 )</td>
</tr>
<tr>
<td>( g \left( \frac{t - R_2}{c} - 2\eta X \right) )</td>
<td>( \Delta t^{-1} ) ( \frac{R_2 + 2\eta X}{c} - t_0 )</td>
<td>( 4\pi R_2 )</td>
</tr>
<tr>
<td>( g \left( \frac{t - R_3}{c} + \eta X \right) )</td>
<td>( \Delta t^{-1} ) ( \frac{R_3 - \eta X}{c} - t_0 )</td>
<td>( 4\pi R_3 )</td>
</tr>
</tbody>
</table>

*aThe element location assumes the first element of the computer vector \( G_{RE} \) to correspond to \( t_0 \).*

### B. Numerical example

We shall now consider an example where the observation point is extremely close to the source, i.e. \( x = y = 0.00025m, z = 0 \) in an array with \( X = 1m \) and \( \eta = 0 \) and by choosing \( T = 0.1T_x \). The results for this example are shown in Fig. 8. The accuracy of (16) has been compared against the previous pure-Floquet-modes approach. The number of modes in both cases are the same, and are chosen as low as indicated by (9). In addition to the capability of accurate reconstruction, the formula in (16) is free from the Gibbs-phenomenon at early times. It smoothly joins the Floquet-modes results at later times, where they are more accurate.

![Fig. 8. Comparison of the Floquet-convolution approach with the proximity-improved formula in (16). As the amplitude of the first peak is at least two orders of magnitude higher than others near the source point, a logarithmic scale has been chosen to observe the whole-range function behaviour.](image-url)

In Fig. 9 we compare the performance of several methods of computing the convolution in the proximity-improved function \( S_{0D}(\vec{r}, t) \) in (16). This is done by implementing all methods in MATLAB programming environment and running the computations for increasing simulation times \( T_{sim} \). In this way the computation load on each method is increased by increasing the number of required time samples (vector length), while keeping a constant \( \Delta t = 0.01 \min [T, 2\pi / \max(\omega_{FW})] \) for accurate numerical convolutions. The temporal basis functions are QB-spline pulses and for each value of \( T_{sim} \), the total computer time required to perform the GF calculation for \( t=-T \) to \( T_{sim} \) is taken.
as an approximate indicator of computational cost. (Considering the faster implementation of built-in functions, this might not be a fair criterion, i.e. underestimating the proposed method. Nevertheless, we expect to have at least a correct qualitative comparison.)

Convolution and FFt-based Floquet refer to evaluating the first four terms of (16) directly and using either direct convolution or FFt-based convolution to evaluate the fifth term. Floquet-MA refers to implementing Table 1 and using the MA convolution scheme. To perform a fair comparison, we note that direct summation (DS) needs to evaluate no more than 

\[ \frac{T_{im}}{T_l} \]

individual elements at both sides of the origin, as the contribution from other elements of the lattice arrive later than \( t = T_{im} \). Furthermore, in accordance with a real TDIE scenario, only samples at integer multiples of \( T \) are required, which amount to 

\[ \frac{N_{sim}}{T} \]

time points. These indicate that direct summation GFs can have low computational time for small simulation times. The rise in computation time is, however, proportional to 

\[ \frac{N_{sim}}{T} \]

as evidenced by the corresponding slope in Fig. 9. Direct numerical convolution will have a computational cost of at least 

\[ \frac{2}{N_{sim}} \]

Fast Fourier Transforms (two times FFT, and one inverse FFT) all of equal lengths \( N_0 \) will result in a cost of 

\[ O(N_{sim} \log(N_{sim})) \]

[17], and might not necessarily be more efficient than direct convolution for all \( N_{sim} \). Finally, the proposed method, which relies on a moving-average (MA) scheme and needs no evaluation of \( g(t) \), has a computational cost of \( 7N_0 \) only and has considerably better efficiency. In Fig. 9, all Floquet-based computation times also include the time to compute the \( Q+1 \) Floquet-modes, prior to convolution.

V. COMPUTATION OF THE TD GREEN’S FUNCTION CLOSE TO A SOURCE: 2D PERIODICITY

This section extends the previous investigation to doubly periodic GFs and discusses some specific points for more efficient programming. To preserve notational simplicity, we reuse some of the symbols from the previous sections with new meanings specific to the 2D periodic GF.

\[ \tilde{G}(\vec{r}, \omega) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{\exp[-jk(R_m + mX \eta \cos \phi^- + nY \eta \sin \phi^-)]}{4\pi R_{mn}} \]

(17)

\[ G(\vec{r}, t) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{\delta\left(t - \frac{R_m}{c} - \eta \frac{mX \cos \phi^- + nY \sin \phi^-}{c}\right)}{4\pi R_{mn}} \]

(18)

where \( R_{mn} = \sqrt{(x - mX)^2 + (y - nY)^2 + z^2} \) and \( k = \omega / c \), and \( \eta \), \( \phi^- \) and \( \theta^- \) have been explained.
in Fig. 1. We note that the symbol $\eta$ is reused from the previous section and $\eta = \sin \theta^{inc}$. It has been assumed in (18), in accordance with previous work [10], that the sources are impulsively excited. Direct computation of (17) and (18) is even more costly than in the 1D case (considering that the minimum number of elements now varies with the square of the simulation time). As in the 1D periodic case, for both FD and TD, the Floquet-wave representations can very efficiently reconstruct the TDGF (18); in most cases requiring up to only a few tens of modes to converge. The 2D periodic TD modes are given in (3) as:

$$G^{FW}(\hat{\rho}, z, t) =$$

$$\sum_{p=0}^{\infty} \sum_{q=0}^{\infty} \epsilon_p \rho \cos \left[ \alpha_{pq} \cdot \left( x\hat{x} + y\hat{y} \right) - \tilde{\omega}_{pq} \tau \right]$$

$$\times J_0 \left( \tilde{\omega}_{pq} \sqrt{\tau^2 - \tau_0^2} \right) U \left( \tau - \tau_0 \right),$$

where $\epsilon_p = 1$ for $p \neq 0$ and $\epsilon_p = 1/2$ for $p = 0$, $J_0(\cdot)$ denotes the zero'th order Bessel function and $U(\cdot)$ the Heaviside function, and the parameters are [10]:

$$\eta = \sin \theta^{inc}, \quad \hat{u}^{inc} = \cos \phi^{inc} \hat{x} + \sin \phi^{inc} \hat{y}$$

$$\alpha_{pq} = \frac{2\pi p}{X} \hat{x} + \frac{2\pi q}{Y} \hat{y}$$

$$\tilde{\omega}_{pq} = \frac{\eta c}{1-\eta^2} \hat{u}^{inc} \cdot \alpha_{pq}$$

$$\tau = t - \frac{\eta \hat{u}^{inc} \cdot (x\hat{x} + y\hat{y})}{c}$$

$$\tau_0 = \frac{1-\eta^2}{c} z,$$

and it has to be reminded that to produce the band-limited GFs that are necessary in the implementation of TD integral equation solvers, the TDGF in (19) has to be convolved with a TBF (denoted $g(t)$), which we consider to have a bandwidth of approximately $T^1$, where $T$ is the solver time step. The efficiency of (19) can be understood by a glance at Fig. 11, where the reconstruction process is shown in both time and frequency domains. It is seen that away from the $x$-$y$ plane, the evanescent character of higher modes in FD below $f=T^1$ enables a limited number of modes to reproduce the band-limited TDGF. Nevertheless, as $|z| \to 0$, Like the 1D case, it is the early time of the TDGF that is affected. For a 2D periodic TDGF, this is more rigorously shown in [11; Appendix].

On the other hand, direct summation is most efficient for early times, because at early times one
can exclude from the summation in (18), all the
element signals that have not yet arrived at the
observation point (The observation point resides in
the unit cell). Consequently, as with the 1D
periodic GF, we seek a combination that uses
direct summations at early times and Floquet-mode
GFs at later times. However, unlike the 1D case, it
might be easier here to separate the two methods in
time, rather than in space. In [7], it has been
suggested to separate the very early-time and
compute it directly, and treat the later times with
Floquet-modes. The following approach for 2D
periodic GFs uses a similar technique in combining
DS and Floquet-series. Additionally, we treat the
TDGF explicitly, and optimize its computational
procedure to arrive at a formulation which is
accurate, and still more efficient computationally
from either of the DS, or FW formulations.

A separation of the two methods in time
requires defining a transition time
\[ T_{\text{trans}} \]. The
simulation time \( T_{\text{sim}} \) is then divided into two parts,
\[ 0 < t < T_{\text{trans}}, \quad T_{\text{trans}} < t < T_{\text{sim}} \]. For the first
part, the evaluation of the TDGF is done using
direct summation in (18) with a limited number of
elements determined by \( T_{\text{trans}} \). The remaining time
points after and including \( T_{\text{trans}} \) can be computed
by Floquet-series. We can thus write:

\[
S_{2D}(\vec{r}, t < T_{\text{trans}}) = \sum_{m=\text{even}}^{M} \sum_{n=0}^{N} g \left( t_{\text{DS}} - \frac{R_{mn}}{c} - \eta \frac{mX \cos \phi - nY \sin \phi}{c} \right)
\]

\[
= \frac{4\pi R_{mn}}{
\sum_{p=0}^{P} \sum_{q=0}^{Q} \frac{c \cos \left( \alpha_{pq} \left( x \hat{x} + y \hat{y} \right) - \tilde{\alpha}_{pq} t_{\text{trans}} \right)}{2XY \sqrt{1 - \eta^2}}
\times J_0 \left( \tilde{\alpha}_{pq} \sqrt{\frac{t_{\text{trans}}^2 - t_0^2}{t_0^2}} \right) \right) \times g(t),
\]

where

\[
t_{\text{DS}} = jT, \quad j = 0, 1, ..., N_{\text{trans}} - 1.
\]

\[
N_{\text{trans}} = T_{\text{trans}} / T.
\]

\[
M = \left\lfloor \frac{T_{\text{trans}}}{X / c} \right\rfloor + 1, \quad N = \left\lfloor \frac{T_{\text{trans}}}{Y / c} \right\rfloor + 1
\]

\[
t_{\text{trans}} = t_{\text{trans}} - (n_{\text{TFB}} - 1)T + i\Delta t, \quad i = 0, 1, 2, ...
\]

\[
\tau_{\text{trans}} = t_{\text{trans}} - \frac{\eta}{c} \left( x \hat{x} + y \hat{y} \right).
\]

Like the 1D case, we note in (20b) that the
truncated time vector for the Floquet-part has
samples with \( \Delta t < T \) for accurate numerical
convolution. We also note that to have the correct
value at \( t = T_{\text{trans}} \) after convolution with \( g(t) \), the
Floquet-series has to be computed from
\( (n_{\text{TFB}} - 1)T \) seconds before \( t = T_{\text{trans}} \), where \( n_{\text{TFB}} \) is
related to the temporal support of the \( g(t) \); assumed
to be \( \left[ -T, (n_{\text{TFB}} - 1)T \right] \). As the final TDGF is
required at samples that are \( T \) seconds apart, the
Floquet-wave part of (20a) has to be properly
trimmed at the beginning and down-sampled by
\( N_{\text{b}} \), before the two parts are appended. All other
parameters, including \( P \) and \( Q \) are treated as
before.

It remains to choose a proper value for \( T_{\text{trans}} \). It
is shown in [7] that the Floquet-modes inefficiency
appears at times on the order of the width of the
TFB pulse after \( t_0 \). We set
\[ T_{\text{trans}} = t_0 (x, y, z) + n_{\text{trans}} T \] with \( n_{\text{trans}} = 10 \) as a
typical value. Further remarks on accelerating the
computation of (20) and a numerical example will
elucidate these points.

B. Practical aspects and Numerical verification

It becomes evident in the computer
implementation of (20a) that the evaluation of the
special function \( J_0(\cdot) \) can be highly time-
consuming. This computational cost can be
mitigated in the formula (20a) because by virtue of
the third property in (20b), the argument of the
Bessel function is guaranteed to be real for all
\( t > t_{\text{trans}} \). Therefore, in addition to using real
arithmetic, the Bessel function itself can be
obtained by 1D linear interpolation on a table of
Bessel function values for real samples which
needs to be calculated only once. The Heaviside
function in (19) is no more necessary and is
removed in (20), because it always equals unity for
all \( t > t_{\text{trans}} \). Furthermore, for the B-Spline family
of temporal basis functions, the accelerated
convolution method based on moving averages can
be used as with the 1D periodic case. However, its
contribution to efficiency will be relatively small.
here, as the main computational cost for the 2D periodic case now arises from the evaluation of the 2D Floquet modes (their total number being typically one order of magnitude higher than the 1D case) prior to convolution, which dominates over the cost of convolutions.

In Fig. 12 we show the TDGF for a close-to-source observation point; \( x = y = 0.0025m, z = 0 \) in an array with \( X = Y = 1m \) and \( \eta = 0 \). The time step is defined as \( T = 0.1X / c_0 \). For Floquet series, \( P=Q=10 \) is used and the Floquet modes are obtained at a higher resolution for numerical convolution with the TBF, determined by \( \Delta t = 0.1 \min (T, 2\pi / \omega_{FWmax}^) \). The TBF is the QBspline function. It is seen that the proximity-improved formula (20) is exact at both early and late times.

![Fig. 12. An example of the near-to-source observation point \( x = y = 0.0025, z = 0 \) in a 2D periodic array with \( X = Y = 1 \) and \( \eta = 0 \). The point of transition corresponds to \( 42T \). The proximity-improved (PI) method (20) is exact at both early and late times.](image)

To show the efficiency of the above-mentioned techniques, in Fig. 13 we perform a comparison between the computational efficiencies of direct summation, conventional Floquet-series with direct convolution but with either direct evaluation of Bessel functions or their interpolation, and the proximity-improved method of (5) implemented with the above-mentioned computational techniques, i.e. interpolation for Evaluation of Bessel functions and MA-based convolutions. Because at least \( O(N_{sim}^2) \) elements have to be summed for each of the time samples up to \( T_{sim} \), the computational cost of direct summation scales with \( O(N_{sim}^3) \). The Floquet-series methods and the Proximity-improved formula have computational times of \( O(N_{sim}) \). It can be also seen that the main cost is determined by how the computation of the modes, and in particular the Bessel function, is done. The proposed, proximity-improved method is seen to have a computation time as low as, or better than both DS and the conventional Floquet-series.

![Fig. 13. Comparison of the computation times for the proposed method with several other approaches.](image)

**VI. CONCLUSION**

We have presented solutions to some of the practical computational challenges of time domain GFs with regard to their implementation in TDIE solvers. It has been shown that for the B-spline basis functions the cost of numerical convolution with basis functions can be reduced by employing an iterative Moving average scheme. Furthermore the inefficiency and the need for higher order modes in the Floquet-series when the observation point approaches a source point is addressed for both the 1D and 2D periodic TDGFs. For the 1D periodic case the problem has been solved by spatially separating the sources adjacent to the unit-interval and treating the remaining sources by the Floquet modes of truncated, semi-infinite arrays. For the 2D periodic case, we temporally separate the computation of the GF into early and late times, and treat the early times efficiently by direct summation. Several computational
techniques were introduced to accelerate the computation of the obtained results. Together, the contributions presented in this paper can provide for more robust and efficient computation of TDGFs, needed in filling the TDIE coefficients matrices, at both early and late times.
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Abstract — Analytical solution of scattering by a 2D loaded crack on a ground plane, coated by a dielectric layer for TE case is studied theoretically using Kobayashi and Nomura’s (Kobayashi Potential) method. The geometry is divided into three regions whose fields are expressed in terms of Bessel eigenfunctions. The problem is reduced to a system of equations involving truncated summations with an infinite number of unknowns. Excitation coefficients are determined by applying the boundary conditions. By applying Weber-Schafheitlin discontinuous integrals, the infinite summations could efficiently be truncated with high numerical accuracy. For validation, in addition to convergence analysis, near-field magnetic current densities on the crack and the radar cross section (RCS) results are compared with those of Finite Element Method (FEM). Having the analytical method, the influence of the filling and the dielectric layer is investigated.

Index Terms - Plane wave scattering, 2D coated crack, dielectric layer, Kobayashi and Nomura method, Weber-Schafheitlin discontinuous integrals.

I. INTRODUCTION

Crack detection is one of the important tasks in nondestructive testing (NDT) of industrial materials and products. Near-field microwave resonator [1] and waveguide techniques [2], [3] have been utilized to detect surface cracks on metals. For non-accessible cracks like those on boilers or blast furnaces, far-field electromagnetic (EM) scattering measurement is recommended [4-18].

The solution of EM scattering by a narrow and arbitrary shaped gap was given by Senior et al. using a point matching method of moment (MoM) [19]. Barkeshli and Volakis have applied the equivalence principal to obtain the equivalent current on the aperture for a quasi static solution [20]. Park et al. formulated the scattering problem for a rectangular crack in a spectral Fourier spectrum domain [21]. Jin used finite element method (FEM) for inside the crack and boundary integral (BI) for field over a perfect electric conductor (PEC) plane [22]. The natural frequency poles extraction with matrix pencil method (MPM) is also given by Deek et al. for detecting cracks in buried pipes [23]. Bozorgi, et al. presented a direct modeling technique based on field integral equation (FIE) for determining the back scattering signatures of a crack in a metallic surface by removing singularities in hypersingular integrals [4, 5]. Honarbakhsh and Tavakoli introduced meshfree collocation method to solve 2D filled cracks in PEC [24]. Other techniques that have been used to solve similar geometries include overlapping T-block method [13-16] transparent boundary condition (TBC) [17] and mode expansion scattering solution for wide rectangular cracks in 2D [25] and cavities in 3D [26]. The Kobayashi potential (KP) method has also been used in various EM scattering problems [6-12]. This method is applicable to all geometrical cracks for TE and TM cases.
The KP method has some simplifying advantages compared to other numerical techniques (mainly MoM). First, the KP method is accurate and simple in the sense of not dealing with singularity of the Green's functions. Second, since each function involved in the integrand of the potential functions satisfies a part of required boundary conditions, solutions converge rapidly [7].

Sato and Shirai utilized KP method to analyze EM plane wave scattering by a 2D filled rectangular crack on a ground plane without any dielectric coating [9]. They applied the standard impedance boundary condition (SIBC) [10] and estimated the depth of the crack [11]. They also applied KP method to model the propagation through slits array [12].

Since paint, rust, and oil coatings on cracks alter the scattering signature, a solution that takes the dielectric coating effect into consideration is in demand for practical purposes. Here, EM plane wave scattering by a 2D gap in a PEC ground plane coated by a dielectric layer is analyzed. The scattered field is rigorously formulated using the KP method.

The paper is organized as follows. In section II, standing waves in the paint layer are formulated. The KP method is utilized to derive the governing field equations with unknown excitation coefficients in section III. In section IV, the truncated unknown excitation coefficients are computed. The numerical results and validations are presented in section V.

We assumed a time dependence of $e^{-i\omega t}$ throughout the context.

**II. THE SCATTERING PROBLEM WITHOUT CRACK**

The geometry of a slab of height $y$, and relative permittivity of $\varepsilon_i$ and relative permeability of $\mu_i$ on an infinite PEC ground plane is depicted in Fig. 1. Here, $k_0 = \omega \sqrt{\varepsilon_0 \mu_0}$ and $k_i = k_0 \sqrt{\varepsilon_i \mu_i}$ are respectively the free space and the dielectric slab wave numbers. The slab is illuminated by a vertically polarized EM plane wave:

$$\phi(= H_z) = e^{-ik_0(x \cos \theta_0 - y \sin \theta_0)},$$

and the reflected plane wave is:

$$\phi'(=- H_z') = R e^{-ik_0(x \cos \theta_0 - y \sin \theta_0)},$$

where, $R$ is the reflection coefficient, $\theta_0$ is the incident angle, $\theta_t$ is the transmission angle, and $\theta_r$ is the reflection angle. Assuming $\psi$ is the total magnetic field in dielectric slab. Thus,

$$\psi = \left[ Ae^{-ik_0 \sin \theta_0 (y-y')} + Be^{ik_0 \sin \theta_0 (y-y')} \right] e^{-ik_0 \cos \theta_t},$$

where $A$ and $B$ are unknown coefficients. The first term in (3) represents the down-going and the second term is the up-going wave.

In order to find the aforementioned unknowns first, we note that the tangential field component $E_x = -\frac{1}{i\omega\varepsilon_0} \frac{\partial \psi}{\partial y}$ is zero over the PEC boundary ($y = 0$) therefore:

$$B = Ae^{ik_0 \sin \theta_t},$$

Second, imposing the continuity of the tangential field components $H_z$ and $E_x$ at $y = y'$ yields:

$$e^{-ik_0 \sin \theta_t} + Re^{ik_0 \sin \theta_t} = \left[ 1 + e^{k_0^2 y' \sin \theta_t} \right],$$

(5)

$$\left[ -\frac{1}{\varepsilon_0} e^{-ik_0 \sin \theta_t} + \frac{R}{\varepsilon_0} e^{ik_0 \sin \theta_t} \right] (ik_0 \sin \theta_t) = \frac{A}{\varepsilon_0 \varepsilon_1} (ik_0 \sin \theta_t)\left[ -1 + e^{ik_0^2 y' \sin \theta_t} \right].$$

By solving (5) and (6) simultaneously, we get

$$A = \frac{1}{\varepsilon_0 \varepsilon_1} (ik_0 \sin \theta_t)\left[ -1 + e^{ik_0^2 y' \sin \theta_t} \right].$$

Fig. 1. Geometry of an infinite ground plane coated with a slab.
\[ A = \frac{2e^{-ik_0y}}{1 + \frac{k_1 \sin \theta}{\varepsilon_0 k_0 \sin \theta_0} + e^{i k_2 y} \left(1 - \frac{k_1 \sin \theta}{\varepsilon_0 k_0 \sin \theta_0}\right)}, \] (7)

\[ R = \frac{k_1 \sin \theta}{\varepsilon_0 k_0 \sin \theta_0} \left[ 1 + e^{i k_2 y} \left(1 - e^{i k_2 y}\right) \right] - 1 \] (8)

Thus, the magnetic field in dielectric slab can be expressed as:

\[ \psi = Ae^{-ik_0y} + e^{i k_2 y} \left(1 - e^{i k_2 y}\right) e^{-ik_0x}. \] (9)

where \( A \) is given in (7).

### III. THE SCATTERING PROBLEM WITH CRACK

After deriving the magnetic fields, a dielectric filled rectangular crack of width \( w = 2a \) and depth \( b \) is assumed in the geometry, as shown in Fig. 2. The crack is assumed to be filled by a material with relative permittivity and permeability of \( \varepsilon_r \) and \( \mu_r \) respectively. The filling and coating materials could be both lossy, meaning that \( \varepsilon_r, \mu_r, \varepsilon_1, \) and \( \mu_1 \) could be complex.

Three distinctive regions are recognized here:

I) Semi-infinite half space \((y > y_c)\).

II) Slab region \((y_c > y > 0)\).

III) Cavity region \((-b \leq y < 0, |x| < a)\).

We now derive the field representations in each region. The total \( z \)-component of the magnetic field and the additional scattering contribution of the crack are denoted by \( \psi_i(i = 1,2,3) \) and \( \phi_i^r (i = 1,2) \), respectively. Where the subscript \( i \) represents the region. In each region, the field is expanded over an appropriate Bessel eigenfunctions. The total fields in regions I and II are

\[ \psi_i = \phi_i + \phi_i^r + \phi_i^t, \] (10) and

\[ \phi_i^s = \psi + \phi_i^s. \] (11)

### Fig. 2. Geometry of the filled rectangular crack underneath a coating layer in an infinite ground plane.

Additionally, since the scattered fields satisfy the homogeneous Helmholtz equation, utilizing the method of separation of variables, they could be represented as an integral of the general solutions [9]. Thus,

\[ \phi_1^s = \frac{1}{a^2} \int_0^\frac{\pi}{a} \left[ d(\xi/a) \cos(\xi u) + e(\xi/a) \sin(\xi u) \right] e^{-k(\xi/a) \left[\left(\xi/a\right)^2 - 2\right]} d\xi, \] (12)

and

\[ \phi_2^s = \frac{1}{a^2} \int_0^\frac{\pi}{a} \left[ f(\xi/a) \cos(\xi u) + g(\xi/a) \sin(\xi u) \right] e^{-k(\xi/a) \left[\left(\xi/a\right)^2 - 2\right]} d\xi \]

\[ + \frac{1}{a^2} \int_0^\frac{\pi}{a} \left[ h(\xi/a) \cos(\xi u) + k(\xi/a) \sin(\xi u) \right] e^{i\xi(\xi/a) \left[\left(\xi/a\right)^2 - 2\right]} d\xi, \] (13)

where \( d(\cdot), e(\cdot), f(\cdot), g(\cdot), h(\cdot), \) and \( k(\cdot) \) are unknown weighting functions. In (12) and (13) normalized variables and parameters with respect to the half aperture width \( a \) are introduced as:

\[ u = \frac{x}{a}, v = \frac{y}{a}, k_0 = \frac{K_0}{a}, k_1 = \frac{K_1}{a}, t = \frac{y_c}{a}. \] (14)

It is worth mentioning that \( \phi_i^r \) contains only an up-going wave while the first term of \( \phi_i^s \) is an up-going wave and the second term is a down-going wave. Now, using
constant for a part of the ground plane where the weighting functions can be expanded over Bessel functions. Thus,

\[
\begin{align*}
\cos(\zeta u) &= \frac{\pi \xi u}{2} J_{1/2}(\zeta u), \\
\sin(\zeta u) &= \frac{\pi \xi u}{2} J_{1/2}(\zeta u),
\end{align*}
\]

(15)

the weighting functions can be expanded over Bessel functions. Thus,

\[
\begin{align*}
\begin{pmatrix} d \\ f \\ h \end{pmatrix}(\xi/a) &= \sum_{m=0}^{\infty} \frac{D_m}{H_m} \sqrt{\xi^2 - \kappa_0^2} a, \\
\begin{pmatrix} e \\ g \end{pmatrix}(\xi/a) &= \sum_{m=0}^{\infty} \frac{E_m}{K_m} \frac{J_{2m+1}(\xi)}{\sqrt{\xi^2 - \kappa_0^2}} a.
\end{align*}
\]

(16) (17)

And

\[
\begin{align*}
\begin{pmatrix} D_m \\ F_m \\ G_m \end{pmatrix} J_{2m}(\xi) &= K_m \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \frac{\kappa_0^2}{\sqrt{\xi^2 - \kappa_0^2}} a.
\end{align*}
\]

Substituting (15)-(17) into (12) and (13) yields:

\[
\begin{align*}
\phi_i' &= \sqrt{\frac{\pi u}{2}} \sum_{m=0}^{\infty} \int \frac{D_m J_{2m}(\xi) J_i(\zeta u)}{\sqrt{\xi^2 - \kappa_0^2}} e^{-i\xi^2 - \kappa_0^2} d\xi, \\
\phi_i'' &= \sqrt{\frac{\pi u}{2}} \sum_{m=0}^{\infty} \int \frac{F_m J_{2m+1}(\xi) J_i(\zeta u)}{\sqrt{\xi^2 - \kappa_0^2}} e^{-i\xi^2 - \kappa_0^2} d\xi, \\
\phi_i''' &= \sqrt{\frac{\pi u}{2}} \sum_{m=0}^{\infty} \int \frac{G_m J_{2m+1}(\xi) J_i(\zeta u)}{\sqrt{\xi^2 - \kappa_0^2}} e^{-i\xi^2 - \kappa_0^2} d\xi,
\end{align*}
\]

(18) (19)

Each component in the above integral expression is identified as a class of Weber-Schaafheitlin type integral that automatically satisfy the zero tangential electric field boundary condition on a part of the ground plane where \(|u| > 1, v = 0\).

The region III is like a parallel plate waveguide. Therefore, the field is expressed by a summation of waveguide modal eigenfunctions. Considering the boundary conditions at \(x = \pm a\) and \(y = -b\), \(\phi_i'\) is given by:

\[
\phi_i' = \sum_{n=0}^{\infty} e^{-i0_{uv} + e^{i(0+2\pi n)}} \cos \left( \frac{n\pi}{2}(1-u) \right).
\]

(20)

where \(h_n = \sqrt{\varepsilon_m k_0^2 (n\pi/w)^2}\) is the propagation constant for \(n\) th parallel plate waveguide mode,
where $\gamma(\cdot) = \{1 + e^{i\theta(2\pi h)}\}$.

**BC.4**: Even Identity:
\[
\sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \cos(kz) + \sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \sin(2kz + \pi) = 0
\]
\[
- \sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) \cos(\xi) + G_{m} J_{2m}(\xi) \sin(\xi) \right] d\xi
\]
\[
+ \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) \cos(\xi) + K_{m} J_{2m}(\xi) \sin(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]
\[
\text{BC.4 : Odd Identity:}
\sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \cos(kz) + \sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \sin(2kz + \pi) = 0
\]
\[
- \sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) \cos(\xi) + G_{m} J_{2m}(\xi) \sin(\xi) \right] d\xi
\]
\[
+ \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) \cos(\xi) + K_{m} J_{2m}(\xi) \sin(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]
\[
\text{where } \beta(\cdot) = \{-1 + e^{i\theta(2\pi h)}\}.
\]

These equations are solved by KP and then separated into odd and even groups using even and odd identities [6]. Thus:

**BC.1**: Even Identity:
\[
\sum_{m=0}^{\infty} \left[ D_{m} J_{2m}(\xi) + E_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi = 0
\]
\[
\sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) + G_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi + \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) + K_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

**BC.1**: Odd Identity:
\[
\sum_{m=0}^{\infty} \left[ D_{m} J_{2m}(\xi) + E_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi = 0
\]
\[
\sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) + G_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi + \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) + K_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

**BC.2**: Even Identity:
\[
\sum_{m=0}^{\infty} \left[ D_{m} J_{2m}(\xi) + E_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi = 0
\]
\[
\sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) + G_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi + \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) + K_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

**BC.2**: Odd Identity:
\[
\sum_{m=0}^{\infty} \left[ D_{m} J_{2m}(\xi) + E_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi = 0
\]
\[
\sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) + G_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi + \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) + K_{m} J_{2m}(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

**BC.3**: Even Identity:
\[
\sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \cos(kz) + \sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \sin(2kz + \pi) = 0
\]
\[
- \sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) \cos(\xi) + G_{m} J_{2m}(\xi) \sin(\xi) \right] d\xi
\]
\[
+ \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) \cos(\xi) + K_{m} J_{2m}(\xi) \sin(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

**BC.3**: Odd Identity:
\[
\sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \cos(kz) + \sum_{m=0}^{\infty} \left[ L_{2m}(ih, a)A_{m} + J_{2m}(ih, a)B_{m} \right] \sin(2kz + \pi) = 0
\]
\[
- \sum_{m=0}^{\infty} \left[ F_{m} J_{2m}(\xi) \cos(\xi) + G_{m} J_{2m}(\xi) \sin(\xi) \right] d\xi
\]
\[
+ \sum_{m=0}^{\infty} \left[ H_{m} J_{2m}(\xi) \cos(\xi) + K_{m} J_{2m}(\xi) \sin(\xi) \right] e^{r(\xi-\xi')} d\xi.
\]

Equations (26)-(33) are eight sets of equations to solve eight sets of unknown coefficients $D_{m}, E_{m}, F_{m}, G_{m}, H_{m}, K_{m}, L_{2k}, L_{2k+1}$.

In a cylindrical coordinate system where the observation point is represented by $\rho$ and $\theta$ the far-field scattering is [11]:
\[
\phi_{f} = \frac{1}{2k_{0}\rho} \sum_{m=0}^{\infty} \left[ D_{m}J_{2m}(k_{0}\rho \cos\theta) - e^{i(\theta/k_{0})} \right] J_{2m}(k_{0}\rho \cos\theta).
\]

The above summations are all convergent and therefore, $n$ and $m$ are limited to $N$ and $M$, respectively.

V. NUMERICAL RESULTS AND VALIDATION

In this section, the proposed analytical method is applied to several coated cracks and validated by three approaches. First, FEM is used to find $\phi_{f}(=H_{f}^{+})$ and the magnetic current densities $M_{s}$, on the aperture for different incident angles. Second, the RCS is computed by exploiting the coated ground Green’s function together with the near to far-field transformation [27]. Third, for rigorous validation of the method, convergence analysis curves are provided [28]. The studied scenarios of the crack cases are listed in Table 1.

A. Validation with magnetic current density analysis

Referring to Fig. 2 and Table 1, in case A only the permittivity of the coating layer is complex whereas in case B all filling and coating materials are complex. The calculated magnetic current density distributions $[M_{s}]$ on the crack $[h < a, y = 0]$ at various incident angles ($\theta_{0} = 15^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ$) are shown in Fig.
3 where $N = M = 13$. Comparison of the results with the FEM solution demonstrates the accuracy of the method at all incident angles.

Table 1: Different scenarios of cracks

<table>
<thead>
<tr>
<th>$w$</th>
<th>$b$</th>
<th>$\epsilon_r$</th>
<th>$\mu_r$</th>
<th>$\epsilon_i$</th>
<th>$\mu_i$</th>
<th>$y_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$0.2\lambda_0$</td>
<td>1</td>
<td>1</td>
<td>$2 + 0.1i$</td>
<td>1</td>
<td>$\lambda_0/10$</td>
</tr>
<tr>
<td>B</td>
<td>$0.2\lambda_0$</td>
<td>2.5 + 0.2i</td>
<td>1.8 + 0.1i</td>
<td>$2 + 0.2i$</td>
<td>1.5 + $\lambda_0/10$</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>$1\lambda_0$</td>
<td>0.2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>$\lambda_0/7$</td>
</tr>
<tr>
<td>D</td>
<td>$1\lambda_0$</td>
<td>$4 + 0.2i$</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>$\lambda_0/7$</td>
</tr>
<tr>
<td>E</td>
<td>$2\lambda_0$</td>
<td>0.5</td>
<td>2.5 + 0.2i</td>
<td>1.8 + 0.1i</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>F</td>
<td>$2\lambda_0$</td>
<td>$0.5\lambda_0$</td>
<td>2.5 + 0.2i</td>
<td>1.8 + 0.1i</td>
<td>3.2 + 0.1i</td>
<td>1.6 + $\lambda_0/5$</td>
</tr>
<tr>
<td>G</td>
<td>$2.5,\text{cm}$</td>
<td>1.25</td>
<td>1</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>H</td>
<td>$1.5\lambda_0$</td>
<td>$10\lambda_0$</td>
<td>2.7 + 0.03i</td>
<td>1.4 + 0.1i</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

The results are compared to FEM solution. Here, the width of the crack is $w = 1\lambda_0$ to show the applicability of this method for wide cracks.

Fig. 3. Magnetic current densities on the crack ($|x| < a$, $y = 0$) computed by the proposed method and FEM for cases A and B.

B. Validation with RCS analysis

For cases C and D, normalized RCS as a function of incident angles is depicted in Fig. 4. The error function and Euclidean norm are given by:

\[
\epsilon_r = \left\| M_{x_i}^{i+1} - M_{x_i}^i \right\|_2, \quad i = 1..N,
\]

\[
\left\| M_{x_i}^i \right\|_2 = \sqrt{\sum_{k=1}^{K} |M_{x_k}^i|^2}.
\] (34)

where $x_k$ is the position of the $k$th point on the crack and $K$ is the total number of observation points. The results are calculated using $K = 25$ for all three cases.

As mentioned before, Weber-Schafheitlin type integrals automatically satisfy the boundary condition on the PEC ($|x| > a, v = 0$) and the summations converge very rapidly. Referring to

Fig. 4. Normalized RCS as a function of incident angles for (a) case C and (b) case D.

C. Validation with convergence analysis

For error analysis, the convergence curves for cases A, E and F where $\theta_0 = 90^\circ$ are represented in Fig. 5. The error function and Euclidean norm are given by:

\[
\epsilon_r = \left\| M_{x_i}^{i+1} - M_{x_i}^i \right\|_2, \quad i = 1..N,
\]

\[
\left\| M_{x_i}^i \right\|_2 = \sqrt{\sum_{k=1}^{K} |M_{x_k}^i|^2}.
\] (34)

where $x_k$ is the position of the $k$th point on the crack and $K$ is the total number of observation points. The results are calculated using $K = 25$ for all three cases.

As mentioned before, Weber-Schafheitlin type integrals automatically satisfy the boundary condition on the PEC ($|x| > a, v = 0$) and the summations converge very rapidly. Referring to
Fig. 5, for a $N$ close to 12–14, we have the error of $10^{-2.2} = 0.00631$. The rapid convergence of this analytic method makes it desirable for efficient calculation of the scattered field in inverse problems.

D. Results

Here, the reported backscattered results of a crack with the dielectric cover and without the dielectric cover of [9, 22, 24] are compared to the proposed method. In Fig. 6 (a), the normalized RCS of case E (without a coating layer) is compared with that reported in [9]. In addition, by imposing a thin layer on the crack (case F), the influence on the RCS is evident. In addition, our proposed method could also be applied to narrow cracks. Figure 6 (b) shows the normalized RCS of the case H that is a very narrow crack with and without a coating layer. The coating is a $\lambda_0/8$ layer of paint primer ($\varepsilon_r = 3.48 + 0.12i$).

According to Fig. 6, RCS drops down at grazing angles for coated cracks.

Figure 7 shows the normalized RCS as a function of frequency for open crack at a low grazing angle of $\theta_0 = 10^\circ$ (case G). Here, results of finite element boundary integral method (FE-BI) and measurements of [22], meshfree method (MFM) [24] and our method are compared with each other. A good agreement is observed between these methods. Since these solutions do not consider the coating layer, the same case with a 2mm layer of common paint with a relative dielectric constant $\varepsilon_r = 3 + 0.1i$ [3] is also simulated. Solid line with diamonds in Fig. 7 depicts the results of presented method. Examination of the results shows that the crack dielectric cover alter the RCS signature significantly.

Figures 8 and 9 depict the variation of normalized RCS for various materials of Table 2 for a crack of $w = 0.2\lambda_0$, $b = 0.2\lambda_0$, $\mu_0 = \mu_r = 1$ and $\theta_0 = 90^\circ$. In addition, the cracks in all cases are filled by rust with $\varepsilon_r = 2.7 + 0.03i$.

By increasing the dielectric constant and hence the electrical depth, RCS drops down at first and then increases due to an increase in the electrical thickness of the substrate that excites additional surface wave modes. By increasing the paint depth, the term $\psi$ bounces in slab and its energy decreases. Therefore, RCS reduces as paint depth increases. Additionally, when the coating is lossy, the RCS is significantly affected for even low loss as shown in Fig. 9. Normalized RCS of the crack versus the paint depth for various amount of permeability is shown in Fig. 10. assuming a crack with $w = 0.2\lambda_0$, $b = 0.2\lambda_0$, $\varepsilon_r = 2.7 + 0.03i$ and $\theta_0 = 90^\circ$.\[\therefore\]
show the validity of the solution, three methods are used. The magnetic current on the aperture and RCS results compared with FEMs’. On the other hand, the approach and its efficiency are validated by convergence analysis. The method is shown to be accurate for both narrow and wide cracks. The proposed method is applicable to all lossy and lossless materials for filled and coated cracks. In addition, the sensitivity of the RCS to the permittivity, permeability and thickness of the overlaying layer is presented.

VI. CONCLUSION

Paint layer on fatigue cracks play an important role in RCS results and thus crack detection as a state of the art in microwave NDT. In this paper, EM plane wave scattering by a 2D rectangular filled and coated crack on a ground plane is analyzed by KP method for TE case. In order to
Prof. Shirai’s of Chuo University for his valuable inputs.

REFERENCES


Behbod Ghalamkari was born in Tehran, Iran, on December 5, 1981. He received B.Sc. degree in Electrical Engineering from Semnan University of Semnan, Semnan, Iran, in 2005, the M.Sc. degree from the Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran, in 2007, both in electrical engineering. He is currently working toward the Ph.D. degree in electrical engineering in Amirkabir University of Technology. His main interest lies in the electromagnetic wave propagation, scattering and optimization in electromagnetic problems.

Ahad Tavakoli was born in Tehran, Iran, on March 8, 1959. He received the B.S. and M.S. degrees from the University of Kansas, Lawrence, and the Ph.D. degree from the University of Michigan, Ann Arbor, all in Electrical Engineering, in 1982, 1984, and 1991, respectively. He is currently a Professor in the Department of Electrical Engineering at Amirkabir University of Technology. His research interests include EMC, scattering of electromagnetic waves and microstrip antennas.

Mojtaba Dehmollaian was born in Iran in 1978. He received the B.S. and M.S. degrees in electrical engineering from the University of Tehran, Tehran, Iran, in 2000 and 2002, respectively. He received the M.S. degree in applied mathematics and Ph.D. degree in electrical engineering from the University of Michigan, Ann Arbor, in 2007. Currently, he is an Assistant Professor with the Department of Electrical and Computer Engineering, University of Tehran. His research interests are applied electromagnetics, radar remote sensing, and electromagnetic wave propagation, and scattering.
Transform Method for Dielectric Periodic Interface Scattering

L. Li, T. L. Dong, P. Chen*, B. Y. Chen, Q. Huang, L. Lang and Q. X. Li

Department of Electronics and Information
Huazhong University of Science and Technology, Wuhan, 430074, P. R. China

*Corresponding author. chenping1717@163.com

Abstract — An extended transform method is developed for calculating the 2-D scattering problem from dielectric periodic interfaces. The method transforms the problem into scattering from two imaginary planes, one of which cuts across the maximum points and another across the minimum points of the periodic interface. The fields just above and below the periodic interface are expanded into Taylor series with respect to the two planes respectively. Then by satisfying boundary condition, the unknown coefficients can be determined. Comparing with T-Matrix and MoM, proposed method is simpler in formulation and less in computational time. Near scattered field distributions above and in the trough region of the periodic interface are calculated by proposed method. The results are in good agreements with those of T-Matrix and MoM respectively.

Index Terms — electromagnetic scattering, periodic surface, transform method.

I. INTRODUCTION

Periodic structures frequently appear in the applications such as antenna design, microwave systems, meta-materials etc [1-4] and corresponding problem of electromagnetic waves scattering from periodic surfaces [5-10] is of fundamental importance in science and engineering. Scattering from periodic rough interfaces has been investigated by integral methods such as MoM [6] and T-Matrix [6-8], Because of the slowly convergent integral kernel and the treatment of singularities [6, 11], MoM needs much computational time. While only considering the field points outside the trough region of the corrugation [8] to remove the absolute operation in the periodic Green’s function in the spectral domain [6-8] and to speed up the convergence [6], T-Matrix method can not be used to evaluate the fields in the trough region of the corrugation. Those fields may be interested in certain cases [9, 10]. Therefore, more convenient and efficient methods for this kind of problem are always attractive in many applications. Transform method [11] is such a method, but its formulation is only available for perfectly conducting periodic surface scattering.

In this paper, transform method is extended to scattering from dielectric periodic interface. The fields just above and below the periodic interface are expanded into Taylor series with respect to two imaginary planes closest to the interface. By applying the boundary condition that both tangential electric and magnetic fields are continuous on the periodic interface to this form of the scattered and transmitted field, we are able to establish an infinite set of linear equations for the amplitudes of the scattered and transmitted waves. In section II, the scattering problem is formulated. In Section III, several representative examples are given and compared with T-Matrix. Conclusions are given in Section IV.

II. FORMULATION

The geometry of considered 2-D problem and parameters used in the formulation are shown in Fig. 1. The periodic interface \( y = f(x) = f(x+P), \ x \in [0,P) \), \( P \) being period, is illuminated by a \( z \)-polarized plane wave with incident angle \( \phi_0 \). The geometrical parameters and the fields do not depend on the \( z \)-coordinate. Therefore, the TE and TM problems can be considered independently. The only non-zero component of the total electric fields \( E_z \) for TE or that of the total magnetic fields
$H_z$ for TM mode are denoted by $\psi$ with different
script for different regions respectively.

Consider two imaginary planes $y=a$ and $y=b$ as
shown in Fig. 1, where $a=\max[f(x)]$, $x \in [0,P]$ and
$b=\min[f(x)]$, $x \in [0,P]$. These planes are the planes
nearest to the rough interface $y=f(x)$ which is
sandwiched by them. First, $\psi^+$, the total field just
above the periodic interface and $\psi^-$, the total field
just below the interface, are expanded into Taylor
series around planes $y=a$ and $y=b$ respectively [11]

$$
\psi^+(x, f(x)) = \sum_{m=0}^{\infty} \frac{1}{m!} \frac{\partial^m \psi}{\partial y^m} |_{y=a} (f(x) - a)^m, 
$$

$$
\psi^-(x, f(x)) = \sum_{m=0}^{\infty} \frac{1}{m!} \frac{\partial^m \psi}{\partial y^m} |_{y=b} (f(x) - b)^m, 
$$

In the mean time, $\psi$ is considered as the
summation of incident and scattered field, namely

$$
\psi = \psi^+ + \psi^-, 
$$

$$
\psi^+ = e^{i(k \sin \phi_0 - \cos \phi_0)}. 
$$

As widely accepted [6-9] that the scattered field
on and above the top point imaginary plane and
the transmitted field on and below the bottom
point imaginary plane can be represented by a
summation of a discrete set of planar propagating
and evanescent harmonics as

$$
\psi^+ = \sum_{n=-\infty}^{\infty} R_n e^{i\beta_n x} e^{i q_n y}, y \geq a 
$$

and transmitted field

$$
\psi^- = \sum_{n=-\infty}^{\infty} T_n e^{i\beta_n x} e^{-i q_n y}, y \leq b 
$$

where

$$
\beta_n = k \sin \phi_0 + n \frac{2 \pi}{P}. 
$$

and

$$
q_n = \begin{cases} 
(k^2 - \beta_n^2)^{1/2}, \beta_n^2 \leq k^2 \\
i(\beta_n^2 - k^2)^{1/2}, \beta_n^2 > k^2. 
\end{cases} 
$$

$$
q_n = \begin{cases} 
(k^2 \varepsilon_r - \beta_n^2)^{1/2}, \beta_n^2 \leq k^2 \varepsilon_r \\
i(\beta_n^2 - k^2 \varepsilon_r)^{1/2}, \beta_n^2 > k^2 \varepsilon_r. 
\end{cases} 
$$

when $\beta_n^2 \leq k^2$ then the harmonic is propagating,
otherwise it is evanescent. The assumed time
factor $\exp{-i \omega t}$ is omitted here and here after.
Substituting (4), (5) and (3) into (1) and
substituting (6) into (2), it gets that

$$
\psi^+(x, f(x)) = \sum_{m=0}^{\infty} \frac{1}{m!} e^{i k \sin \phi_0} [e^{-i k \cos \phi_0} (-i k \cos \phi_0)^m 
$$

$$
+ \sum_{n=-\infty}^{\infty} R_n (i q_n)^m (e^{i(2 \pi n/P)} x e^{i q_n a}) (f(x) - a)^m]. 
$$

$$
\psi^-(x, f(x)) = \sum_{m=0}^{\infty} \frac{1}{m!} e^{i k \sin \phi_0} \sum_{n=-\infty}^{\infty} T_n (-i q_n)^m 
$$

$$
e^{-i q_n b} e^{i(2 \pi n/P)} x (f(x) - b)^m. 
$$

The boundary conditions state that the
tangential components of electric and magnetic
field are continuous across the boundary

$$
\psi^+(x, f(x)) = \psi^-(x, f(x)). 
$$

$$
\hat{n} \times \mathbf{\nabla} \times \hat{z} \psi^+(x, f(x)) = 
$$

$$
c_1 \hat{n} \times \mathbf{\nabla} \times \hat{z} \psi^-(x, f(x)). 
$$

where $c_1=\mu_0/\mu_1=1$ for TE polarization and
$c_1=\varepsilon_0/\varepsilon_1$ for TM polarization [8]. Substituting (7)
and (8) into (9) and (10), the continuity of
tangential electric and magnetic fields on the
periodic rough interface gives

$$
\sum_{m=0}^{\infty} e^{-i k \cos \phi_0} (-i k \cos \phi_0)^m Z_m(x) + 
$$

$$
\sum_{n=-\infty}^{\infty} R_n e^{i(2 \pi n/P)} x e^{i q_n a} \sum_{m=0}^{\infty} (i q_n)^m Z_m(x) = 
$$

$$
\sum_{n=-\infty}^{\infty} T_n e^{i(2 \pi n/P)} x e^{-i q_n b} \sum_{m=0}^{\infty} (-i q_n)^m Z_m(x). 
$$
\[
\sum_{m=0}^{\infty} e^{-ika_0 \phi} \left( -ik \cos \phi_0 \right)^m Z_m(x) \left( f'(x) k \sin \phi_0 \right)
\]

\[+k \cos \phi_0 \] + \sum_{n=-\infty}^{\infty} R_n e^{i(2\pi n/P)x} e^{i\phi_a} \sum_{m=0}^{\infty} (iq_n)^m
\]

\[Z_m(x)\left( f'(x) \beta_n - q_n \right) = c_1 \sum_{n=-\infty}^{\infty} T_n e^{i(2\pi n/P)x} e^{-i\phi_n \beta_n}
\]

\[\sum_{m=0}^{\infty} (-i q_n)^m Z_{1m}(x)\left( f'(x) \beta_n + q_{1m} \right) . \] (12)

in which two periodic function sequences denote that

\[Z_m(x) = Z_m(x + P) = \frac{1}{m!}(f(x) - a)^m,
\]

\[m = 0, 1, 2 \ldots \] (13)

\[Z_{1m}(x) = Z_{1m}(x + P) = \frac{1}{m!}(f(x) - b)^m,
\]

\[m = 0, 1, 2 \ldots \] (14)

Both (11) and (12) are periodic function of \(x\) so domain \([0, P]\) can be discretized into \(L\) intervals each with width \(P/L\). The center of \(p\)-th interval is denoted by \(x = x_p\). Point matching the two identities at \(x = x_p\), \(p = 1, 2, \ldots L\) and truncating terms in Taylor series to \(M\) and reducing the other infinite summation from \(-N\) to \(N\), (11) and (12) can be written in the matrix-vector form as

\[F + C \cdot R = D \cdot T,
\]

\[Fh + Ch \cdot R = Dh \cdot T, \] (16)

in which unknown coefficient vectors

\[R = [R_{-N} \cdots R_{-1} R_0 R_1 \cdots R_N]^T . \] (17)

\[T = [T_{-N} \cdots T_{-1} T_0 T_1 \cdots T_N]^T . \] (18)

\(C, D, Ch\) and \(Dh\) are matrices, \(F\) and \(Fh\) are column vectors and their elements with respect to element index are given by,

\[C_{pm} = e^{i(2\pi n/P)x_p} e^{i\phi_a} \sum_{m=0}^{M} (iq_n)^m Z_m(x_p) . \] (19)

\[D_{pm} = e^{i(2\pi n/P)x_p} e^{-i\phi_a} \sum_{m=0}^{M} (-i q_{1m})^m Z_{1m}(x_p) . \] (20)

\[Ch_{pm} = e^{i(2\pi n/P)x_p} e^{i\phi_a} \sum_{m=0}^{M} (iq_n)^m Z_m(x_p) . \] (21)

\[\left( f'(x_p) \beta_n - q_{1n} \right) . \] (22)

(15) and (16) are linear system of equations and can be solved straightforwardly. Then substituting \(R\) into (5), scattered field on and above the top point of the surface can be calculated. In the trough region of the corrugation the scattered field can be calculated by

\[\psi^s(x, y) = \sum_{m=0}^{\infty} \frac{1}{m!} \psi^m \left| \left. \frac{\partial^m}{\partial y^m} \right|_{y=0} (y - a)^m , f(x) \leq y < a \] (25)

Also reducing the harmonic summation from \(-N\) to \(N\) and truncating terms in Taylor series to \(M\), the scattered field is expressed as

\[\psi^s(x, y) = \sum_{m=-N}^{N} R_m e^{i\phi_a} e^{i\phi_a} \sum_{m=0}^{M} (iq_n)^m (y - a)^m , f(x) \leq y < a \] (26)

III. NUMERICAL RESULTS

A. Diffraction efficiency

The proposed method is applied to the silver grating described in paper [8]. The grating is made of silver with 830 lines/mm and a sinusoidal profile \(f(x) = -h \cos(2\pi x/P)\), \(P = 1205nm, h = 100nm\). The relative complex permittivity of the silver is \(\varepsilon_r = -7.29135+i0.294387\), the incident wavelength is 482nm. Sum all the propagating powers in the air, the diffracted efficiency is given by

\[P_r = \sum_{k} \left| R_k \right|^2 q_k, \] (27)

The sum of the diffracted energy for TM polarization is a severe test of the method since anomaly is generally observed and a significant fraction of the incident light does not reappear in the diffracted orders. The obtained results are shown in Fig. 2 and compared with those by T-Matrix. We can see from the figure that the efficiency curves of the two methods are matched well. Calculation times of proposed and T-Matrix...
method for this example are 206.3 s and 1797.8 s, respectively under the same soft and hardware conditions.

For T-Matrix method are 47.125s and 47.687 s, respectively.

![Graph](image1)

**Fig. 2.** Diffracted efficiency of the silver grating for TM polarized waves.

**B. Scattered field**

Proposed method is applied to two representative interfaces for TE polarization, one is sinusoidal \( f(x)=0.5\sin(\pi x/2) \) and the other is triangle \( f(x)=0.5|x-2|-0.5 \). The obtained results are also compared with T-Matrix results. The illuminating plane wave is of frequency 300 MHz, and the relative permittivity of the substrate is 2.25, period \( P=4 \text{ m} \) and the near scattered fields are calculated on \( y_0=3 \text{ m} \) plane within one period. Incident angles are chosen as 45\(^\circ\) for sinusoidal and 60 \(^\circ\) for triangle interface. Number of harmonics, terms in Taylor series and point matching number of transformed problem for calculation in (15) and (16) are chosen as \( N=12, M=20, L=80 \) respectively. The parameter \( N \) is so selected that all the propagating harmonics and part of evanescent harmonics are included for the given truncation errors of (5) (6). The selection of \( M \) is related to truncation errors of Taylor series. We choose the biggest \( M \) for given accuracy remainder term of equations (19)-(24). As the corrugation depth increases, more harmonics and more Taylor series terms need to be taken into account. Real and Imaginary parts of scattered field are depicted in Figs. 3 and 4, respectively. As seen from figures, results of proposed and T-Matrix method are in satisfactory agreement. Calculation times of the first and second example for proposed method are 5.312 s and 5.469 s, those for T-Matrix method are 47.125s and 47.687 s, respectively.

![Graph](image2)

**Fig. 3.** Scattered field above sinusoidal interface within one period (a) Real part, (b) Imaginary part.

Then the scattered field within the groove of the first example are calculated on \( y_0=0 \text{ m} \), \( x \in (P/2, P) \). The parameters are the same as the first example. Since the T-Matrix can not calculate the scattered field in the trough region of corrugation, the results of proposed method are compared with MoM [6]. Real and Imaginary parts of the scattered field are depicted in Fig. 5. Calculation times of this example for proposed and MoM are 3.844s and 541.391s respectively. Numerical results show good agreements.
Fig. 4. Scattered field above triangle interface within one period (a) Real part, (b) Imaginary part.

Fig. 5. Scattered field in the trough region of sinusoidal interface (a) Real part, (b) Imaginary part.

IV. DISCUSSION AND CONCLUSION

The scattering problem from periodic interface is transformed to scattering from two imaginary planes, and then the fields just above and below the rough interface are represented by Taylor expansions at the two planes respectively. Applying the boundary conditions to these fields the scattering problem is solved. Comparing with T-Matrix, the proposed method is of simple formulation and it can calculate the field in the trough region of the corrugation. Obtained numerical results of near field distribution are in good agreements with T-Matrix or MoM and the proposed method is with much higher computation efficiency. Besides, for some particular conditions (such as $f=300$ MHz, $\varepsilon_r=2.25$, $P=4$ and $\phi_0=30^\circ$), one of the $y$-components of propagation constants becomes zero, T-Matrix cannot work because its formulation has a factor $(q_n)^{-1/2}$ [7] while proposed method does not have this difficulty. Compare with MoM which is based on the slowly convergent periodic Green’s function, the proposed method is much more efficient in the calculation of the field within the grooves.

It is the limitation of proposed method that the matrices $C$, $D$, $Ch$ and $Dh$ may become ill-conditioned when the surface corrugation is deep.
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Abstract — This letter presents a new unconditionally stable three-dimensional alternating direction implicit finite-difference time-domain (ADI-FDTD) method. The implicit differences of the method along different directions are irrelevant to each other, which results in a new updating equation with much simpler and more concise right-hand sides. This leads to substantial reduction in the number of arithmetic operations required for their computations. The unconditional stability of the proposed method is presented analytically, and the numerical performance of the method over the conventional ADI-FDTD method is demonstrated through numerical example.
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I. INTRODUCTION
To overcome the Courant limit on the time step size of the finite-difference time-domain (FDTD) method, unconditionally stable methods such as the alternating-direction implicit (ADI) FDTD scheme have been studied extensively [1-8]. This method has been demonstrated to be useful for the problems where fine scale structures are involved. However, from the implementation point of view, the ADI-FDTD algorithm is rather complicated. This is because not only there are tridiagonal systems that need to be dealt with, but the right-hand sides of their updating equations also contain numerous terms that call for considerable arithmetic operations.

In this letter, a new unconditionally stable three-dimensional ADI-FDTD method is presented. The implicit differences of the method along different directions are irrelevant to each other, which results in a new updating equation. In this method, four time steps (n, n+1/3, n+2/3 and n+1) are used for defining the field components and three subiterations are required for field advancement from n to n+1. It must solve six tridiagonal matrices and six explicit updates for one full update cycle, which is same as the conventional ADI-FDTD method. However, for that the new algorithm is with updating equations whose right-hand sides are much simpler and more concise than those in the conventional implementation, the number of arithmetic operations required is reduced substantially. Thus, the new ADI-FDTD method is with higher computational efficiency than the conventional one. The formulations of the new ADI-FDTD method are given, and the unconditional stability of the method is presented analytically. The numerical performance of the new method over the conventional ADI-FDTD method is demonstrated through numerical example.

II. FORMULATION
In the new ADI-FDTD method, the calculation for one discrete time step is performed using three procedures. The electromagnetic field components are arranged on the Yee’s cells in the same way as that using the conventional FDTD method. The numerical formulations of the new ADI-FDTD method for a full three-dimensional wave are presented in (1)-(3).

A) First procedure from $n$ to $n+1/3$

\[ E_x^{n+1/3} = E_x^n - a D_z \left( H_y^n + H_y^{n+1/3} \right) \]  
\[ H_y^{n+1/3} = H_y^n - b D_z \left( E_x^n + E_x^{n+1/3} \right) \]  
\[ E_y^{n+1/3} = E_y^n + a D_z \left( H_x^n + H_x^{n+1/3} \right) \]  
\[ H_x^{n+1/3} = H_x^n + b D_z \left( E_y^n + E_y^{n+1/3} \right) \]  
\[ E_z^{n+1/3} = E_z^n \]  
\[ H_z^{n+1/3} = H_z^n \]
B). Second procedure from \( n + \frac{1}{3} \) to \( n + \frac{2}{3} \)

\[
E_y^{n+\frac{2}{3}} = E_y^{n+\frac{1}{3}} - a_D z \left( H_z^{n+\frac{1}{3}} + H_z^{n+\frac{2}{3}} \right)
\]

\[
H_z^{n+\frac{2}{3}} = H_z^{n+\frac{1}{3}} - b_D y \left( E_y^{n+\frac{1}{3}} + E_y^{n+\frac{2}{3}} \right)
\]

\[
E_y^{n+\frac{2}{3}} = E_y^{n+\frac{1}{3}} + a_D z \left( H_z^{n+\frac{1}{3}} + H_z^{n+\frac{2}{3}} \right)
\]

\[
H_y^{n+\frac{2}{3}} = H_y^{n+\frac{1}{3}} + b_D y \left( E_y^{n+\frac{1}{3}} + E_y^{n+\frac{2}{3}} \right)
\]

C). Third procedure from \( n + \frac{2}{3} \) to \( n + 1 \)

\[
E_z^{n+1} = E_z^{n+\frac{2}{3}} - a_D y \left( H_y^{n+\frac{1}{3}} + H_y^{n+\frac{2}{3}} \right)
\]

\[
H_y^{n+1} = H_y^{n+\frac{2}{3}} - b_D y \left( E_y^{n+\frac{1}{3}} + E_y^{n+\frac{2}{3}} \right)
\]

\[
E_x^{n+1} = E_x^{n+\frac{2}{3}} + a_D y \left( H_y^{n+\frac{1}{3}} + H_y^{n+\frac{2}{3}} \right)
\]

\[
H_y^{n+1} = H_y^{n+\frac{2}{3}} + b_D y \left( E_y^{n+\frac{1}{3}} + E_y^{n+\frac{2}{3}} \right)
\]

where, \( a = \Delta t / 2 \varepsilon \), \( b = \Delta t / 2 \mu \); \( D_w = \partial / \partial w \) ( \( w = x, y, z \) ) represents the first derivative with respect to \( w \); \( n \) and \( \Delta t \) are the index and size of time-step; \( \varepsilon \) and \( \mu \) are the permittivity and permeability of the surrounding media, respectively.

It can be seen from eqs. (1.1)-(1.6) that, only the implicit difference along the \( z \)-directions is applied in the first procedure. Updating of \( E_x^{n+\frac{1}{3}} \) component, as shown in eq. (1.1), needs the unknown \( H_y^{n+\frac{1}{3}} \) component at the same time; thus the \( E_x^{n+\frac{1}{3}} \) component has to be updated implicitly. Substituting eq. (1.2) into eq. (1.1), the equation for \( E_x^{n+\frac{1}{3}} \) field is given as,

\[
(1 + 2S_1) E_x^{n+\frac{1}{3}} (i + \frac{1}{2}, j, k) - S_1 \left[ E_x^{n+\frac{1}{3}} (i + 1/2, j, k - 1) + E_x^{n+\frac{1}{3}} (i + 1/2, j, k + 1) \right] \]

\[
= (1 - 2S_1) E_x^n (i + 1/2, j, k) + S_1 \left[ E_x^n (i + 1/2, j, k - 1) + E_x^n (i + 1/2, j, k + 1) \right] - S_2 \left[ H_y^n (i + 1/2, j, k + 1) - H_y^n (i + 1/2, j, k - 1) \right]
\]

with, \( S_1 = \Delta t^2 / (4 \varepsilon \mu \Delta z^2) \), \( S_2 = \Delta t / (\varepsilon \Delta z) \).

The updating equation for the electronic field component \( E_y^{n+\frac{1}{3}} \) can be written down similarly as eq.(4), then, the magnetic field components \( H_y^{n+\frac{1}{3}} \) and \( H_x^{n+\frac{1}{3}} \) are explicitly updated straightforward.

In the second and third procedure, the implicit difference along the \( x \) and \( y \) directions are applied respectively. The flow chart of the new ADI-FDTD method is shown in Fig. 1. It is obvious that, the implicit differences of proposed method along different directions are irrelevant to each other. Thus, at each time step, the new ADI-FDTD method requires the solution of six tridiagonal

\[
\text{Initial time } t = n \Delta t
\]

\[
\text{First procedure}
\]

\[
E_y^{n+\frac{1}{3}}, E_x^{n+\frac{1}{3}}
\]

\[
H_y^{n+\frac{1}{3}}, H_x^{n+\frac{1}{3}}
\]

\[
\text{Second procedure}
\]

\[
E_z^{n+\frac{2}{3}}, E_y^{n+\frac{2}{3}}
\]

\[
H_z^{n+\frac{2}{3}}, H_y^{n+\frac{2}{3}}
\]

\[
\text{Third procedure}
\]

\[
E_x^{n+1}, E_z^{n+1}
\]

\[
H_x^{n+1}, H_z^{n+1}
\]

Fig. 1. The flow chart of the new ADI-FDTD method.
matrices and six explicit updates, which is same as
the conventional ADI-FDTD method. However,
the right side of the updating equation of the new
ADI-FDTD method takes much simpler and more
concise form compared to the conventional one.

Table 1: Flops count for 3-D ADI-FDTD
algorithms

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Algorithm</th>
<th>Implicit</th>
<th>Explicit</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADI-FDTD</td>
<td>M/D</td>
<td>18</td>
<td>12</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>A/S</td>
<td>48</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>New ADI-FDTD</td>
<td>M/D</td>
<td>18</td>
<td>6</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>A/S</td>
<td>24</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

To clarify this point further, we recall the
updating equation of the conventional ADI-FDTD
method. The implicit updating for the
$E_x$ component of the conventional ADI-FDTD
method is as follows,

$$
(1 + 2S) E_x^{n+1/2} (i + 1/2, j, k) = \begin{bmatrix}
- S_1 E_x^n (i + 1/2, j, k - 1) \\
+ S_1 E_x^n (i + 1/2, j, k + 1) \\
- S_5 H_y^n (i + 1/2, j + 1/2, k) \\
+ S_5 H_y^n (i + 1/2, j - 1/2, k) \\
S_3 = \Delta t^2/(4\varepsilon\mu\Delta x\Delta z)
\end{bmatrix} + \begin{bmatrix}
H_x^n (i + 1, j, k + 1/2) \\
H_x^n (i + 1, j, k - 1/2) \\
H_y^n (i + 1/2, j + 1/2, k) \\
H_y^n (i + 1/2, j - 1/2, k)
\end{bmatrix}
$$

(5)

To verify the new algorithm, it is desirable to
provide detailed assessment and comparison with
regard to the computation efficiency of these two
methods. The floating point operations (flops)
counts taking into account the number of
multiplications/divisions (M/D) and
additions/subtractions (A/S) required for one
complete time step for both conventional and
present algorithms are listed in Table 1, based on
the right-hand sides of their respective updating
equations such as (4) and (5), etc. For simplicity,
the number of electric and magnetic field
components in all directions has been taken to be
the same and assume that all multiplicative factors
have been precomputed and stored. From the
Table 1, it is clear that the total flops count (M/D +A/S) has been reduced substantially from 102 to
72 in the present implementation. This
corresponds to an efficiency gain of 1.42 in flops
count reduction for the right-hand sides of
updating equations.

III. STABILITY

In this section, the unconditional stability of the
new ADI-FDTD method is derived by following a
similar procedure described in [9].

The relations between the field components of
eq.(1) in the new ADI-FDTD method can be
represented in matrix form as,

$$
\begin{bmatrix}
A & B
\end{bmatrix} U^{n+1/3} = \begin{bmatrix}
1 & 0 & 0 & 0 & aD_z 0 \\
0 & 1 & 0 & -aD_z & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -bD_z & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} U^n
$$

with,

$$
\begin{bmatrix}
A \\
B
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 & aD_z 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

(6)

For simplicity, we define,

$$
U^{n+1} = \zeta_x U^{n+1/3} = \zeta_y \left[ \zeta_x U^{n+1/3} \right]
$$

(7)

$$
= \zeta_y \left[ \zeta_x, \left( \zeta, U^n \right) \right] = \zeta U^n
$$

here, $\zeta_x$, $\zeta_y$ and $\zeta_z$ denote the growth factor
along the x, y and z directions respectively; $\zeta$ is
the total growth factor from the time step $n$ to
$n+1$. In such a case, we have,

$$
\left( \begin{bmatrix}
A & B
\end{bmatrix} \zeta_z - \begin{bmatrix}
A & B
\end{bmatrix} \right) U^n = 0
$$

(8)
For a nontrivial solution of eq. (8), the determinant of the coefficient matrix in eq. (8) should be zero, namely,

$$\begin{bmatrix} A \end{bmatrix} \zeta_z - \begin{bmatrix} B \end{bmatrix} = 0 \quad (9)$$

By solving eq. (9), the growth factor $\zeta_z$ is obtained:

$$\zeta_{1,2} = 1 \quad (10)$$

$$\zeta_{3,4} = \zeta_{5,6} = \frac{1 + abD_z^2 \pm \sqrt{4abD_z^2}}{1 - abD_z^2} \quad (11)$$

Approximating each derivative in space by centered second-order finite differences, it obtains [9],

$$D_z = \frac{2Is \sin \left( \frac{k_z \Delta z}{2} \right)}{\Delta z} \quad (12)$$

Then, we have,

$$|\zeta_z| = 1 \quad (13)$$

With same manipulation, we can get,

$$|\zeta_x| = |\zeta_y| = 1 \quad (14)$$

Thus, equation $|\zeta| = |\zeta_x||\zeta_y||\zeta_z| = 1$ is unconditionally satisfied. It means that the new ADI-FDTD scheme is unconditionally stable.

**IV. NUMERICAL VALIDATION**

To demonstrate the computational efficiency of the proposed ADI-FDTD method, a simple numerical example is presented here. An air-filled cavity with dimensions $50cm \times 50cm \times 50cm$, is excited by a current source $J_z$ with Gaussian pulse waveform $\exp(-4\pi(t-t_0)^2/t_1^2)$, $t_0 = t_1 = \ln s$. The cell size is chosen as $\Delta x = \Delta y = \Delta z = 1cm$, so that the computational domain is $50 \times 50 \times 50$ cells. The source and observation point is set at the cells (5,5,5) and (45,45,45), respectively. Figure 2 plots the time-domain $E_z$ component recorded at the observation point. The simulations have been carried out using Yee’s FDTD method, conventional ADI-FDTD method and new ADI-FDTD method, with same time-step size $\Delta t_{CFL} = 19.2ps$, which is the maximum time-step size to satisfy the stability condition of the FDTD algorithm. It can be seen from this figure that, both the result of the conventional ADI-FDTD method and the new ADI-FDTD method agree well with that of the FDTD method, which demonstrates that the new ADI-FDTD method is with same accuracy as that of the conventional one.

![Fig. 2. Time-Domain electric field recorded at the observation point calculated by the FDTD, conventional ADI-FDTD and new ADI-FDTD methods.](image)

The computation efficiency gain of these two ADI-FDTD methods with various $CFLN = \Delta t/\Delta t_{CFL}$ is plotted in Fig. 3. $T_0$ is the simulation time of the standard FDTD method,

![Fig. 3. Computation efficiency gain of both the conventional and present ADI-FDTD methods.](image)
and \( T \) denotes the computational time of the two ADI-FDTD methods respectively. It can be seen from Fig. 3 that, the simulation times for both the conventional and present ADI-FDTD method are reduced by increasing the time step size, and the computation efficiency of the new ADI-FDTD method is higher than that of conventional one obviously.

V. CONCLUSION
This letter has presented a new efficient algorithm for the unconditionally stable ADI-FDTD method. The algorithm applies the implicit difference along different directions independently, which results in updating equations whose right-hand sides are much simpler and more concise than those in the conventional implementation. This leads to substantial reduction in the number of arithmetic operations required for their computations. Compared with the conventional ADI-FDTD method, the new ADI-FDTD method is with same accuracy and higher computational efficiency, which is demonstrated by numerical example.
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Abstract — A high directive electromagnetic bandgap (EBG) antenna operating in a wide frequency band is used to design a monopulse radiation pattern. Four aperture coupled microstrip antennas (ACMA) are used as feeding sources in this EBG antenna, and a frequency selective surface (FSS) is used as a superstrate layer. By suitable design of a wideband feeding network, it is possible to obtain a monopulse radiation pattern in E&H-Planes simultaneously. In this antenna, using the superstrate layer and the ACMA simultaneously, leads to produce a wide frequency band for the antenna reflection coefficient. Also, high directivity is achieved only by using the superstrate layer that has been made by the FSS layer with square loop elements. At first, a wideband ACMA is designed to operate in x-band. Secondly, after the design of optimum superstrate layer by the FSS structure, it is added to the four ACMA in order to increase both bandwidth and directivity. Finally, a wideband feeding network which operates in X-Band is designed to produce monopulse radiation pattern. The EBG antenna operates in three different modes including one sum radiation pattern and two difference radiation patterns in E&H-Planes simultaneously.

Index Terms — Aperture coupled microstrip antennas (ACMA), electromagnetic bandgap (EBG), and monopulse radiation pattern.

I. INTRODUCTION

Electromagnetic bandgap structures are periodic structures that can be used to control and manipulate the propagation of electromagnetic waves. The high directive resonator antenna is an example of antenna application of EBG structures which is also called the EBG antenna [2-4]. The EBG antenna consists of a feeding source and some superstrate layers. By suitable design of the superstrate layers it is possible to obtain a high directive antenna. There are several configurations for the design of the superstrate layer. In low profile antenna applications this layer must be compact, easy to fabricate and commercially available [5-8]. To this purpose, frequency selective surfaces (FSS) can be good candidates. Various configurations such as ring, patch, square loop, strip and slot shapes have been used to design FSS superstrate layer [9-11]. By using the FSS superstrate layer singularly, or combination of the FSS layer and reactive surface, the bandwidth, polarization and radiation pattern characterizations such as side lobe level (SLL) can be controlled [12-16]. Beside the enhancement of directivity, the FSS superstrate layer can be used as a polarizer. In this case, it is possible to obtain circular polarization by using a single source [17, 18]. One of the most important challenges in the design of the EBG antenna is its frequency bandwidth for the reflection coefficient and maximum directivity. These characteristics depend on the FSS superstrate layer and feed source [19-20]. Among various feeding sources that have been used, microstrip antennas, because of their low profile and easy construction are very desirable. The authors in [21], beside the enhancement of directivity, have studied the effect of the FSS
superstrate layer on the reflection coefficient of a probe-fed microstrip antenna.

In this paper, using an ACMA as the feeding source and an FSS layer as the superstrate, the EBG antenna will be studied. The reflection coefficient of the ACMA has the widest frequency bandwidth among the single fed microstrip antennas. This phenomenon is obtained by suitable design of coupling aperture configuration, but the directivity of the antenna decreases in the 10dB return loss (RL) bandwidth. The FSS superstrate layer is used to solve this problem. In addition, beside the directivity, a wide frequency band for the reflection coefficient by a suitable design of the FSS superstrate layer is obtained. Compared to monopulse slotted waveguide array antennas, it operates in a wider frequency bandwidth. A typical 10dB RL bandwidth of monopulse slotted waveguide array is less than 10% [1-chapt.46, 28]. Also, compared to monopulse microstrip array antennas, it has a simpler feeding network and therefore a little loss of power in the feeding network. It must be noticed that in the microstrip array antennas the microstrip feeding network is distributed for all elements and some of the power is dissipated as undesirable radiation power in the feeding network.

In Section II, the FSS superstrate layer and the ACMA are designed separately and in Section III, the combination of ACMA and FSS superstrate layer are studied. In this section, the most effective parts that influence the radiation characteristics and the bandwidth of the antenna are examined parametrically. In Section IV, to design the monopulse antenna four ACMA are used as the feeds of the EBG antenna. By suitable excitation of these four antennas, it is possible to obtain different radiation patterns including two difference radiation patterns and a sum radiation pattern. Also, in this section a suitable wideband feeding network which produces such excitations of the antennas, is designed. All simulations have been done by high frequency structure simulator (HFSS) based on finite element method (FEM).

II. DESCRIPTION OF THE ANTENNA CONFIGURATION

The antenna structure is composed of three sections including coupling aperture, radiating patch and the FSS superstrate layer (Fig. 1a). The antenna configuration to design monopulse antenna is depicted in the Fig. 1b.

A. Design of the FSS Superstrate Layer

There are different configurations and methods to design the superstrate layer. In fact, this layer acts as a partially reflecting surface. Near its resonance frequency where the reflection coefficient of surface is about unity, radiating source, and the superstrate layer produce resonance condition. In this case, the directivity of antenna increases considerably [7, 11]. The resonance frequency of the FSS superstrate layer has to coincide with a desired operating frequency. In this paper the square loop elements have been used to design the FSS superstrate layer. The square loop has symmetrical geometry and can be used in dual polarize and dual band applications. Also, compared with the patch element it has a more compact size and a more controllable resonance frequency. Figure 2 shows the amplitude and phase of reflection coefficient of the FSS superstrate layer. Because of the periodicity of the FSS superstrate layer, to determine its
reflection coefficient of the FSS, it is enough to analyze just one cell.

![Figure 2](image2.png)

**Fig. 2.** Magnitude and phase of reflection coefficient of FSS.

Figure 3 shows how the FSS superstrate layer in combination with an aperture coupled microstrip antenna is used to produce resonance condition. In this configuration, there are three layers that are important in producing resonance condition. These layers are the ground plane in which the coupling aperture of ACMA has been placed, the dielectric layer in which the patch has been placed, and the FSS superstrate layer. The reflection coefficient of ground plane for horizontal electric fields is (-1). The dielectric layer reflects and transmits the EM fields with coefficients proportional to the thickness and dielectric properties of layer and the FSS layer reflects and transmits the EM fields according to the Fig. 2. Among these layers, only the FSS layer can be adjusted. This layer must be adjusted so that all of the EM fields in outer region of the structure are added constructively. In this case, the reflection coefficient phase of the whole structure in Fig. 3 is $2\pi n$ and the resonance condition takes place [22].

After determining the primary values of the FSS superstrate parameters, its combination with ACMA will be studied to obtain the optimum values of the EBG antenna. The most important parameters to adjust the resonance frequency are the height of the FSS layer, periodicity of the FSS elements, and dimensions of the FSS elements. In the EBG antenna because the antenna equivalent aperture increases, the directivity increases in the frequency band about the resonance frequency.

![Figure 3](image3.png)

**Fig. 3.** (a) Unit cell of the whole structure, (b) phase of the reflection coefficient for the resonance condition of unit cell.

B. Design of Wideband Aperture Coupled Microstrip Antenna

The configuration of ACMA is shown in Figure 4. Many useful features of this type of antenna attract designers to use it for various applications [23-25].

![Figure 4](image4.png)

**Fig. 4.** Configuration of ACMA.

The capability of this antenna is obtaining wide bandwidth for 10dB RL bandwidth by suitable design of its coupling aperture. This phenomenon is obtained by using a cross-shaped coupling slot, two orthogonal offset slots and so on. In this paper the H shape slot is used [26]. By using this structure, two resonance frequencies due to the patch and slot are adjusted to obtain the wide frequency band for reflection coefficient. Figure 5 shows the directivity and reflection coefficient of the ACMA feeding by H shape slot. The ACMA antenna and the FSS superstrate layer are designed on PCB microwave board (Rogers RO3003) with a relative dielectric constant of $\varepsilon_r=3.38$, a dielectric loss tangent=.0027 and thickness=.782mm. By using the H shape slot, the resonance frequency of the coupling aperture moves next to the resonance frequency of patch.
III. PARAMETRIC STUDY OF ANTENNA THE WIDEBAND HIGH DIRECTIVE ACMA

In this section, the effects of important parameters such as the height and dimensions of the FSS layer on both the reflection coefficient and the directivity of the antenna are studied. By varying the height of the FSS, the resonance frequency of the EBG antenna is displaced. Moreover, to keep the resonating condition in the EBG antenna, it is necessary to modify the dimensions of the FSS elements. This modification for large variations of the height of the FSS is considerable but for small variations it is negligible. In the Fig. 6, the effects of the height of FSS superstrate layer on the reflection coefficient and the directivity of antenna has been shown. To this purpose, the EBG antenna has been simulated for the different values of the FSS superstrate layer heights. Figure 6a depicts that increasing the height of the FSS leads to the movement of the 2nd resonance frequency toward a lower frequency. Also, it is observed form the Fig. 6-b that the maximum directivity of the antenna moves to the lower bound of the frequency bandwidth.

Another important parameter in the design of the EBG antenna is the FSS dimensions. In this case, the antenna is considered as a leaky wave antenna (LWA). The leaky waves propagate toward the edges of FSS and produce radiating current distribution on the FSS layer. Increasing the dimensions of FSS layer, leads to the increase of the radiating aperture of the antenna.

In the 2-D LWAs which are constructed using FSS surface, the leakage current is tapered toward the edges of the FSS [22, 27]. Therefore, the dimensions of the FSS superstrate layer must be chosen such that, the reflected wave from the edges of FSS can be neglected. To examine the effects of the FSS dimensions, the FSS superstrate layer is studied with different number of cells. Figure 7 depicts the reflection coefficient and the directivity of the antenna for the FSS with different number of cells. Simulation results show that enhancing the dimension of the FSS more than 11×11 elements, has a little effect on the 10dB RL bandwidth.
Fig. 7. Effect of the FSS with different cell number. (a) reflection coefficient of EBG antenna. (b) Directivity of EBG antenna.

The above mentioned parameters are important in the design of the EBG antenna with a single feed. Another important parameter which must be investigated in the design of the EBG antenna to achieve the monopulse radiation pattern is the distance of the feeding sources from each other. This parameter affects the aperture current distribution of the EBG antenna in operating modes. The effect of this parameter on the directivity of the EBG antenna in the sum mode is depicted in the Fig. 8. Increasing the distance of the feeding sources leads to the reduction of mutual coupling and therefore, the reduction of reflection coefficient of the EBG antenna in different operating modes.

Fig. 8. Effect of the distance of feeding sources.

IV. DESIGN OF MONOPULSE ANTENNA AND EXPERIMENTAL RESULTS

A. Monopulse Radiation Patterns and Feeding Network

To design a monopulse antenna, it is necessary to have four feeds in the EBG antenna. By suitable excitation of the feeds and adjusting their distances, it is possible to obtain different current distributions on the FSS. These currents produce the various operating modes of the monopulse antenna in E and H planes. The combination of the feeds and the FSS layer is depicted in Fig. 1. Also, the current distributions on the FSS layer for various operating modes are depicted in the Fig. 9. In the difference modes as shown in the Fig. 9, the surface currents of the radiating aperture are such that the antenna produces the radiation patterns with the null in E & H planes (Fig. 14).
The feeding network is necessary to produce the various excitations for the feeds. To design the feeding network four rat-races are necessary. The most important challenge in the design of the feeding network is its wideband operating frequency in which it is necessary to use wide band rat-race. The designed feeding network has been shown in Fig. 10.

![Fig. 10. (a) Fabricated feeding network for the monopulse EBG antenna; (b) wideband rat-race.](image)

The feeding network has four ports including two difference ports and one sum port. The fourth port is terminated with the 50Ω matched load. Table 1 shows the excitations of four ACMA when the different ports are exited. It must be noticed that the antennas 1 and 2 are symmetrically mirrored respect to antennas 3 and 4. Therefore, in the Table 1, π degree phase shift has to be added to antennas 3 and 4.

<table>
<thead>
<tr>
<th>Input Port</th>
<th>Antenna 1</th>
<th>Antenna 2</th>
<th>Antenna 3</th>
<th>Antenna 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>∑</td>
<td>1e^j0</td>
<td>1e^j0</td>
<td>1e^jπ</td>
<td>1e^jπ</td>
</tr>
<tr>
<td>Δ_E</td>
<td>1e^j0</td>
<td>1e^j0</td>
<td>1e^j0</td>
<td>1e^j0</td>
</tr>
<tr>
<td>Δ_H</td>
<td>1e^jπ</td>
<td>1e^j0</td>
<td>1e^jπ</td>
<td>1e^j0</td>
</tr>
</tbody>
</table>

**B. Experimental Results**

The Fig. 11 shows the fabricated EBG antenna. In the final design, the air gap between the substrates of the slots and radiating patches is 3.5mm and the distance of the substrate of FSS from the patch is 14.75mm. Also, the periodicity of FSS elements is 7mm and the width of square loops of the FSS is 5mm with 0.2mm thickness. The distance between the feeding sources of antenna is 36.2mm.

![Fig. 11. The fabricated monopulse EBG antenna (a) side view; (b) top view.](image)
The reflection coefficient of antenna for different ports has been shown in Fig. 12.

![Reflection Coefficient Graph](image1)

(a)

![Reflection Coefficient Graph](image2)

(b)

![Reflection Coefficient Graph](image3)

(c)

Fig. 12. Reflection coefficient of ACMA in the presence of the FSS layer (a) sum mode, (b) difference mode in E-plane, (c) difference mode in H-plane.

The antenna gain in the sum operating mode has been depicted in Fig. 13.

![Directivity Graph](image4)

Fig. 13. Directivity of ACMA in the presence of FSS layer in the sum mode.

The radiation patterns of the monopulse EBG antenna for 8.5GHz and 10.5GHz in (E & H) planes for different operating modes are shown in the Fig. 14. By increasing the operating frequency, the relative spaces (respect to λ) between the feeds of the EBG antenna will increase. Therefore, the grating lobes in the sum mode will appear in the upper frequencies. The back lobe of the antenna is due to coupling aperture of ACMA. To reduce the back lobe level especially in the sum mode, the conducting plate or absorbing material can be placed behind the antenna.

![Radiation Patterns](image5)

(a)

![Radiation Patterns](image6)

(b)

Fig. 14. Radiation patterns of EBG antenna for different operating modes.
VI. CONCLUSION

In this paper, the monopulse antenna has been designed using the EBG antenna. The bandwidth of the EBG antenna with ACMA feed for both directivity and reflection coefficient is about 20% at center frequency 9.5GHz. Based on this characteristic it is possible to design a wideband monopulse antenna with the EBG antennas with four ACMA feeds. This type of monopulse antenna has wide bandwidth and also a simple feeding network. In the future, by using the different combinations of the feeds it is possible to obtain shaped beam radiation pattern with the EBG antenna.
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Abstract — A pattern reconfigurable Yagi patch antenna is proposed. The antenna is composed of three triangular microstrip patches, i.e., one driven patch and two parasitic patches. By controlling switches, which are installed on the parasitic patches, the radiation pattern of the antenna can point to three different directions, covering an elevation range from -61° to +63° in the E-plane. The simulated and measured results are presented and they agree with each other in reasonable precision.

Index Terms — Microstrip antennas, pattern reconfigurable antennas, Yagi-Uda arrays.

I. INTRODUCTION

Reconfigurable antennas have received a lot of attention since they can provide various functions in operating frequency, beam pattern, and polarization, etc. [1-2]. The antenna that can change radiation pattern and maintain operating frequency is called pattern reconfigurable antenna. The pattern reconfigurable antenna has the potential to improve the overall system performance by changing beam directions to avoid electronic jamming or noise source, improve security and save energy [3-4].

It is in great demand for pattern reconfigurable antennas in the fields of wireless communications, satellite communications, radars, etc. Usually, phased antenna arrays are used to accomplish beam steering [5-6]. In the traditional microstrip phased array, where the array elements have fixed beam patterns, the beam scanning is accomplished by using phase shifters. As a result, the scanning range of the array is somewhat limited [6]. If the array element is replaced by the pattern reconfigurable antenna, an additional degree of freedom is provided and the scanning range of the array can be enlarged correspondingly [7-8]. Furthermore, the pattern reconfigurable antenna has found application in MIMO wireless communications to improve the communication system performance [9].

Yagi-Uda antenna has the ability to tilt broadside pattern to endfire pattern. Based on the principle of Yagi-Uda antenna, some pattern reconfigurable antennas have been reported [2, 10-12]. For example, a pattern reconfigurable Yagi microstrip dipole antenna has been presented [10]. By adjusting the lengths of parasitic dipoles, the main beams can change directions in the H-plane. Another reconfigurable Yagi antenna is proposed in [11]. All the elements are square patches and have switches installed in the slots on parasitic patches. By changing the states of switches, the parasitic elements can be used as directors or reflectors. The main beams of three modes of this antenna can cover a continuous range in the E-plane in the upper half space.

Most of the reported reconfigurable antennas use switches to achieve antennas reconfigurability [13-16]. With the rapid development of MEMS, semiconductor, and photoconductor technologies, most of the reconfigurable antennas can be easily fabricated using different switches. PIN diode has been extensively explored for designing various reconfigurable antennas due to a lot of advantages, such as good reliability, compact size, high switching speed, and small resistance and capacitance in the ON and OFF states. Although the PIN diode enables fast configuration speed, it is lossy and can affect the antenna performance if
not properly designed. An alternative is RF MEMS switch, which has excellent properties, such as low loss, low power consumption and high isolation. Photoconductor switch has an outstanding characteristic of immunity to electromagnetic waves, consequently, without interference to antenna radiation pattern. The main disadvantage of MEMS and photoconductor switches is the high cost.

Some papers have compared the effects of the actual switches and the ideal switches [15-16]. In [16], a PIN diode was used to configure the operating frequency of a slot antenna. By controlling its biasing voltage, a diode can be easily turned ON and OFF. It is always very desirable to have a diode that has low loading effect (OFF state) and small resistance (ON state). Obviously, the ON-state resistance can result in power dissipation and degrade the antenna radiation efficiency. For such a reconfigurable antenna, the total dissipated power depends on the diode’s ON resistance and the number of switches being used.

A novel triangular patch Yagi antenna, consists of three triangular patches, is proposed in this paper. By controlling the switches installed on the parasitic patches, the antenna can work at three modes, and the maximum beam direction shifts among -32°, +10° and +34° as predicted, where ‘+’ indicates that the radiation pattern tilts towards the positive x-axis and ‘-’ towards the negative x-axis. The state of the director is different from that in [11], i.e. the director in the proposed antenna has a similar state to the reflector in [11]. Besides, the proposed antenna has only two parasitic elements, which makes the antenna much smaller than that in [11], which makes the antenna more easily be used in antenna arrays. Furthermore, the loaded slots are simpler, and only four switches are needed to control the radiation pattern direction, which reduces the cost and makes the antenna mode adjusting more convenient.

II. ANTENNA DESIGN

The principle of Yagi-Uda patch antenna with a driven and three parasitic rectangular patch elements is well known [12]. In this initiative article, the sizes of parasitic patches are different, with the small patches used as directors and the largest one acted as a reflector. In this paper, the proposed triangular patch Yagi antenna has three elements, one driven patch and two parasitic patches, as shown in Fig. 1. All elements are equilateral triangular patches, and are supported on the top side of a grounded substrate with height of 0.76 mm and dielectric constant of 2.94. The parasitic elements are two identical triangular patches and a little smaller than the driven one. A coaxial probe is used to feed the antenna from the bottom of the substrate and the feed point is located at the symmetry axis of the antenna. There is a narrow rectangular slot on each parasitic patch, and two switches are installed in each slot to change the equivalent capacitance and inductance of the patch. Figure 2 (a) shows the detail of the parasitic element.

![Fig. 1. Geometry of the proposed antenna.](image)

The parameters of the antenna are as follows: M=34 mm, N=17 mm, a=0.4 mm, b=1.4 mm, c=0.4 mm, d=5.0 mm, m=5.0 mm, k=7.0 mm, L=10.0 mm, l=8.0 mm, s=0.7 mm and h=0.76 mm.

By controlling the switches on the patch, two states of the parasitic element can be obtained. When both switches on the parasitic patch are open, i.e., the switches are “OFF”, the parasite is acted as a director, and this state is called “D”, as shown in Fig. 2 (b). This is different from the antenna in [11], where when all the switches on the parasitic patch are open, the parasite is acted as a reflector. Meanwhile, when both switches are closed, the state of the parasite is called “N”, as shown in Fig. 2 (b), and the patch has nearly no effect on the radiation pattern, which is similar to that in [11]. By combining the states of parasitic elements at two sides of the driven patch, at least three different modes of the antenna, i.e., DN, ND and NN, can be obtained. DN means that the parasitic element at the left side acts as a director and the right side one has no effect on the pattern. With reference to the coordinate in Fig. 1, the main beam tilts to the negative x-axis. Likewise,
ND indicates that the right side parasite acts as a director and the radiated beam directs to the positive $x$-axis. NN means both sides of parasites have nearly no effect on the radiation pattern, and then the antenna has a broadside pattern. By adjusting modes of the antenna, the radiation pattern is reconfigured.

**III. SIMULATED AND MEASURED RESULTS**

**A. Ideal Switches**

Ansoft’s HFSS is used to simulate the performance of the antenna. To validate the simulation, two prototypes, which are at modes DN and ND, respectively, are fabricated and measured. Metallic pads take the places of closed switches in the simulation and fabrication. Figure 3 shows one fabricated model at mode DN.

![Fabricated antenna model (mode DN).](image)

The simulated and measured $|S_{11}|$ are shown in Fig. 4. From the simulation results, it can be seen that the resonant frequencies of all three modes are around 10.9 GHz, and the common bandwidth is from 10.74 GHz to 11.0 GHz, about 260 MHz. Compared with the simulated results, the measured resonant frequencies shift upward by about 0.15 GHz, with the common bandwidth from 10.88 GHz to 11.25 GHz. In addition, for the simulation results, a bulge appears between 10.8–11.0GHz in the DN mode, means that the resonant frequencies of the driven patch and the parasitic patches at this mode are not very closed to each other, where the lower resonance is from the driven patch and the upper one is from the D state parasitic patch [11, 15]. If the slot on the parasitic patch is longer, the upper resonance frequency will decrease, and more closed to the lower one. Consequently, the bulge will disappear. For the other modes, the resonant frequencies of different patches are much closed to each other and then seem to be one resonance. However, appropriate separate of the resonant frequencies of different patches is benefit to the widening of the bandwidth. Preliminary analysis shows that the deviation of resonant frequency of measurement from simulation should be caused by the inaccuracy of dielectric constant and the inevitable machining error.

The simulated maximum beams direct to the elevation angles of -32°, +10° and +34°, when the antenna works at modes DN, NN and ND, respectively, as shown in Fig. 4(b). At modes DN, NN and ND, the 3-dB beamwidths in the E-plane are from -61° to -3°, from -45° to +50° and from +10° to +63°, respectively. That means the radiation pattern of the antenna can cover the elevation range from -61° to +63° in the upper half space by switching among these three modes. Compared with the antenna in [11], whose scanning angle is from -69° to +67°, the beam coverage of the proposed antenna is a little narrower, but its whole dimensions are much smaller. The simulated antenna gains, corresponding to the operating frequency of 10.9 GHz, are 8.44, 6.80 and 8.85 dBi at modes DN, NN and ND, respectively.

Figure 5 shows the current distribution at the modes DN, ND and NN, respectively. The switches on the left side parasitic patch are open, strong current distribution arises around the slot and also the driven patch bevel edges close to the parasite. While the switches on the right side parasitic patch are open, strong current distribution arises around the slot, but on the driven patch, only weak current appears at the driven patch bevel edges. However, when all the switches are closed, strong current distribution appears at the driven patch, including the bevel edges and the central part. Therefore, both the slots and the shape of the patches have Fig. 5 shows the current distribution.
Fig. 4. S parameters and radiation patterns of three modes. (a) Simulated and measured S parameters. (b) Simulated radiation patterns in the E-plane (xoz-plane). (c) Measured radiation patterns in the E-plane (xoz-plane).

To validate the simulated results, the radiation patterns of modes DN and ND are measured as well. The measured radiation patterns are shown in Fig. 4(c). From the figure, it can be seen that the measured data coincide well with the simulated ones. The detailed data of the radiation patterns are listed in Table 1.

<table>
<thead>
<tr>
<th>M</th>
<th>CI</th>
<th>BW(GHz)</th>
<th>MD</th>
<th>HPBW</th>
</tr>
</thead>
<tbody>
<tr>
<td>DN</td>
<td>Sim</td>
<td>10.69-11.03</td>
<td>-32°</td>
<td>-61°—3°</td>
</tr>
<tr>
<td>Mea</td>
<td>10.85-11.25</td>
<td>-30°</td>
<td>-53°—4°</td>
<td></td>
</tr>
<tr>
<td>ND</td>
<td>Sim</td>
<td>10.75-11.01</td>
<td>34°</td>
<td>10°—63°</td>
</tr>
<tr>
<td>Mea</td>
<td>10.88-11.33</td>
<td>29°</td>
<td>5°—50°</td>
<td></td>
</tr>
</tbody>
</table>

In Table 1, M means the modes, CI means the Classification, BW is the bandwidth, MD is maximal direction in elevation, and HPBW is the half power beamwidth in elevation.

B. RF MEMS Switches

HFSS simulations on simplified models of RF MEMS switches integrated into reconfigurable patch antennas have been implemented to examine the switches effects on the antennas [13-15]. The simulation and measurement results indicate that the RF MEMS switches have limited effect on the resonant frequency and radiation pattern. Furthermore, by modifying the antenna structure, such as the slot dimension, the reactance effect introduced by the RF MEMS switches can be eliminated [15].

The structures of a RF MEMS switch model at “ON” and “OFF” states are shown in Fig. 6. The
model consists of a microstrip line and a switch base without the metal ground. The dimensions of switch base are 1.0 mm × 1.0 mm × 0.25 mm, and are composed of silicon substrate ($\varepsilon_r=11.9$). The width (W) of the microstrip line is 0.05 mm, and there is a gap (S=0.05 mm) when the switch is at ‘OFF’ state (Fig. 6 (a)).

In order to investigate the effect of the switch size on the antenna, another MEMS model with size of 0.4 mm × 0.4 mm × 0.25 mm is used in the simulation. In addition, the length of the slot ($d=5$ mm) will be modified to fit two different sizes of switch models. When the large size model (1.0 mm × 1.0 mm × 0.25 mm) is used, $d$ is set to 4.5 mm. When the small size model (0.4 mm × 0.4 mm × 0.25 mm) is used, $d$ is 4.8 mm.

Figure 7 shows the $|S_{11}|$ and beam radiation patterns at mode DN when two different sizes of switch models are used. Switch 1 stands for the size of MEMS model of 1.0 mm × 1.0 mm × 0.25 mm, and Switch 2 is that of 0.4 mm × 0.4 mm × 0.25 mm. Compared with the simulated results of two different size switches, both $S$ parameters and radiation patterns at mode DN coincide well with each other. Therefore, it can prove that the difference in size of RF MEMS switches has very little effect on the resonance frequency and beam patterns.

C. PIN diode switches

The PIN diode switches are also applied into the reconfigurable antennas, and some analytic methods are given in [16]. A PIN diode can be treated as an equivalent circuit shown in Fig. 8. In the HFSS simulation, the ‘RLC’ boundary patch often stands for a PIN diode switch model. When the PIN diode is at ‘ON’ state, it can be regarded as a small equivalent resistance, and when at ‘OFF’ state, it can be regarded as a small capacitance. By adjusting the PIN-diode equivalent capacitance on the antenna, the radiation pattern is changed. The radiation patterns of mode DN with different PIN diode capacitance are shown in Fig. 9. With the increase of capacitance, the side lobe level increases correspondingly. Therefore, the capacitance should be as small as possible.

The MPP4203 PIN-diode has an equivalent capacitance of 0.08 pF, and the other parameters can be found in [16]. The performance of the antenna with this PIN diode used is investigated by simulation. The $S$ parameter and radiation pattern at Mode DN are shown in Fig. 6 as well. Here, the slot length $d$ is shortened from 5 mm to 4.8 mm.
It can be seen that for the results of the two RF MEMS switch models, PIN diode switch model and ideal switch model coincide very well with each other, except the modification of the slots on the parasitic patches.

However, in this simulation, the bias control circuit of the actual switches is not taken into account. For the actual switches, in order to minimize the effect of bias control circuit on the antenna, some methods must be adopted. The key is to isolate the RF signal from the DC control circuit. For example, for PIN diode switch, a low-pass filter structure can be inserted between the bias supply and the antenna. An inductive choke, which is in series with the bias line, and an RF-bypass capacitor, which is in parallel with the RF power supply output impedance, can be used to provide good RF/DC isolation [17]. Of course, with the bias control circuit installed, the impedance matching of the antenna must be tuned once again.

IV. CONCLUSION

In this paper, a novel triangular patch Yagi-Uda antenna with reconfigurable pattern characteristics is reported. Three modes of the antenna can be obtained by adjusting switches installed on the parasitic patches. The antenna can change the beam pattern and maintain the operating frequency. Pattern coverage from -61° to 63° in the E-plane in the upper half space has been shown by simulation, and the measurement results have validated the simulation ones. Compared with that reported in [11], this antenna has fewer parasitic elements, simpler structure and similar radiation beam coverage.

In the simulation, RF MEMS switches and PIN diode switches are integrated with the antenna. The simulated results show that very similar performances of the antenna can be obtained with different switches. The antenna can be used in mobile communications, satellite communications and radars, such as on aircrafts, ships and vehicle-mounted devices. In the near future, further investigation will be performed when actual switches are installed on the antenna.
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Abstract — Two major problems associated with patch antennas are low gain and narrow bandwidth. This paper is mainly concerned with directivity and bandwidth enhancement of proximity-coupled microstrip antenna using metamaterial cover. Compared to the patch without metamaterial cover, bandwidth of the antenna is improved about 2.33% and directivity is increased about 9.91dB. The commercial software CST Microwave Studio and a full-wave FDTD numerical technique, developed by the authors, are adopted for the simulations.

Index Terms — Metamaterial cover, FDTD.

I. INTRODUCTION

Directive patch antennas are very popular in electromagnetic community. Their attractive features, such as low profile, light weight, low cost and compatibility with MMICs, do not exist in other antennas. Two distinctive types of directive antennas are parabolic antennas and large array antennas. Bulk and curved surface of parabolic antennas limits their use in many commercial applications. Also, complex feeding mechanism and loss in the feeding network are two major disadvantages associated with microstrip array antennas [1]. One solution to these problems is to use metamaterial cover over the patch antenna [2-5]. One of the first works was done by B. Temelkuan in 2000, [6]. In 2002, S. Enoch proposed a kind of metamaterial for directive emission, [7]. Another problem associated with microstrip antennas is their narrow bandwidth. The previous works so far [3-5] have dealt only with the enhancement of the antenna directivity using metamaterial cover, but the effect of this cover on the antenna input impedance has not been investigated. Recently, a new metamaterial cover has been proposed to enhance both the antenna bandwidth and directivity, [8]. But, its directivity is significantly lower compared to the primary metamaterial cover, [2-5]. In this paper, we have demonstrated that both the antenna impedance bandwidth and directivity can be enhanced using the metamaterial cover over the proximity-coupled patch antenna. It is known that proximity-coupled patch antennas are sensitive to the transverse feed point location. In this paper, a parasitic microstrip line has been used on the opposite side of the feed line to mitigate this drawback. Our new configuration not only increases the antenna directivity from 6.25dB to 16.16dB (at the center frequency), but also increases the impedance bandwidth of the patch antenna from 2.9% to 5.23%. In this paper, we first investigate the impedance bandwidth of the antenna using its resonant frequencies and then examine 3dB directivity bandwidth of the proposed antenna.

II. METAMATERIAL DESIGN

A schematic of the metamaterial cover is shown in Fig. 1. It consists of two planar layers with similar square lattices. It was demonstrated in
that in the frequency range, where the wavelength is very large compared to the period of the periodic cover, this structure acts as a homogenous medium whose equivalent refractive index in the microwave domain is given by

\[ n_{\text{eff}} = \sqrt{1 - \left(\frac{f_P}{f}\right)^2} \]  

(1)

where \( f_P \) denotes the plasma frequency and \( f \) denotes the operating frequency. If the operating frequency is selected slightly larger than the natural plasma frequency, the equivalent refractive index will be extremely low. Consequently, the transmission phase at the plasma frequency is extremely low [2]. The ultra refraction phenomena can be expected where the transmission coefficient reaches its maximum value [2, 7]. In other words, the zero transmission phase occurs at the same frequencies where the magnitude of the transmission coefficient becomes maximum. Hence, it acts similar to an equally phase surface at its plasma frequency [2]. It is evident from Equ.1, that the equivalent refractive index and thus the antenna directivity are very sensitive to the frequency.

However, these significant changes in the antenna directivity with respect to the frequency represent the potential challenges in the design and application of these metamaterial superstrates in antenna engineering. The transmission characteristic of the metamaterial cover has been investigated, without the ground plane and without the antenna, using FDTD code developed by the authors. Its effective unit cell model is shown in Fig. 2. The normalization in the code consists of choosing the peak magnitude of the transmission coefficient to be unity. Therefore, the magnitude of the transmitted field from the metamaterial cover has been normalized to that without the metamaterial cover. We have used the same methodology applied in the measurements [7]. Since an infinite periodic structure has been simulated, the peak magnitude of the transmission coefficient is unity, unlike the results obtained in the measurements [7]. The dimensions of the analyzed metamaterial cover are:

\[ P=0.41\lambda_{6\text{GHz}}, \quad t = 0.01\lambda_{6\text{GHz}}, \quad L=0.31\lambda_{6\text{GHz}}, \quad h=0.49\lambda_{6\text{GHz}} \]

Where \( \lambda_{6\text{GHz}} \) (50mm) denotes the free space wavelength at 6GHz, \( P \) is the periodicity, \( t \) is the thickness of the metallic grids, \( L \) is the edge of the square holes and \( h \) is the distance between the two sheets which is the same as the distance between the patch antenna and the first sheet. In the FDTD simulations, a uniform 0.01\( \lambda_{6\text{GHz}} \) grid size is used. The resulting transmission curve is also plotted in Fig. 3.

As can be seen, this structure possesses three microwave plasma frequencies at about 5GHz, 5.81GHz and 8.1GHz which make it suitable for the antenna applications. When the aforementioned metamaterial based cover is placed over the conventional proximity-coupled patch antenna, the final metamaterial antenna can be approximated by a homogenous medium terminated in a ground plane, [9-10].

This approximation is similar to that used for the transmission coefficient calculations, as used also by other authors [3, 5, 7]. It is a simple matter to obtain the surface impedance of this grounded slab as a function of metamaterial parameters. A surface impedance of the grounded slab of thickness \( h \) is:

\[ Z_s = j\eta \tan\left(\frac{2\pi h}{\lambda}\right) \]  

(2)

Where \( \eta \) and \( \lambda \) are the wave impedance and wavelength in the slab, respectively. For the extremely low value of \( \varepsilon_{\text{eff}} \) the surface impedance is very low and inductive. In addition, the inductive reactance is \( X_L=j\omega L \). For equivalence we can equate them, leading to the following equation:

\[ j\omega L = j\eta \tan\left(\frac{2\pi h}{\lambda}\right) \]  

(3)

Since \( \varepsilon_{\text{eff}} \ll 1 \), we can apply the small-angle
approximation, so that above equation then becomes $L = \mu_0 h$. Consequently, the operation mechanism of this metamaterial based cover can be explained using this equivalent inductance. In addition, coupling between the feed line and the patch antenna is totally capacitive [1]. And thus, one can expect another resonant frequency due to the reactive cancellation between the capacitive feeding structure and the inductive metamaterial cover. Consequently, an appropriate selection of the coupling capacitor value can result in a broadband operation.

\[ L = \mu_0 h \]

Consequently, the operation mechanism of this metamaterial based cover can be explained using this equivalent inductance. In addition, coupling between the feed line and the patch antenna is totally capacitive [1]. And thus, one can expect another resonant frequency due to the reactive cancellation between the capacitive feeding structure and the inductive metamaterial cover. Consequently, an appropriate selection of the coupling capacitor value can result in a broadband operation.

III. ANTENNA CONFIGURATION AND SIMULATION RESULTS

For the purpose of realization, the metamaterial cover described in the previous section is placed over the conventional proximity-coupled patch antenna. A schematic of proposed metamaterial patch antenna is shown in Fig. 4. In general, the two dielectrics can be of different thicknesses and relative permittivity, but here both dielectrics are 30mil ($h_1 = h_2 = 0.762$mm) Duroid with, $\varepsilon_r = 2.2$. For the case discussed here, the patch of the antenna is rectangular with 12.45mm width and 16mm length. The distance between the main microstrip line and the parasitic line is also 7mm. Each metamaterial cover composed of 9×9 unit cells, as shown in Fig. 4. Consequently, the total size of the dielectric substrate and the metamaterial cover is 184.5mm×184.5mm. Furthermore, the working frequency of the conventional patch antenna is selected at 5.9GHz.

![Fig. 2. FDTD model for transmission band selection of a metamaterial cover.](image)

![Fig. 3. FDTD simulated transmission of metamaterial cover.](image)

![Fig. 4. Geometry of a metamaterial proximity-coupled patch antenna: $Y=9$mm.](image)

Return loss of the proposed metamaterial patch antenna has been simulated and was compared to the one obtained for the conventional proximity-coupled patch antenna in Fig. 5. As revealed in the figure, the antenna return loss is significantly
improved compared to the reference patch antenna without the metamaterial cover. The impedance bandwidth of the patch antenna is increased from 2.9% to 5.23% (ranging from 5.649GHz to 5.952GHz). Using the usual formulas mentioned in [1], the conventional proximity-coupled patch antenna discussed here possesses a TM_{01} mode resonant frequency of approximately 5.9GHz. The second resonant frequency of the metamaterial patch antenna is obviously due to the TM_{01} mode of the conventional patch antenna. (See Fig. 5) Since the metamaterial superstrate disturbs the current distribution of the TM_{01} mode, this resonant frequency slightly shifts down to a lower frequency. An interested reader is recommended to refer to [11] for more details. The first resonant frequency is the result of reactive cancellation between the capacitive feeding structure and the inductive metamaterial cover. On the other hand, the first resonant frequency is close to the second resonant frequency, which results in broadband operation. The simulation results of Fig. 5 are in good agreement with the theoretical predictions discussed in the last paragraph of the previous section, which serve to justify the approximations that were used to model the metamaterial patch antenna as a grounded homogenous medium. It is necessary to mention that the parasitic line section, used on the opposite side of the feed line, stabilizes the antenna performance at its resonant frequency at the expense of an additional resonance frequency at about 6.24GHz. A detailed discussion on that will be presented in a future work.

By using the metamaterial cover over the patch antenna, the antenna radiation patterns in E- and H-planes are concentrated in a direction perpendicular to the patch antenna (θ=0).

The simulated broadside directivity versus frequency is shown in Fig. 6. As can be seen, the maximum directivity of the patch antenna is increased from 6.25dB to 16.16dB using metamaterial cover. The 3dB directivity bandwidth of the metamaterial antenna is also between 5.685GHz and 5.91GHz, or 3.88%.

The antenna radiation patterns within its bandwidth are also investigated. The E-plane and H-plane patterns of the metamaterial patch antenna at three frequencies (5.7GHz, 5.8GHz and 5.9GHz) have been simulated and were compared to the one obtained for the conventional antenna, at 5.9GHz, in Fig. 7. Although the radiation pattern of the metamaterial antenna changes a bit at each frequency, the main lobe of the metamaterial antenna at all frequencies (ranging from 5.65 to 5.95GHz) is in the broadside direction and maximum directivity is reasonably good. In the present case, the area of the aperture is \( A = 184.5mm \times 184.5mm \), and \( \lambda = \frac{c_0}{f_0} = 51.724mm \), so that maximum directivity then becomes \( D_{\text{max}} = 22dB \). The maximum directivity of the metamaterial patch antenna, occurring at 5.81GHz, (16.16dB) has approached the maximal directivity obtained, theoretically, with the same aperture size. In addition, we have investigated the effect of parasitic strip on the antenna return loss.
Consequently, the transverse feed point location is changed from one side of the metamaterial patch antenna to the other side. The antenna return loss versus frequency is shown for the different values of $Y$ in Fig. 8. As can be seen, displacement of the feed point location does not have a considerable effect on the antenna input impedance and bandwidth, [13].

IV. CONCLUSION

A new metamaterial proximity coupled-patch antenna has been proposed, which is not sensitive to the transverse feed point location. A full-wave FDTD numerical method has been developed for designing and characterizing metamaterial cover. Proximity-coupled patch antenna has been designed and simulated to demonstrate the potential application of this metamaterial cover. Compared to the conventional design both the antenna impedance bandwidth and directivity increase about 2.33% and 9.91dB, respectively. The 3dB directivity bandwidth of the proposed metamaterial patch antenna is about 3.88%. Furthermore, the antenna bandwidth can be also increased by tuning the length of the parasitic strip.
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Abstract — The anomalous wave propagation in a homogeneous, isotropic and lossless medium that moves with a constant velocity along the axis of a rectangular waveguide; and its interesting properties lead us to the fact that the moving media may be regarded as double negative metamaterial (DNG). In this paper, the correct sign of the permittivity and permeability of an equivalent stationary media, for each TE and TM modes and for both low and high dielectric velocities are investigated and it is shown that this medium acts as a DNG material over specific frequency ranges.

Index Terms — Moving Media, Metamaterial.

I. INTRODUCTION

Theory of negative index was first introduced by Veselago [1]. He showed in his theoretical investigations that the DNG material has negative refraction property. After works of Rotman [2], Pendry [3], and Smith [4], a standard procedure was established for the design of bulk artificial media with negative parameters. Negative refraction has been realized in artificial structures which is made of wires and SRRs [5], photonic crystals [6] and discrete elements [7], hole arrays in thin metal films [8], thin layers of dielectrics [9], vertical loops on a substrate [10], waveguide arrangements [11], and even a natural material based on colossal magnetoresistance [12]. The narrow bandwidth of aforementioned proposed artificial materials is due to resonant nature of these structures and this fact is main limiting factor for negative refraction applications.

In this paper it will be shown that some of the drawbacks might be overcome, by using other types of artificial structures which would have a larger bandwidth, such as moving media. Though moving media, [13-14] have been previously categorized in the bianisotropic groups, the proposed media can also be considered as artificial negative refractive structures. Moreover, similar to SRR the proposed media show DNG properties just in certain directions [3]. In contrast to SRR structures showing resonance and narrow-band DNG properties, the proposed moving media have wide bandwidth which meets the law of entropy.

Recently, Grzegorczyk et al studied the wave refraction phenomenon as a function of frequency and medium velocity in an isotropic non-dispersive moving medium which its velocity is parallel to the interface where refraction occurs, using spectral domain approach [15]. They investigated the effects of motion of the medium on a rotation of refraction. They showed that it can either enhance or attenuate the natural negative refraction of the medium. However, it should be emphasized that our approach is fundamentally different with [15] in three aspects: it involves permittivity and permeability definition of an equivalent stationary media based on moving medium parameters, negative refraction is obtained for both TE and TM modes for each frequency range, and we consider that the
direction of medium movement to be in the same direction of wave propagation.

In this paper, we consider stationary medium with equivalent permittivity and permeability for both TE and TM waveguide modes. The range of validity for each quantity is clearly stated. It has been demonstrated that this media acts as an ultrawide band negative refractive structure. It is to be noted that treatment of this issue at present is purely theoretical, however developing waveguide which filling medium with specified physical constituent moving with constant velocity may not be impossible in future, however, the applications of metamaterial in waveguide have been already addressed in literatures, [16]-[18-19].

II. QUANTITIES DEFINITIONS

The moving media are not a new concept in electromagnetic and it has been discussed in [13-14]. In [13], it has been showed that for a general moving media, the cutoff frequency of ordinary waveguide is lowered by a factor which depends upon the velocity of the medium. It has been also shown that change in the cutoff frequency, propagation constant and transverse-wave impedance are modified independent of the guide geometry.

In [14], Du and Compton showed that for a slowly moving medium, \( n \sqrt{\frac{\nu}{c}} < 1 \), where \( n \) is the index of refraction and \( \nu \) is the velocity of light in vacuum, there are two critical frequencies, separating three frequency ranges in each of which there is a different type of propagation. Furthermore, for a high-speed medium i.e. \( n \sqrt{\frac{\nu}{c}} > 1 \), it is found that there is no cutoff phenomenon at all, although there is one critical frequency separating two frequency ranges in which the propagation is different.

In Fig. 1, the anomalous properties of this medium are shown, [14]. We assume that a homogeneous, isotropic and lossless media that moves with a constant velocity along the axis of a waveguide acts as an equivalent medium to a rectangular waveguide which is filled with stationary media and modified permittivity and permeability. First, we define the main quantities of such equivalent rectangular waveguide compared with same quantities of moving media. Then, the restrictions on the range of validity of derived quantities are specified, and finally the correct sign of equivalent permittivity, \( \varepsilon_e \), and permeability, \( \mu_e \), of moving media will be determined. In a dielectric loaded rectangular waveguide the cutoff frequency, \( f_c \), is,

\[
f_c = \frac{k_c}{2\pi\sqrt{\mu_0\varepsilon_0}} = \frac{k_c}{2\pi m}
\]

where \( k_c \) is, in general, a different propagation constant for each mode (i.e. for a rectangular waveguide \( k_c = \left(\frac{p\pi}{a} + \frac{q\pi}{b}\right) \)). where \( a \) and \( b \) are the dimensions of the waveguide, and \( p, q \) specify the mode) and,

\[
n = \sqrt{\mu_0\varepsilon_0} = \sqrt{\mu_0\varepsilon_r} \cdot \sqrt{\mu_0\varepsilon_0}
\]

which in this equation, \( \varepsilon_r \) and \( \mu_r \) are the dielectric permittivity and permeability respectively. And the wave impedance of TE and TM modes are equal to

\[
Z_{TE} = \frac{\omega\mu_r}{\beta_r}
\]

\[
Z_{TM} = \frac{\beta_r}{\omega\varepsilon_r}
\]

where \( \beta_r = \omega\sqrt{\mu_0\varepsilon_r} \) is the propagation constant.

Fig. 1. Frequency ranges for wave propagation in the waveguide, with the medium moving in the +Z direction, (a) the low velocity case: \( n \nu < 1 \). (b) the high velocity case: \( n \nu > 1 \), [14].
Now, for an equivalent medium which is filled with stationary media and modified permittivity, \( \varepsilon_e \), permeability, \( \mu_e \); propagation constant, \( \beta_e \), and comparing (3) and (4) with TE and TM impedance of moving media, based on [14], one can show that [17]

\[
Z^{TE} \Rightarrow \frac{\omega \mu_e}{\beta_e} = \frac{\omega \mu a}{h + \omega \Omega} \quad (5)
\]

\[
Z^{TM} \Rightarrow \frac{\beta_e}{\omega \varepsilon_e} = \frac{h + \omega \Omega}{\omega \varepsilon a} \quad (6)
\]

Where \( \varepsilon \) and \( \mu \) are the permittivity and permeability of the moving material in rectangular waveguide, and \( a \) and \( \Omega \) are defined as

\[
\Omega = \left( \frac{n^2 - 1}{1 - n^2 \Omega^2} \right) c \quad (7)
\]

\[
a = \frac{1 - \nu^2}{1 - n^2 \nu^2} \quad (8)
\]

Here, \( h = -\omega \Omega \pm \sqrt{k^2 - k_e^2} \) and \( c \) is the velocity of light.

\[
\nu = \frac{\nu}{c} \quad (9)
\]

From equations (5) and (6), we have

\[
\frac{\mu_e}{\varepsilon_e} = \mu_r \frac{\varepsilon_r}{\varepsilon_e} \Rightarrow \varepsilon_e = \frac{\mu_e}{\mu_r} \varepsilon_r \quad (10)
\]

Using (10) and (2), we get

\[
n_e = \sqrt{\mu_r \varepsilon_e} = |\varepsilon_r| \sqrt{\frac{\mu_r}{\mu_e}} = |\mu_r| \sqrt{\frac{\varepsilon_r}{\varepsilon_e}} \quad (11)
\]

The modal impedances of an ordinary rectangular waveguide depend on the modal indexes. As it mentioned before, in [13-14] it has been shown that for a general moving media, the transverse-wave impedance are modified independent on the guide geometry. Hence in the equivalent medium, it is expected that the equivalent transverse-wave impedance is independent from the modal indexes and it related to the velocity of the moving medium.

\[
III. \text{CRITICAL FREQUENCIES}
\]

As stated earlier we assume that a rectangular waveguide which is filled with stationary media and modified permittivity and permeability acts as an equivalent medium to a homogeneous, isotropic and lossless media that moves with a constant velocity along the axis of a waveguide.

When the velocity of the moving medium is small, i.e. \( n \nu < 1 \), the cutoff frequency is [14],

\[
f = f_c = \frac{k_e}{2 \pi \nu \mu_e \varepsilon_0} \cdot \sqrt{\frac{1 - n^2 \nu^2}{n^2 (1 - \nu^2)}} \quad (12)
\]

Comparing (1) and (12) it is evident that for frequencies below the cutoff frequency

\[
f < f_c \Rightarrow \frac{1}{\sqrt{\mu_e \varepsilon_e}} < \sqrt{\frac{1 - n^2 \nu^2}{n^2 (1 - \nu^2)}} \quad (13)
\]

or

\[
n_e > \sqrt{\frac{n^2 (1 - \nu^2)}{1 - n^2 \nu^2}} \quad (14)
\]

Using (11), (14) can be written as

\[
n_e = |\varepsilon_r| \sqrt{\frac{\mu_r}{\mu_e}} > \sqrt{\frac{n^2 (1 - \nu^2)}{1 - n^2 \nu^2}} \quad (15)
\]

Combination of (2) and (15) leads to the following inequalities for small values of velocity

\[
\varepsilon_e > \varepsilon_r \sqrt{\frac{1 - \nu^2}{1 - n^2 \nu^2}} \quad (16)
\]

or

\[
\varepsilon_e < -\varepsilon_r \sqrt{\frac{1 - \nu^2}{1 - n^2 \nu^2}} \quad (17)
\]

Waveguide impedances for TE and TM modes are, [14]

\[
Z^{TE} = \pm i \frac{\omega}{\omega_c} \eta \left[ 1 - \left( \frac{f}{f_c} \right)^2 \right]^{1/2} \quad (18)
\]

\[
Z^{TM} = \pm i \frac{\omega_c}{\omega} \eta \left[ 1 - \left( \frac{f}{f_c} \right)^2 \right]^{1/2} \quad (19)
\]
Where, $\eta$ is the intrinsic impedance of medium.

By comparing (18) and (19) with (3) and (4) respectively, the correct sign for the permittivity can be determined. For TE mode, the equivalent permittivity and permeability in +z direction are negative, whereas for -z direction, they are positive. Similarly, for TM mode, the equivalent permittivity and permeability in +z and -z directions are positive and negative, respectively. When the frequency is less than $f_c$, the fields are attenuated along the guide axis, but unlike an ordinary waveguide below cutoff, there is a phase velocity $v_p = 1/\Omega$ in the negative z-direction for both solutions, [14]. Based on what stated, one may conclude that the moving media acts as DNG and double positive (DPS) for TM and TE respectively.

When the frequency is slightly above $f_c$, there is no attenuation, but the two waves both have different phase velocities in the negative z-direction. For large enough frequency we have from [14]

$$f_c = \frac{k_c}{2\pi\sqrt{\mu_0\varepsilon_0}} \sqrt{\frac{1-v^2}{n^2-v^2}} \quad (20)$$

This means that the waves can propagate in either direction without attenuation, but again with different phase velocities. For frequency above $f_c$, we have

$$\frac{1}{n_e} > \frac{1}{\sqrt{\mu_e\varepsilon_e}} = \frac{1}{n} \Rightarrow n_e < n \quad (21)$$

Using (11), (21) can be written as

$$|\varepsilon_e| < \varepsilon_e \Rightarrow -\varepsilon_e < \varepsilon_e < \varepsilon_e \quad (22)$$

Equ. (22) shows that it is possible to have negative and positive values for permittivity. With the following wave impedances defined in [14]

$$Z^{TE} = \pm \eta \left[ 1 - \left( \frac{f_c}{f} \right)^2 \right]^{1/2} \quad (23)$$

$$Z^{TM} = \pm \eta \left[ 1 - \left( \frac{f_c}{f} \right)^2 \right]^{1/2} \quad (24)$$

We note that both TE and TM waves in +z and -z directions can exist and equivalent permittivity and permeability are positive for +z direction and negative for -z direction.

For frequency $f_c < f < f_i$, one can show that

$$f_c < f < f_i \Rightarrow \begin{cases} n_e > n \\
 n_e < \frac{n^2(1-v^2)}{1-n^2v^2} \end{cases} \quad (25)$$

This condition leads to

$$n_e > n \Rightarrow |\varepsilon_e| > \varepsilon_e, \quad n_e < \frac{n^2(1-v^2)}{1-n^2v^2} \Rightarrow |\varepsilon_e| < \varepsilon_e \quad (26)$$

From which we have

$$|\varepsilon_e| < -\varepsilon_e \Rightarrow -\varepsilon_e < \varepsilon_e < \varepsilon_e \quad (27)$$

Again defining of $\psi$ as

$$\psi = \sqrt{\frac{1-v^2}{1-n^2v^2}} \quad (28)$$

The second inequality in (27) can be expressed

$$\begin{cases} if \quad n^2 < 1 \rightarrow \psi < 1 \\
 if \quad n^2 > 1 \rightarrow \psi > 1 \end{cases} \Rightarrow \begin{cases} \varepsilon_e \psi < 1 \\
 \varepsilon_e \psi > 1 \end{cases} \quad (29)$$

Hence, the limit for the range of validity of (27) may be shown by doted region in Fig. 2. When $n^2 < 1$ then $n^2v^2 < 1$ and $v^2 < 1/n^2 < 1$, thus

$$v < \frac{1}{c \sqrt{\mu_e \varepsilon_e}} \quad (30)$$

This is the necessary condition for (27) to have a solution. Now we should reject one of these two solutions of (27). Figure 2, shows that if $n^2 < 1$, (27) has no solution for permittivity and no wave could propagate. However, the doted region is the valid region for (27).
Fig. 2. Region of solution for permittivity, $n\bar{\nu} < 1$.

Since the only propagating mode is in -$z$ direction, therefore the moving media for both TE and TM waves in -$z$ direction act as DNG medium. For the case where the velocity of the moving medium is high, i.e. $n\bar{\nu} > 1$, the cutoff frequency is \[ f = f_c = \frac{k_c}{2\pi\sqrt{\mu_r\varepsilon_r}}\sqrt{1 - \frac{\mu_r}{\varepsilon_r}} \] \[ (31) \]

For frequencies below the cutoff

\[ f < f_c \Rightarrow \frac{1}{n_e} < \sqrt{1 - \frac{\mu_r}{\varepsilon_r}} \] \[ (32) \]

\[ n_e > \sqrt{\frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2}} \] \[ (33) \]

Further, using (11), we can show

\[ \varepsilon_e > \varepsilon_r \sqrt{\frac{\mu_r}{\varepsilon_r}} \frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2} \] \[ (34) \]
or

\[ \varepsilon_e < -\varepsilon_r \sqrt{\frac{\mu_r}{\varepsilon_r}} \frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2} \] \[ (35) \]

Similar to previous method of solution, defining

\[ \psi = \sqrt{\frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2}} \] \[ (36) \]

Leads to

\[ \begin{cases} 
\text{if} \quad n^2 < 1 \Rightarrow \psi < 1 & \Rightarrow \left[ \varepsilon_e \psi < 1 \right] \\
\text{if} \quad n^2 > 1 \Rightarrow \psi > 1 & \Rightarrow \left[ \varepsilon_e \psi > 1 \right] \end{cases} \] \[ (37) \]

The range of validity of (33) is shown in Fig. 3. It seems in Fig. 3, we note that both negative and positive signs for permittivity are acceptable.

Again, TE and TM wave impedances can be expressed as

\[ Z^{TE} = \frac{\varepsilon_0\mu_0}{\beta_c} = \pm \frac{\varepsilon_0\mu_0}{\sqrt{k^2c^2 - k_r^2a}} \] \[ (38) \]

\[ Z^{TM} = \frac{\beta_c}{\varepsilon_0\varepsilon_r} = \pm \frac{k^2c^2 - k_r^2a}{\varepsilon_0\mu_r} \] \[ (39) \]

And both TE and TM waves may propagate in +$z$ and -$z$ directions simultaneously, and the equivalent permittivity and permeability in +$z$ and -$z$ directions are positive and negative, respectively. Finally, for frequency above the cutoff frequency

\[ n_e < \sqrt{\frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2}} \] \[ (40) \]

One can show that

\[ -\sqrt{\frac{\mu_r}{\varepsilon_r}} \sqrt{\frac{n^2 - \bar{\nu}^2}{1 - \bar{\nu}^2}} < \varepsilon_e \frac{\mu_r}{\varepsilon_r} \] \[ (41) \]

Based on TE and TM impedances (38), and (39) and the propagation mode [14], the only propagating mode is in +$z$ direction and so the moving media for both TE and TM waves in +$z$ direction act as DPS medium.

As a summary, for a slowly moving medium there are two critical frequencies, separating three frequency ranges with different type of propagation. For frequencies below the cutoff, in TE mode, the equivalent permittivity and permeability in +$z$ direction are negative, whereas in -$z$ direction, they are positive. Similarly, for TM mode, the equivalent permittivity and permeability in +$z$ and -$z$ directions are positive and negative, respectively. For frequency $f_c < f < f_c$, the only propagating mode is -$z$ and so the moving media for both TE and TM waves in -$z$ direction act as DNG medium. For frequency above $f_c$, for both TE and TM modes, the equivalent permittivity and permeability in +$z$ and -$z$ directions are positive and negative, respectively.

Fig. 3. Region of solution for permittivity, $n\bar{\nu} > 1$. 

$\text{Fig. 3. Region of solution for permittivity, } n\bar{\nu} > 1.$
Fig. 4. Moving media as a DNG or DPS equivalent medium for each frequency band and propagation mode, (a) $n r < 1$, (b) $n r > 1$.

IV. CONCLUSION

The anomalous wave propagation in a homogeneous, isotropic and lossless medium that moves with a constant velocity along the axis of a rectangular waveguide is investigated. The correct sign of the permittivity and permeability of an equivalent stationary medium, for each TE and TM modes and for both low and high dielectric velocities are extracted and it demonstrated that this media acts as an metamaterial structure over specific frequency ranges.
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Abstract - In this paper, we propose to study a new demodulation technique of a QPSK signal exploited in a homodyne receiver by using a modified six-port circuit as demodulator. We will present two techniques of the same structure but we will retain only the best configuration. The new approach allows the integration of the receiver module in a high-performance millimeter wave technology, reducing the size and overall cost of the receivers. This approach is validated by using Agilent’s Advanced Design System (ADS) software for RF design and simulation.

Index Terms - ADS software, direct conversion receiver, QPSK demodulator, Six-port circuit.

I. INTRODUCTION

Due to the overwhelming demand for wireless communications, efforts were deployed to simplify the structure of receivers used in demodulators thus reducing both their dimensions and costs. The new communication systems need a high fidelity transmission of high-speed information. In the case of conventional receivers, the manufacturing defaults which are unavoidable in high-frequency generate distortions of the in-phase and quadrature RF signals. We know that the increase in frequency leads to a decrease in wavelength. It then becomes more and more difficult to perform couplers with excellent performance [1]. The new architecture shown in Fig. 1 makes it possible through a new phase demodulation system not only to correct the imperfections of manufacture, but also to adjust both the gain and phase errors of conventional demodulators. The six-port structure was successfully used in the design of network analyzers and other applications. Recall that the theory of the six-port circuit was widely developed by many researchers in order to show its qualities as a reflectometer [2, 3].

II. THE CONVENTIONAL SIX-PORT JUNCTION

The circuit can be considered as a black box with two inputs, one for the reference signal and the other for the signal to identify, with four possible combinations between the input signals.

In this paper, we propose a new technique to extract the information contained in a quadrature modulated signal. This will be achieved with a new type of QPSK demodulator based on a modified six-port circuit. But first of all, we will explain how a conventional six-port junction was initially designed to measure the reflection coefficient of a load (one-port device).
reserved to the reference signal; whereas, the second input receives the signal to be identified. The six-port structure has been successfully used in the design of network analyzers and other similar applications. The theory of the six-port junction was further developed by Glenn F. Engen [6] by highlighting its qualities of reflectometer.

The response of this junction can be characterized by the following set of equations that express the powers at its four outputs:

\[
\begin{align*}
P_1 &= |b_1|^2 = |Aa + Bb|^2 \\
P_2 &= |b_2|^2 = |Ca + Db|^2 \\
P_3 &= |b_3|^2 = |Ea + Fb|^2 \\
P_4 &= |b_4|^2 = |Ga + Hb|^2
\end{align*}
\]

where the coefficients A to H are complex constants which must be determined by a calibration procedure, and \(a\) & \(b\) are incident and reflected waves at the input of a load.

Figure 2 illustrates a schema of a six-port reflectometer using 90° hybrid couplers to measure the reflection coefficient \(\Gamma\) of the load.

The schema of a 90° hybrid coupler and its scattering matrix are shown in Fig. 3.

\[
S = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & j & 1 & 0 \\ j & 0 & 0 & 1 \\ 1 & 0 & 0 & j \\ 0 & 1 & j & 0 \end{bmatrix}
\]

The following set of equations give the expressions of powers at the four outputs:

\[
\begin{align*}
P_1 &= \frac{|a|^2}{4} |\Gamma - 1|^2 \\
P_2 &= \frac{|a|^2}{8} |\Gamma - (-1 + j)|^2 \\
P_3 &= \frac{|a|^2}{8} |\Gamma - (-1 - j)|^2 \\
P_4 &= \frac{|a|^2}{4}
\end{align*}
\]

Fig. 2. Block diagram of the conventional six-port junction.

Fig. 3. (a) 90° hybrid coupler; (b) corresponding scattering matrix.
Only $p_4$ is independent of $\Gamma$. It will therefore be used as reference power, which leads to the following three normalized powers:

$$\begin{align*}
p_1 &= \frac{p_1}{p_4} = |\Gamma - 1|^2 \Rightarrow |\Gamma - 1| = \sqrt{p_1} \\
p_2 &= \frac{p_2}{p_4} = |\Gamma - (-1 + j)|^2 \Rightarrow |\Gamma - (-1 + j)| = \sqrt{2p_2} \\
p_3 &= \frac{p_3}{p_4} = |\Gamma - (-1 - j)|^2 \Rightarrow |\Gamma - (-1 - j)| = \sqrt{2p_3}
\end{align*}$$

(4)

The three resulting equations are the equations of three circles whose centers are:

$q_1 = 1$, $q_2 = -1 + j$ and $q_3 = -1 - j$.

Figure 4 shows the graphical representation of these three circles.

![Fig. 4. Graphical representation of the reflection coefficient $\Gamma$.](image)

The intersection point of these three circles will give us the value of the reflection coefficient $\Gamma$ at the input of the device. The position of the points $q_i$ depends on the architecture of the six-port junction and, ideally, the three points should be located at 120° from each other and equidistant from the center.

Finally, the measurement of the reflection coefficient $\Gamma$ consists in determining the power levels at the four output ports and developing a suitable algorithm by considering one of the output ports as reference.

**III. PRINCIPLE OF A MODIFIED SIX-PORT CIRCUIT**

The modified six-port circuit is performed with two types of couplers: Wilkinson coupler acts as a power splitter [7, 8] and a 90° hybrid coupler produces two output signals phase shifted by 90°. We first represent in Fig. 5 below, the scheme of a Wilkinson coupler and its scattering matrix.

![Fig. 5. (a) Wilkinson coupler; (b) corresponding scattering matrix.](image)

Figure 6 shows the modified six-port circuit with its two inputs ($a_5$ & $a_6$) and four outputs. Assuming that the input signals have the same amplitude and that each port is matched, the wave equations to those inputs and outputs ports can be expressed as follows:

$$\begin{align*}
a_5 &= a \exp(j \theta_5) \\
a_6 &= a \exp(j \theta_6) \\
b_1 &= -j \frac{a}{2} \exp(j \theta_5) |1 - \exp[j(\theta_6 - \theta_5)]| \\
b_2 &= \frac{a}{2} \exp(j \theta_5) |1 - \exp[j(\theta_6 - \theta_5 - \frac{\pi}{2})]| \\
b_3 &= \frac{a}{2} \exp(j \theta_5) |1 - \exp[j(\theta_6 - \theta_5 - \pi)]| \\
b_4 &= -j \frac{a}{2} \exp(j \theta_5) |1 - \exp[j(\theta_6 - \theta_5 + \frac{\pi}{2})]|
\end{align*}$$

(6)

Given that the output power of a matched load is equal to $|b|^2$, we can notice that for each output there is a phase shift $\Delta \theta$ equal to $(\theta_6 - \theta_5)$ between the 2 input signals corresponding to a zero power. By using the circuit as a QPSK demodulator, we can differentiate four modulation states by using output power measurements and detecting that which it is minimal with regard to the others [9].
IV. STUDY OF A NEW SIX-PORT STRUCTURE

Having as basic structure the diagram of the modified six-port junction represented in Fig. 6, we designed this structure by considering two different architectures for the hybrid couplers. The circuit is simulated at 26 GHz center frequency with Momentum 3D Planar EM Simulator of Advanced Design System software [10] by using microstrip lines. The parameters of the used substrate are: 0.254 mm for the thickness and 9.9 for the relative permittivity.

Figures 7 and 8 show two structures of the six-port circuit performed with square and round hybrid couplers, respectively.

We present hereafter the simulation results of Scattering parameters (S-parameters) of both structures in a frequency band around 26 GHz.
Fig. 10. Output reflection coefficients of the structure with round hybrid couplers.

Figures 9 and 10 show the matching values at their output ports in [22-30] GHz frequency band.

As can be seen, we get a better matching at $f = 26$ GHz for the structure based on round hybrid couplers with $S_{11} = S_{44} \approx -39$ dB and $S_{22} = S_{33} \approx -30$ dB. It follows that the round shapes of couplers used in this structure contribute to this good matching compared to that based on square hybrid couplers with $S_{ii} \approx -20$ dB at 26 GHz for $i = 1$ to 4.

That is why we present in what follows results of the phase and the coupling obtained only from the structure with round hybrid couplers. Figures 11 and 12 show the transmission curves $S_{5i}$ and $S_{6i}$ with $i = 1$ to 4. All values obtained at $f = 26$ GHz are close to $-6$ dB ($= -20\log_{10} \frac{1}{2}$).

Fig. 11. Transmission coefficients between LO input port (N° 5) and output ports.

The transmission phases between each two output ports are represented in Fig. 13 (a) and (b).

Fig. 12. Transmission coefficients between RF input port (N° 6) and output ports.

Fig. 13. Transmission phases: (a) $S_{15}$ , (b) $S_{16}$ with $i = 1$ to 4.
We can see that the phase difference is always around ±90°.

All results obtained for the transmission coefficients and the transmission phases are consistent with the architecture of the modified six-port circuit represented in Fig. 6.

We finish this study by presenting the isolation curves as well for the two input ports as for the four output ports. Figure 14 shows that there is an excellent isolation between input ports 5 and 6 with about -36 dB at 26 GHz frequency.

Figure 15 also shows that there is a good isolation between the output ports, all values being less than -33 dB at this frequency.

V. ELECTROMAGNETIC SIMULATIONS OF THE SIX-PORT WITH A POWER DETECTION CIRCUIT

In order to take advantage of the qualities of the six-port circuit as a phase demodulator of a QPSK signal [11], we have made simulations based on some assumptions for the structure with the round hybrid couplers. To distinguish the four states of modulation, the output signals have to pass through a power detection circuit.

Figure 16 presents the diagram of the six-port circuit with a power detection circuit. Input ports 5 and 6 receive the reference signal from a local oscillator and the QPSK signal, respectively.

DC voltage obtained at each output is proportional to the square of the amplitude of $b_i$ [12]:

$$V_i = K_i |b_i|^2.$$  \hspace{1cm} (7)

The set of equations (8) shows that the power at each output depends on the phase difference between the input signals.

Assuming the detectors identical ($K_i = K$), we can write:

$$\begin{align*}
V_1 &= K \left| a_1 \right|^2 \left| 1 - \exp\left(\frac{j\Delta \theta}{2}\right) \right|^2 = K|a_1|^2 \sin\left(\frac{\Delta \theta}{2}\right)^2, \\
V_2 &= K \left| a_1 \right|^2 \left| 1 - \exp\left(\frac{j\Delta \theta + \frac{\pi}{2}}{2}\right) \right|^2 = K|a_1|^2 \sin\left(\frac{\Delta \theta + \frac{\pi}{2}}{2}\right)^2, \\
V_3 &= K \left| a_2 \right|^2 \left| 1 - \exp\left(\frac{j\Delta \theta - \frac{\pi}{2}}{2}\right) \right|^2 = K|a_2|^2 \sin\left(\frac{\Delta \theta - \frac{\pi}{2}}{2}\right)^2, \\
V_4 &= K \left| a_2 \right|^2 \left| 1 - \exp\left(\frac{j\Delta \theta + \frac{\pi}{2}}{2}\right) \right|^2 = K|a_2|^2 \sin\left(\frac{\Delta \theta + \frac{\pi}{2}}{2}\right)^2.
\end{align*}$$  \hspace{1cm} (8)

To obtain variations in amplitude of the output voltages relative to the phase shift between RF and reference signals, we vary the phase of the RF signal between 0° and 360° while maintaining constant the powers of the input signals, and the phase of the reference signal. Figure 17 shows the
variations of amplitudes \( V_1, V_2, V_3, \) and \( V_4 \) at ports \( 1, 2, 3, 4 \) depending on the phase shift between RF and LO inputs.

We can observe that every voltage has a single minimum or maximum value for a phase shift between reference and RF signals going from \( 0^\circ \) to \( 360^\circ \). This phase shift can be determined using only the values of these voltages and relying on an appropriate algorithm.

![Fig. 17](image)

**Fig. 17.** Normalized output dc voltages versus the phase shift between RF and LO input signals.

The modified six-port circuit can then be regarded as a phase discriminator. In terms of phase shift between RF inputs, each function \( V(\Delta \theta) \) is periodic with period \( 2\pi \), and minimum values of the four voltages are separated by multiples of \( \pi/2 \). Subsequently, we can consider a method to obtain the constellation of the demodulated signal in the I/Q complex plane.

The phase \( \theta_6 \) of the input signal contains the information while the phase \( \theta_5 \) of the LO signal represents the reference. In the I/Q plane and using Eq. (9), we define a vector \( \Gamma \) representing a combination of the four dc output voltages [13].

\[
\Gamma = [(V_3 - V_1) + j(V_4 - V_2)] \exp \left( j \frac{\pi}{4} \right). \quad (9)
\]

Figure 18 illustrates the four modulation states of a QPSK modulated signal.

Assuming \( \theta_6 = \frac{\pi}{4} \) with as reference \( \theta_5 = \frac{\pi}{4} \), we obtain \( \Delta \theta = 0 \). Therefore, the output voltages can be expressed as follows:

\[
V_1 = 0 \quad \& \quad V_2 = V_4 = \frac{1}{2} K|a|^2 \quad \& \quad V_3 = K|a|^2 . \quad (10)
\]

So, the point obtained using Eq. (9) will be given by the vector \( \Gamma = K|a|^2 \exp(j \frac{\pi}{4}) \). This point is located in the center of the first quadrant of Fig. 18, which confirms that the signal is correctly demodulated.

Table 1 below presents the values \( V_1 \) to \( V_4 \) and \( \Gamma \) according to \( \theta_6 \) and corresponding to the four modulation states.

**Table 1: Theoretical demodulation results of a QPSK signal**

<table>
<thead>
<tr>
<th>( \theta_6 )</th>
<th>( V_1 )</th>
<th>( V_2 )</th>
<th>( V_3 )</th>
<th>( V_4 )</th>
<th>( \Gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\pi}{4} )</td>
<td>0</td>
<td>( \frac{1}{2} K</td>
<td>a</td>
<td>^2 )</td>
<td>( K</td>
</tr>
<tr>
<td>( \frac{3\pi}{4} )</td>
<td>( \frac{1}{2} K</td>
<td>a</td>
<td>^2 )</td>
<td>0</td>
<td>( \frac{1}{2} K</td>
</tr>
<tr>
<td>( \frac{5\pi}{4} )</td>
<td>( K</td>
<td>a</td>
<td>^2 )</td>
<td>( \frac{1}{2} K</td>
<td>a</td>
</tr>
<tr>
<td>( \frac{7\pi}{4} )</td>
<td>( \frac{1}{2} K</td>
<td>a</td>
<td>^2 )</td>
<td>( K</td>
<td>a</td>
</tr>
</tbody>
</table>
We can notice the excellent qualities of the modified six-port circuit as a phase demodulator. Thanks to this analytical development, we can confirm that with its new architecture, the six-port circuit can be suitably used as a phase demodulator of a QPSK modulated signal. Using the phase discriminator properties of the modified six-port circuit and an appropriate analog processing for the output signals, it becomes possible to demodulate other signals modulated in phase even though the circuit has been originally designed to demodulate a QPSK signal.

VI. CONCLUSION

The six-port junction was especially used for microwave instrumentation and measurements. The objective was to design a new microwave and millimeter wave direct conversion receiver based on a six-port frequency discriminator and dedicated to a high speed QPSK modulation. This junction was in the past designed and fabricated in monolithic hybrid microwave integrated circuit (MHMIC) and monolithic microwave integrated circuit (MMIC) with a certain complexity in manufacturing.

We propose in this paper a modified six-port circuit based on microstrip technology. It is distinguished by its simple and compact structure which allows an easy implementation of low cost and in addition provides a certain resistance to manufacturing imperfections. Note that there were no radiation problems in the functioning of this new structure which also has a high immunity to phase distortions and fluctuations in the power of the RF signal and adjacent channel.

Finally, we can assert that it is possible to realize a phase demodulator for an efficient QPSK modulated RF signal based on just a simple and compact structure.
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Abstract — A novel compact triband coplanar waveguide fed metamaterial antenna is proposed. The left-handed (LH) inductance is provided by two parallel short ended spiral inductors. We achieved pentamodes of resonance consisting of negative modes, zeroth mode and positive modes. The resonance frequency at each of these modes are $f_2=1.01$ GHz, $f_1=2.11$GHz, $f_0=2.48$ GHz, $f_{+1}=3.04$ GHz and $f_{+2}=3.54$GHz with triband functionality obtained at $f_2$, $f_0$ and $f_{+2}$ resonances. Gain of the proposed structure at $f_2$, $f_0$ and $f_{+2}$ resonances is found to be -3.4993dB, 1.559dB and 1.9515dB respectively. The proposed antenna is measured at Antenna Measurement Facility (AMF) and results were compared with the simulated results. A good agreement between the measured and the simulated results validates the proposed design. The antenna radiates omni-directional waves in the horizontal plane. The proposed antenna serves the criteria for modern multiband wireless applications with an additional feature of increased bandwidth at the zeroth mode. The proposed multiband antenna is suitable for wireless communication applications such as the Global System for Mobile Communications (GSM) 900 in 1.01GHz, Wireless Local Area Network (WLAN) in the 2.48 GHz band (2.459 - 2.4924)GHz of IEEE 802.11b/g ISM band and worldwide interoperability for microwave access (WiMax) standards in the 3.54GHz band (3.491-3.596)GHz of IEEE 802.11a. This proposed antenna is most suitable for precise multiband wireless communication systems which include the mobile and wireless local area network (WLAN) systems due to their large service area.

Index Terms — Composite Right/Left Handed Transmission Line, Metamaterials, Omni-directional antennas, Zeroth Order Resonant antenna.

I. INTRODUCTION

Compact antennas with omni-directional radiation patterns are useful for wireless applications. Various antennas such as dipole, monopole [1], cylindrical patch array [2] and planar back-to-back dipole antenna [3, 4] are widely employed for this purpose. However, these antennas are very complicated in structure and their large size needs to be miniaturized in order to meet the demands of portable devices. In recent years, metamaterials have drawn considerable attention for the design of compact antenna and other microwave devices [5-7]. A compact metamaterial antenna with omni-directional radiation patterns serves the above purpose. They are designed to be small in size with additional features to provide multifrequency and multifunctionality bands [8, 9]. However, the ZOR antennas reported in these papers suffered from
low radiation efficiencies that ranged from 5-50%. In [10], an increased height ZOR antenna was presented with a size of 120 x 49mm. Though efficiency was increased to 25% but gain was only about -0.52 dBi at 7.79 GHz. The Composite Right/Left Handed Transmission Line (CRLH TL) metamaterials using zeroth order resonance (i.e.; inductive and capacitive loadings on a microstrip transmission line) are popular for their inherent multiband property which can be extensively exploited to meet various demands. Another advantage of this CRLH TL is that at zeroth order resonance infinite wavelength is supported. This is due to the CRLH TL’s unique property to support a fundamental backward wave (anti parallel group and phase velocities) and zero propagation constant with zero (unbalanced CRLH TL ) or finite group velocity (balanced CRLH TL) at a finite frequency [8]. This property is exploited in the miniaturization of antenna size because the frequency at zeroth order resonance is independent of the physical dimensions of the antenna. Also at zeroth mode we have uniform field distribution which maximizes directivity and minimizes dissipative losses. Popular structures that are used for the implementation of the CRLH TL are the microstrip technique based on the most popular Dan Sievenpiper’s Mushroom structure [11]. Though it satisfies the LH property, it suffers from a tradeoff between the antenna’s size reduction and its bandwidth. Lai et al [12] provided dual mode, dual band features; but bandwidth obtained was only about 0.75%. The peak gain and radiation efficiency of this antenna were 0.87 dBi and 70 % respectively. However small ZOR antennas employing a CRLH resonator made up of two or three cells suffer from a low radiation efficiency and poor gain in the zeroth-order resonant mode [13].

In this paper a compact metamaterial antenna consisting of two unit cells is proposed. In this proposed structure, a high gain of 1.9515dB and bandwidth of 2.964 % at 3.54 GHz along with an efficiency of 82.52 % is obtained. Further, at 2.48 GHz, gain of 1.559 dB and bandwidth of 1.36 % along with an efficiency of 55.31% is obtained. The proposed design exhibits triband, pentamode characteristics which can be used for multiband wireless precise applications [14].

II. CRLH Transmission Line and Shunt Mode Zeroth Order Resonance

A composite right/left handed transmission line structure is obtained by cascading N number of unit cells as shown in Fig. 1(a). The size p of each unit cell is much smaller than the guided wavelength (p ≪ λg), so as to satisfy the effective homogeneity condition in which case the diffraction phenomena will dominate over the scattering phenomena. The dispersion diagram of the CRLH TL is shown in Fig. 1(b). It can be obtained by applying Bloch-Floquet theorem to the CRLH unit cell of Fig. 1(a).

![Fig. 1(a). Elemental model of CRLH TL unit cell.](image1.png)

![Fig. 1(b). The dispersion diagram for CRLH TL.](image2.png)

The CRLH TL supports a fundamental LH wave (phase advance) at lower frequencies and a RH wave (phase delay) at higher frequencies.

The dispersion relation is given as [15]:

\[
\cos[(\beta - j\alpha)p] = 1 - \frac{(\omega^2 - \omega_{se}^2)(\omega^2 - \omega_{sh}^2)}{2\omega^2\omega_{se}^2},
\]

(1)

where,

\[
\omega_{se}^2 = \frac{1}{L_R C_L}, \omega_{sh}^2 = \frac{1}{L_L C_R}, \omega_0^2 = \frac{1}{L_R C_R}.
\]

Under balanced condition, \(\omega_{se} = \omega_{sh} = \omega_0\) and one non-zero frequency point with \(\beta = 0\) is present. This point is referred to as the infinite
wavelength point and is determined from either series resonance or shunt resonance of the unit cell of length \( p \), repeating \( N \) times, so a CRLH TL of length \( L = N \times p \) is realized. The CRLH TL is used as a resonator when it is open ended or short ended under the resonance condition,

\[
\beta_n = \frac{n \pi}{L}, \quad (n = 0, \pm 1, \pm 2, \ldots) \quad (2)
\]

where \( \beta_n \) is propagation constant along the TL, \( L \) is the total length of the TL, and \( n \) is the resonance mode number or resonant index and can be a positive or negative integer and also zero. In case of conventional half wavelength resonant antennas, the propagation constant \( \beta^{RH} \) is always positive, and this leads to positive resonant indices \((n=+1, +2 \ldots)\). But for LH TL structures \( \beta^{LH} \) are negative, and resonant indices will be negative \((n=-1,-2 \ldots)\). When \( \beta_n = 0 \), there is a non-zero frequency. This property is utilized to create a zeroth order resonator. From these conditions, the resonant modes can be \( n = 0, \pm 1, \pm 2, \ldots \).

Inverting Equation (1) we have

\[
\omega(\beta) = \sqrt{\left(\omega_0^2 + \omega_n^2 \sin^2 \frac{p \beta}{2}\right) + \omega_n^2 \sin^2 \frac{p \beta}{2}}. \quad (3)
\]

From the relation given in Equation (3) we can obtain the resonance frequency of the structure and consequently the dispersion diagram.

The inherent dispersion of CRLH structures allows multiband operation. A standard CRLH TL is inherently dual band, due to its four fundamental parameters \((L_R, C_R, L_L, C_L)\) compared to just two parameters \((L_R, C_R)\) in a conventional transmission line.

A CRLH TL based zeroth order resonating antenna is excited either by open circuiting (by a small coupling capacitance \( C_c \)) or by short circuiting (by a small shunt inductance) the CRLH structure. In the open circuit case, the resonance occurs at \( \omega_{sh} \) and therefore the energy is stored only in the shunt (admittance) elements whereas in the short circuited case, the resonance occurs at \( \omega_{sw} \) and therefore the energy is stored only in the series (impedance) elements. But when the structure is balanced, these two frequencies are equal. Hence, the energy stored is determined by the type of termination i.e.; by the type by which the antenna is excited. In this paper, the antenna structure is balanced and is excited by open circuiting by a small coupling capacitance so that its energy will be stored in the shunt elements.

### III. METHODOLOGY

The novel CRLH TL based ZOR antenna was implemented using CPW technique. The compact vialess ZOR antenna proposed by Jang et al [16] was designed to operate over a single band although it was simple and easy to fabricate. In this paper the proposed metamaterial antenna is designed to operate over multiband suitable for precise wireless applications especially point to point wireless communication. Coplanar waveguides are uniplanar transmission line structures where the ground plane and the signal trace are placed on the same side of the substrate. The advantage of such a structure is that to get enhanced bandwidth it is more flexible to change the shunt parameters \((C_R, L_L)\) of a CRLH TL. It provides smaller shunt parasitic RH capacitance \( C_R \) if the distance between the CPW grounds from the radiating patch is increased and larger shunt LH inductance \( L_L \) if the lengths of the short ended spiral inductors are increased. But in case of microstrip technique as the signal trace is separated from the ground plane by a dielectric layer (i.e; by a substrate material), \( C_R \) tends to be large. This is because it depends on the capacitance of the host microstrip line to the ground plane. Also here the shunt inductance, \( L_L \) is small because the LH inductance provided by the vias is directly proportional to its height, which in turn is restricted by the substrate’s height. So in case of microstrips bandwidth enhancement is just about 0.75 % with a low gain of 0.87 dBi [12].

### IV. ANTENNA DESIGN

The geometrical model of the proposed compact triband, pentamode metamaterial antenna is shown in Fig. 2(a) and 2(b) with two unit cells. The fabricated prototype is shown in Fig. 2(c). It consists of a single layer substrate of size 29.2mm x 25.4mm x 1.6mm made up of Rogers RT/Duroid 5880 having dielectric constant \( \varepsilon_r = 2.2 \) and a thickness of 1.6mm. Each unit cell (6mmx7.8mm) consists of symmetrically placed spiral inductors on both sides of the unit cell. The electrical size of the unit cell is \( 0.1182 \lambda_0 \times 0.0645 \lambda_0 \times 0.0132 \lambda_0 \).
at 2.48 GHz (n=0 mode). Some of the main features of these spiral inductors being that, firstly, it increases the shunt LH inductance \( L_d \) because the length of these spiral inductors is directly proportional to the shunt LH inductance which in turn leads to bandwidth enhancement [12] and secondly, with increase in the length of the inductive stubs, the resonant frequency of ZOR’s decreases [13]. Additionally, CRLH TL’s has an inherent property to provide multi frequency multi-band resonances. The unit cells or the radiating patch is separated by a small gap of 0.2 mm. This gap provides the series LH capacitance \( C_L \) while the magnetic flux produced by the current flow along the radiating patch provides the parasitic series RH inductance \( L_R \). Each unit cell is parallel connected to the two short ended spiral inductors having 5 turns. These spiral inductors of width 0.4mm introduce the LH inductance \( L_L \). The gap between the spiral inductor strips is also equal to 0.4 mm. As the whole CRLH TL structure is excited by open circuiting (with a small coupling capacitance), shunt resonance \( \omega_{sh} \) initiates, with energy storing taking place in the shunt elements. When the structure is balanced then the two resonant frequencies \( \omega_{sh} \) and \( \omega_{se} \) are identical. Bottom ground is placed to provide an impedance matching of about 42 ohms. Figures 3(a) and 3(e) show the simulated reflection coefficients and VSWR of the proposed antenna respectively. It is observed that a reflection coefficient of -20.2014 dB at the zeroth mode (2.48 GHz) is obtained. Figure 3(a) shows the comparison of the simulated and measured reflection coefficients of the proposed design. A very good agreement between the measured and the simulated results are obtained. The measured reflection coefficient is slightly shifted from that of the simulated one which can be attributed to minor errors in the fabrication of vias or due to improper etching. Figure 3(b) shows the radiation patterns at E-plane (x-z plane) and H-plane (y-z plane) for different operational frequencies. In all these different frequencies, a dumb-bell shaped E-radiation patterns and very good omni-directional H-radiation patterns are obtained. Figure 3(c) shows the 2D gain patterns of the proposed antenna for different operational frequencies. Figures 3(d) shows the 3D gain at each operational frequency. Highest gain of 1.9515 dB is achieved at 3.54 GHz. The simulated radiation efficiency (%) and gain (dB) according to the operating band are presented in Fig. 3(d). In this proposed antenna, a bandwidth of 1.36% and radiation efficiency of 55.31% are achieved at zeroth order resonance of 2.48 GHz with a gain of 1.559 dB. The radiation efficiency is enhanced to approximately 83% at 3.54 GHz but drops to 7% at 1.01 GHz due to a high rise of conductivity loss. Figs. 5(a, b) and 6(a, b) show the measured radiation patterns at 2.528 GHz and 3.684 GHz respectively. Since, radiation pattern measurements were undertaken with the test antenna mounted onto an aluminum plate fixture which was aligned to a reference wideband horn antenna so there is a slight variation in the simulated and measured radiation patterns. The antenna is tested at Antenna Measurement Facility (AMF), Space Application Centre, ISRO Ahmedabad. Real time flight model testing was carried out in an anechoic chamber shown in Fig. 4. Table1 shows the performance characteristics of the proposed antenna with substrate, RT Duroid (\( \varepsilon_r=2.2 \)), no. of unit cells = 2 and no. of resonating modes/bands = 3. All simulations were carried out using Ansoft HFSS using Driven set up. No. of passes used is 6 and convergence ratio (Delta S): 0.02 is the maximum change in the magnitude of the S-parameters between two consecutive adaptive passes. The antenna is excited with wave port excitations. Measurements were undertaken with Agilent E8363B Network Analyzer.

### A. Antenna Geometry

![Fig. 2(a). Geometrical model of the proposed triband antenna (Top Patch with two unit cells).](image)
V. SIMULATION RESULTS

Fig. 3(a). Comparison of simulated and measured reflection coefficients of the proposed antenna.

Fig. 3(b). Radiation Patterns $E_{\text{plane}}(\phi = 90^\circ)$ and $H_{\text{plane}}(\phi = 0^\circ)$ at different operational frequencies.

Fig. 3(c). Gain Patterns at different operational frequencies.

Fig. 3(d). Simulated radiation efficiency and gain for the proposed structure.
VI. ANTENNA/FEED MEASURED PERFORMANCE

A. INTRODUCTION: ANECHOIC CHAMBER
SPACE APPLICATIONS CENTRE (SAC), ISRO, Ahmedabad, has an Anechoic Chamber for characterizing feed system and electrically small antennas radiation pattern measurement at very low power levels in far field configuration. The Anechoic chamber is having size of 13m x 8m x 8m ( L x W x H ) respectively, quiet Zone of 1m³ and has been designed for the frequency range of 1.0 GHz to 40 GHz and currently it can cater the frequency range up to 60 GHz.

B. MEASURED RADIATION CUTS:
The radiation pattern cuts H-plane and E-plane for given patch antennas are shown below.

Fig. 3(e). V.S.W.R. for the proposed structure.

Fig. 4. - Photograph showing axis definition in the Anechoic Chamber. For clarity, a co-ordinate system has been superimposed on the picture.

Fig. 5(a). Measured Radiation Pattern E co-plane at 2.528 GHz.

Fig. 5(b). Measured Radiation Pattern H co-plane at 2.528 GHz.
Fig. 6(a). Measured Radiation Pattern E co-plane at 3.684 GHz.

Fig. 7(a). Gain of the antenna at n=±2 mode (freq= 3.54GHz).

Fig. 6(b). Measured Radiation Pattern H co-plane at 3.684 GHz.

Fig. 7(b). Gain of the antenna at n=0 mode (freq= 2.48GHz).

Fig. 7(c). Gain of the antenna at n= -2 mode (freq= 1.01 GHz).
Table 1: Performance Characteristics of the proposed metamaterial antenna.

<table>
<thead>
<tr>
<th>Resonant Freq (GHz)</th>
<th>Return Loss (dB)</th>
<th>Gain (dB)</th>
<th>Bandwidth (%)</th>
<th>Radiation Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>f+2 = 3.54</td>
<td>-18.4998</td>
<td>1.9515</td>
<td>0.8252</td>
<td></td>
</tr>
<tr>
<td>f+1 = 3.04</td>
<td>-9.4013</td>
<td>1.5256</td>
<td>0.51737</td>
<td></td>
</tr>
<tr>
<td>f0 = 2.48</td>
<td>-20.2014</td>
<td>1.5590</td>
<td>1.36</td>
<td>0.5531</td>
</tr>
<tr>
<td>f-1 = 2.11</td>
<td>-9.8419</td>
<td>6.2652</td>
<td>0.087649</td>
<td></td>
</tr>
<tr>
<td>f-2 = 1.01</td>
<td>-15.9635</td>
<td>-3.4993</td>
<td>0.069301</td>
<td></td>
</tr>
</tbody>
</table>

VII. CONCLUSION

A compact, triband metamaterial antenna with novel spiral inductors is proposed. The LH shunt inductance contributed by the spiral inductors leads to bandwidth of about 1.36% with an impedance matching of 42Ω. A dumb-bell shaped E plane radiation pattern and omni-directional based H plane radiation pattern are obtained along with triband characteristics making it most suitable for point to point wireless applications.
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